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The only reason for time is so that
everything doesn’t happen at once.

–A. Einstein



Preface

“Most of what makes a book ‘good’ is that we are reading it at the right moment for
us” is a quote from the Swiss-British philosopher Alain De Botton. The quote is
right on top for a book where timing is the central given. Read this book about
timing if at this moment your design is in need of an accurate yet efficient timing
reference!

The book you are holding is the result of several years of Ph.D. research that
started with the ambition to set important steps toward the implementation of
batteryless wireless sensor nodes. Relatively soon it became clear that accurate
timing is one of the key points in realizing this. Therefore the focus shifted to the
construction of a low power, supply, and/or temperature independent timing ref-
erence. This topic in its turn surpasses the world of wireless sensor networks as it is
much wider applicable.

We are convinced that the results we present here can help you in several ways.
You can have a look at the circuits and concepts and adapt them for your system.
More importantly the book can act as a source of inspiration for all those that are
involved in sensor network design and the hardware for the Internet of Things. We
dare to hope that the book brings you as much research inspiration as it brought us
research joy while creating it.

Leuven, September 2014 Valentijn De Smedt
Georges Gielen
Wim Dehaene
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Abstract

Back in 2000, the Nobel prize committee recognized the invention of the integrated
circuit in 1958 by Jack Kilby as one of the most far-reaching steps forward in
modern technology. Today, almost 60 years after this invention, electronics are
found everywhere in our society. This is mainly caused by the characteristic
exponential growth factors in the electronics industry (Moore’s law), which result
in an exponential miniaturization and cost decrease. This evolution goes hand in
hand with a similar growth of wireless communication technology: devices become
smaller, frequencies and data rates higher. As a result, the wearability and func-
tionality of wireless electronic devices drastically increase.

This ongoing technological progress is a direct cause of the appearance of
Wireless Sensor Networks (WSN). An increasing number of autonomously oper-
ating devices is wirelessly connected to a network and/or to the Internet, an evo-
lution which will eventually result in the so-called Internet of Things. Since both the
miniaturization as well as the cost decrease of these wireless sensor nodes is nec-
essary to become economically feasible, a growing need for fully-integrated, single-
chip wireless devices is observed. The use of modern deep-submicron CMOS
technologies in analog electronics, however, has several drawbacks in terms of
temperature sensitivity and linearity.

This work elaborately investigates the possible circuit techniques to overcome
the temperature and supply voltage sensitivity of fully integrated time references for
ultra-low-power wireless communication in WSN. In a first step, the basic needs to
build a frequency reference are studied. Furthermore, a closer look at the short-term
as well as the long-term frequency stability of integrated oscillators is taken. This
results in a design strategy, which is applied to six different oscillator design cases.
All six implementations are subject to a study of phase noise and long-term fre-
quency stability.

The first two implementations are respectively a temperature- and a supply
voltage-independent Wien bridge oscillator. The temperature independence is
obtained by using a novel feedback amplifier topology of which the output resis-
tance only depends on a temperature stable resistor. This requires advanced circuit
techniques and a highly-stable amplitude regulation circuit. The second Wien
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bridge implementation makes use of two nested regulators, resulting in an ultra-
high supply voltage stability over a wide voltage range.

The third design case makes use of a high-quality bondwire LC tank. A novel
pulsed driving technique is developed to decrease the power consumption of the
high-frequency oscillator circuit. This driving technique reduces the impact of the
oscillator circuitry on the output frequency and therefore also on the temperature-
and supply voltage stability of the oscillator. To better understand the application
field of the pulsed oscillator topology, the noise performance is analyzed as well.
The processed implementation is a unique combination of power consumption and
long-term frequency stability.

Next, two injection-locked oscillator implementations are discussed. Apart from
a stable output frequency, a high absolute accuracy is also obtained due to the
locking to a wirelessly received RF signal. The first design uses the received
2.4 GHz carrier frequency as a time reference. Despite its simple system topology,
this approach has several drawbacks in terms of selectivity and power consumption.
The second implementation locks to the envelope of the received RF signal.
Therefore, the oscillator can run at a low frequency, drastically diminishing the
power consumption. A second improvement is the addition of a network coordi-
nation receiver. For this purpose, a novel ultra-low-power receiver topology and
demodulation technique are developed. As a result of the addressability, the overall
power consumption in the network is reduced.

The last design case is a temperature- and supply voltage-independent oscillator-
based sensor interface. Since the challenge in this design is rather the stability of the
output value than the frequency stability, a different design strategy is used. It is
shown that the matching of different oscillator delay stages can be applied to obtain
a stable and highly-linear digitalization of a sensor input.

The wirelessly injection-locked oscillator, the coordination receiver, the sensor
interface, and a transmitter are combined into one highly-flexible wireless tag. The
content, the scrambling code, and the length of the transmitted data burst can be
adapted freely, depending on the application. The developed tag can therefore be
used in a wide range of applications, with different accuracy requirements and
energy constraints.

Finally, an elaborate comparison between the developed oscillator designs and
the state of the art is performed. It is shown that the free-running implementations
as well as the injection-locked designs improve the state of the art. This discussion
results in several suggestions for possible future work.
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LFSR Linear Feedback Shift Register
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LTV Linear Time-Variant
MEMS Microelectromechanical systems
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MoI Moment of Impact
MoM Metal-oxide-Metal
MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor
OCXO Oven-Compensated Crystal Oscillator
P-UWB Pulsed Ultra-Wideband
PC Personal Computer
pcb Printed Circuit Board
PDF Probability Density Function
ppb Parts per billion
ppm Parts per million
PSD Power Spectral Density
PVT Process, Temperature and (Supply) Voltage
PW Pulse Width
RF Radio Frequency
RFID Radio Frequency Identification
rms Root mean square
SNDR Signal to Noise and Distortion Ratio
SNR Signal to Noise Ratio
TANSTAAFL There Ain’t No Such Thing As A Free Lunch
TCXO Temperature-Compensated Crystal Oscillator
ULP Ultra-Low Power
VCO Voltage-Controlled Oscillator
VCXO Voltage-Controlled Crystal Oscillator
WSN Wireless Sensor Network
XO Crystal Oscillator
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Symbols

aðx � tÞ Deterministic, periodic function with period 2p
ak Phase shift of the k-th harmonic of a voltage oscillator

signal
aln Temperature coefficient of the electron mobility
aVth Temperature coefficient of the transistor threshold voltage
b Phase modulation index
bk Phase shift of the k-th harmonic of a voltage oscillator

signal
Dx3dB −3 dB width of a resonant peak in a transfer function
Df�3dB Half-power width of an oscillator output spectrum
DTn Delay error induced by noise
DVn Output voltage error induced by noise
DVrel Relative supply voltage span, as defined in Sect. 4.3.2
AðDxÞ Amplitude noise density at frequency offset Dx, relative to

the carrier
Dx0 Difference between the fundamental frequency x0 and the

natural frequency xn of the tuned network
Dxn Angular frequency difference between the natural oscillator

frequency xn and the frequency of an injected signal xi

Dxinj Frequency perturbation on the injected signal iinj, equal to
d/injðtÞ=dt

Dxnn Frequency perturbation on the free-running oscillator signal
(not the injection-locked oscillator signal), equal to
d/nnðtÞ=dt

D/iðtÞ Perturbation of the phase shift between an oscillator current
and an injected current (due to noise), equal to
D/injðtÞ � D/osc

D/in j tð Þ Perturbation on the phase of the injected signal iin j
D/osc Perturbation on the phase of the (locked) oscillator signal
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dk Relative amplitude of the k-th harmonic of the voltage
waveform, compared to the amplitude of the fundamental
frequency

dXx Skin-depth of a conducting material Xx (for instance Silver,
Ag)

ε Parameter equal to Ainj=Aosc

ε(t) Random amplitude variation of an oscillator signal
c Constant parameter used to determine the bandwidth of a

Lorentzian spectrum, equal to p � f 20 � c
CðxÞ The Impulse Sensitivity Function (ISF) with period 2 � p
CiðxÞ Impulse Sensitivity Function (ISF) on node i with period

2 � p
ck Relative amplitude of the k-th harmonic of the voltage

waveform, compared to the amplitude of the fundamental
frequency

Ceff ðxÞ Effective Impulse Sensitivity Function (ISF), taking cyclo-
stationary noise sources into account

Crms Root mean square (rms) value of the Impulse Sensitivity
Function (ISF)

KðxÞ Amplitude Impulse Sensitivity function (A-ISF), with
period 2 � p

ki Eigenvalue with corresponding eigenvector ui
KiðxÞ Amplitude Impulse Sensitivity function (A-ISF) on node i,

with period 2 � p
q Generalized eigenvector with corresponding eigenvalue k
l Scalar nonlinearity parameter in the van der Pol equation
lXx Magnetic permeability of a conducting material Xx (for

instance Silver, Ag)
X Unit of electrical resistance
x Instantaneous angular frequency, pulsation, 2pf
xðtÞ Instantaneous angular frequency over time
x0 Constant mean angular frequency of an oscillator, often

used as the angular frequency in standard conditions
xB Beating frequency of an injected oscillator
xi Angular frequency of an injected signal
xL One-sided lock range of an injection-locked oscillator
xm Angular frequency of a motor
xn Natural angular frequency of an electrical (tuned) network,

natural angular frequency of an oscillator, 2pfn
U magnetic flux due to the magnetic poles in a motor
UðtÞ Instantaneous phase of an oscillator signal
/ðtÞ Random variations of noise in the phase function, also

called excess phase function
/1 Steady-state phase shift between the oscillator current and

the injected current
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/iðtÞ Phase shift between the oscillator current and the injected
current

/ETF Phase shift of an Electro-Thermal Filter
/i;0 Initial phase shift between the oscillator current and the

injected current
/injðsÞ Phase shift of the injected signal in the frequency domain
/nnðsÞ Phase shift of the free-running oscillator signal in the

frequency domain
/nnðtÞ Phase shift of the free-running oscillator signal (not the

injection-locked oscillator signal)
/oscðsÞ Phase shift of the locked oscillator signal in the frequency

domain
w Phase shift between the injected signal and the relaxation

oscillator current
WðtÞ Systematic or deterministic variations in the phase function
qXx Conductivity of a conducting material Xx (for instance

Silver, Ag)
rðA; f ; sÞ Allan variance of the output of a function f with dead time s

between the subsequent samples
rðTh; TlÞ Covariance between two stochastic periods
rc Cycle-to-cycle jitter of an oscillator output signal
rA;h;l Allan covariance between two variables Th and Tl (with

dead time s)
rabsðt ¼ N � savgÞ Standard deviation of the absolute jitter after N oscillation

cycles, sometimes also called the absolute jitter
rcc Alternative definition of the cycle-to-cycle jitter, calculated

using the difference between subsequent periods
rLC;Cte Average cycle-to-cycle jitter of the output waveform of a

resonant tank with constant output amplitude
rLC;Pulsed;N Standard deviation of the length of the pulsed period of an

LC tank, normalized to TLC=2
rLC Average cycle-to-cycle jitter of the output waveform of a

resonant tank with decaying output amplitude
rTn Standard deviation (rms) of the time noise on a stage delay
rVn Standard deviation (rms) of the voltage noise
s An arbitrary moment in time
si Period of the i-th oscillation cycle
savg Average period of an oscillator output signal
hðtÞ Phase shift of an oscillation over time (compared to xn � t)
h0 Initial phase shift of an oscillation
hi Phase shift induced by a small injected signal in the

oscillator, angle between the oscillator signal and the
resulting signal

hn Phase shift of a tuned network at x 6¼ xn
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� ðtÞ Deterministic and systematic amplitude variations of an
oscillator signal

A Voltage gain of a generic amplifier
A0 Ideal constant amplitude of an oscillator signal
A1 Linear gain of a voltage dependent transconductance

amplifier
A Ampère, unit of electrical current
AD Area or size of a diode junction
Ads Amplitude of the drain-source current in an oscillator
Aenv;DC DC approximation of the complex envelope of an oscillator

output signal
AenvðtÞ Complex envelope of an oscillator output signal
Ai i-th-order gain of a voltage dependent transconductance

amplifier
Ainj Amplitude of a signal injected in an oscillator
Aosc Amplitude of an oscillator signal current
AR Area or size of a resistor
Ar Amplitude of the resulting oscillator signal, sum of the

injected current and the oscillator current
AðtÞ Instantaneous amplitude of an oscillator signal
At Minimum attenuation of a feedback network
Av Voltage gain of an amplifier
B Bandwidth of a modulating signal
C Capacitance, a capacitor
c Motor constant, speed of light
c Constant parameter used to determine the bandwidth of a

Lorentzian spectrum
Cds Drain-source capacitor of a MOS transistor
Cgd Gate-drain capacitor of a MOS transistor
Cgs Gate-source capacitor of a MOS transistor
ci Complex i-th pole frequency
Cox Gate-oxide capacitance per unit area of a MOS transistor
Cp Parallel capacitor in the equivalent quartz crystal model
Cs Series capacitor in the equivalent quartz crystal model
DC Duty cycle of a digital signal
e Euler’s constant
EDecayðNÞ Energy loss over N oscillation cycles in a resonant tank

with exponentially decaying output amplitude
EM Back electromotive force
EOscðNÞ Energy loss over N oscillation cycles in a resonant tank

with constant output amplitude
f ðUðtÞÞ Periodic function of UðtÞ with period 2 � p
F Device excess noise factor
Famp Noise factor of an amplifier
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F Farad, unit of electrical capacitance
fi State variable of an oscillation on node i, normalized to

amplitude and frequency
fi x1; . . .; xnð Þ A smooth real-valued function of x1; . . .; xn
FoMAD Figure of Merit for Analog to Digital converters
FoMJT Jitter and Temperature-dependency Figure of Merit (FoM)

of an oscillator
FoMPN Phase noise Figure of Merit (FoM) of an oscillator
FoMPN;tuned Phase noise Figure of Merit (FoM) of an oscillator, taking

the tuning sensitivity into account
FoMPNT Phase noise and Temperature-dependency Figure of Merit

(FoM) of an oscillator
FoMPNTV Phase noise, Temperature-dependency and Voltage-depen-

dency Figure of Merit (FoM) of an oscillator
FoMTV Temperature- and Voltage-dependency Figure of Merit

(FoM) of an oscillator
FoMV Voltage-dependency Figure of Merit (FoM) of an oscillator
G Transconductance of a generic amplifier
gm Transconductance of a transistor
gmb Transconductance of the bulk of a transistor
GmðvÞ Gain of a nonlinear negative resistance or amplifier
gm;wi Transconductance of a MOS transistor in weak-inversion
GðsÞ Transconductance of a generic amplifier, dependent on the

Laplace variable (representing the frequency)
GðvÞ Input-amplitude-dependent transconductance of a generic

amplifier
h/ðt; sÞ Unit impulse response for the excess phase for a charge

injected at time s
hAðt; sÞ Unit amplitude impulse response for a charge injected at

time s
H Henry, unit of electrical inductance
Hinjðj � DxÞ Transfer function of the phase perturbations on the injected

signal iinj to the injection-locked oscillator output
Hnðj � DxÞ Transfer function of the phase perturbations on the free-

running oscillator signal iosc to the injection-locked oscil-
lator output

hnðtÞ Normalized impulse response of a resonant network
HðsÞ Transfer function of a linear system or network
hðtÞ Impulse response of a linear system or network
I Unity matrix, symbol of electrical current, mechanical

moment of inertia
IA Current amplitude through an inductor
Ib Biasing current of an oscillator or an oscillator stage
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ID0 Technology dependent parameter determining the weak-
inversion current of a MOS transistor

id;nðtÞ Small-signal differential noise current
Ids Large-signal drain-source current of a MOS transistor
ids Small-signal drain-source current of a MOS transistor
Ids;f Zero-temperature-coefficient DC biasing current of a

transistor
Ids;wi Large-signal drain-source current of a MOS transistor in

weak-inversion
iinjðtÞ Injected current in an oscillator
Ii;reg Regulated output current of a current regulation circuit
Ii;reg;rep Regulated output current through the oscillator replica

when the regulator is loaded with a resistor
Ik Fourier coefficient of a current oscillator signal
=ðxÞ The imaginary part of x
In Amplitude of a noise current
in0ðtÞ Stationary current noise source
inðtÞ Injected small-signal noise current
iosc Oscillator signal current
irðtÞ Resulting current in an oscillator, sum of the injected

current and the oscillator current
IðsÞ Laplace transform of a current waveform
iðtÞ Small-signal current
j Imaginary unit,

ffiffiffiffiffiffiffi�1
p

jabsðt ¼ N � savgÞ Absolute jitter after N oscillation cycles
JðdÞ Current density in a conductor, depending on the distance

d from the surface
J Joule, unit of energy
Js Current density in a conductor at the surface
k The Boltzmann constant, approximately equal to

1:38 m2 � kg � s�1 � K�1

k100 Conversion gain of an envelope detector for an input signal
with 100 % modulation depth

k30 Conversion gain of an envelope detector for an input signal
with 30 % modulation depth

kDC Conversion gain of an envelope detector for a DC (low-
frequency) input signal

KfD Technology dependent 1/f noise fitting parameter of a diode
KfR Technology dependent 1/f noise fitting parameter of a

resistor
KfT Technology dependent 1=f noise fitting parameter of a

transistor
Kij Residue of a partial fraction corresponding to real pole

i with j-th degree denominator
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KILO Injection-locked oscillator gain
Kmix Mixing gain of a mixer circuit
KVCO Integration constant or sensitivity of a VCO to its control

voltage vc
L Inductance, an inductor
L Length of a MOS transistor
LðDxÞ Phase noise density at frequency offset Dx, relative to the

carrier
Lij Residue of a partial fraction corresponding to complex pole

i with j-th degree denominator
LtotalðDxÞ Total noise power density at frequency offset Dx, relative

to the carrier
MoI Moment of Impact of a pulse applied to a resonant tank
MoIN Moment of Impact of a pulse applied to a resonant tank,

normalized to TLC=2
N Number of free-running periods in a Pulsed-Harmonic

oscillator
NFamp Noise figure of an amplifier
NLF Noise spectral density of the low-frequency noise at an

amplifier output (expressed in V2=Hz)
No;ED Noise spectral density of the noise at the output of an

envelope detector (expressed in V2/Hz)
Nsrc Noise spectral density of an input source (expressed in

V2/Hz)
p Frequency of a single pole
pi Real i-th pole frequency
PðsÞ Numerator of a transfer function HðsÞ
Ps Average power dissipated in a resonant tank
PsbcðDxÞ Single-sideband noise power at offset frequency Dx,

relative to the carrier
Psideð f0 þ Df ; 1 HzÞ Single-sideband noise power in a 1 Hz interval at a

frequency offset Df from the carrier
PW Pulse width of a pulse applied to a resonant tank
PWN Pulse width of a pulse applied to a resonant tank,

normalized to TLC=2
Q Quality factor of a resonant (second order) network
q Unit charge of a single charge carrier (electron or hole)
QC Quality factor of a capacitor C
qCte Maximum charge displacement (compared to equilibrium)

in a resonant network with constant output amplitude
during one period

qDecay Maximum charge displacement (compared to equilibrium)
in a resonant network with exponentially decaying output
amplitude during one period
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QG Generalized Q factor
QL Quality factor of an inductor L
qmax Maximum charge displacement from the equilibrium state

on the output node of a resonant tank during one oscillation
cycle

QðsÞ Denominator of a transfer function HðsÞ
R Resistance, a resistor
r0 Small signal output (drain) impedance of a MOS transistor

(also called rds)
RB Bulk resistance of a transistor
RD Drain resistance of a transistor
rds Small signal output (drain) impedance of a MOS transistor

(also called r0)
Reff Effective noise resistance of a transistor
<ðxÞ The real part of x
RG Gate resistance of a transistor
Rp Equivalent parallel resistance of an RLC network
RS Source resistance of a transistor
Rs Series resistance of an inductor
s Laplace variable, equal to rþ j � x, in steady-state equal to

j � x
s Second, unit of time
S/;f ð f Þ Power Spectral Density of the phase fluctuations as a result

of the 1=f noise component
Sað f Þ Power Spectral Density of a waveform a
Sinð f Þ Power Spectral Density of a current noise source in
SinjðxÞ Power spectral density of the injected signal iinj
SnnðxÞ Power spectral density of the free-running oscillator signal
SoscðxÞ Power spectral density of the locked oscillator signal iosc
SRFð f Þ Power Spectral Density of a general RF signal
SVnð f Þ Power Spectral Density of the voltage noise on a capacitor
Svnð f Þ Power Spectral Density of a voltage noise source vn
Sxð f Þ Power Spectral Density of phase time fluctuations
Syð f Þ Power Spectral Density of fractional frequency fluctuations
S/ð f Þ Power Spectral Density of phase fluctuations
SDf ð f Þ Power Spectral Density of frequency fluctuations
SDxð f Þ Power Spectral Density of angular frequency fluctuations
T Absolute temperature, expressed in Kelvin [K] or (depend-

ing on the context), the oscillation period
t Time variable
T0 Period of an oscillator
TD Delay of an oscillator stage
td Delay of an inverter
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Th Time span that a digital oscillator output is high during one
period

Th;0 Time span that a digital oscillator output is high during one
period with a sensor input signal equal to zero

thl Input-output delay of an amplifier for a falling edge at the
output

Ti;reg Loopgain of a current regulation circuit
Tl Time span that a digital oscillator output is low during one

period
tL Time needed for an injection-locked oscillator to lock, lock

time of an injection-locked oscillator
Tl;0 Time span that a digital oscillator output is low during one

period with a sensor input signal equal to zero
TLC Period of a free-running LC tank
tlh Input-output delay of an amplifier for a rising edge at the

output
TM Motor torque
TOsc Complete period of a multi-stage oscillator
TðsÞ Frequency dependent loopgain of a feedback system
TSens Sensitivity of the output frequency f0 to temperature
TSwitch Time interval needed for a differential oscillator stage to

switch
TðtÞ Phase time
Tv;reg Loopgain of a voltage regulation circuit
U Symbol of electrical tension
ui Eigenvector with corresponding eigenvalue ki
uðtÞ The Heaviside function
VA Voltage amplitude over a capacitor
Vbs Large-signal bulk-source voltage of a MOS transistor
vbs Small-signal bulk-source voltage of a MOS transistor
vcðtÞ Control voltage of a VCO
VCte Constant input voltage
Vctrl Control voltage to control the gain of an amplifier
Vd Differential voltage applied to the input of a differential pair
Vdd Supply voltage
Vds Large-signal drain-source voltage of a MOS transistor
vds Small-signal drain-source voltage of a MOS transistor
VE Early-voltage of a MOS transistor
Vgs Large-signal gate-source voltage of a MOS transistor
vgs Small-signal gate-source voltage of a MOS transistor
Vgs;f Zero-temperature-coefficient DC biasing voltage of a

transistor
Vgt Overdrive voltage of a MOS transistor, equal to Vgs � Vth

Vi Output voltage of the i-th oscillator stage
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Vi;reg Regulated output voltage of a current regulation circuit
Vk Fourier coefficient of a voltage oscillator signal
Vmax Maximum supply voltage at which a circuit can properly

operate
vmax Maximum output voltage (compared to equilibrium) of a

resonant tank during one oscillation cycle
Vmin Minimum supply voltage at which a circuit can properly

operate
vn;diff Differential noise voltage
vnðtÞ Small-signal noise voltage
Vref Output voltage of a voltage reference
Vreg Output voltage of a voltage regulator
Vrep Output biasing voltage coming from a replica circuit
VðsÞ Laplace transform of a voltage waveform
VS Output voltage of a sensor, input voltage of a sensor

interface
VS;DC DC value of the sensor output voltage
VSens Sensitivity of the output frequency f0 to the supply voltage
VS� Negative voltage output of a differential sensor
VSþ Positive voltage output of a differential sensor
vðtÞ Small-signal voltage
vðt � sÞ Decay function of the excess amplitude
VT Threshold voltage of a relaxation oscillator
Vt Thermal voltage, equal to k � T=q ¼ 26 mV at room

temperature
Vth Threshold voltage of a MOS transistor
V Volt, unit of electrical tension
Vv;reg Regulated output voltage of a voltage regulation circuit
Vv;reg;rep Regulated output voltage over the oscillator replica when

the regulator is loaded with a resistor
Vv;reg;res Regulated output voltage of a voltage regulation circuit

loaded with a resistor
W Width of a MOS transistor
x Normalized variable of the ISF CðxÞ, typically equal to

xn � t
_xi Time-derivative of xi
xiðtÞ A real-valued function of t
xðtÞ Random instantaneous phase time variation, /ðtÞ=x0

yðtÞ Instantaneous fractional frequency variation, dxðtÞ=dt
Z Complex impedance
z Scalar for which z 2 Z

Zk Impedance of a resonant network, seen by the k-th
harmonic
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Chapter 1
Introduction

The purpose of this work is to provide a comprehensive overview on timing issues
and the development of timing references for Wireless Sensor Networks (WSN).
The goal of this first chapter is to introduce the reader to the field of WSN. The
issues faced to obtain a stable time reference are identified, which finally results in
a motivation for this work.

This introduction starts with a historical overview of the evolution of wireless
and chip technology in general. Both wireless data and energy transmission are
addressed. Afterwards, the field of WSN is roughly sketched in Sect. 1.2 with a
focus on the Pinballs platform, developed in the MICAS group at KU Leuven. From
this discussion, the power and design constraints as well as the timing problems are
derived. In Sect. 1.3 the motivation, the goals and an overview of this work are found.

1.1 Historical Introduction

A Wireless Sensor Network consists of a set of spatially distributed autonomous
sensors [73, 314]. The size of this set can be fixed or can be changing dynamically,
depending on the application. This will also have its repercussion on the network
topology and power consumption of the different nodes. The function of aWSN is to
monitor different environmental parameters such as temperature, position, pressure,
humidity or force, collecting these data and transmitting it to a base station. Instead
of only sensing the environmental data, the network can also be used to adaptively
control or actuate some variables, for example the control of a heating system.

Most WSN nodes facilitate the possibility of wireless identification, often called
Radio Frequency Identification or RFID. This means, by definition, that a contact-
less system using radio-frequency (RF) electromagnetic fields is used to transfer
data from a tag, attached to an object, to the system [306]. In this way a wireless
tag or an attached object can be identified. RFID tags can be passive, only reflecting
modulated radio signals, or can have a small energy reservoir such as a battery or a
capacitor. The very first RFID tag, named The Thing or Great Seal bug, was invented
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2 1 Introduction

by the Soviet inventor Léon Theremin in the early 1940s as an espionage tool, see
Fig. 1.1 [292]. Although this device does not allow remote identification as such, it
modulates and reflects an incident wave in a similar way as modern, passive RFIDs.

� Léon Theremin °1896–†1993
Lev Sergeyevich Termen ( ) was a Soviet and Russian
inventor [290]. He is most famous for his invention of the Theremin, the
first mass-produced electronic musical instrument. Apart from this, he was
also the inventor of the predecessor of RFID technology [292]. After his
return to the Soviet Union in 1938, Theremin was put to work in a sharashka
(a secret laboratory in the Gulag camp system), together with Andrei Tupolev
( , a Soviet aircraft designer) and other Soviet
scientists. There he created the Buran eavesdropping system, a precursor of
the modern laser microphone. The working principle was based on the reflec-
tion of infrared radiation to detect sound vibrations in glass windows from a
distance. Another listening device he invented was called The Thing. In 1945
Soviet school children presented a replica of the Great Seal of the United States
to the U.S. Ambassador as a gesture of friendship. This present, in which The
Thing was disguised, hung in the ambassador’s residential office and inter-
cepted confidential conversations during the first 7 years of the cold war. In
1952 it was accidentally discovered and removed. For his work in Soviet espi-
onage technology Theremin was awarded the Stalin Price.

Fig. 1.1 a Schematic drawing of The Thing. The working principle is based on the reflection
of an RF signal by the antenna. The load impedance of the antenna is changing as a function
of the sound pressure. b The Thing was hidden in a replica of the Great Seal [292]

The use ofRFwaves for identification dates back to the sameperiod, the start of the
second world war. With the invention of the Radar by the German inventor Christian
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Hülsmeyer in 1911, the first RF detection system was born [20]. The device was used
to avoid collisions between ships in fog. Many scientists immediately recognized the
incredibly high strategic value of such a device. As a result, in the 1934–1939 period
eight nations independently developed similar systems to detect enemy airplanes
from a considerable distance [289]. However, when warfare became more airborne,
it was increasingly important to distinguish friends from foes [95]. Around 1939 the
first ‘identification friend or foe (IFF)’ system was used; a transponder was installed
in air fighters to ‘answer’ the radar pulses, facilitating wireless RF identification. The
first Radio Frequency localization and Identification system, called IFF Mark I, was
born [51].

1.1.1 Electromagnetic Transmission

Obviously, these earlyRFID systems are in no sense comparable tomodern electronic
systems. Due to the development and evolution of two main technologies, radio
communication and electronic miniaturization, the economic interest in this kind
of systems has increased drastically during the last decades. The evolution of both
technologies goes hand in hand from the early beginning.

1.1.1.1 Wireless Energy Transmission

The very first experiments and developments in electromagnetismwere done byHans
Christian Ørsted and Michael Faraday in 1821 [15]. Shortly after Ørsted discovered
the electromagnetic interaction between a current conducting wire and a magnetic
needle of a compass, different scientists attempted to build an electric motor. It was,
however, Michael Faraday who succeeded firstly to cause an ‘electromagnetic rota-
tion’ [304]. André-Marie Ampère in 1826 formalized these experiments in Ampère’s
circuital law describing the generation of the magnetic field around a current con-
ducting wire. Another 5 years later, in 1831, Michael Faraday discovered the inverse
law, describing the electromagnetic force induced in an inductor caused by a chang-
ing magnetic flux, see Fig. 1.2b. In the same period also Carl Friedrich Gauss was
working on electromagnetism [297]. He defines two laws, one concerning elec-
tric fields, another describing magnetic fields. Around 1865 James Clerk Maxwell
synthesized the previous observations, experiments and equations into a consistent
theory. He translated Faraday’s, Ampère’s and Gauss’s laws into a set of 4 differen-
tial equations (20 equations with 20 variables without using vector notation). This
mathematical model not only describes the behavior of electromagnetic radiation but
also forms the basis of the complete classical theory of electromagnetism [15, 313,
315].

The existence of this radiation was proven experimentally 13 years later by
Heinrich Rudolf Hertz [313]. To do so, he built a spark-gap transmitter to gener-
ate electromagnetic waves. Nikola Tesla was the first looking for some practical
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applications of electromagnetic waves [291, 300]. One of his main ideas was to use
electromagnetic waves for wireless energy transmission. In this context he invented
a device to efficiently generate RF currents [248]. 2 years later, he demonstrated the

� Michael Faraday °1791–†1867
Michael Faraday was an English scientist who is considered as one of the
co-founders of modern electronics [304]. His most famous discoveries are
electromagnetic induction and electrolysis. He is a Fellow of the Royal Society
(FRS). In 1821 he built a device to show electromagnetic rotation, nowadays
known as a homopolar motor (Fig. 1.2a). The basin of mercury on the right acts
as a conductor and contains a permanent magnet. By forcing a current through
the vertical rod, it will start rotating around the magnet. The working principle
was based on the discovery of electromagnetic force on moving charges, also
called the Lorentz force, which was only formalized in 1891.

Fig. 1.2 a Schematic drawing on the electromagnetic rotation experiment or homopolar
motor. b Schematic drawing of an induction experiment [304]

Ten years later, Michael Faraday discovered the generation of an electro-
magnetic force in an inductor caused by a changing magnetic flux. Although
he proved this effect, called mutual induction, with different experiments
(Fig. 1.2b), he did not realize that the induction ring he designed, would in
1836 be used by Nicholas Callan as the first voltage transformer [313]. By
moving a small inductor A in or out of the large inductor B, the induced elec-
tromagnetic force causes a current, which is measured by a galvanometer.

wireless illumination of phosphorescent lamps at theWorld’s Columbian Exposition
in Chicago. That same year, in 1893, Nikola Tesla demonstrated publicly wireless
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power transmission and also proposed the use of electromagnetic waves for signal
transmission.

� James Clerk Maxwell °1831–†1879
James Clerk Maxwell was a Scottish mathematician and physicist who is most
famous for the formulation of the so-called Maxwell equations [315]. These
equations, which describe the interaction between electric and magnetic fields,
form the basis of the complete classical electromagnetic theory. He demon-
strated that electric and magnetic fields travel through space as waves moving
at the speed of light, which was a unification of light and electric phenom-
ena and a first prediction of the existence of radio waves. Apart from this, he
also contributed to the kinetic theory of gases by formulating the Maxwell-
Boltzmann statistical distribution. His discoveries opened the door to the era
of modern physics, laying the foundation for special relativity and quantum
mechanics. Together with Albert Einstein and Isaac Newton he is considered
to be one of the three most prominent physicists of all time (Fig. 1.3).

Fig. 1.3 James Clerk Maxwell proved mathematically that the rings of Saturn consist of
numerous small particles [315]

In 1857 the topic of the Adams Prize was chosen to be the nature of the
rings of Saturn. Maxwell devoted 2 years to studying the problem and proved
that the rings must consist of numerous small particles he called brick-bats. A
fluid ring would be forced by wave action to break into blobs, a solid ring also
could not be stable. In 1859 he was awarded the Adams Prize for his essay On
the stability of Saturn’s Rings. Only in 1981 his predictions were confirmed
by direct observations by the Voyager 1 space probe.
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� Nikola Tesla °1856–†1943
Nikola Tesla was a Serbian-American inventor, electrical andmechanical engi-
neer and futurist [291]. He is most famous for his work on alternating current
and wireless energy transmission. He was already working in a Serbian tele-
phone company before immigrating in 1884 to the United States. There he
startedworking for Thomas Edison. Soon, however, he set up his own laborato-
ries and invented a wide variety of electrical instruments. Some of his patented
inventions (induction motor and transformer) were licensed to Westinghouse
which tried to develop a complete alternating current (AC) system. In his War-
denclyffe plant he tried to do trans-Atlantic energy transmission. He is seen as
one of the greatest inventors of all time (Fig. 1.4).

Fig. 1.4 Nikola Tesla aged 36 [291] and two of his patents, one for the efficient generation
of RF power, a second for his Tesla transformer [248, 249]

1.1.1.2 This Rings a Bell

One year later, Jagdish Chandra Bose, an Indian scientist, succeeded to ring a bell
from a distance [313]. He also showed that gun powder can be ignited from a distance.
At this timeneither the transistor nor the vacuum tubewere invented; thefirst receivers
made use of a coherer instead [86]. This device, which consisted of a glass tube with
two contacts and filled with iron powder, acted as an RF-activated relay. When
switched off, the coherer has a high impedance. Under influence of an RF wave
coming from the antenna, small sparks appear between the iron particles, making
them stick together. This causes a huge drop in series resistance, which switched on
Bose’s bell or another relay. If a small mechanical pulse is applied to the coherer,
the iron particles lose their connection and the device is reset. One year later, the
Italian scientist Guglielmo Marconi constructed a wireless link over 1.5 miles using
a spark-gap transmitter and a coherer [298, 300, 309].
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� Guglielmo Marconi °1874–†1934
Guglielmo Marconi was an Italian physicist and inventor, known as the father
of long-distance wireless transmission. He is often referred to as the inventor
of radio and shared the 1909 Nobel Prize in Physics with Carl Ferdinant Braun.
Hewas the inventor of thewireless telegraph. In order to improve the sensitivity
of wireless receivers (which was necessary to facilitate long-distance wireless
transmission), he invented a Magnetic Detector [298, 302]. The working prin-
ciple is based on a rotating ironwirewhich ismagnetized by twofixedmagnets.
The wire is continuously fed through 2 inductors. A first one is connected to
the antenna. In case of an RF signal it magnetizes the iron wire. When this
magnetized wire passes through the second inductor, which is connected to an
ear phone, it causes a click, allowing telegraphy.

Fig. 1.5 a Photograph ofMarconi’sMagneticDetector.bSchematic drawing of theMagnetic
Detector [237, 302]

During the following years, Marconi as well as Tesla did experiments to trans-
mit over larger distances. To improve the sensitivity at the receiver side, Marconi
developed the Maggie or Magnetic Detector, see Fig. 1.5 [302]. This detector was an
enormous step forward and proved the high engineering skills of Marconi. Although
this device was used as the standard detector on shipboard receivers between 1902
and 1914, it took another 20 years before scientistswere able to accurately understand
the working principle [237].

The first semiconductor detector was developed around 1906 by Jagdish Chandra
Bose andGreenleafWhittier Pickard. This detector consisted of ametal needlewhich
was put into contact with a crystal, often galena (Lead-Sulfide), creating a diode
junction. This junction, nowadays known as a Schottky diode, created the ability to
detect amplitude-modulated signals accurately. The device was often called a crystal
detector or a cat’s whisker, and was used in the first crystal radios [287]. It, however,
did not make Marconi’s detector obsolete due to its low robustness; every few days
the junction needed to be re-established [86]. A photograph is shown in Fig. 1.6. At
that time, the era of the vacuum tube still had to start.
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Fig. 1.6 Photograph of a crystal detector or cat’s whisker. The metal-semiconductor junction
which was created is nowadays known as a Schottky diode [287]

1.1.2 The Vacuum Tube

The phenomenon of thermionic emission was firstly reported by Frederick Guthrie
around 1874 [293]. This effect was further investigated by Thomas Edison, who
decided to patent his observations in 1884 without understanding the underlying
physics. He also did not have any clue of the huge potential of this discovery, nowa-
days called the Edison effect. The English physicist John Ambrose Fleming devel-
oped the first rectifying vacuum tube, the oscillation valve or Fleming valve. This
tube contained a heated filament, or cathode, which had thermionic emission of elec-
trons that would flow to the anode. The electron current could therefore only flow in
one direction, from cathode to anode. The device was used as a rectifier and greatly
improved the cat’s whisker. The main reason was its immunity to external vibrations,
which made it superior on shipboard duty. On navy ships the shock of weapon fire
commonly shook the sensitive galena off its sensitive point. It was only in the 1960s
that they were replaced by silicon rectifiers.

Originally, vacuum tubes were only used for rectification, not amplification. In
1906, Robert von Lieben, an Austrian scientist, filed a patent for a cathode ray tube
using magnetic deflection. This tube was intended for telephony and could be used
for the amplification of audio signals. The real triode tube was invented by Lee de
Forest by adding a grid between the cathode and the anode of his previously invented
Audion rectifier tube, patented in 1907 [293]. At this moment 3 different detector
technologies for radio receptionwere available. For example, all of themwere present
on the RMS Titanic.
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� The RMS Titanic †1912
At the time the RMS Titanic was built, three technologies were available for
on-board radio reception [86]. All three of them were available at the Titanic.
The first was the Maggie Detector, which was obliged on every ship. Although
one needed to have some experience to operate this device, it had a huge benefit
of robustness. The second technology was the cat’s whisker, which was easier
to operate and more sensitive. Its drawback was the sensitivity to vibrations,
which made it useless in case of emergencies. The third technology was the
Fleming valve detector, with its superior sensitivity.

Other ships from that time period were only equipped with the Maggie
detector. At the time the Titanic was transmitting its emergency signals (CQD,
calling all operators, distress), the ship closest by was the SS Californian.
Although an officer was present in the radio room while the radio operator
was sleeping, he simply was not able to operate the complex Maggie detector
and therefore could not receive any signals. Afterwards this officer blamed
himself for the fact the SS Californian was not able to help the sinking RMS
Titanic (Fig. 1.7).

Fig. 1.7 The RMS Titanic was believed to be unsinkable [308]

With the invention of the triode vacuum tube, also at the transmitter side improve-
ments could be made. The development of Amplitude Modulation (AM) made the
replacement of spark-gap transmitters possible [294]. As opposed to spark-gap trans-
mitters that covered the entire bandwidth of spectra, AM transmission allows that
different channels in the same frequency band can be used at the same time. The
invention of the regenerative circuit by Edwin Howard Armstrong in 1914, enabled
the proper reception of AM signals [307]. This circuit, which delivered a high gain
out of one single vacuum tube, drastically improved the sensitivity of the receiver. A
single triode vacuum tube served as a gain element as well as a detector. Spark-gap
telegraphywas completely stopped in 1920 [311]. The regenerative circuit was cheap
and was therefore heavily used until the second world war.
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� Edwin Howard Armstrong °1890–†1954
Edwin Howard Armstrong was an American electrical engineer and inventor.
He was the inventor of the regenerative circuit or autodyne receiver (1914),
the super heterodyne receiver (1918) and FM modulation (1935). He is often
referred to as the most productive and influential inventor of radio history
[296]. A schematic of the autodyne receiver is shown in Fig. 1.8. The working
principle is based on the fact that the input signal is amplified several times
by the same amplifying element, in this case a vacuum tube. This is done by
feeding back a small part of the output to the input by a Tickler coil. The
feedback gain can be controlled to prevent the circuit against instability or,
oppositely, to make it unstable. To receive an AM signal, the amplifier is tuned
close to instability. The benefit of the circuit is now that the gain of the amplifier
is very high only around the desired carrier frequency, tuned by the input filter.
When a Morse signal is received (carrier on-off keying), the amplifier is used
as an oscillator (unstable feedback) and tuned slightly at one side of the input
carrier frequency. In this way the carrier is mixed with the oscillator frequency
and the Morse signal is demodulated to a ‘beep’ in the audio output. Also
single-sideband signals can be received, using the circuit as an oscillator. In
this case the oscillator signal acts as the missing carrier which is needed for
demodulation. In all cases the triode vacuum tube is used as an amplifier aswell
as a demodulator or detector of the RF signal. The most important drawback
of this circuit is the leakage of the feedback signal to the antenna.

Fig. 1.8 Schematic of the autodyne or regenerative receiver. The photo on the right shows
the simplicity of this circuit [307]

Vacuum tubes were also used for digital computers. The problem here, however,
was their high cost and low reliability. The first electronic computer, called ENIAC,
was built in 1947 and consisted of 17,468 vacuum tubes.When continuously switched
on, on average every two days a vacuum tube was broken. It took over 15 minutes
to repair this. The ENIAC consumed around 150 kW of power and did around 5,000
operations on 10-bit numbers or 386 multiplications each second [288].
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1.1.3 The Invention of the Transistor

The first real step towards the scaling of all electronic devices camewith the invention
of the transistor. In 1925, the Austrian-Hungarian physicist Julius Edgar Lilienfeld
filed the first patent for the field-effect transistor principle [160, 161]. Unfortunately,
no evidence exists that this device was ever built. However, later work in the 1990s
shows that one of Lilienfeld’s designsworked and delivered substantial gain. The real
invention and commercial usage of the transistor emerged from efforts to produce
extremely pure germanium mixer diodes for use in microwave radar units during the
war.

� The Junction Field-Effect Transistor—JFET
The Junction Field-Effect Transistor or JFET was already predicted and
patented around 1925 by Julius Lilienfeld. It was, however, impossible to
produce this device for many years. The attempts to do so ended in the inven-
tion of the first point-contact transistor and BJT. After that, it still took several
decades before the first practical JFETs were successfully produced.

A cross section of an idealized JFET is shown in Fig. 1.9. The main dif-
ference compared to the BJT is that the JFET is voltage controlled instead of
current controlled. By applying a voltage to the gate, the pn junction between
the gate and the channel is reversely biased and majority carriers in the chan-
nel are displaced. This effect, which is shown in grey on Fig. 1.9, will narrow
down and at a certain voltage even pinch off the channel at the pinch-off voltage
VP . In this way, the JFET can be used as an amplifying device. Note that no
current is drawn through the gate. When VDS is low compared to VGS − VP ,
the JFET behaves as a voltage-controlled resistor. For a higher VDS , the JFET
behaves more as a current source. This is comparable to the behavior of other
field-effect transistors (FET). For a more detailed description, see [97].
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Fig. 1.9 Idealized cross-section of an n-channel (left) and p-channel (right) JFET. By
reversely biasing the pn junction at the gate, the conducting channel is pinched off [97]

At Bell labs,WilliamShockley, JohnBardeen andWalter Brattain tried to design a
similar device as was predicted by Lilienfeld with the functionality of a triode [299].
During their experiments to control the current through a semiconductor crystal using
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a third connection, Bardeen and Brattain discovered that the key to implement this
was putting the input and output contacts very close to each other. When trying to
build this, they obtained a device which could amplify an input signal towards its
output. William Shockley immediately understood the high potential of this device,
the first point-contact transistor. In 1956, the three shared the Nobel Prize in Physics
for their invention.

� The Bipolar Junction Transistor—BJT
The bipolar junction transistor (BJT) is probably the oldest transistor topology
which is still commonly used. Two different polarities exist of the BJT, the npn
and pnp BJT, based on the doping of the used semiconductor layers. A BJT
has three terminals, base, emitter and collector.

n p n

E B C

p n p

E B C

Fig. 1.10 Cross section of a typical npn (left) and pnp (right) transistor structure

The working principle of the BJT can be understood by taking a look at the
cross section on Fig. 1.10. When a positive voltage is applied between the base
and the emitter, the base-emitter pn junction will be positively biased and a
current will flow from the base to the emitter. At the same moment, the emitter
will inject some minority carriers (electrons in this case) into the base region
which are attracted and collected by the collector. This causes a current flowing
from the collector to the emitter. When the base region is small, most injected
carriers are captured by the collector. The collector-emitter current will in this
case be many times higher than the base-emitter current. The relation between
both currents is then given by:

IC = β · IB (1.1)

whereβ is the current gain of the bipolar transistor. If an input voltage is applied
at the input, the base-emitter junction behaves as a diode and the current through
this junction is equal to:

IB = IS ·
(

e

(
VB E
nVt

)
− 1

)
(1.2)

where IS is the saturation current, Vt = kT/q is called the thermal voltage,
equal to 26mV at room temperature, and n is the ideality factor, somewhere in
between 1 and 2. This indicates that the bipolar transistor is a current-steered
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device. Even when the BJT is used as a static switch, a constant current is
flowing through the base-emitter junction. This is an important drawback of the
BJT in integrated circuits, especially for low-power and for highly-integrated
circuits.

Bell Labs immediately put this transistor in production. During the following
years the first transistor radios were demonstrated. They, however, never made it
towards production due to the low reliability of the point-contact transistor. The
contacts to the germanium crystal were fragile and they were sensitive to moisture.
In 1950, William Shockley developed a totally new type of transistor, called the
bipolar junction transistor (BJT). It is this transistor which is nowadays referred to
as a standard transistor [299].

The first all-transistor radio, the TR-1, was announced on October 18, 1954 and
put on sale in November 1954 for $49.95 (the equivalent of about $361 in year-2005
dollars) [312]. About 150,000 units were sold of this device, which contained four
Texas Instruments NPN transistors. The TR-1 had to be powered by a 22.5 V battery,
which made it very expensive in use. It was far more popular due to its novelty than
for its actual performance. In 1957 Sony launched their first transistor radio, the TR-
63, which was small enough to fit in a pocket and was powered by a small battery.
Between 1960 and 1980, transistors displaced tubes almost completely, except in
high-power or high-frequency applications.

� The Metal-Oxide-Semiconductor Field-Effect Transistor—MOSFET
The Metal-Oxide-Semiconductor Field-Effect Transistor or MOSFET was
invented in 1959 by Dawon Kahng and Martin Atalla at Bell Labs as an off-
shoot to the patented FET design [122, 161]. TheMOSFETwas fundamentally
different from the BJT and the JFET in the sense that it made use of a thermally
grown oxide as an insulating layer separating the gate and the conducting chan-
nel. On top of that, a metallic gate electrode was placed. Earlier field-effect
transistors making use of a deposited insulating layer suffered strongly from
the trapping and scattering of carriers at the semiconductor-insulator inter-
face which impeded their performance. Using the native semiconductor oxide
instead, appeared to be the solution to these problems [9]. Similar to other tran-
sistors, two MOSFET polarities exist, called NMOS and PMOS transistors. A
simplified structure is shown in Fig. 1.11.
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Fig. 1.11 Cross-section of an NMOS (left) and PMOS (right) transistor. Even in unbiased
condition a depletion region is present surrounding the source and drain doping implant

Following the development of clean rooms and photo lithography and due
to the planar structure, the Si–SiO2 system possessed technical attractions such
as low cost of production and ease of integration. Additionally, the method of
coupling two complementary MOSFETs (P-channel and N-channel) into one
high/low switch, known as CMOS, means that digital circuits dissipate very
little power except when actually switched. Largely because of these three
factors, the MOSFET has become the most widely used type of transistor in
integrated circuits.

1.1.3.1 Making More for Less

The integrated circuit was independently invented by two separate inventors at nearly
the same time [16].Both engineers, JackKilby (Texas Instruments) andRobertNoyce
(Fairchild Semiconductor), were working at the same problem: how to make more
for less? The main reason for their research was the observation that improving the
performance of a discrete-component digital computer almost automatically implies
that the number of components increases drastically, hence increasing cost. To over-
come this drawback, both inventors tried to implement a complete circuit consisting
of different components and their interconnect on the same piece of semiconductor.
Jack Kilby used germanium, Robert Noyce was using silicon.

Although both engineers in 1959 applied for a patent, Jack Kilby is generally
recognized as the inventor of the integrated circuit [129]. The circuit, which was
implemented on a piece of crystalline germanium, is shown in Fig. 1.12 [130]. In
1961 Fairchild Semiconductor launched the first commercially available integrated
circuits. Instead of using individual transistors, all computers now started to be made
using chips. Texas Instruments used the first chips in Air Force Computers in 1962.
Somewhat later chips were also used in portable calculators; quite remarkably, this
was also an invention of Jack Kilby (1967).
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Fig. 1.12 One of the illustrations of Kilby’s patent No. 3261081. This device is considered to be
the first integrated circuit [130]

� Moore’s Law—19 April 1965
In the 19 April 1965 issue of Electronics magazine, Gordon E.Moore had been
asked to predictwhatwould happen over the next 10 years in the semiconductor
industry. In his article he dreamed of the integration of 65,000 components on
a single 6 mm2 silicon die. He based his forecast on a log-linear plot of the first
planar transistor IC in 1959 to a 32- and 64-transistor chip in 1964 and 1965
respectively. “The complexity for minimum component costs has increased at
a rate of roughly a factor of two per year. Certainly over the short term this rate
can be expected to continue, if not to increase. Over the long term, the rate of
increase is a bit more uncertain, although there is no reason to believe it will not
remain constant for at least 10 years.” 10 years later, when he was president
and CEO of Intel, he revisited this forecast: a memory with a 65,000-transistor
density was in production at Intel [222].

Jack Kilby received the 2000 Nobel prize in Physics for his co-invention of the
integrated circuit [301]. Robert Noyce co-founded Intel, the company responsible for
the invention of the microprocessor (the Intel 4004) in 1968, together with Gordon
Moore and Andrew Grove. For Noyce and Kilby, the invention of the integrated
circuit is one of the most important innovations of mankind: today all electronic
products use IC technology. Jack Kilby told about this: “What we didn’t realize then
was that the integrated circuit would reduce the cost of electronic functions by a
factor of a million to one, nothing had ever done that for anything before” [16]. With
this invention, the era of scaling was ready to start: while the first IC was about the
size of an adult’s pinkie finger and had only one transistor, three resistors and one
capacitor, an IC today can contain over 2 billion transistors. In Fig. 1.13 the evolution
of the number of calculations per second for an investment of $1,000 is shown over
the years, from the early beginning of electronics industry an exponential growth is
observed.
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The driving force behind the ever increasing integration, is the resulting cost
and power reduction. When a circuit can completely be produced as an IC, without
any (or with less) external components, the production cost is decreased drastically.
Especially for high-frequency applications (for which small passives are needed),
integration and miniaturization can provide a cost as well as a power benefit. This
opens the possibility to make technologies such as WiFi, GPS and GSM radios
available in almost every portable device. Software-defined radios are coming into
the picture quickly and form the currently highest possible level of integration, i.e.
all wireless technologies and functions are available in the same chip package [255].

Fig. 1.13 Logarithmic plot of the number of calculations per second per $1,000. From the early
beginning, this curve increases exponentially [233]
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1.2 Wireless Sensor Networks

Due to the scaling and therefore the ever increasing functionality of single-chip
devices, RFIDs and wireless sensor nodes will be increasingly complex and able to
perform difficult tasks. Although the higher level of integration poses several accu-
racy problems for analog circuitry, it is the only way to make RFID technology an
affordable and therefore a promising and feasible technology [66, 215]. Moreover,
when talking about wirelessly powered devices, an ultra-low power (ULP) consump-
tion is of great importance [51, 52]. In [107, 206] it is stated that the gate capacitance
of a switching device decreases linearly with the minimum gate length. This results
in a decrease of the power consumption for doing the same operations in a scaled
technology. It is, however, also shown that the role of the interconnect and gate leak-
age and channel leakage in the active devices becomes dominant, which increases the
static power consumption dramatically [115]. Alternative transistor topologies, and
the use of high-k gate materials try to reverse this performance decrease in future IC
generations [132, 235, 240]. Moreover, an increasing number of foundries offer tech-
nology nodes with sub-nodes for low-power design. In [111] it is shown that these
low-power nodes facilitate the production of ULP sensor nodes in deep-submicron
CMOS. Typically, in return for a decreased leakage power, these technologies have
a higher Vth and decreased mobility, resulting in slower transistor-behavior.

Another concern is the ever increasing cost of the next technology generation; due
to the advanced lithography techniques as well as the increasing number of chemicals
and materials needed [8]. The only way to overcome this is by economies of scale:
the increasing fixed cost asks for an increasing number of chips sold. Therefore, an
increasingmarket penetration is crucial for further developments inRFID technology
[241].

1.2.1 RFID Adoption

Sincemanyyears, forecasts aremadeon the adoption ofWSNsandRFIDs in our daily
environment [24, 66]. Making use of this technology, in 2012 over 15 billion devices
were connected, directly or indirectly to the Internet of Things (IoT), whereas this
numberwas around 4 billion in 2010. SinceRFIDdevices are needed to communicate
with objects, it is believed that this number will increase further exponentially up
to 50 billion in 2020 [24, 276]. Everyday new applications of WSN and RFIDs are
identified [159]. In [221], the evolution of RFIDs is compared to that of the bar code.
Although the bar code increased the sales with 10–12% due to an increased counting
efficiency, RFIDs can be far more significant in the value chain. The accuracy of
inventory can be increased to 99.5 %, whereas nowadays this drops often down
below 75 %. RFIDs are applicable in almost every market since they can avoid order
problems, out of stocks, mishandled luggage, wrong medication, tracking the cold
chain of food, etc. This drastically improves the total efficiency, productivity, cost
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and accuracy. This makes the adoption of RFIDs in our daily environment and their
connection to the IoT to create an intelligent and responsive world, an unstoppable
process [66, 145, 221, 276].

1.2.2 Challenges in RFID Design

Many challenges exist in the further development of RFIDs [318]. Examples are
(improved) standards and patents to create a unified, affordable, infrastructure, regu-
latory issues, cost-related issues, etc. Apart from this, also the technological require-
ments for RFID systems can be very diverse. Specifications such as the form factor,
mechanical robustness, dust and moisture protection are in most applications equally
important as the radio range and the energy consumption [51, 66]. In this PhD thesis,
a few of these challenges are addressed. As will be seen, however, to keep track
of the global picture and to identify the main technological challenges, the Pinballs
framework was set up.1

1.2.3 The Pinballs Framework

The Pinballs system was developed to deliver a low-power platform to industry for
automated product identification, localization and monitoring [51, 66]. Typically
envisioned applications of this platform include:

• A tracking system for books in a library. When every book in a library is equipped
with a small wireless device, they are not only protected against theft butmisplaced
books can also be resolved easily by requesting the location of a certain device on
a central computer. Since providing a battery in every book is an impossible quest
(moreover because these batteries need to be changed or charged every once in a
while), a battery-less device is preferred for this application.

• Tracking of goods in a warehouse and protecting the cold chain. Similar to the
previous application, by using localization techniques, this greatly reduces the
effort needed for stock management. Here, depending on the size of the food
packages, devices can be equipped with a small battery to prevent blind spots
in the measured temperature data. When every bottle of shampoo needs to be
equipped with a tag, wirelessly powered systems are preferred.

• Safety issues on production floors.When objects and persons can be locatedwithin
a factory mall, a central computer or an operator can detect possible hazards. With
the tag localization technology, it is easy to bridge the gap towards a wireless
warning system.

• Measuring of data on moving objects. Even within a machine, the wear-out of
some parts can be interesting to measure proactively. Often these parts are rotating

1 Pinballs was the name of the IWT-SBO project on ULP WSN circuits.
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or on unreachable locations, which makes a wired measurement impossible. A
single-chip wireless sensor can then provide a suitable solution.

To address all such applications, a 3-layer wireless sensor network architecture has
been developed [156, 158].

1.2.3.1 Network System Overview

To increase theflexibility of the platform, thePinballs system in the general sense con-
sists of 3 hierarchical system layers. The difference between these layers is mainly in
the energy needs and consequently also their functionality in the network. In Fig. 1.14
a schematic overview of the different layers is shown. As a result of the energy con-
straints in the different levels, the system is designed to push the functionality and
complexity as much as possible upwards on the hierarchical ladder [51, 157]. Note
that this model corresponds well to the swarm model of Jan Rabaey [205].

The lowest level in the network are the wirelessly powered tags. These tags scav-
enge energy (RF energy in the case of the Pinballs project) to charge a small on-board
energy reservoir and are considered to be pin-less chips without any external compo-
nents. The only functionality here is the possibility to measure and possibly process
a physical quantity which is transmitted to the hubs together with some identifica-
tion data. The wireless protocol used is pulsed ultra-wideband (P-UWB) (also called
Impulse Radio Ultra-Wideband, IR-UWB). As shown in [271], this protocol can
be implemented using a very basic end therefore low-power transmitter topology;
in return, the corresponding receiver is a much more complex system [274]. This is
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Fig. 1.14 System overview of the three hierarchical layers in the Pinballs platform
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important to reduce the complexity and power consumption in the tag asmuch as pos-
sible, especially in case of unidirectional links only. Another benefit of using UWB
pulses is the possibility of measuring an accurate time of arrival, which facilitates
localization, i.e. the large frequency bandwidth results in a high time resolution.

The data from the tags are received in the second level, called the HUBs. These
HUBs are battery powered and receive data from all tags within their range. By
correlating a template of the UWB pulses to the received signal, the pulses can be
discovered, even under the noise floor. To increase the sensitivity of the receiver
(for a given bit error rate), a scrambling code is multiplied with the transmitted bits,
representing each bit by several pulses. These codes can also be used to make a
difference between the tags or to recover data from collisions by using orthogonal
codes [156]. At reception, also a time stamp is added to each data package, which
is afterwards transmitted to the base station where it is compared with other time
stamps of the same package. From the moment four different HUBs receive the same
UWB data burst, the transmitting tag can be located in a relative sense compared
to the HUBs by solving the inverse GPS equations triangulation [158]. If desired,
also HUBs can be loaded with more complex measuring systems, with an increased
power consumption compared to the tags. Note that the energy availability is limited,
even when a battery is used. Although the number of HUBs in the system is much
lower than tags, it is still a costly operation to change batteries too often. Therefore,
also here, low-power design is required to increase the battery lifetime as much as
possible.2

The highest level is the base station, which can best be compared to a mains-
powered computer or server. Here, all information collected by the tags and HUBs
is gathered. Using the timing information, the location of the different tags and/or
HUBs can be resolved.3 Furthermore the data can be saved, analyzed or connected
to the so-called internet of things (IoT).

In this work, the focus is on the lowest level, the tags, requiring the highest level
of integration and the lowest power consumption. This results in several design
challenges.

1.2.3.2 Challenges in the Pinballs Framework

From the system design of the Pinballs framework, different design challenges can
already be identified. Here, the main items related to the tag design are listed. They
will all have an impact on the system design of the wireless tag, as discussed further
on.

• Since the tag is a completely integrated systemwith no external battery, scavenging
is used as a power supply. In the case of the Pinballs platform this is RF energy

2 The goal is to have a 6 to 12 months autonomy with a single AA battery [273].
3 Note that inmost cases also some extra information can be used such as an approximate or previous
location to unveil the location unambiguously. Also the time stamp of a fifth or more HUBs can be
used, resulting in a least-squares optimization problem.
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scavenging. This results in an extremely low power source (1–5 nW) of which the
output energy needs to be accumulated for several minutes before any operation
can be performed [51]. In [243] different other energy harvesting methods are
discussed. It appears that RF energy is one of the most limited energy sources
compared to others such as solar, wind, breathing, vibrations, body heat, etc.

• The size of the available on-chip energy reservoirs is extremely limited. The goal
is to use a 100 nF capacitor, which can be charged to around 1 V, containing
50 nJ of energy. This results in a typical charge and discharge cycle, shown in
Fig. 1.15. The circuits therefore need to work over a very wide supply range (if no
power-hungry regulator is used). Moreover, the capacitor will only be discharged
down to the minimum voltage over which the circuitry can operate Vmin , putting
a maximum to the amount of energy on the capacitor that effectively can be used.

• Since the tags can be positioned in very diverse and harsh environments, apart
from supply-voltage dependency, also robustness against temperature changes is
an important specification.

• Network coordination is a major issue. Since over hundreds or thousands of tags
can be present in the same room, a methodology is needed to avoid data collisions
[66]. This has been investigated in [156]. In [51] different extremely low power
(ELP) circuits are studied to generate random time offsets, to detect the voltage
threshold level on the capacitor and to receive data pulses in the RF power signals.

• Energy in both the bottom and middle layer is very limited. Low-power electronic
design and a high level of power management are therefore crucial.

• Timing of the UWB pulses. The pulse width of the transmitted pulses is 1.5–3 ns;
one pulse every 30 ns. This means that, when the receiver discovers the first
pulse (by correlating the received waveform at different time offsets with the
pulse template), it makes an estimate of the position of the next pulse. When the
frequency offset in the transmitter is too high, the receiver cannot compensate this,
resulting in data loss. In the Pinballs receiver design presented in [261, 273], an
absolute accuracy of around 1 % is required between different bursts, and a clock
deviation below ±0.01 % is required within one data burst.

• Measuring a physical quantity under changing temperature and supply voltage
conditions is needed.Different topologies using the relative rather than the absolute
accuracy of electrical and time-based quantities to obtain accurate measurements
are presented in [43, 263].

• Especially the tags need to be extremely cheap when manufactured in large quan-
tities. This drastically limits the possibility of using external components as well
as trimming. Absolute accuracy or self-calibrating circuits are therefore a must.
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Fig. 1.15 Typical charge and discharge characteristic of the supply curve on an RFID tag. Most
often the scavenging mechanism is rather slow, which results in a Tcharge in the order of minutes.
Depending on the load current and the size of the capacitor, Tact typically varies between 1 ms
and several seconds. The higher Vmax and the lower Vmin , the longer the tag circuitry can be active
without interruptions (one burst operation)

� The use of an on-chip DC–DC Converter
One possibility to overcome the unstable supply voltage on a wireless tag, is
using an on-chip DC–DC converter. To do so, two common topologies exist:
inductive converters and capacitive converters. As shown in [284], as a result
of their low efficiency in the low-power range, inductor-based converters are
mainly suitable for high-power applications (typically in the order of a fewhun-
dreds of milliwatts). Capacitive converters on the other hand can also reach
a high efficiency (or EEF) at lower output powers. The efficiency typically
is around 80–85 % for a load of around 100 µW in their optimal operating
point [260]. However, when the voltage conversion ratio changes as a result of
the decreasing input voltage (Fig. 1.15), the efficiency drops quickly. More-
over, a more complex control circuit and switching scheme is needed to adapt
the conversion ratio (so-called gearboxing), which is a severe drawback of
capacitor-based converters, certainly in ultra-low-power applications. Apart
from this, switched converters generate switching noise and have a ripple on
their output voltage. Evidently, these noise sources have a negative impact on
the other circuitry on the tag. Since the focus of this work is on sub-100 µW
oscillators, the use of DC–DC converters is not further investigated. In Chap. 5
a linear regulator is used to overcome the supply voltage change, in Chap. 6 a
supply voltage resilient oscillator topology is developed.

http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_6
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Fig. 1.16 Architecture of a wireless RF-powered tag

1.2.4 Architecture of an RFID Tag

The architecture of the proposed wireless tag is shown in Fig. 1.16. On the left hand
side the RF scavenging antenna is seen, which can be either an on-chip or an off-chip
antenna. The three blocks on the left are responsible for the energy harvesting and
the detection if enough energy is available and whether the tag can be switched on.
These blocks are elaborately discussed in [51] and are out of the scope of this thesis.

The other four blocks are important at the moment the tag is active. When a burst
starts, the digital logic and the clock are switched on by the Network Coordination
Circuitry after initiating the different other blocks; the digital logic will decide when
the transmitter and the sensor interface need to be switched on. Since both blocks are
power hungry, they only need to be active when they are used effectively. Typically, a
data burst contains four steps: initiation, transmission of the preamble, transmission
of the data (tag-ID), transmission of the measured sensor value. The transfer between
these steps as well as the scrambling of the data is performed by the digital logic.
Before starting a burst, one has to make sure that sufficient energy is available to
complete all of the requested operations.

1.2.4.1 The UWB Transmitter

The ultra-wideband transmitter is the most essential block of the tag. Without this
transmitter no uplink is available and there is no way of transferring information
towards the HUBs or base station. As previously mentioned, an IR-UWB protocol is
used. Different transmitter topologies are available, depending on the used frequency
band [13, 183]. The receiver designed in the Pinballs project has a front-end designed
for the lower band, 0–960 MHz [261, 273]. A low-band UWB transmitter typically
consists of a pulse generator and an antenna front-end. To make sure that the pulses
are transmitted at the correct frequency, to assure a proper reception of the transmitted
data burst, an accurate clock reference is needed. The spectrum of the pulses itself
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is mostly controlled by the pulse generator and/or front-end circuit. In this PhD, the
main focus is on timing issues, however, in Chap. 9 the design of an integrated pulse
generator itself is briefly discussed.

1.2.4.2 The Sensor Interface

The sensor interface and the sensor on the tag are needed to gain some information
from the environment. This can be a physical quantity, such as local temperature,
pressure, humidity, but also the presence of a person, sunlight or movement. In most
cases the sensor interface converts an analog sensor signal into a digital number.
In literature, different solutions can be found to implement this conversion [43].
Here, only time-based solutions are discussed. The sensor interface of the tag is also
connected to the supply rail. Therefore, it needs to be robust against temperature
as well as supply voltage variations. The use of a voltage regulator is avoided for
energy reasons and, as explained in Chap. 5 and especially for low-power regulators,
have an impact on the circuitry due to their limited output resistance. Instead of
using the absolute frequency accuracy of an oscillator [268], the relative frequency
or time deviations can be used to increase the process, voltage and temperature (PVT)
independence. This can be the frequency difference between two oscillators or two
delay lines [43, 266] or can be a time ratio within one oscillator [58]. In Chap. 8, a
low-power, flexible, highly temperature- and voltage-independent time-based sensor
interface is discussed.

1.2.4.3 The Clock Reference

To control the synchronization of the different blocks, a clock reference is needed on
the tag. This reference has to clock the digital logic, as well as the UWB transmitter.
In some cases, depending on the architecture of the sensor interface, it can also be
used as a sample clock. The oscillator also plays a crucial role in the communication
between the different nodes. It has to be highly-accurate andPVT-independent,which
makes it, next to the powering of the tag, one of the major challenges in a wireless
sensor network. Moreover, since the power budget and production cost for the tag are
very limited, the use of external components such as a quartz crystal,must be avoided.
Typically, a pulse clock of 20–100 MHz is required in the presented applications.
Therefore, the main focus of this PhD is on the low-power PVT-independent clock
references.

A summary of the target specifications of this time reference is shown in Table 1.1.
The specifications are mainly extracted from the receiver design presented in [262,
274]. The receiver is able to compensate for a clock drift of 25–100 ppm depending
on the pulse rate. The maximum power consumption of the circuitry depends on
the size of the energy reservoir and the voltage range over which the circuitry can
operate. Here, the 100 nF capacitor contains 50 nJ when charged to 1 V. This means,
when the total average power consumption of the tag is 100 µW, it can operate for

http://dx.doi.org/10.1007/978-3-319-09003-0_9
http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_8
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Table 1.1 Summary of the
target specifications

Frequency 20–50 MHz

Absolute accuracy <±1 %

Clock drift (within one burst) <±25 −100 ppm

Temperature range −20 – 100 ◦C
Voltage range �1 V

Power consumption <100 µW

Jitter �25 ps

Trimming No

0.5 ms, which corresponds to a burst of 15,000 pulses at a pulse rate of 30 MHz. At
the moment it is assumed that half of the energy consumption is dissipated in the
oscillator. In practice, the energy reservoir can of course not be discharged down to
Vmin = 0 V, however, the initial voltage Vmax can be assumed to be a little bit higher.
A 1.5–0.5 V discharge of a 100 nF capacitor results in a total energy of 100 nJ. The
jitter is assumed to be non-important: the time window over which the pulses are
correlated at the receiver side is 2.5 ns, which makes an estimated rms energy loss
of 1 % (25 ps jitter) acceptable (see also grey inset).

� Clock drift versus Jitter
As will be discussed elaborately in Chap. 3, the noise in an oscillator causes
jitter. This jitter, although unpredictable, can result in a random clock drift.
In Sect. 3.6 it will be explained that the uncertainty on a clock edge after n
periods σn , is the accumulation of the uncertainty on all the previous periods:

σ 2
n = n · σ 2

1 (1.3)

This means, when a period jitter (σ1) of 25 ps is assumed, after 100 periods, the
rms time shift (σn) is 250 ps. As a result, 10 % of the received pulse falls out
of the correlating window of the receiver (an energy loss <10 %). After 1,000
periods, this is equal to 790 ps or 31 %, which is already a significant energy
loss. The receiver, however, also contains a compensation mechanism, which
is able to compensate up to 100 ppm clock drift over one burst.When assuming
a 30 MHz pulse clock, the rms clock drift as a result of the jitter after 1,000
periods is calculated to be 790 ps/33 µs = 24 ppm. After a complete burst
(10,000 pulses), rms time shift is 2.5 ns which results in a complete data loss
if no compensation mechanism is available. The rms clock drift as a result of
the jitter, however, is then equal to 7.6 ppm, which can easily be compensated.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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1.2.4.4 The Antennas

In Fig. 1.16 both antennas are drawn externally to the tag. This, however, is not always
the case. In [51, 208] it is shown that the RF scavenging antenna can be an on-chip as
well as an externally (bonded) antenna. It must be noted, however, that the antenna is
the only component of the wireless tag which is bound to physical dimensions. The
size of an optimal antenna is strictly connected to the wavelength of the signal it has
to transmit and/or receive. Decreasing the size of the antenna (which is wanted in
order to miniaturize the wireless tags), results in a reactive antenna impedance and
therefore drastically decreases its performance. Although the best way to decrease
the antenna size is by increasing the used frequencies, this strategy also increases
the power consumption. These constraints therefore limit the miniaturization of an
autonomous sensor node, a limit which is difficult or even impossible to overcome.

Not surprisingly, the use of an integrated antenna poses several problems such
as directivity, sensitivity and substrate losses [207, 208]. Furthermore, the physical
dimensions of an on-chip antenna are extremely limited, whichmakes them unusable
for low-frequency applications. An external antenna therefore often results in an
increased performance, in return of its size and production cost. The UWB antenna
has to operate in the sub-GHz frequency range which typically results in dimensions
in the order of tens of centimeters. The antenna used in this work (Chap. 9) is
discussed more elaborately in [209].

1.3 Focus and Outline of this Work

This chapter has started with a historical introduction on wireless sensor networks
and RFIDs. It has been shown that, due to the progress in wireless as well as CMOS
technology during the last decades, the step towards fully integrated sensor net-
work nodes can be taken. Furthermore, due to the ever decreasing cost of integrated
circuits, the number of possible applications ofWSNs and RFIDs is exploding. How-
ever, starting from the network architecture used in the Pinballs framework, also the
difficulties and challenges for the design of these nodes have been identified.

This dissertation focuses on timing and synchronization issues in WSNs. Using
several design cases, different architectures of PVT-independent fully-integrated time
references are explored. In each design case, the possible problems are identified and
the trade-offs that surface when solving them are investigated.

To improve the readability of this work, it is divided in three major parts. The
first part of this work discusses the theoretical background of time references and
oscillators as needed to fully understand the design trade-offs of the discussed imple-
mentations. Depending on the background and experience of the reader, some of the
introduced principles will be basic and can be skipped. Obviously, in the remaining
chapters the discussed principles are often referred to. This first part is divided in
three different chapters:

http://dx.doi.org/10.1007/978-3-319-09003-0_9
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• Chapter 2 discusses the basic principles of an oscillator. Starting from the state-
space description of an autonomous system, the requirements to obtain a time
reference and an oscillator are identified. These minimum requirements are trans-
lated to the field of electrical oscillators. Furthermore, the representation of an
oscillator signal in the time domain and the frequency domain are unambigu-
ously defined. Finally, also the main properties and parameters of an oscillator are
investigated. A difference is made between short-term and long-term frequency
stability.

• Chapter 3 focuses on oscillator phase noise and jitter. Although the phase noise
requirements of the presented application are rather low, it is important in other
RF applications. Therefore, the phase noise of an oscillator, especially for novel
oscillator architectures, is important to investigate. Different noise theories are
discussed; the Linear Time-Invariant theory of Leeson, the Linear Time-Variant
noise model of Hajimiri, but also nonlinear noise models. In the remainder of this
work, the applicability and use of the different theories will be demonstrated.

• Chapter 4 is involved with the discussion on PVT-independent oscillators. The
different building blocks of an oscillator are discussed and the different sources of
inaccuracy are identified. From this discussion the field of integrated oscillators
available in literature is explored. The discussed implementations are evaluated
with respect to different criteria, with the main focus on low-power and frequency-
stable oscillators for wireless sensor networks [63].

Part II of this thesis then will discuss 6 different oscillator implementations in
4 chapters. The presented designs are subjected to an elaborate power, frequency
stability and noise study.

• Chapter 5 introduces two RC Wien bridge oscillators. In the first design, a
novel Wien bridge topology is developed to obtain temperature independence.
By increasing the output resistance of the feedback amplifier using gain-boosted
cascode transistors, the output frequency only depends on the components in the
feedback network. The noise model of Leeson and the Hajimiri method are both
applied to this first implementation. The second implementation is an ultra-low-
voltage supply-independent Wien bridge oscillator. In order to do so, two fully-
integrated voltage regulators are used [53–55].

• Chapter 6 discusses a newly developed pulsed-harmonic oscillator topology.
The output frequency is determined by a high quality (low losses) temperature-
independent bondwire LC tank. Because of the pulsed driving technique the power
consumption of the oscillator circuitry is lowered and a low-frequency output can
easily be obtained. Also the impact of temperature and supply voltage is dimin-
ished drastically in this uncommon architecture. The phase noise of this oscillator
is elaborately investigated using the noise model of Hajimiri [56, 62].

• Chapter 7 uses a different strategy. Instead of relying on free-running oscillators,
two injection-locked oscillators are introduced. The first oscillator, designed in a
130 nm CMOS technology, locks on the carrier of the 2.4 GHz RF power signal.
This, however, has a severe power drawback due to the high oscillator frequency.
Therefore, also a second (40 nm) injection-locked oscillator is presented, locking

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_7
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to an AM-modulated clock signal on the RF carrier. This results in an almost 50 %
power reduction.Moreover, by using injection locking, this circuit can also be used
as a low-power AM-PSK receiver. The exact output frequency of both designs has
huge benefits for the power consumption of the UWB link at both the transmitter
and receiver side [57, 60].

• Chapter 8 focuses on the design of a time-based sensor interface. By using the ratio
of two time values within a ring oscillator, the impact of temperature and supply
voltage variations on the digital output value is lowered drastically. Furthermore,
by the use of a low-noise oscillator with high control linearity, the SNR and the
SNDR at the output and the power-efficiency are comparable to other state of the
art implementations [58, 59, 61, 263–265, 279].

The last part of this thesis, part III, contains only one chapter, Chap. 9, describing
the development of a complete wireless tag, using the building blocks discussed in
part II. By adding a custom-made digital controller, a highly-flexible, programmable
RFID tag is obtained. It will be shown that, depending on the application, the data
burst can be modified into detail and also the resolution of the sensor interface can
be adapted. As a result, the tag is able to perform in different environments with
different temperature, voltage and energy constraints [46].

Finally, in Chap. 10, the major conclusions and achievements of this work are
restated and summarized.Using the differentmeasures for oscillator stability (defined
in Chaps. 2 and 4), the designed circuits are elaborately compared to the state of the
art. To conclude, also some suggestions for future research are provided.
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Part I
Theoretical Background on Oscillators

and Time References

In this Part I, the theoretical concepts are discussed, needed to build and to better
understand the principles behind time references. Some of the introduced concepts
are rather basic, others are more advanced. Depending on the experience and
background of the reader, some parts of this elaborate theoretical introduction can
be skipped. However, in Part II of this thesis, where different oscillator imple-
mentations are discussed, this theory will extensively be used. Evidently, where
applicable, the used formulas and principles are referenced.

In Chap. 2 the basic principles are discussed to obtain a time reference. Starting
from the state space description of an autonomous system, the minimum require-
ments or components of an oscillator are derived. Afterwards, different categories
of oscillators and their properties are discussed. Commonly used parameters to
characterize an oscillator, such as the Q factor, are introduced.

The next chapter, Chap. 3, focuses on oscillator noise. Different noise sources
are identified. Afterwards, an overview is given of the different noise theories
developed over the years. Starting from the basic noise model of Leeson, the Linear
Time-Variant noise theory of Hajimiri is explained after which also several non-
linear theories are briefly introduced. Finally, the relation between the phase noise
spectrum and the jitter of the oscillator output is discussed.

The last chapter in this part, Chap. 4, focuses on the most important properties of
an oscillator for Wireless Sensor Networks: the long-term frequency stability. In
practice, this corresponds to the process, temperature, and supply voltage (PVT)
dependency of the output frequency. The quality of the available components in
standard CMOS is discussed and their linearity and temperature behavior is ana-
lyzed. Finally, an overview is given of different integrated oscillator topologies. The
trade-offs between the different design parameters are discussed, starting from the
state of the art found in the literature.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Chapter 2
Oscillators and Time References

The word oscillator originates from the verb to oscillate which in its turn originates
from the Latin word oscillātus (past participle of oscillāre, to swing). In English the
word can be understood as ‘any instrument for producing oscillations, a person or
thing that oscillates’. Although the use of electrical oscillators has only started in
the twentieth century, the word oscillator nowadays mostly refers to an electrical
oscillator [74].

2.1 Introduction

The application field of oscillators is wide and contains many applications such as
clock for digital logic, watches, motor controllers, audio applications and even cruise
controls or autopilots. Moreover, oscillators are an essential part of both wired and
wireless communication systems. Obviously, the requirements regarding oscillator
specifications such as power, frequency accuracy and phase noise, are different in
each application. In order to develop an efficient strategy in designing an oscilla-
tor with the right specifications, the trade-offs and the relation between the design
parameters and these specifications need to be examined. A good insight in these
principles is essential to understand the observed behavior and the design choices
made in the following chapters.

This chapter handles about oscillators and time references in general and is orga-
nized as follows. In Sect. 2.2 it will be shown that some basic requirements need to
be fulfilled to obtain an oscillation. Next, in Sect. 2.3, oscillators will be divided in
two main categories; harmonic and relaxation oscillators. This categorization will
have an impact on the generated output waveforms as well as the circuit topology.
Although the circuit components used are equal in both cases, a difference is seen in
temperature- and supply-voltage-dependency (Chap.4) but also in the phase noise
behavior (Chap. 3). Afterwards, in Sect. 2.4, different representations of an oscillator
signal will be introduced. In Sect. 2.5, the main properties of an oscillator will be
discussed. Section2.6 concludes.
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2.2 The Phase Space Description of an Oscillator

Oscillators are observed everywhere in nature: the leaves of a treewaving in thewind,
the waves on the ocean, the noise of a waterfall, etc. All of these oscillators can be
isolated from their (endless) environment and described as an autonomous system.
No influence from outside the system is allowed, i.e. one has to make sure that, after
simplification, the environmental parameters with a considerable influence are still
present inside the system. This results in a system, which can be described by a finite
set of equations and variables. If the system is simplified in the right way, it is still
oscillating. The question is how complex a systemmust be to obtain an oscillation. To
answer this, a closer look at the phase space description of a system is required [242].

2.2.1 The Phase Space Description

The phase space description of a system is the mathematical space in which all
possible states of a system are represented. Each possible state corresponds to one
unique point in the phase space. To obtain the phase space, one must identify the
degrees of freedom or free (independent) parameters xi of the system. A complete
set of parameter values gives a complete description of a system at a certain moment.
When putting all these variables on a separate axis in an n-dimensional space, the
phase space is obtained. To describe the behavior of the system over time, i.e. to be
able to predict the state of the system in (near) future, the relation between these
parameters and a time variable is needed. This relationship looks as follows:

⎧⎪⎪⎨
⎪⎪⎩

ẋ1 = f1(x1, . . . , xn)

...

ẋn = fn(x1, . . . , xn)

(2.1)

where xi(t) is a real-valued function of time t, and fi(x1, . . . , xn) is a smooth, real-
valued function of x1, . . . , xn and not a function of time. Any n-th order system
(described by an n-th order differential equation) can be transformed to a system
similar to (2.1), a set of n first-order differential equations. Even when this set of
equations can be solved in a closed form, it is often difficult to truly understand
the behavior of the system. One of the most basic techniques in dynamic system
analysis is to interpret a differential equation as a vector field in the n-dimensional
phase space. This graphical interpretation will be used often throughout this work.

2.2.2 One-Dimensional Systems

One-dimensional systems only have one parameter x1 and are described using one
differential equation: {

ẋ1 = f1(x1) (2.2)
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when f1(x1) is a function of time, the system must be described as a higher-order
system. The phase space of this first-order system (2.2) is one-dimensional, which
means that all possible states of the system are located on a single line.

Example 2.1 Suppose the following system:

{
ẋ1 = x21 − 1 (2.3)

This equation has a closed form solution equal to:

t = −arctanh(x1) + C (2.4)

In which C is a constant depending on the start conditions. Suppose x1 = x1,0
at t = 0, then (2.4) this simplifies to:

t = −arctanh(x1) + arctanh(x1,0) (2.5)

The interpretation of this solution is much easier when using the graphical rep-
resentation of Fig. 2.1: the horizontal axis represents the 1-dimensional phase
space, on the vertical axis ẋ1 is drawn. The state of the system is completely
defined by its point on the horizontal axis. The arrows on the horizontal axis
show for each value of x1 the direction in which the system will evolve. The
velocity of this evolution is proportional to the y-value of the parabolic curve.
At points where ẋ1 = 0 the system is static. Such points are therefore called
fixed points. The solid black point is a stable fixed point or an attractor or sink;
the open circle represents an unstable fixed point or repeller or source. For a
starting point x1,0 < 1, the system will evolve to x1 = −1; for x1,0 > 1, x1
will go to infinity. A picture showing the different trajectories of the system is
called a phase portrait (see Fig. 2.1).

It is clear from the phase portrait in Fig. 2.1 that a 1-dimensional system can only
evolve linearly, in one direction. The evolution of the system is dominated by fixed

x1

ẋ1 f1(x1) = x1˙

Fig. 2.1 The graphical representation of the 1-dimensional phase space gives a good insight in the
first-order system’s behavior. All the possible states of the system are represented by unique points
on the horizontal axis. The vertical axis is only added for better understanding
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points. All the possible trajectories start and end in a fixed point or diverge to ±∞.
Overshoot or (damped) oscillations are therefore not possible in first-order systems.
This corresponds to the fact that a first-order equation has no periodic solutions.

� 1-Dimensional OscillationsWhen x1 is interpreted as an angle, a first kind
of oscillation is possible because the output variable ‘wraps around’. This,
however, is a mathematical artifact which does not define a time reference as
such: since there is only one parameter allowed, the resulting oscillation does
not have an amplitude. Furthermore, in every physical system which can be
described by a 1-dimensional flow on a circle, the oscillation frequency (in
this case it’s preferred to use repetition frequency instead) depends on other
time constants, starting conditions or are defined by a higher-order system.
This discrepancy between theory and practice comes forth from the wrapping
of the state variable, which is a purely mathematical operation.

2.2.3 Two-Dimensional Systems

Asecond-order or 2-dimensional system is describedby twofirst-order time-invariant
equations: {

ẋ1 = f1(x1, x2)

ẋ2 = f2(x1, x2)
(2.6)

In the best case these equations have a closed-form solution; most often, however,
this is not the case. The use of a phase portrait also helps here to explain the different
properties of the system, for instance an oscillator. A distinction is made between
two cases: linear and nonlinear systems. For a linear system, Eq. (2.6) simplifies to:

{
ẋ1 = a · x1 + b · x2
ẋ2 = c · x1 + d · x2

(2.7)

Note that every linear combination of the solutions of this system, will also be a
solution. This system can be written as:

ẋ = A · x (2.8)

where x =
[

x1
x2

]
and A =

[
a b
b c

]
. The general solution of this set of equations is

equal to:

x(t) = c1 · eλ1·t · u1 + c2 · eλ2·t · u2 (2.9)
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where ui are the eigenvectors of matrix A, λi are the corresponding eigenvalues, and
ci are coefficients depending on the starting conditions. If the two corresponding
eigenvectors are linearly independent, a unique combination of c1 and c2 can be

found for any start condition x0 =
[

x1,0
x2,0

]
. When the eigenvectors u are linearly

dependent, however, the eigenspace corresponding to λ is only 1-dimensional. The
general solution (2.9) in this case only represents the solution for start conditions on
this line. The complete solution makes use of a generalized eigenvector ρ for which:

(A − λ · I) · ρ = u and (A − λ · I)2 · ρ = 0 (2.10)

The general solution to the differential equation is then written as:

x(t) = c1 · eλ·t · u + c2 · (t · eλ·t · u + eλ·t · ρ) (2.11)
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Fig. 2.2 Phase portraits of different linear second-order systems with a two positive eigenvalues,
b a positive and a negative eigenvalue, c two negative eigenvalues. a and b are both called unstable
systems, c is a stable system
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which spans the entire plane. The fixed point at (0, 0) is called a degenerate node.
Interesting is to take a closer look at the resulting phase portrait for different eigenval-
ues λ. Figure2.2 shows the phase portrait for 3 different systems. The vector field as
well as some trajectories are plotted to show the behavior of the system. The matrix,
eigenvalues and eigenvectors of the corresponding systems are respectively:

(a) A =
[
1 −1
0 2

]
λ1 = 1
λ2 = 2

u1 =
[
1
0

]
u2 =

[−1
1

]

(b) A =
[
1 −1

−4 −2

]
λ1 = −3
λ2 = 2

u1 =
[
1
4

]
u2 =

[−1
1

]

(c) A =
[−1 1
0 −2

]
λ1 = −1
λ2 = −2

u1 =
[
1
0

]
u2 =

[−1
1

]
(2.12)

It is easy to see in these graphs that all trajectories are starting and ending in a
fixed point or at ±∞. This means that there is no return path available to accommo-
date any oscillations. The situation, however, is more interesting when taking a look
at systems with two complex conjugate eigenvalues (for a real matrix this means
the eigenvectors are also complex conjugate). Again three systems are observed:
the main difference between them is the sign of the real part of the eigenvalue. The
properties of the systems are:

(a) A =
[
1 1

−1 1

]
λ1 = 1 − j
λ2 = 1 + j

u1 =
[
1
−j

]
u2 =

[
1
j

]

(b) A =
[
1 −2
1 −1

]
λ1 = −j
λ2 = j

u1 =
[

2
1 + j

]
u2 =

[
2

1 − j

]

(c) A =
[−1 −1
1 −1

]
λ1 = −1 − j
λ2 = −1 + j

u1 =
[
1
j

]
u2 =

[
1
−j

]
(2.13)

As can be seen in Fig. 2.3, this results in an oscillator. In (a) the real part of the eigen-
values is positive,whichmeans the amplitude of the oscillation is increasing. In (b) the
real part is equal to zero and a stable oscillationwill exist (at any amplitude). In (c) the
amplitude is decreasing due to the negative real part of the eigenvalue. An important
observation is that the amplitude of a linear, oscillating system is undefined. When
it is increasing (decreasing), it will be increasing (decreasing) forever. Therefore, a
nonlinear component is essential to control the oscillation amplitude and to force the
system to a so-called limit cycle. Small amplitudes will increase until this limit cycle
is reached; larger amplitudes will decrease to finally reach the same limit cycle. Non-
linear second-order systems can contain zero, one or more limit cycles, depending
on the topology. Every real oscillator will contain at least one stable (which means
the limit cycle attracts other trajectories) limit cycle. The shift from a linear oscillator
to a nonlinear oscillator can be demonstrated using the van der Pol oscillator.

2.2.4 The van der Pol Oscillator

The van der Pol oscillator is a second-order system, which is described by the fol-
lowing equation:
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Fig. 2.3 Phase portraits of different linear second-order systems with two complex conjugate
eigenvalues. The real part has a a positive sign, b a value equal to zero, c a negative real part. a is
called an unstable system, b is marginally stable and c is a stable system

ẍ1 − μ · (1 − x21) · ẋ1 + x1 = 0 (2.14)

where μ > 0 is a scalar parameter indicating the nonlinearity and the strength of the
damping. Using the Liénard transformation x2 = μ · (x1 − x31/3) − ẋ1, this equation
can be written in its familiar second-order form [242]:

{
ẋ1 = μ · (x1 − x31/3) − x2
ẋ2 = x1

(2.15)

when μ = 0, no damping is present in the equation and the system is a linear
oscillator similar to Fig. 2.3b. When μ is slightly increased, after some transient
effects, the system will enter a limit cycle. The higher the nonlinearity factor, the
more the oscillator will move from a linear and ‘soft’ behavior towards a nonlinear
‘switched’ oscillator, as shown in Fig. 2.4.

For low μ, the two state variables are continuously changing or interacting. For
higher values of μ, however, this is not the case: on the left hand side the system



38 2 Oscillators and Time References

−4 −2 0 2 4
−4

−2

0

2

4

x1(t)

x
2
(t

)

0 50 100 150 200

−2

0

2

t

x
1
(t

)

−4 −2 0 2 4

−2

0

2

4

x1(t)

x
2
(t

)

0 20 40 60 80 100

−2

0

2

t

x
1
(t

)

−2 −1 0 1 2

−4

−2

0

2

4

x1(t)

x
2
( t

)

0 20 40 60 80 100 120 140

−2

0

2

t

x
1
(t

)

−2 −1 0 1 2

−10

0

10

x1(t)

x
2
(t

)

0 20 40 60 80 100 120 140

−2

0

2

t

x
1
(t

)

(a)

(b)

(c)

(d)

Fig. 2.4 Phase portraits and output signal of the van der Pol oscillator for different values of μ.
The initial value for the blue curve is (0.01, 0.01), for the green curve this is (3, 3). On each phase
portrait the 50 blue circles are equidistant in time to show the behavior of the oscillator during the
limit cycle. a μ = 0.1, b μ = 0.5, c μ = 5, d μ = 20
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is moving downward; at a certain level it will suddenly switch to the right, where it
will move slowly upward, suddenly switch to the left and so on. The period of the
oscillator is then mainly determined by the phases where the oscillator is moving
upward or downward and not by the switching. For high values of μ the first state of
the oscillator can even be considered to be discrete (left or right) and determines the
evolution in the second state in a discrete way (move downward or move upward).
The switch between these states happens when x2 reaches a certain threshold.

Since a phase portrait shows every possible state of a system, the amplitude of a
second-order systemwith an attracting limit cycle cannot overshoot, neither oscillate.
This is because the trajectories in the phase portrait can never cross, they always
(exponentially) reach the limit cycle. Once the state of the system is on its limit
cycle, it will stay there. As a result, to study the stability of an amplitude regulator,
the order of the mathematical model (which is often a reduction of the real system)
must always be higher or equal to 3. More in general, for a second-order system, this
is described by the Poincaré-Bendixson Theorem [242]:

Theorem 2.1 Suppose that:

• R is a closed bounded subset of the plane;
• ẋ = f (x) is a continuously differentiable vector field on an open set containing R;
• R does not contain any fixed points;
• There exists a trajectory C that is “confined” in R, in the sense that it starts in R

and stays in R for all future time.

Then either C is a closed orbit or spirals towards a closed orbit when t → ∞. In
either case R contains a closed orbit.

To prove that the van der Pol oscillator has a limit cycle, it is sufficient to construct
a ring-shaped trapping region around the fixed point at the origin for which, at every
border of the region, the vector field is pointing inward. Furthermore, this theorem
implies that there is no chaos in a second-order system; a system evolving within a
limited sub plane will have a predictable behavior.

2.2.5 n-Dimensional Systems

Most practical systems have an order higher than two. An example is the instability
of an amplitude regulation [270], which can only occur in higher-order systems.
Without going into detail, two examples are briefly discussed. The first example is a
van der Pol oscillator with an unstable amplitude control; the second example shows
chaotic behavior in the three-dimensional phase space.

Example 2.2 The van der Pol equation (2.14) has a damping which is pro-
portional to the squared value of the output waveform. However, it is often
not feasible to implement an amplitude control which exactly follows this
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behavior. Furthermore, the amplitude will often be limited or clipped due to
the limited output swing of the oscillator circuit, which introduces hard dis-
tortion. A better solution is to use an average or rms value of the output signal
in the feedback circuit. The adapted van der Pol equation looks like this:

ẍ1 − μ · (1 − x21) · ẋ1 − η

∫
(A − x21)dt + x1 = 0 (2.16)

where η determines the integration speed of the amplitude control and A is the
desired rms output of the circuit. To transform this system to its autonomous
equations, three state variables are needed. A possible set of equations is:

⎧⎪⎨
⎪⎩

ẋ1 = x2
ẋ2 = x2 · x3 − x1
ẋ3 = −2 · μ · x1 · x2 + η · (A − x21)

(2.17)

The behavior of this system can be compared to the working principle of a PI
regulator on the squared value of the output signal. The proportional path is
determined by μ; the integrating path is determined by the value of η. When η

is equal to zero, the equation simplifies to (2.14) and the amplitude regulation
is perfectly stable for μ > 0. However, with a proportional regulator, the error
on the amplitude can only be decreased by increasing μ which increases the
nonlinearity of the circuit. By slightly increasing η, the resulting rms amplitude
error is integrated and the damping of the oscillator is adapted. An example
for A = 1/

√
2, μ = 0.05 and η = 0.01 is shown in Fig. 2.5. Although the

oscillator converges to a limit cycle, the amplitude regulator is under-damped
and overshoots several times before converging to its final value.Whenμ = 0,
the amplitude overshoot is not damped at all.

Example 2.3 The second example is to show the more unpredictable behavior
in a third-order system compared to a second-order system, called chaos. This
odd behavior can be observed in the forced van der Pol equation and was
already noticed by Balthasar van der Pol himself. However, other researchers
[256] classified these phenomena as quasi-periodic but non-chaotic. At the
same moment they proposed a modified van der Pol equation [139] which has
chaotic behavior:

ẍ1 − μ · (1 − x21) · ẋ1 + x31 = B · cos(t) (2.18)

Again,μ is a nonlinearity parameter,B determines the amplitude of the applied
signal which forces the van der Pol equation. An autonomous set of equations
is equal to:
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⎧⎪⎨
⎪⎩

ẋ1 = μ · (x1 − x31/3) − x2
ẋ2 = x31 − B · sin(x3)
ẋ3 = 1

(2.19)

Chaotic behavior means that, although the behavior of the system is determin-
istic, it is unpredictable and never repeats itself. Chaotic systems are therefore
very sensitive to the initial conditions and tominor numerical errors during cal-
culation. Since chaotic systems can perfectly occur within a bounded volume
within phase space, the periodic (or quasi-periodic) trajectories are very dense.
Figure2.6 pictures the evolution of 32 start conditions over time. The initial dis-
tance between these points is equal to 0.01.To show theoverall behavior and the
density of the trajectories, one trajectory is plotted too. For this simulationμ =
0.1 and B = 1. Amore quantitative way to characterize the sensitivity to initial
conditions is the use of Lyapunov exponents, which falls beyond the scope of
this work [139, 242]. An example application is estimating the reliability of a
weather forecast (which is an extremely complex dynamical system) [84].
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Fig. 2.5 Behavior of the van der Pol oscillator with a PI amplitude regulator, A = 1/
√
2, μ = 0.05

and η = 0.01. a Shows the behavior in the time domain. The output signal x1(t) is shown on the
left. On the right x3(t) is plotted, which corresponds to the resulting output signal of the amplitude
regulator. b Shows the behavior in the phase plane/space; the overshoot of the amplitude is clearly
visible. It takes a lot of periods before the limit cycle (on the right) is reached
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Fig. 2.6 Chaotic behavior of the forced modified van der Pol equation. The circles show the
evolution of 32 near start conditions over time. The blue line is an x1 − x2 plot of one of the
trajectories

2.3 Minimum Requirements for a Time Reference

What are the minimum requirements to define a time reference? This question is
different from the discussion in the previous section: in this case it is acceptable that
the system starts at its starting condition and evolves to another state after a certain
time. No repetition of this process is needed.

Adifference can bemade between state variableswhich are connected to an energy
level (the voltage over a capacitor, the speed of a moving object, the water level in
a tank, etc.) and state variables which are not related to an energy level (position
of an object on an equipotential surface, angular position of a carousel, etc.). The
first category of state variables all have a connection to time, or are dependent on the
definition of one second. This corresponds to the physical principle that the evolution
of the energy level of a system will always be downwards. Otherwise, there is no
driving force and the state variable or energy level will be static. Hence, to define a
time reference, at least one energy tank is needed. Of course, since the unit of energy
is not equal to one second, also another component is needed. The evolution of the
system is the exchange of energy between these components, which can happen in
two different manners.

� Definition of time
The unit of time, one second, is one of the 7 SI base units. Moreover, it is next
to Kelvin the only SI base unit of which the definition does not depend on any
other SI base units. Originally, one secondwas defined as 1/(24·60·60) of the
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day, but since the rotation speed of the earth is slowly decreasing this definition
had to be adapted. Since 1967, one second is ‘autonomously’ defined as
“the duration of 9.192.631.770 periods of the radiation corresponding to the
transition between the two hyperfine levels of the ground state of the cesium-
133 atom.” Recent research shows that even more accurate definitions of
time are to be discovered [11]. Except from using an atomic clock, there
are of course many other (and more affordable) ways to implement a time
reference, be it less accurate. This can be done using components or devices
which have a connection with time: their unit is dependent on the definition
of one second [310].

2.3.1 An Energy Reservoir and a Resistor

The first possibility is that the energy is dissipated in a resistor. This resistor can be
a resistor of any kind, electrical, mechanical, aerodynamical, hydromechanical, etc.
It has to be a component or device that dissipates the energy of the energy reservoir.
When bringing the focus on electrical components, the derived unit of resistance is
ohm or Ω:

1Ω = 1
kg · m2

s3 · A2 = 1
J

A · s (2.20)

It is the amount of energy consumed per second when a current of 1 A is flowing
through the resistor; which dissipates the energy. On the other hand, there are 2 pos-
sible energy reservoirs in electronics: capacitors (to accumulate a charge or voltage)
and inductors (to accumulate amagnetic charge or current). By definition their values
are equal to:

L = U/
dI

dt
and C = I/

dU

dt
(2.21)

which means that their units can be written as:

1H = V · s
A

= kg · m2

s2 · A2 = J

A2 (2.22)

1F = A · s
V

= s4 · A2

kg · m2 = J

V2 (2.23)

These units indicate the accumulation of energy. The energy is not dissipated; it
simply depends on the current through the inductor or the voltage over the capacitor.
When connecting one of these devices to a resistor, the energy will be consumed.
The speed at which this happens depends on the value of the resistor as well as the
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Fig. 2.7 Two coupled energy
tanks, an inductor L and a
capacitor C, forming an
oscillator L

i(t)

C

−

+

v(t)

energy reservoir. The time to empty the reservoir for 63% is equal to:

τL = L/R (2.24)

τC = R · C (2.25)

and indeed, the unit of the result is in both cases equal to seconds. The link between
resistance, voltage and current is given by Ohm’s law. Instead of a resistor, also a
combination of a voltage and a current can be used, as is often the case in so-called
relaxation oscillators.

2.3.2 Two Different Energy Reservoirs

The second possibility to create a time reference is by combining two energy reser-
voirs. Two identical energy reservoirs can only exchange energy in an infinitesimal
short time span, which obviously does not result in a time value. By taking two
different energy reservoirs, the exchange of energy will happen in a controlled man-
ner. This means that it takes some time to exchange energy. In the case of an inductor
and a capacitor, the current through the inductor slowly charges the capacitor. After-
wards, when the current is equal to zero, the capacitor is discharged while generating
a current in the inductor. From (2.21) and the schematic in Fig. 2.7, it appears that
the equation to describe the energy exchange between an inductor and a capacitor is
equal to (using Kirchhoff’s law):

− L · di(t)

dt
− 1

C

t∫
−∞

i(t)dt = 0 or L · d2i(t)

dt2
+ i(t)

C
= 0 (2.26)

The solution to this differential equation is equal to:

i(t) = A · ej·ωn·t+j·θ0 (2.27)

�(i(t)) = c1 · cos(ωn · t) + c2 · sin(ωn · t) (2.28)

where Euler’s formula and ωn = 1/
√

L · C are used to obtain (2.28). A and θ0 or
c1 and c2 are two constants depending on the start conditions. Again, the result-
ing unit of

√
L · C is seconds. The possibility to derive a time reference from the
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energy exchange between two energy reservoirs does not only apply to electrical
circuits but is also applicable in other branches of science. An important condition
is the possibility to exchange energy between two energy tanks. With the necessary
amount of engineering it is possible to build a system exchanging electrical and for
instance mechanical energy. A simple example is a lossless DC motor connected to
an inductor.

Example 2.4 A commonly used DC motor model is an inductor Lm in series
with a resistorRm and a so-called back electromotive forceEM . In this example
the series resistor is equal to zero since we assume an ideal motor without any
losses. Furthermore, the series inductance is lumped into the external inductor
Le, resulting in one inductor L. The following formulas complete the motor
model [17]:

{
TM = c · Φ · i(t)

EM = c · Φ · ωm
(2.29)

where TM is the motor torque, ωm is the angular frequency of the motor and c
is a motor constant depending on the construction. Φ is the magnetic flux due
to the magnetic poles, expressed in Weber (Wb). Applying Kirchhoff’s law on
the circuit of Fig. 2.8 leads to the following equation:

− di(t)

dt
· L = c · Φ · ωm (2.30)

= c2 · Φ2

I
·

t∫
−∞

i(t)dt (2.31)

where I is the moment of inertia of the rotor (rotating part of the motor).
The solution to this equation is equal to (2.27). However, in this case, ωn (the
angular frequency of the oscillation, not that of the rotor) is equal to:

ωn =
√

c2 · Φ2

I · L
(2.32)

The unit of ω is, as expected, equal to 1/s. The motor in this example acts as
an energy converter between electrical energy and kinetic energy, whereas the
inductor transfers electrical energy to magnetic energy.
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Fig. 2.8 An inductor can
exchange its energy with a
kinetic energy tank. A DC
motor is needed to do the
energy conversion Le

i(t)

−

Lm

+

v(t)= Emωm

2.3.3 Harmonic Versus Relaxation Oscillators

The difference between a linear and a nonlinear oscillator was demonstrated in
Sect. 2.2.4. Based on the linearity or nonlinearity and the necessary oscillator compo-
nents, oscillators can be divided into two classes: harmonic and relaxation oscillators.
The boundary between both categories is rather fuzzy, as previously shown.

2.3.3.1 Harmonic Oscillators

When building an oscillator using only linear components, two continuous state
variables or energy reservoirs are needed. The frequency of the oscillator is then
defined by the properties of the two reservoirs. But, what about the amplitude or
startup behavior? A completely linear oscillator has an ever increasing, decreasing
or perfectly constant amplitude. A nonlinear component is needed to control the
amplitude. Oscillators consisting of (mainly) linear components are therefore called
harmonic oscillators. Due to their linearity, the behavior of harmonic oscillators can
be described in terms of transfer functions, loop gain and phasemargin. An important
criterion to have a working harmonic oscillator is the Barkhausen Criterion:

Theorem 2.2 A feedback system will only generate a stable oscillation when the loop
gain is equal to one and the complete phase shift is equal to z · 2 · π where z ∈ Z.{

|H(s)| = 1

∠H(s) = z · 2 · π
and z ∈ Z (2.33)

where H(s) is the loop transfer function.

The output waveform is a sinewave and only contains a limited amount of harmonics.
In Sect. 4.4.1, some examples from literature will be discussed.

2.3.3.2 Relaxation Oscillators

When looking back to van der Pol’s equation, it is observed that, when increasing the
nonlinearity parameter μ, one of the states slowly converts from a continuous state
towards a discrete state. The system slowly evolves over the continuous state and

http://dx.doi.org/10.1007/978-3-319-09003-0_4
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then switches its discrete state, after which this process is repeated. Such oscillators
can therefore be implemented using only one energy reservoir and a discrete memory
element (a Schmitt trigger or a latch) to implement the discrete state. An oscillator
containing strongly nonlinear elements is called a relaxation oscillator. The term
relaxation oscillator was used by Balthasar van der Pol to express the period of
‘building up a tension’ in the continuous state and then suddenly relax by switching
the discrete state. As a result, the output is non-sinusoidal and the first derivative of
the output waveform is often not continuous.

Relaxation oscillators cannot be described using transfer functions. It is therefore
difficult to mathematically predict their behavior. Often, a piecewise combination
of (differential) equations is needed to describe the behavior. Typically, relaxation
oscillators are oscillators where an energy tank is combined with a resistive element.
However, in Chap.6, a relaxation oscillator will be built using a harmonic LC tank.
In Sect. 4.4.2, different examples found in literature will be discussed.

2.4 Representation of an Oscillator Signal

The output signal of an oscillator has a representation in the time domain as well as
in the frequency domain. Different representations are discussed in this section. The
introduced symbols will be used in the remainder of this work while discussing the
frequency stability as well as the noise performance. The relationship between the
measures in the frequency and the time domain will be discussed into more detail in
Chap.3, handling about phase noise and jitter.

2.4.1 Oscillator Signals in the Time Domain

The most basic representation of (the first harmonic of) an oscillator output signal
can be written as [92]:

v(t) = A(t) · sin(Φ(t)) (2.34)

where A(t) is the instantaneous amplitude and Φ(t) is the instantaneous phase of the
oscillator signal.More in general, however, an oscillator signal can have a completely
different, but periodic waveform:

v(t) = A(t) · f (Φ(t)) (2.35)

where f is a periodic function with period 2 · π . Since this is an oscillator, an almost
cyclostationary signal is expected,1 which means that the instantaneous phase is

1 As will be seen in Chap.3, a real cyclostationary signal can only be expected from PLL output
signals, which are corrected every cycle.

http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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expected to increase linearly. The instantaneous angular frequencyω(t) is written as:

ω(t) = dΦ(t)

dt
(2.36)

and is expressed in radians per second. Hence, in an ideal oscillator ω(t) is constant.
For a Voltage-Controlled Oscillator (VCO),ω(t) depends on the input control signal.
When the relationship between the angular frequency and the control signal is linear:

ω(t) = ω0 + KVCO · vc(t) (2.37)

which means that the VCO acts as an integrator for the control voltage vc(t), with
integration constant KVCO and the phase deviation (compared to an identical non-
modulated VCO) as an output signal. Since the phase deviation is unbounded, a VCO
can be considered to be an ideal integrator [92].

2.4.1.1 The Oscillator Phase

In a real oscillator, random as well as deterministic variations are observed in the
phaseof theoscillator output signal. Inmost cases thedeterministic and the systematic
variations are treated separately from the random fluctuations. This means:

Φ(t) = ω0 · t + φ(t) + Ψ (t) (2.38)

where ω0 is the constant mean angular frequency, φ(t) represents the random phase
variations or noise, and Ψ (t) implements both the systematic and deterministic vari-
ations in the phase function. The function T(t), often called the phase-time, is equal
to the instantaneous phase divided by ω0 and gives the time of a clock that is run by
the oscillator:

T(t) = t + φ(t)

ω0
+ Ψ (t)

ω0
(2.39)

For an ideal oscillator this is equal to t.When neglecting the systematic and determin-
istic phase variations, the random instantaneous phase-time fluctuation is defined as:

x(t) = φ(t)

ω0
(2.40)

which can be understood as the time difference between corresponding zero crossings
of a phase-noise-contaminated oscillator and its noise-free replica. The instantaneous
fractional frequency deviation can be defined as:
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y(t) = dx(t)

dt
=

dφ(t)
dt

ω0
= Δω(t)

ω0
= Δf (t)

f0
(2.41)

which allows to compare frequency fluctuations between oscillators at different fre-
quencies. Furthermore, it is insensitive to frequency multiplication or division.

2.4.1.2 The Oscillator Amplitude

For the amplitude, similar equations can be used.Although it is not commonly used in
literature, apart from the random amplitude variations (noise), also some systematic
or deterministic amplitude variations can be identified:

A(t) = A0 + ε(t) + Υ (t) (2.42)

where A0 is the ideal amplitude, ε(t) are the random amplitude variations and Υ (t)
represents the deterministic or systematic amplitude errors. When talking about or
whenmeasuring amplitude noise,Υ (t) is mostly neglected. The first reason for this is
thatwhenmeasuring a signal, thismostly happens only over a short timewhichmakes
a measurement of the (slow) systematic amplitude variations impossible. The second
reason is that in most applications, the amplitude of the clock signal is not important,
certainly when it is used as a digital clock. The amplitude function of the oscillator
does not affect the times of the zero crossings (or the noise on the zero crossings,
called jitter)which is often used as a benchmark to evaluate the quality of an oscillator.
However,whenmeasuring the spectrumof an oscillator, both the phase noiseφ(t) and
the amplitude noise ε(t) are measured. For a sinusoidal signal it is mostly assumed
that the amplitude and phase noise each add one half of the noise spectrum. The
phase noise spectrum is then 3 dB lower than the measured spectrum [38].

2.4.2 Oscillator Signals in the Frequency Domain

Oscillator signals also have a representation in the frequency domain. For an ideal
sinusoidal oscillator (2.34) whereΦ(t) increases linearly, the output spectrum results
in two Dirac impulses ±ω0. When the waveform is more irregular, harmonics are
present in the output signal, represented in the spectrum byDirac impulses at±n ·ω0.
As previously shown, the frequency and the phase are closely connected:

ω = dΦ(t)

dt
= ω0 + dφ(t)

dt
+ dΨ (t)

dt
(2.43)

of which the last term is supposed to be close to zero. The consequence of the time
dependency of A and φ is a spectrum with sidebands around every harmonic. To
characterize these frequency or phase deviations, the Power Spectral Density (PSD)
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Table 2.1 Commonly used PSD functions to characterize the frequency stability of an oscillator
signal

Symbol Unit Description

SΔf ( f ) Hz PSD of frequency fluctuations

SΔω( f ) (rad/s)2/Hz PSD of angular frequency fluctuations

Sy( f ) 1/Hz PSD of fractional frequency fluctuations

Sφ( f ) rad2/Hz PSD of phase fluctuations

Sx( f ) s2/Hz PSD of phase time fluctuations

is used, as defined in Appendix A.2.2. The PSD can be calculated for almost every
time signal. Commonly used PSDs for oscillators are summarized in Table2.1. From
the previous sections it is clear that there are several relations between these PSD
functions. From (2.41) it follows that:

Sφ( f ) = SΔω( f )

ω2 (2.44)

From the linearity property of the Fourier transform, it follows that:

Sy( f ) = SΔω( f )

ω2
0

= SΔf ( f )

f 20
(2.45)

Combining both relationships, it can be concluded that:

Sy( f ) = f 2

f 20
· Sφ( f ) = ω2 · Sx( f ) (2.46)

To obtain these relations, the properties from Appendix A.1 are used. From these
relations, it is clear that the PSD of the phase and the frequency differ with a factor of
f 2. Aswill be seen in Sect. 3.3, the oscillator spectrum ismostly divided into different
sections, depending on the slope of the frequency spectrum. Using the power-law
noise model, which describes the phase noise of an oscillator as a sum of different
power law curves [92, 164], the (single-sided) PSD of y(t) and φ(t) is typically
written as:

Sy( f ) =
+2∑

α=−2

hα · f α (2.47)

Sφ( f ) = f 20 ·
+2∑

α=−2

hα · f α−2 (2.48)

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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The different power law curves all represent a type of noise, coming from different
noise sources and being the result of different noise mechanisms. The interpretation
of these power law terms will elaborately be discussed in Chap.3. Although this
is assumed to be rather uncommon, depending on the noise sources, also higher
numbers for α are possible.

2.4.2.1 The Use of L ( f ) to Characterize the Phase Noise

A commonly used measure of phase noise is L ( f ), especially when measuring
the phase noise. Several definitions of this measurement are possible. However, a
generally accepted definition as used in [37, 101] is:

Ltotal(Δω) = Pside( f0 + Δf , 1 Hz)

Pcarrier
(2.49)

which is sometimes expressed in dB and in which Pside( f0 + Δf , 1 Hz) is the
single-sideband noise power in a 1Hz interval at a frequency offset Δf from the
carrier frequency f0. As mentioned earlier, the effect of both amplitude and phase
noise is present in the noise spectrum. In Sect. 3.6, it will be shown that the sideband
noise in many applications is dominated by phase noise since this part of the noise
cannot be eliminated. When considering only the phase noise:

L (Δω) = Pφ−side( f0 + Δf , 1 Hz)

Pcarrier
, (2.50)

note that, when using a spectrum analyzer, this portion of the noise cannot be
measured separately. As shown in [82], in fact the power of the total signal must
be in the denominator of (2.49) and (2.50). However, because the replacement by
the power of the carrier only introduces a small error and the entire signal power is
much more difficult to measure, this error is in most cases neglected.

2.4.2.2 Relationship Between L ( f ) and Sφ( f )

Up till now only the PSD of the phase fluctuations was discussed without taking the
carrier signal into account. According to [217], the (single-sided) spectrum of the
entire signal is approximated by:

SRF( f ) ≈ A2
0

2
· [

δ( f − f0) + Sφ( f − f0)
]

(2.51)

where δ( f ) is the delta function or Dirac impulse, Sφ( f ) is the (two-sided) power
spectral density, A2

0/2 equals the carrier power and f0 is the carrier frequency. The

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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PSD of the phase fluctuations is multiplied by the carrier power to obtain the signal’s
sideband noise. Furthermore it is clear that this equation only holds for signals where
the amplitude noise is negligible and the phase fluctuations are small. The assumption
must hold that the spectrum of a phase-modulated signal is (linearly) approximated
by the phase spectrum itself. This also means that the baseband PSD of the phase
fluctuations is up-converted to the carrier frequency and therefore has the same
frequency dependency:

Pφ−side( f0 + Δf , 1 Hz) = A2
0

2
· Sφ(Δf ) (2.52)

As a result, the relationship between L ( f ) and Sφ( f ) can be written as:

L (Δf ) = Pφ−side( f0 + Δf , 1 Hz)

Pcarrier
(2.53)

=
A2
0
2 · Sφ(Δf )

A2
0
2

= Sφ(Δf ) (2.54)

which is often used as an alternative definition of L (Δf ) [82, 92]. In [92] a lower
limit of the frequency offset is calculated down to which this approximation is valid;
Δf must be large enough such that:

∞∫
Δf

Sφ(Δf )df � 1 rad2 (2.55)

At small frequency offsets, the phase noise spectrum typically increases drastically,
which makes the first-order Taylor approximation of the phase-modulated signal
uncertain indeed.

2.5 Properties of an Oscillator

The properties of an oscillator can be described using several parameters, going
from the quality of an energy tank to the short- and long-term frequency stability.
In Chap.6, where the focus is on pulsed resonant tanks, a more detailed discussion
will be held on the properties of an nth-order energy tank. Often, a tight connection
exists between all of these parameters. Theoretical parameters and properties can be
interesting to use at design time, but only detailed circuit simulations or even better
measurements show the real behavior of a circuit.

http://dx.doi.org/10.1007/978-3-319-09003-0_6
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2.5.1 The Quality Factor

The quality factor or Q factor is a measure to characterize the quality of an energy
tank or, more in general, a two-pole system. As will be shown, the Q factor almost
completely determines the properties of the system, going from the filtering charac-
teristics to the losses and the noise generation. Depending on the topology of the tank,
a different method can be used to calculate it. Furthermore, for some tank topologies
also the meaning and understanding of this factor is non-trivial and against every
intuition. Even then, however, it is a useful figure to quantify for instance the noise
generation in an oscillator. Four calculation methods are demonstrated, all of them
are based on the tank schematics in Fig. 2.9.

Definition 2.1 The most basic definition of the Quality Factor or Q factor is
based on the energy losses in the tank.

Q = 2 · π · Estored

ELoss−per−Cycle
(2.56)

The Q factor therefore quantifies the quality of a resonator.

For an inductor L with series resistance Rs (Fig. 2.9c), driven by a sine wave with
amplitude IA and angular frequency ω, this results in:

Estored =
T/4∫
0

Pdt = LI2A
2

(2.57)

ELoss−per−Cycle = 4

T/4∫
0

I2Rsdt = π I2ARs

ω
(2.58)

⇒ QL = Lω

Rs
(2.59)

L C Rp L

G

C Rp

L

Rs

C

(a)

(b) (c)

Fig. 2.9 Different RLC tanks. The left tank (a) is not driven and its losses are represented by the
parallel resistor. In (b) the same tank is driven by a transconductance amplifier. In (c) the losses are
represented by a series resistor in the inductor, which is the closest to the real situation



54 2 Oscillators and Time References

Since, for fully integrated LC tanks, the losses in the tank are dominated by the losses
in the inductor, the capacitor is supposed to be ideal compared to the inductor. As a
result, the Q factor of the inductor, QL , is equal to that of the complete tank. In (2.59),
ω can be substituted by ωn = 1/

√
LC, the natural angular frequency of the LC tank.

Q = QL =
√

L

C

1

Rs
(2.60)

A similar calculation can be made for the parallel RLC network in Fig. 2.9c. This
time, the calculation is started from the charging of the capacitor using a sine wave:

Estored =
T/4∫
0

Pdt = CV2
A

2
(2.61)

ELoss−per−Cycle = 4

T/4∫
0

V2/Rpdt = πV2
A

Rpω
(2.62)

⇒ QC = Cω/Rp (2.63)

Also this time it is assumed that all the losses in the tank are lumped into the parallel
resistorRp. Using the same substitution forω as in the previous example, the Q factor
of the parallel network is equal to:

Q = QC =
√

C

L
Rp (2.64)

Although this parallel network is often not the real situation, it is commonly used for
better understanding. In Fig. 2.9b, this parallel resistor is exactly compensated by the
transconductance amplifierG and a stable oscillation is obtained. In the neighborhood
of the natural angular frequency ωn, the relation between Rp and Rs is given by:

Rp = 1

Rs

L

C
(2.65)

This equality and the reason why it is only valid in the neighborhood of ωn, can
be better understood when looking at the transfer functions of both networks. The
current-voltage transfer functions of the parallel and series networks in Fig. 2.9a, c
are respectively:

HP(s) =
s
C

s2 + 1
C·Rp

· s + 1
L·C

=
ωn ·

√
L
C · s

s2 + ωn
Q · s + ω2

n
(2.66)

HS(s) =
s
C + Rs

L·C
s2 + Rs

L · s + 1
L·C

=
ωn ·

√
L
C · s + ω2

n · Rs

s2 + ωn
Q · s + ω2

n
(2.67)
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using (2.60), (2.64) and ωn = 1/
√

LC. Taking (2.60) into account, in the neighbor-
hood ofωn both the networkwith the parallel and series resistor are equivalent as long
as Q 
 1. For lower frequencies, however, the network with the series resistance
will have a higher equivalent impedance compared to the parallel network. Writing
the transfer function (more specifically the denominator) in its standard form (2.66)
and (2.67), can be considered as an analytical method to calculate the Q factor. For
higher-order systems each pair of (complex conjugate) poles has its own Q.

To explain the other two calculation methods, only the network with the parallel
resistor is considered since this will simplify the calculations significantly. The third
method to calculate Q is based on the sharpness of the peak in the transfer function.
Consider the graph in Fig. 2.10.

Definition 2.2 For a 2-pole system showing a peak in its transfer function,
the Q factor is equal to the center frequency ωn divided by the −3 dB width
Δω3dB of the resonant peak:

Q = ωn

Δω3dB
(2.68)

The fourth and last calculation method is based on the steepness of the output
phase of the resonant network. This is shown in Fig. 2.10, the Q factor is then defined
as:

10−2 10−1 100 101 102
0

0.5

1

1.5

2
−3 dB

Δω3dB

H
(j

·ω
)

10−2 10−1 100 101 102

−1

0

1

d∠H(ω)
dω

ω/ωn

∠H
(j

·ω
)

Fig. 2.10 Different definitions of the Q factor of a two-pole system, based on thewidth (bandwidth)
of the resonant peak and based on the steepness of the phase shift of the feedback network
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Definition 2.3 The Q factor of a resonant network with natural frequency ωn

is proportional to the steepness of the phase of the network gain at its zero-
crossing:

Q = ωn

2
· d∠H( jω)

dω
(2.69)

Depending on the topology, one or more definitions can be used to calculate the Q
factor. It must, however, be clear that in the case of a nonlinear (relaxation) oscillator,
the use of linear transfer functions does not make sense and only the basic definition
(2.56) can be used.

2.5.1.1 Meaning of the Q factor

Themeaning of the Q factor can be understood when translating the transfer function
to the time domain. Since HP(s) and HS(s) are current-voltage transfer functions (or
the impedance of the RLC network), H(s) · I(s) = V(s) in which I(s) and V(s) are
the Laplace transform of the applied current and the resulting voltage output. If no
external current is applied, (2.66) and (2.67) both result in the following differential
equation:

d2v(t)

dt2
+ ωn

(
1

Q

)
dv(t)

dt
+ ω2

n · v(t) = 0 (2.70)

where v(t) is the voltage over the capacitor. The solution to this equation is equal to:

v(t) = A · e

−ωn · t

2Q · e

√
1 − 4Q2

2Q
ωnt

+ B · e

−ωn · t

2Q · e
−

√
1 − 4Q2

2Q
ωnt

(2.71)

where A and B are constants depending on the initial conditions of the network. This
proves that the network is completely characterized by the natural frequency ωn and
the Q factor. The behavior is not determined by the position of the parallel or series
resistor. It is now easy to see what the influence is of the Q factor:

• −1/2 � Q � 1/2: In this case, the result is an ever increasing (Q < 0) or decreas-
ing (Q > 0) function. Since all exponents are real, there will be no oscillations.

• Q > 1/2: Due to the complex exponent, this will result in an oscillation. Since the
real part of the exponent is negative, the oscillation will decay.

• Q < −1/2: Again, this is an oscillator; the amplitude, however, increases and
goes to infinity.
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• Q = ±∞: Since this results in a complex exponential function, there will be
an oscillation. The amplitude, however, will be constant and equal to

√
A2 + B2.

The angular frequency in this case is equal to ωn; in the other cases the angular
frequency is somewhat lower.

Obviously, a negative Q cannot exist for a network containing only passive compo-
nents. When Q = 1/2, the system is critically damped.

2.5.1.2 The Generalized Q factor

When a gain stage, Fig. 2.9b, is present in the electrical network, it can be useful
to define the generalized Q factor. The differential equations in this case are not the
same for the parallel and the series network:

d2vP(t)

dt2
+ ωn

(
1

Q
−

√
L

C
G

)
dvP(t)

dt
+ ω2

nvP(t) = 0 (2.72)

d2vS(t)

dt2
+ ωn

(
1

Q
−

√
L

C
G

)
dvS(t)

dt
+ ω2

n(1 − GRs)vS(t) = 0 (2.73)

Although both equations have an analytical solution, things can be simplified by
defining the generalized Q a follows:

QG =
(
1

Q
−

√
L

C
· G

)−1

(2.74)

or more in general:

Definition 2.4 For a general second-order feedback system equation of the
form (consisting of an amplifier and a feedback network):

ωn · K · s + L

s2 + ωn
Q · s + ω2

n
· I = U (2.75)

where Q is the Q factor of the feedback network, ωn is the natural angular
frequency of the network and K and L are constants and I and U are the
Laplace transform of the applied current and the resulting output voltage.

• G = U/I is defined as the transconductance of the feedback amplifier.
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• The generalized Q factor QG of the network is defined as:

QG =
(
1

Q
− K · G

)−1

(2.76)

When making use of this definition, the differential equations of the series and of
the parallel network, both including a feedback amplifier, are written as2:

d2vP(t)

dt2
+ ωn

1

QG

dvP(t)

dt
+ ω2

nvP(t) = 0 (2.77)

d2vS(t)

dt2
+ ωn

1

QG

dvS(t)

dt
+ ω2

n

(
1 − 1

Q2 + 1

QQG

)
vS(t) = 0 (2.78)

The generic solutions to these equations are then rather straightforward:

vP(t) = A · e

−ωn · t

2QG · e

√
1 − 4Q2

G

2QG
ωnt

+ B · e

−ωn · t

2QG · e
−

√
1 − 4Q2

G

2QG
ωnt

(2.79)

vS(t) = A · e

−ωn · t

2QG · e

√
1 − 4Q2

G

(
1 − 1

Q2 + 1
QQG

)

2QG
ωnt

+ B · e

−ωn · t

2QG · e
−

√
1 − 4Q2

G

(
1 − 1

Q2 + 1
QQG

)

2QG
ωnt

(2.80)

where A and B are constants depending on the start conditions. The generalized Q
factor QG plays the same role in a network with active components as the Q factor
does in a passive network. Different from the Q factor, the generalized Q factor can
be negative. For the parallel network, it is clear that the transconductance amplifier
behaves as a parallel negative resistance which cancels the parallel resistor. When
the resistor is in series with the inductor, the resistor cannot be canceled completely.
The angular frequency at constant amplitude (QG = ∞) is in this case equal to
ωn · √1 − 1/Q2 which is lower than in the case of a decaying/increasing oscillation
amplitude. For the parallel network, the angular frequency at constant amplitude is
ωn which is somewhat higher than in the case of a decaying/increasing amplitude.
The fact that the oscillation frequency depends on the amplitude stability shows the
importance of a stable amplitude regulation.

2 Since QG depends on G, GRs can be substituted by 1/Q2 − 1/(QQG).
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2.5.2 Stability of an Oscillator Signal

The stability of an oscillator can have several meanings. In Sect. 2.4, a time-domain
representation of an oscillator signalwas defined (2.34). This equation both contains a
non-constant amplitude function and a phase function. Systematic as well as random
variations apply to both the amplitude as the phase. As previously shown, these
variations are also visible in the output spectrum of the oscillator. However, it is
impossible to separate amplitude from phase effects in the output spectrum. Since
amplitude variations can easily be removed using a clipping amplifier, the focus is
mostly on the phase variations. Note however, as shown previously, that an influence
exists between the amplitude and the phase variations.

Apart from the difference between amplitude and phase errors, fluctuations in an
oscillator signal are often divided into a long-term and a short-term contribution.
This mostly corresponds to respectively systematic and random fluctuations in the
oscillator signal. Random variations are mostly called noise, which will elaborately
be discussed in Chap.3. Systematic variations, caused by for instance temperature
and supply voltage changes, have a slower impact on the oscillator frequency and
amplitude. In the context of this work, the term ‘frequency stability’ is used to refer
to these so-called PVT effects, elaborately discussed in Chap.4. As will be seen in
Chap.3, low-frequency colored noise sources can also result in long-term systematic
variations and are therefore an exception to the proposed division.

2.6 Conclusion

In this chapter, the basic principles of an oscillator together with the representations
and properties of an oscillator signal have been discussed. Starting from the phase
space description of a dynamic system, the minimum circuit requirements for and
necessary components of an oscillator have been identified. From this, the difference
between harmonic and relaxation oscillators has been explained. The discussion on
oscillator properties has clarified that pointing out general design rules to obtain a
stable oscillator is a complex process. The principles of oscillator noise and frequency
stability will therefore be discussed in respectively Chaps. 3 and 4. In these chapters,
the previously defined parameters to characterize and represent an oscillator signal
will frequently be used.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_4


Chapter 3
Jitter and Phase Noise in Oscillators

Thermal noise is caused by black body radiation, a phenomenon in quantum physics,
which was accurately described by Max Planck in 1901. The frequency and power
of the emitted radiation depends on the temperature of the matter. This radiation,
and also its noise, is therefore present everywhere in the universe. This so-called
Cosmic Microwave Background (CMB) Radiation, was accidentally discovered by
the American physicists Arno A. Penzias and Robert W. Wilson. In 1965 at Bell
Laboratories they measured the unexpected and annoying background noise source
in microwave transmissions of telephone conversations. Nowadays, this radiation
is used to gain some insight in the birth, age and evolution of the universe. For
recognizing the importance of their discovery, both scientists received the Noble
Prize for Physics in 1978 [223].

3.1 Introduction

As pointed out previously, the short-term stability of an oscillatormostly corresponds
to the noise in the oscillator output signal. When talking about noise in general, this
can be amplitude noise and phase noise. In most applications, the amplitude noise
can be neglected since the oscillator is built to provide a clock signal, where the
amplitude is clipped. The phase noise, on the other hand, is closely connected to
the jitter and will therefore have an influence on the timing of the events in clocked
circuits. In audio applications, however, both amplitude and phase noise can be heard
and are therefore both an important specification. Furthermore, phase noise in a clock
signal can easily be translated to amplitude noise in for instance a digital to analog
converter. In this chapter, the general principles are discussed behind the generation
of oscillator phase noise. When discussing different oscillators in the remainder of
this work, this theory will be used to understand the phase noise generation in each
oscillator implementation.

This chapter is organized as follows. The next section will briefly introduce the
noise sources in an electronic circuit. A difference ismade betweenwhite and colored

© Springer International Publishing Switzerland 2015
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noise sources. Section 3.3 will describe a typical noise spectrum. A first attempt is
done to understand the mechanism behind this spectrum using the noise model of
Leeson. Afterwards, in Sect. 3.4, the linear time-variant noise theory of Hajimiri
will be discussed. This theory quantitatively describes the generation of the different
slopes in an oscillator spectrum. A brief discussion on nonlinear noise models will
be held in Sect. 3.5. The relationship between phase noise and jitter is discussed in
Sect. 3.6 for white as well as colored noise sources. The relationship between the
jitter and the Q factor will also be explained and the phase noise Figure of Merit
(FoM) will be introduced. Finally, in Sect. 3.9, conclusions are drawn.

3.2 Noise Sources

In electronics, different noise sources canbe identified. In this section a brief overview
is given of the noise sources, including expressions for the corresponding noise
spectra.

� Thermal Noise
In 1927 John Bertrand Johnson, a Swedish-American Physicist, described
the phenomenon of ‘spontaneous motion of the electricity in a conducting
body’ [118]. He built an experimental setup to characterize this effect and
discovered that this motion depends on the temperature, which resulted in
the name ‘Thermal Noise’. It was, however, Harry Nyquist, who applied the
fundamental principles of thermodynamics to Johnson’s theory and proved the
correctness of the mathematical expressions [191]. They showed that the noise
power in a conductor is given by:

P = k · T · b (3.1)

where k is the Boltzmann constant, T is the temperature and b is the measured
bandwidth. Note that the noise power in a conductor does not depend on
the resistor value. This is because so-called Johnson-Nyquist noise is caused
by blackbody radiation. The charges in the conductor move to try to nullify
the induced electrical fluctuations caused by the blackbody radiation in the
inductor. Therefore, the noise power only depends on the temperature.
In the years after, also another type of noise was identified, pink noise or flicker
noise, of which the noise density is inversely proportional to the frequency.
This results in an equal noise power in every frequency decade, sounding ‘flat’
to a human ear. Aldert Van der Ziel discovered the first model which could
explain the 1/ f slope in the noise spectrum [323]. Up till today, however, the
real mechanism or multiple mechanisms behind pink noise generation are still
not completely understood.
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3.2.1 Noise in a Resistor

The noise in a resistor mainly consists of thermal noise. This means that the noise
voltage and equivalent noise current power spectral density are given by:

dv2R = 4 · k · T · R · d f (3.2)

di2R = 4 · k · T/R · d f (3.3)

Due to its flat spectrum up till very high frequencies (1013 Hz), this noise is called
white noise [219]. But a resistor also exhibits 1/ f noise, which is in practical appli-
cations often neglected. The pink noise power spectral density strongly depends on
the quality of the conductor (grain size, material), but also the voltage VR over the
resistor: the pink noise is therefore modeled by the following formula:

dv2R f = V 2
R · K f R · R · d f

AR · f
(3.4)

where K R f is a fitting parameter depending on the material properties of the resistor
and AR is the area or size of the resistor [219]. A commonly used technique to kill
the pink noise of a resistor is to reduce the DC voltage over the resistor by putting a
capacitor in series.

3.2.2 Noise in a P-N Junction

A P-N junction mainly produces shot noise. This type of noise is caused by the
quantized charge carriers crossing the junction. The shot noise is independent of the
temperature of the junction but does depend on the (forward/backward) current ID

[324]:

di2D = 2 · q · ID · d f (3.5)

where q is the charge of a single charge carrier (electron or hole). Apart from this
white noise source, there is also a pink noise source. Similar to a resistor, the noise
power spectral density depends on the current through the diode and the size AD of
the junction:

di2D f = ID · K f D · d f

AD · f
(3.6)

where K f D is a technology dependent constant.
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3.2.3 MOS Transistor Noise

The noise of a MOS transistor consists of different noise sources. All these (thermal)
noise sources can be taken together in one input source:

dv2eq = 4 · k · T · Ref f · d f (3.7)

where: Ref f = 2/3

gm
+ RG + RS + RB · (n − 1)2 (3.8)

and: (n − 1) = gmb/gm (3.9)

The first term of the equivalent resistor Ref f is due to the channel resistance, RG and
RS are respectively the gate and source resistance of the transistor and RB is the bulk
resistance. The factor (n − 1) is caused by the fact that the transconductance gmb at
the bulk is in most cases much smaller than gm [219]. Due to different mechanisms,
the MOS transistor also generates pink noise. This is generated at the P-N junctions
in the substrate as well as at the oxide-semiconductor interface at the gate. Again,
all junctions can be referred to one gate input source:

dv2eq f = K f T · d f

W · L · C2
ox · f

(3.10)

where K f T is depending on the MOS topology (NMOS, PMOS, JFET, ...) and W · L
indicates the size of the transistor. In [219] it is shown that the pink noise of a JFET
is much lower compared to that of a MOSFET (due to the absence of the oxide-
semiconductor interface), which makes them very suitable for audio applications.
Anotherway to reduce the 1/ f transistor noise, is by switching theMOSFETbetween
inversion and accumulation. In [75, 283] it is assumed that this 5–8 dB reduction is
caused by the reduction of oxide trap noise (charge traps at the semiconductor-oxide
interface). In [93] it is demonstrated that this technique can be applied to reduce the
phase noise in, for instance, a ring oscillator.

3.3 The Phase Noise Spectrum

When looking at the spectrum of the different noise sources, there is still a difference
with the typical shape of the output noise of an oscillator. This spectrum is shown in
Fig. 3.1. The noise spectrum can be divided into different sections [104, 190]. In this
figure, which corresponds well to a real phase noise spectrum, the power-law model
(2.48) can easily be recognized [164, 217].

• White noise: This noise is broadband phase noise and has in fact little to do with
the resonance mechanism. In general, the cause of this noise is understood as the
noise added by amplifiers.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 3.1 Phase noise spectrumat the output of a generic oscillator.According to the power-lawnoise
model, the spectrum can be divided in different zones, with a different noise origin or underlying
mechanism

• Flicker PM noise: This noise can be related to a physical resonance mechanism in
the oscillator. Usually, however, it is added by noisy and/or nonlinear electronics,
amplifiers or mixers. This noise is common even in high-quality oscillators since
the output signals of most oscillators need to be amplified or buffered before they
can be used.

• White FM noise: This noise is typically understood asphase noise and is generated
in oscillator circuits.Aswill be seen in the following sections, it is an up-conversion
of the white noise of the components in the oscillator circuit.

• Flicker FM noise: Also 1/ f noise can be up-converted by the oscillator circuit,
which results in this type of phase noise. The corner frequency ω1/ f 3 depends on
the waveform as well as on the 1/ f noise corner frequency of the noise sources.

• Random Walk FM: This noise has an even higher order (1/ f 4). It is difficult to
measure since it is very close to the carrier. This noise can typically be related to the
oscillator’s physical environment. Measurement of the environmental parameters
(temperature, mechanical shock, vibration, ...) can often help to identify the noise
sources.

Over the years, different noise models have been developed to understand the mech-
anism and origin behind this spectrum. This stays, however, an interesting topic for
future research.

3.3.1 The Noise Model of Leeson

The noise theory of Leeson starts from the assumption that an oscillator is a Linear
Time-Invariant (LTI) system. The output waveform of an oscillator is given by (2.35).
Due to the nonlinear and unpredictable increase of the phaseΦ(t) in this expression,

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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apart from the Dirac impulses at the oscillation harmonics, the spectrum also has side
lobs around each harmonic [154, 211]. The shape of these side lobs is characterized
by the PSD Sx (ω) or equivalentlyL (Δω) (2.50). To predict this noise spectrum, the
impedance of the RLC network in Fig. 2.9a is calculated to be [equivalent to (2.66)]:

Z(ωn + Δω) = Rp · 1

1 + j · 2 · Q · Δω
ωn

(3.11)

The transfer function of the complete network (Fig. 2.9b) for a parallel input current
source is then:

H(ωn + Δω) = Rp

1 + j · 2 · Q · Δω
ωn

− G · Rp
(3.12)

For a stable oscillation, the product G · Rp must be equal to one, which makes the
closed-loop transfer function equal to:

H(ωn + Δω) = − j · Rp · ωn

2 · Q · Δω
(3.13)

The equivalent noise of the parallel resistor is equal to (3.3). Although also a signifi-
cant noise contribution from the active devices exists, the total noise density is often
written as:

di2 = 4 · F · k · T/R · d f (3.14)

where F is a multiplicative factor, often called the device excess noise factor. The
phase noise in the 1/ f 2 region of the spectrum is then calculated to be (assuming
that the oscillation frequency ω0 is equal to the natural frequency of the tank ωn):

L (Δω) = 10 · log
1
2 · |H(Δω)|2 · di2/Δ f

1
2 · V 2

max

(3.15)

= 10 · log
[
2 · F · k · T

Ps
·
( ωn

2 · Q · Δω

)2]
(3.16)

where the factor 1/2 comes forth from neglecting the amplitude noise and Ps is
the average power dissipated in the resistive part of the tank. In this way at least
the 1/ f 2 region of the phase noise spectrum can be understood. This is shown in
Fig. 3.2. As can be seen, the 1/ f noise is not present in the shaped spectrum. The
theory does not explain any mechanism how this colored noise is up-converted to
the oscillation frequency. However, in the Leeson-Cutler model a noise portion in
the 1/ f 3 region is added, but is completely empirical to fit the measurements [41,
211]. The Leeson-Cutler formula of the resulting phase noise spectrum is equal to:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 3.2 The noise theory of Leeson-Cutler is based on the idea that the injected noise is multiplied
by the transfer characteristic of the resonant network. Although this is an explanation for the 1/ f 2

slope in the phase noise spectrum, it does not take the up-conversion of the injected 1/ f noise into
account

L (Δω) = 10 · log
[
2 · F · k · T

Ps
·
[
1 +

( ωn

2 · Q · Δω

)2] ·
(
1 + Δω1/ f 3

|Δω|
)]

(3.17)
where ω1/ f 3 is the corner frequency between the third- and second-order region.
Often this frequency is said to be equal to the 1/ f frequency of the noise sources. This,
however, is a common misunderstanding which can be countered by measurement
results [101]. Furthermore, due to the large transient signals of the oscillator, the
noise sources are often not constant but cyclostationary. This makes it in most cases
impossible to accurately calculate F . For similar reasons, one can wonder if the noise
sensitivity is constant during the oscillation cycle, hence it is justified to question the
used LTI approach.

Although some of the aspects of Leeson’s noise theory are doubtful, it nevertheless
has been proven to be useful for different oscillator topologies. In [211] the theory is
applied to ring oscillators. It is extended for multiplicative noise, which is the result
of noise mixing with the carrier frequency due to strong nonlinearities. It is also
shown that the theoretical expected values are close to the obtained measurement
results.



68 3 Jitter and Phase Noise in Oscillators

3.4 The Phase Noise Theory of Hajimiri

The noise theory ofHajimiri has been developed to take the periodically time-varying
noise sensitivity into account. This is the result of the cyclostationary character of an
oscillator which makes a Linear Time-Variant (LTV) approach more suitable. The
LTV theory can be used to predict the noise performance of an oscillator circuit
without use of any empirical parameters, including the up conversion of 1/ f noise,
and without the need for calibration by measurement results [101, 151].

3.4.1 Generation of the Phase Noise Spectrum

The mechanism explaining the shape of the phase noise spectrum, contains different
steps. These steps are demonstrated and explained after which formulas are derived
to approach the resulting noise spectrum.

3.4.1.1 The LTV Oscillator Model

An oscillator can bemodeled as a systemwith n inputs, corresponding to the different
noise sources, and 2 outputs, the instantaneous amplitude A(t) and the excess phase
φ(t), see (2.38). Since the different noise sources are considered to be independent,
the superposition principle can be applied. Therefore, each noise source is treated
independently as two autonomous single-input, single-output systems, one for the
instantaneous amplitude and one for the excess phase. The outputs of these systems
must be summed over all noise sources to obtain the complete noise spectrum. This is
shown in Fig. 3.3. Both of these systems are (periodically) time variant, indicating the
changing sensitivity of the oscillator to the injected noise current. When considering
the tank shown in Fig. 2.9a, an injected noise pulse causes a voltage jump in the
capacitor:

ΔV = Δq

C
(3.18)

where Δq is the total injected charge by the applied noise current impulse. A phase
trajectory of a decayingoscillation is shown inFig. 3.4. This figure shows the injection
of an equal charge at two different moments in the oscillation cycle. It can be seen
that the moment of impact has a huge influence on the induced phase as well as on
the amplitude effects. Furthermore, it is observed that the impact is higher for a low
oscillator amplitude; the impact is inversely proportional to the maximum charge
qmax on the output node. Simulations show [101] that the impact on both amplitude
and phase linearly depends on the amount of charge injected in the circuit. The unit
impulse response for the excess phase can then be expressed as:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 3.3 The response of an oscillator to an injected noise current can be modeled using two single-
input, single-output systems, one for the excess phase and one for the instantaneous amplitude
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Fig. 3.4 State diagram of a free running LC tank. The losses in the tank result in a decreasing
oscillation. It is clear that the sensitivity to an injected noise pulse does not only depend on the
moment of impact, but also on the amplitude

hφ(t, τ ) = Γ (ω0 · τ)

qmax
· u(t − τ) (3.19)

where τ is the moment when the noise current pulse is applied to the system and
u(t) is the unit step function or Heaviside function. Γ (ω0 · τ) is called the impulse
sensitivity function (ISF), denoting the sensitivity at each moment in the oscillation
cycle. It is a dimensionless, frequency- and amplitude-independent function with
period 2 · π . It only depends on the waveform or the shape of the limit cycle. The
excess phase at the output is then calculated by the superposition of all applied noise
impulses:

φ(t) =
∞∫

−∞
hφ(t, τ ) · in(τ )dτ = 1

qmax

t∫
−∞

Γ (ω0 · τ) · in(τ )dτ (3.20)

where in(t) represents the total noise current injected on a certain node (possibly
coming from different noise sources). Since the noise is a completely random signal,
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it is impossible to calculate this integral explicitly. The ISF is a periodical signal with
the same period as the oscillator signal which can therefore be expanded in a Fourier
series:

Γ (ω0 · τ) = c0
2

+
∞∑

k=1

ck · cos(k · ω0 · τ + θk) (3.21)

where ck are the Fourier coefficients of the ISF (as defined in Appendix A.1). Due to
the randomness of the noise, the phase of the noise signal can impossibly be predicted
nor retrieved. The phase θk of the harmonics in the ISF can therefore be neglected.
The formula for the excess phase can then be written as:

φ(t) = 1

qmax
·
⎡
⎣c0

2

t∫
−∞

in(τ )dτ +
∞∑

k=1

ck ·
t∫

−∞
in(τ ) cos(kω0τ)dτ

⎤
⎦ (3.22)

The importance and use of this formula can be shown by applying Simpson’s
formula on the argument of the second integral when a noise signal cos(ωiτ) is
injected into the circuit:

cos(ωi ) · cos(k · ω0 · τ) = cos[(k · ω0 − ωi ) · τ ] + cos[(k · ω0 + ωi ) · τ ]
2

(3.23)

If the frequency of the injected noise signal is close to that of k · ω0, one of the two
terms results in a low-frequency signal.Due to theaveragingnature of the integral, the
high-frequency terms in the integral are negligible. The injected noise will therefore
only have an impact if its frequency is close to zero or close to a harmonic of the
oscillator waveform. This is shown in Fig. 3.5. If a noise signal with an amplitude
In , an offset Δω from the k-th harmonic is applied, the resulting excess phase is
approximated by:

φ(t) ≈ In · ck · sin(Δω · t)

2 · qmax · Δω
(3.24)

This results in two equal sidebands at ±Δω in the power spectral density Sφ(ω) of
the excess phase φ(t). The higher the offsetΔω from one of the harmonics, the more
the noise signal is attenuated by the integral operation. The transformation described
up till now, namely the generation of the excess phase as a result of noise injection,
has indeed shown to be a linear operation.

3.4.1.2 Phase Modulation of the Excess Phase

The next step is to insert the resulting excess phase (3.24) in (2.35). Using Euler’s
formula, the output signal of the oscillator (2.34) can be written as:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 3.5 An injected signal with amplitude In is converted to the spectrum of the excess phase φ(t).
The signal is weighted by the Fourier coefficients of the ISF Γ (x). Furthermore, a low-pass filtering
is applied by the integral, in this way the signals close to the carrier or to one of the harmonics
are dominant on the signals further away. The second step is the phase modulation of this excess
phase. During this operation, the injected signal is up-converted to the carrier frequency (and to its
harmonics)

v(t) = �{A(t) · e j ·θ(t) · e j ·ω0·t } (3.25)

where A(t) · e j ·θ(t) is called the complex envelope of the signal [34]. For small
phase deviations or for low-frequency phase changes (note that for noise signals this
is always the case), the phase modulation is considered to be narrow-band angle
modulation. The complex envelope is then approximated by its first-order Taylor
expansion:

A(t) · e j ·θ(t) ≈ A(t) · (1 + j · θ(t)) (3.26)

The oscillator output voltage, i.e. the phase-modulated signal, for a sinusoidal noise
input signal results in [using(3.24)]:

v(t) = A(t) · cos(ω0 · t) − A(t) · θ(t) · sin(ω0 · t) (3.27)

= A(t) · cos(ω0 · t) − A(t) · In · ck · sin(Δω · t)

2 · qmax · Δω
· sin(ω0 · t) (3.28)

Using again Simpson’s formula, this formula results in two sidebands at ω0 ± Δω.
These sidebands are the result of using the LTV approach instead of the previously
presented LTI approximation. In the latter case, an injected noise signal at k ·ω0+Δω
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can impossibly fold back around the natural frequency of the oscillator. Using (2.35)
instead of (2.34) results in phase-modulated sidebands around each oscillator har-
monic. The formula also shows the ratio of the (single) sideband power and the power
of the carrier frequency:

Psbc(Δω) = 10 · log
(

In · ck

4 · qmax · Δω

)2

(3.29)

Typically the unit dBc (dB compared to the carrier) is used for this ratio. Note, how-
ever, that due to the first-order Taylor expansion, the higher-order sideband peaks are
neglected. Carson’s rule states that 98 % of the total power of an angle-modulated
signal is contained in the bandwidth [34]:

BT = 2 · (β + 1) · B = 2 ·
(

In · ck

2 · qmax · Δω
+ 1

)
· Δω (3.30)

where β is the phase modulation index and B is the bandwidth of the modulating
signal. For injected signals which are small compared to the oscillator signal, this
formula shows that most of the power is indeed in the two first-order sidebands at
ω0 ± Δω.

3.4.1.3 Application to an Injected Noise Spectrum

The next step is to apply this procedure to a complete noise spectrum. An overview is
shown in Fig. 3.6. As shown previously, it is mainly the noise in the neighborhood of
the oscillator harmonics which contributes to the low-frequency sidebands of Sφ(ω).
This PSD is therefore given by the sum of all noise contributions in the vicinity of the
oscillator harmonics, weighted by the corresponding ck . Next, these sidebands are
transformed to close-in phase noise in the oscillator output spectrum Sv(ω). Assume
that the injected noise spectrum consists of a 1/ f noise region and a white noise
region, then this results in a 1/ f 3 and a 1/ f 2 region around the oscillator frequency.
The corner frequency between these two regions is not the same for the injected noise
and for the up-converted phase noise since the noise in both regions is weighted by
different scale factors ck . In general, one can state that noise sources with a 1/ f n

frequency dependence appear in the phase noise spectrum with a 1/ f n+2 behavior.
Equation (3.29) can be used to calculate the total phase noise power in the side-

bands. The injected noise in this case has a noise density i2n/Δ f , which is at each
frequency equal to I 2n /2 (themean squared value of the injected signal). Furthermore,
since both the injected noise at k ·ω0±Δω is transformed to phase noise atω0±Δω,
a factor of 2 needs to be added. The total phase noise at frequency ω0 + Δω is then
[100]:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 3.6 Similar to Fig. 3.5, this figure shows the translation of a noise spectrum towards the
oscillator phase noise spectrum. During the convolution of the ISF and the injected noise, the noise
contribution around each harmonic of the ISF is translated into noise around zero in the spectrum
of the excess phase φ(t). Keep in mind, however, that the noise contributions appear around each
of the ISF harmonics but are filtered by the integral operator. During the phase modulation step, the
spectrum is up-converted towards the oscillator center frequency and the harmonics. Although the
LTV theory of Hajimiri predicts an infinite noise power close to the carrier, a Lorentzian spectrum
is drawn

L (Δω) = 10 · log
⎛
⎜⎝

i2n
Δ f ·

∑∞
k=0

c2k

4 · q2
max · Δω2

⎞
⎟⎠ (3.31)

This expression denotes the single-sideband noise of a (single-sided or positive)
oscillator spectrum, symmetrical around the carrier. The sum can be simplified using
Parseval’s theorem (Theorem A.1):

∞∑
k=0

c2k = 1

π
·

2π∫
0

|Γ (x)|2dx = 2 · Γ 2
rms (3.32)

which results in the following expression for the 1/ f 2 noise of the oscillator at offset
Δω:

L (Δω) = 10 · log
⎛
⎝

i2n
Δ f · Γ 2

rms

2 · q2
max · Δω2

⎞
⎠ (3.33)
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In a final step, the noise in the 1/ f 3 region needs to be quantified. A commonly
used expression for the injected 1/ f noise is:

i2n,1/ f

Δ f
= i2n

Δ f
· ω1/ f

Δω
(3.34)

which is dominant in the noise spectrum forΔω < ω1/ f .ω1/ f is the corner frequency
of the device 1/ f noise. In the 1/ f 3 portion of the phase noise spectrum the noise is
then given by [100]:

L (Δω) = 10 · log
(

c20
q2
max

· ω1/ f · i2n/Δ f

8 · Δω3

)
(3.35)

The 1/ f 3 corner of the phase noise is the frequency where the 1/ f 2 portion of
the phase noise (3.33) is equal to the 1/ f 3 portion (3.35). This results in a corner
frequency of:

ω1/ f 3 = ω1/ f · c20
4 · Γ 2

rms
(3.36)

The 1/ f 3 corner frequency is therefore always smaller than the 1/ f corner frequency
of the injected noise. The more symmetrical the oscillator waveform, the lower c0
will be compared to the rms value of the waveform, and the lower the 1/ f 3 corner
frequency will be compared to the 1/ f corner frequency. A low 1/ f device noise
performance thus not necessarily implies a bad close-in phase noise performance.

3.4.2 Extensions to the Theory of Hajimiri

The basic principles behind the noise theory of Hajimiri have been discussed in the
previous section. In this section a few extensions are briefly explained, relying on
the same basic LTV theory.

3.4.2.1 Cyclostationary Noise Sources

Due to the fact that the cyclostationarity of the noise sensitivity is taken into account
using the ISF, this noise theory delivers an efficient way to include cyclostationary
noise sources. A cyclostationary noise source can be written as [101]:

in(t) = in0(t) · α(ω0 · t) (3.37)

where in(t) is a cyclostationary noise source, α(ω · t) is a deterministic, periodic
function with period 2π , normalized to have a maximum equal to 1 and in0(t) is a

stationary noise source (which possibly can be colored). In this way, i2n0 is equal to
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the maximum mean square noise power applied to the system. The influence of this
noise source is then calculated using the superposition integral (3.20):

φ(t) =
t∫

−∞
in0(τ ) · α(ω0 · τ) · Γ (ω0 · τ)

qmax
dτ (3.38)

Since α(ω0 · t) and Γ (ω0 · t) have the same period 2 ·π , both functions can be taken
together in one effective ISF:

Γe f f (x) = α(x) · Γ (x) (3.39)

When calculating the influence of cyclostationary noise sources, it is necessary to use
this effective ISF to calculate the Fourier coefficients ck . However, when cyclosta-
tionary as well as constant noise sources are present in the circuit, both calculations
can be performed separately and added afterwards. This, as long as all noise sources
are independent (which in most cases can be expected since the noise sources have
a completely different origin).

3.4.2.2 Amplitude Noise

From the previous sections, it is clear that the close-in sidebands are completely
dominated by the phase noise. The amplitude noise, on the other hand, has an impact
on the far-out sidebands [151, 152].Different from the excess phaseφ(t), the effect on
the instantaneous amplitude A(t) decays over time. This is because of the amplitude
restoring mechanisms in the oscillator circuit. In harmonic oscillators with a high Q
factor, these restoring mechanisms will act rather slowly compared to in relaxation
oscillators or ring oscillators. In the case of an under-damped amplitude regulation
(seeSect. 2.2.4), this amplitude decay is also under-damped. Similar to the calculation
of the phase noise, the sensitivity of an oscillator’s amplitude to an injected charge
(normalized to the maximum charge in the circuit) can be calculated. The impact on
the amplitude is written as:

ΔA = Λ(ω0 · t) · Δq

qmax
(3.40)

where Δq is the injected charge and Λ(x) is the amplitude impulse sensitivity func-
tion (A-ISF). This function has similar properties in terms of periodicity and magni-
tude as the ISF Γ (x). The amplitude impulse response can be calculated as follows:

h A(t, τ ) = Λ(ω0t)

qmax
· v(t − τ) (3.41)

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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where v(t − τ) determines the decay of the excess amplitude. For most oscillators
the amplitude restoring mechanism is a first- or second-order system, which results
for v(t − τ) in a decaying exponential or a damped sinusoid. Similar to (3.20), the
excess instantaneous amplitude for an arbitrary noise input in(t) is calculated using
the superposition integral [151]:

A(t) =
∞∫

−∞

in(τ )

qmax
Λ(ω0t) · v(t − τ)dτ (3.42)

For a first-order amplitude regulation this translates to [151]:

A(t) =
∞∫

−∞

in(τ )

qmax
Λ(ω0t) · e−ω0(t−τ)/Qu(t − τ)dτ (3.43)

where the exponential function implements the excess amplitude decay, Q is the
Q factor of the oscillator and u(t − τ) is the unit step function. Again, the A-ISF
Λ(x) is a periodic function which can be transformed to a Fourier series. Using the
same procedure as for the calculation of the excess phase, the power spectrum of the
amplitude noise results in [108, 151]:

A (Δω) = Λ2
rms

q2
max

· i2n/Δ f

2 ·
(

ω2
0

Q2 + Δω2

) (3.44)

This amplitude noise spectrum is added to the phase noise spectrum. As mentioned
earlier, however, the noise to the carrier is mainly determined by the phase noise and
not by the amplitude noise. The amplitude noise is mostly observed around an offset
frequency of Δω = ω0/Q, where it causes a pedestal in the oscillator spectrum. In
some cases, however, the amplitude noise disappears completely under the (phase)
noise floor.

3.4.3 Calculation of the ISF

To obtain a correct prediction of the phase noise in an oscillator circuit, the ISF must
be calculated. Different methods to do so are described in [101, 108, 151].
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3.4.3.1 Numerical Simulation of the ISF

The firstmethod is to do a small charge injection at differentmoments in the oscillator
period in a SPICE-like transient simulation. By simulating the next few cycles of
the oscillator, it is possible to measure the impact of the charge injection on the zero
crossings of the oscillator. When a phase shift Δt is measured, the excess phase can
be calculated by noting that Δφ(t) = 2πΔt/T where T is the oscillation period.
Once the impulse response is obtained as a function of the moment of impact, the
ISF can be calculated by multiplication with qmax.

3.4.3.2 Analytical Calculation Method

A second method to calculate the ISF is derived in [101] and relies on the trajectories
in the state space of the oscillator. By analyzing the projection of an injected current
pulse on the oscillator phase space trajectory, the excess phase as a result of the
injected charge can be calculated. From this, a closed form of the ISF can be obtained.
Assume that the different state variables fi correspond to the voltages on the different
nodes in the circuit normalized to amplitude and frequency [defined in (2.35)], then:

Γi (x) = f ′
i∑n

j=1
f ′2

j

(3.45)

In case that not all state variables correspond to a node voltage, they correspond to
another state in the oscillator circuit. As long as the voltage on node i corresponds to
the state variable fi , the ISF for an applied current impulse at node i can be calculated
using this formula. For a second-order system (for instance an LC tank), the voltage
on the output node and its derivative can therefore be used as the state variables. The
formula for the ISF then reduces to:

Γ (x) = f ′

f ′2 + f ′′2 (3.46)

A final method to calculate the ISF is a simplified version of the previous formula
and only uses the first derivative of the output signal. In many cases, the denominator
of (3.45) is relatively constant. This is for instance the case in a ring oscillator [101].
The ISF can then be approximated by:

Γi (x) ≈ f ′
i (x)

f ′2
max

(3.47)

where f ′
max is the maximum 2-norm of the vector with derivatives of the voltages on

the different nodes. This approximation, however, needs to be used with great care.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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It is therefore advised to use the first or second method instead. Also note that the
different methods can be used to verify each other’s results.

3.4.3.3 Calculation of the A-ISF

Also for the A-ISF, an analytical calculation method can be used. In [108], expres-
sions for both the (P-)ISF and the A-ISF are derived. Since the magnitude of these
functions is proportional respectively to the tangential and the orthogonal compo-
nent of the impact vector1, it appears that there is a close connection between both
functions. Similar to (3.45), the A-ISF can be calculated as:

Λi (x) =
√√√√1 − f ′2

i∑n

j=1
f ′2

j

(3.48)

or, as a function of the (P-)ISF:

Λi (x) =
√
1 − f ′

i · Γi (x) (3.49)

In the following chapters, it will become clear that the analytical method is, as usual,
the most useful to gather insight in the noise performance of a system.

3.4.4 Evaluation of Hajimiri’s Theory

Although previous noise theories, starting from an LTI approach, offered useful
qualitative insights, the phase noise theory ofHajimiri relies on a completely different
mechanism. The results often correspond accurately to measurement results [101,
102, 104, 151]. Furthermore, because of the use of the ISF, the theory offers a high
insight in the phase noise generation and up-conversion mechanism and can be used
at design time to optimize the expected phase noise performance.

The Hajimiri theory, on the other hand, also has some shortcomings. First of all,
the oscillator is treated as a linear system, which in reality is not always the case.
The nonlinearities in the circuit, however, determine the oscillator output waveform
and are therefore taken into account when using the ISF. Furthermore, it is observed
in [101, 151] that the linearity holds up till relatively high injected amplitudes for
the generation for the excess phase. Secondly, it uses a linear approximation of
the complex envelope in (3.26). Since phase modulation is a strongly nonlinear
process, this approximation only holds for small values of the excess phase. The
third weakness is the infinite noise density around the carrier, which is not possible

1 Note that this assumption, which is also used in [121] and seems perfectly intuitive in an LTV
approach, was previously shown to be invalid [69, 70].
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in a real system and complicates the calculation of the resulting timing jitter. As
will be seen in the next section, a nonlinear approach is needed to overcome this
infinite-noise-density problem and to obtain the correct (finite) spectrum.

3.5 Nonlinear Noise Theories

None of the discussed noise theories up till now results in a complete description of
the noise behavior. In [121] an approach similar to Hajimiri is used, to split the noise
into two orthogonal components φ(t) and A(t). Using nonlinear equations instead,
this results in a Lorentzian spectrum around the oscillator harmonics as a result
of random (white) noise. This nonlinear theory, despites its general and rigorous
treatment of phase noise, lacks quantitative and experimental results and has some
shortcomings considering the solution of the differential equation of the phase error
[67].

In [70] an attempt is done to obtain a unifying theory resulting in quantitatively
correct predictions. To reach this goal, again a nonlinear approach has been taken. The
oscillator is modeled by a nonlinear differential equation on which a perturbation
is applied. Using Floquet theory, an equation for the phase error is obtained and
solved. In a next step, by applying a noise spectrum to the oscillator, the phase noise
spectrum can be obtained. These spectra are close to what is measured in practical
implementations.

3.5.1 The Lorentzian Spectrum

In the absence of 1/ f noise and neglecting the noise floor, a Lorentzian spectrum of
phase noise is obtained around every harmonic of the oscillator [68, 70, 203]:

L (Δ f ) = 1

π
· π · f 20 · c

(π · f 20 · c)2 + Δ f 2
(3.50)

where c is a constant determining the spread of the spectrum. In this equation, as
will be seen later, the term π · f 20 · c is often substituted by γ . It is clearly visible that
this spectrum does not reach infinity when approaching the carrier. Furthermore, the
integral of this spectrum (3.50) divided by the power of the considered harmonic,
is constant and equal to 1, independent of c, which denotes that the noise of the
oscillator does not change the output power but spreads it over a broader spectrum.
Note that this spectrumhas a similar asymptotic behavior for largeΔ f as the spectrum
predicted by Hajimiri’s theory.

The difference between the linear and the nonlinear theories for frequencies close
to the carrier frequency is mainly a result of the linear approximation of the phase
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modulation step. Except from these nonlinearities, there is no reason to assume that
a free running VCO is NOT an ideal integrator with an unbounded output value [104,
137]! In [203] the spectral line width of an oscillator is, similar to what’s used in
optics, defined as the half power width:

Δ f−3dB = 2 · π · f 20 · c (3.51)

The phase noise at offset frequencies larger than 1 Hz will always be lower than
0 dBc/Hz. At frequencies lower than 1 Hz, even in a low-noise oscillator, the phase
noise power will be higher than 0 dBc/Hz. This is, however, exactly what is to be
expected: a sharp peak in the spectrum representing the carrier frequency. The total
power over a 1Hz bandwidthwill be equal to one.When the noise increases, however,
the spectral line width will be greater than 1 Hz. The phase noise spectrum in this
case is flat for frequencies lower than Δ f−3dB. This shows the high spectral line
width of the oscillator and is compatible with the predicted Lorentzian spectrum.

Apart from this, this nonlinear theory also shows the stationarity of the noise at
the oscillator output [70]. This seems strange at first sight since the oscillator is often
treated as a cyclostationary process. Cyclostationarity, however, would by definition
imply a time reference [69, 70]. The stationarity therefore reflects the fundamental
fact that a noisy autonomous system cannot provide a perfect time reference. In a
forced system, such as a PLL or an injection-locked oscillator, this is not the case
(the stochastic process can be understood to be reset every cycle), and it can serve as
a time reference. As mentioned previously, the nonlinear approach also shows that
the amplitude and phase are oblique, not orthogonal.

3.5.2 The Gaussian Spectrum

As seen in [104], 1/ f colored noise injection results in a 1/ f 3 slope in the output
power spectrum close to the carrier and the harmonics. The spectrum is thus no
longer Lorentzian as in the case of only white noise. The theory of Herzel [110]
decomposes the spectrum in a Lorentzian and a Gaussian component. The resulting
spectrum is the convolution of both spectra:

SHerzel(Δω) = SN

4
· ω2−3d B

γ
· π ·

∞∫
−∞

G[σ, ω′] · L[γ,Δω − ω′]dω′ (3.52)

where: G[σ, ω] = 1√
2 · π · σ

· e− ω2

2·σ2 (3.53)

L[γ, ω] = 1

π
· γ

γ 2 + ω2 (3.54)
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where SN is the constant value of the white input noise spectrum and ω−3d B is the
bandwidth at half maximum (equal to ωn/Q, Definition 2.2). The parameters σ and
γ depend on the injected noise density; in this model σ is equal to the standard
deviation of ω0 and γ is equal to the half-width at half maximum of the oscillator
transfer function (3.12):

γ = (1 − G · Rp) · ωn

2 · Q
= π · f 2n · c ≈ π · f 20 · c. (3.55)

The Lorentzian and Gaussian spectrum avoid the singularity around the carrier
which is resulting from Hajimiri’s theory. In [110] it is stated that this expression
holds as long as the applied noise isGaussian,which is even for colored noise sources,
although often considered to be correlated, a good approximation. Note, however,
that this theory is based on the shaping of the input noise spectrum (similar to the
noise theory of Leeson). As shown previously, this is not the most realistic noise-
shaping mechanism. The resulting noise spectrum is called a Voight line profile, for
which there is no analytical expression [110, 203]. At small offsets the spectrum
looks Gaussian (when dominated by flicker noise), followed by a 1/ f 3 slope and
finally a 1/ f 2 behavior and ultimately a flat spectrum.

In [136, 137] a nonlinear model is used to model the shape of the spectrum using
an up-conversion mechanism (a random frequency modulation). Close to the carrier
indeed a Gaussian spectrum is obtained, which shifts, for higher frequency offsets,
smoothly towards a 1/ f α slope. This work also discusses the amplitude-to-phase-
caused phase noise (because of the non-orthogonality of the amplitude and phase
components). Similarly, in [67], a Lorentzian spectrum is combined with another
complex spectrum (similar to a Gaussian distribution) for the colored noise sources.
The border between the two regions and numerical results are, unfortunately, not
discussed. Note that the complex spectrum obtained for colored noise sources, can be
approximated by a Lorentzian multiplied by the spectrum of the injected noise [67].
In [68] the same theory is described, be it accompanied with some more examples.

The nonlinear noise theories all predict a similar behavior for white and col-
ored noise sources, despite their slightly different approach. Since these theories
all attempt to find an exact solution to the oscillator equation, without doing initial
assumptions or simplifications, they are believed to be closest to the real situation. In
[70] a numerical simulation algorithm is derived from themodel in [67] (considering,
however, only white noise sources).

3.5.3 Evaluation

It has been shown that relying only on linearizations is not sufficient to obtain correct
results in all areas of the phase noise power-law spectrum and in the neighborhood of
the oscillator carrier. The actual derivation of the nonlinear noise theories, however,
falls beyond the scope of this work. Furthermore, because of the high mathematical

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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complexity, the practical use of nonlinear noise theories is limited to computer sim-
ulations where it can provide accurate numerical results at a speed-up of up to 3
orders of magnitude compared to Monte-Carlo noise simulations [70]. In [185] a
circuit model, based on this theory, is developed. In the remainder of this work, it
will be shown experimentally that the LTI model of Leeson and the LTV theory of
Hajimiri are sufficiently accurate for use at design time. In [269] it is shown that
the results of the LTV theory compare well to the nonlinear theories in case of sta-
tionary noise sources, which is the case in free-running oscillators. In Chap. 7 it is
shown that the spectrum of injection-locked oscillators is indeed somewhat different.
As shown in [102–104], the LTV theory results in quantitatively correct results in
the 1/ f 2 area of the noise spectrum. As will be seen in the next section, with respect
to the cycle-to-cycle jitter, this is the most important region.

3.6 Phase Noise Versus Jitter

A tight connection exists between phase noise and jitter. Whereas the phase noise
spectrum is a frequency-domain defined quantity, the jitter is the uncertainty in the
time domain caused by this phase noise. This means that it is theoretically possible
to obtain the jitter from the phase noise spectrum. However, this calculation is often
complicated by unknown parameters such as the exact shape of the spectrum or
singularities in the noise spectrum. The inverse operation (scalar to spectrum) is
impossible unless also other information on the spectrum is known.

3.6.1 Definition of Jitter

Different definitions of jitter can be used. In general, jitter is defined as a statistical
measure of a noisy oscillation process. Due to the noise in the circuit, a variation
exists in the time between the subsequent zero crossings of the oscillator output
signal. Hence, the period of each oscillation cycle will be slightly different. For a
free running (noisy) oscillator, the oscillation period is expected to have a Gaussian
distribution with a mean τavg and a standard deviation σc. This average is related to
the frequency, f = 1/τavg .

3.6.1.1 The Absolute Jitter

A first measure for the jitter is called the absolute or long-term jitter σabs(t):

http://dx.doi.org/10.1007/978-3-319-09003-0_7


3.6 Phase Noise Versus Jitter 83

Definition 3.1 For an oscillator with a Gaussian-distributed period and an
average period equal to τavg , the absolute or long-term jitter is defined as the
sum of each period’s variation from the average:

jabs(t = N · τavg) =
N∑

i=1

τi − τavg (3.56)

where τi is the length of the i-th oscillation period. The variance of thismeasure
is sometimes also referred as the absolute jitter [67, 203]:

σ 2
abs(t = N · τavg) = E

[
N∑

i=1

τi − τavg

]2

(3.57)

The absolute jitter therefore depends on the observation time. The variance σ 2
abs of

this measure diverges as time goes to infinity. On the other hand, however, when time
goes to infinity, the absolute jitter goes to zero, since the average of τi will converge
towards τavg for an infinitely high number of cycles. Because of its observation time
dependence, the absolute jitter is not an interesting measure to quantify the noise in
free-running oscillators. Every uncertainty in an early transition will affect all the
following transitions and therefore the uncertainty will only accumulate [104]. The
accumulated uncertainty over a time t can also be expressed as [70]:

σ 2
abs(t) = c · t (3.58)

where c is a scalar constant, which has the same value as in the noise distribution
(3.50). Since a Lorentzian spectrum is assumed, this expression is only valid in the
absence of colored noise! If different noise sources are present in the circuit, the
resulting variances of the noise sources add up when calculating the resulting jitter,
as long as the sources are random and uncorrelated.

3.6.1.2 The Cycle-to-Cycle Jitter

To obtain a time-independent value, the jitter can also be defined as the cycle-to-cycle
jitter:
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Definition 3.2 For an oscillator with a Gaussian-distributed period and an
average period equal to τavg , the cycle-to-cycle jitter σc is defined as

σ 2
c = lim

N→∞

(
1

N

N∑
i=1

(τi − τavg)
2

)
(3.59)

where τi is the length of the i-th oscillation period. The cycle-to-cycle jitter
is therefore an rms value and equal to the standard deviation of the oscillation
period.

As opposed to Hajimiri and Demir, the cycle-to-cycle jitter is called cycle jitter
by Herzel in [110]. Since the uncertainty on the length of an oscillation period is
a random process over different periods, the relationship with the absolute jitter is
rather straightforward. The cycle-to-cycle jitter can therefore be expressed as:

σ 2
c = σ 2

abs(t)

f0 · t
= c

f0
= σ 2

abs(t = 1/ f0) (3.60)

This measure describes the magnitude of the period fluctuations but contains no
information on the long-term fluctuations due to 1/ f noise. A third definition of
jitter, which is actually an alternative definition of the cycle-to-cycle jitter, is the
variance of the length of successive periods, as defined in [110]:

Definition 3.3 For an oscillator with a Gaussian distributed period with an
average period equal to τavg , the cycle-to-cycle jitter σcc is defined as

σ 2
cc = lim

N→∞

(
1

N

N∑
i=1

(τi+1 − τi )
2

)
= 2 · σ 2

c (3.61)

where τi is the length of the i-th oscillation period.

The interesting aspect about this measure for jitter is that, different from the
previous definition, it partially compensates for possible drift in the phase and/or
frequency. It will be seen below that these trends can occur in the case of colored
noise sources. The relationship between both definitions (σ 2

cc = 2 · σ 2
c ) is then of

course no longer valid. In practice, however, for the case of a free running oscillator,
it is mostly the cycle-to-cycle jitter σc which is used.
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3.6.2 Only White Noise Sources

When only white noise sources are present, starting from a certain offset frequency
on, the phase noise displays a −20 dBc/Hz frequency dependency. The phase noise
in this frequency span can then be related to the rms jitter by [203]:

L (Δ f ) = σ 2
c · f 30
Δ f 2

(3.62)

This can easily be shown using (3.50). Above the pole frequency, the spectrum can
be approximated by:

L (Δ f ) = 1

π
· π · f 20 · c

Δ f 2
(3.63)

Substituting c using Eq. (3.60) results in the above relationship. Although the situ-
ation without 1/ f noise hardly exists in practical implementations, this formula is
often used. Indeed, in short-term measurements, the 1/ f noise impact will not be
visible.

3.6.3 Colored Noise Sources

The relation between the phase noise and the jitter becomes more complicated when
also colored noise is injected in the oscillator. The uncertainty on the subsequent zero
crossings is no longer uncorrelated since a high amount of low-frequency noise is
present in the circuit. Hajimiri states that in this case rather the standard deviation than
the variance of the noisemust be integrated over time [104]. This canbeunderstoodby
thinking of random noise sources at multiple frequencies modulating the frequency
of the oscillator [110]. When a ‘low-frequency’ event at frequency f1 is injected
in the oscillator, it will last for a significant time t1 ∝ 1/ f1. In the neighborhood
in time of this event, because of the low-frequent character of the noise, the mean
period will be different to periods which are further away in time. Only when the
signal statistics are calculated over an interval larger than t1, the influence of this low-
frequency noise will be seen. In a free running oscillator, this jitter will accumulate,
similar to (3.58). Over a small time interval, (3.58) holds, since the effect of the
1/ f noise cannot be observed yet. Due to the correlation of these noise injections
over time, however, there will be a significant influence at larger time intervals. The
variance of the absolute or long-term jitter can then be approximated by [203]:

σ 2
abs(t) = c · t + κ · t2 (3.64)
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where κ is a noise constant depending on the 1/ f noise processes in the oscillator.
When the timing jitter σabs is plotted over time on a log-log scale, there will be a
region with a slope of 1/2, followed by a region with a slope of 1.

3.6.4 General Calculation Method

Different equations have been published in literature to link the oscillator spectrum
mathematically to the output jitter. Assuming that Sφ( f ) is the spectral density of
the phase noise (not the amplitude noise), Hajimiri predicts the absolute jitter to be
[104]:

σ 2
abs(t) = 4

ω2
0

∞∫
−∞

Sφ( f ) · sin2(π · f · t)d f (3.65)

When the noise spectrum has a 1/ f 2 slope (which is what Hajimiri predicts in case
of only white noise sources), indeed this integral will converge. Another equation,
proposed by Zanchi in [322], predicts the cycle-to-cycle jitter σc to be:

σ 2
c = 1

f 40

∞∫
−∞

f 2 · Sφ( f ) · | sinc(π · f/ f0)|2d f (3.66)

where f0 is the oscillation frequency.2 Although this expression was published as
a general link between phase noise and jitter, it can only be used in the absence
of 1/ f 3 noise, or when used in a closed-loop PLL measurement setup. In open
loop, due to the drift caused by the colored noise, the cycle-to-cycle jitter diverges
anyhow. In Appendix C an elaborate discussion is held on these measurement issues.
Furthermore, a general method to overcome these convergence problems in case
of higher-order noise sources, is presented in the appendix. By the application of
the Wiener-Khinchine theorem [34], this general method results in exactly the same
expression. The last equation, proposed byDemir in [67], uses a complex exponential
instead of a sine function [203]:

σ 2
abs(t) = c · t +

∞∫
−∞

Sφ, f ( f ) · 1 − e j ·2·π · f ·t

4 · π2 · f 2
d f (3.67)

where Sφ, f ( f ) is the spectrum of only the 1/ f phase noise components and is
assumed to be confined. The first term of the jitter is coming from the white noise
contributions. Because of the two terms, this equation probably comes the closest

2 In [203] it is wrongly stated that this formula results in the absolute jitter. The absolute jitter can
be obtained from this using (3.64).
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to the jitter characteristic of Eq. (3.64). Note, however, that none of these three
equations has ever been validated or compared to each other [203]; they all connect
an arbitrary noise spectrum to the absolute jitter. In practice, most often the jitter is
measured over a short time, so that the 1/ f noise can be neglected, and the phase
noise is characterized by its 1/ f 2 spectrum. Anyhow, for a free-running oscillator,
only this part of the spectrum has a significant influence on the cycle-to-cycle jitter,
as was shown in the previous section.

3.7 The Q Factor and the Noise

It is often believed that an inversely proportional relation exists between the Q factor
of an oscillator and the noise performance. This is clearly visible in some of the noise
theories. In other models, however, this relationship is less obvious. In this section a
short overview is given between the different noise theories and the influence of an
increasing Q factor on their output noise spectrum.

3.7.1 The Theory of Leeson

In Leeson’s approximation of the noise spectrum (3.17), it is assumed that the (white)
input noise is shaped by the bandpass filter implemented by the oscillator tank.
As shown in the discussion about the Q factor, one of the definitions of Q is related
to the bandwidth of the resonant peak (Fig. 2.10). In this case the relationship between
the noise spectrumand theQ factor is rather straightforward as shown in (3.16).Using
(3.62), the relationship between the jitter and the Q factor is given by:

σ 2
c = F · k · T

2 · f0 · Ps · Q2 (3.68)

From this equation it is clear that the jitter is indeed determined by the Q factor.

3.7.2 The Theory of Hajimiri

The resulting noise spectrum using the theory of Hajimiri does not show the straight-
forward relationship with the Q factor. The output spectrum (as a result of white input
noise) is given by (3.33). Different parameters in this equation, however, are related
to the Q factor. Since the Q factor is proportional to the parallel resistance in the tank
(2.64), the amplitude of the current noise source is lower for tanks with a higher Q.
However, the noise sources in the oscillator consist mainly of transistor noise [102];
hence, this cannot be the only reason of the improved noise performance. A second

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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parameter which has a significant influence is the ISF or, more specifically, the spec-
tral purity of the oscillator output. For a single-tone output signal, the ISF results in
a sine wave. In this case the rms value of the ISF is equal to Γmax/

√
2. When the

Q factor lowers, the waveform is less filtered, which often results in distortion due
to the nonlinearities in the gain stage. As shown in Fig. 3.6, it is the noise around
each harmonic of the ISF which contributes to the total noise spectrum. In the final
spectrum, these contributions are included in the rms value of the ISF, which causes
an increase compared to a non-distorted waveform. A final, but probably the most
important link between Q and the noise performance follows from the first Definition
(2.56). Due to the reduced losses in the tank, the feedback amplifier only needs a
smaller gm in order to meet the Barkhausen criterion. From (3.9) it follows that the
injected noise in this case is lowered drastically.

3.8 Figures of Merit

As for many electrical circuits, a Figure of Merit (FoM) has been defined which
takes several performance characteristics together in one figure. It is important that
this figure takes the trade-offs between the different parameters into account. When
comparing circuits, this is necessary to obtain a fair comparison. However, even the
most balanced FoM needs to be used with care: optimization towards a certain FoM
can be completely incompatible with certain applications or constraints in a system
application.

3.8.1 The Phase Noise FoM

In the case of phase noise, an inversely proportional relationship existswith the power
consumption. Awell-developed FoMmakes sure that these effects cancel each other.
Nevertheless, each circuit has its optimum biasing point or environmental parameters
at which the FoM is the highest. A commonly used FoM to measure the phase noise
is given by [134]:

FoMP N = 10 · log
(

1

L {Δω} · P
·
(

ω0

Δω

)2
)

(3.69)

where the power consumption P is expressed in milliwatt.3 As can be seen, this
FoM has a constant value as long as the measurement is done in the 1/ f 2 region
of the noise spectrum. This FoM is developed for oscillators with a constant output
frequency. To take the noise degradation as a result of the tuning gain into account,

3 Note that often the inverse value of this FoM is used, resulting in a − sign.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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e.g. in VCOs, an extra term has been added to this equation [49]:

FoMP N ,tuned = FoMP N + 10 · log
(

tuning

V

)
(3.70)

where the tuning range is expressed in percents relative to the center frequency.
Interesting to note is that for some implementations, an upper bound of this FoM
(3.69) can be calculated. In [187] this exercise is performed for RC relaxation oscil-
lators and ring oscillators. In [91] this is done for IV-C-relaxation oscillators (using
an V-I ratio rather than a resistor). The resulting conclusions are shown in Table 3.1.
Note, however, the big discrepancy between the theoretical limits and practical imple-
mentations for relaxation oscillators. The IV-C implementation in [90] attempts to
bridge this gap, as explained in [91]. This implementation will briefly be discussed
in Sect. 4.4.2. For an LC oscillator, a similar bound can be calculated, depending
on the Q factor. Although the noise in an LC oscillator is often dominated by the
amplifier, the theoretical maximumonly takes the thermal noise and losses in the tank
itself into account. Using Hajimiri’s noise theory and (2.56), applied to the parallel
RLC network of Fig. 2.9, the upper bound for the phase noise FoM in an LC tank
is calculated to be (the noise calculation in an LC oscillator is discussed into more
detail in Sect. 6.5):

FoMP N ,LC = 10 · log
[
2 · Q2

k · T

]
(3.71)

This expression, however, results in an unrealistically high phase noise FoM. Using
(3.9) and (2.76), the channel noise of an amplifier with a constant gm is added, which
adds an extra factor of 3/5. This, however, is assumed to be an underestimate of the
real impact [103, 151]. Note that the power consumed in the amplifier is also not taken
into account.4 The Q factor of an integrated LC tank is typically ranging between

Table 3.1 Maximum limits
of the phase noise FoM

Topology FoMmax (dB) Practical

designs (dB)

Ring oscil-
lators

165 158–163

Relaxation
RC-
oscillators

169 145–155

Relaxation
I-C-
oscillators

165 <162

LC oscilla-
tor (tank)

222.7 (Q = 8) 150–195

4 Certainly when using a constant-gm amplifier (class A), the power efficiency expected to be poor.

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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4 and 8 [138], resulting in an upper bound of 222.7 dB. In [49, 134] an overview
of existing LC implementations is given. In Sect. 4.4.1.1, different implementations
will be discussed, mainly focusing on PVT-stability.

3.9 Conclusion

In this chapter, the different noise sources and mechanisms behind oscillator phase
noise have been discussed. An explanation has been given for the conversion of
the input noise spectrum to the oscillator’s output spectrum. In the remainder of
this work, these mechanisms will be used to better understand the behavior of the
proposed oscillator designs. In a last step, also the connection has beenmade between
the phase noise spectrum and the timing jitter in the oscillator output signal. As
shown in Appendix C, this relationship results in several issues at measurement
time when colored noise sources are included. Apart from the classically used phase
noise measures, alternative measures to overcome these difficulties are defined in the
appendix.

http://dx.doi.org/10.1007/978-3-319-09003-0_4


Chapter 4
Long-term Oscillator Stability

Clock drift is a phenomenon present in every physical oscillator. The causes of
clock drift are very diverse, going from mismatch between clocks or between their
environments to charges injected from external radiation. Modern atomic clocks,
however, are often more accurate than the rotation of the earth itself [295]. One very
particular source of clock drift, which has an impact on any clock, is time dilation
as described by Einstein’s theory on special and general relativity. Although these
effects only count for high speeds and gravitational fields, several high-accuracy
applications exist in which the correction for clock drift is indispensable. If the
atomic clock of a GPS satellite is not corrected for these effects, it results in a 38
μs or 10 km positioning error every day [202]. Although this effect is elaborately
documented and believed to be understood, corrections from ground stations are
used to decrease the remaining time errors [239].

4.1 Introduction

When talking about long-term frequency stability, in this work this is considered to be
the process, temperature and/or supply voltage (PVT) stability. However, ultra-low-
frequency phase noise can also be considered to be long-term frequency instability
and vice versa. The general discussion about noise can be found in Chap. 3. It is
observed that the time constants of most external variations are much longer than
the time constants of internal variations. Transistor aging effects, for instance, are a
possible exception to this, but fall beyond the scope of this work [65, 172].

4.1.1 Causes of Frequency Drift

The PVT sensitivity depends on many parameters such as technology, circuit topol-
ogy, component properties, etc. Although it is often an important specification in
oscillator design, the fact that there are several ways to obtain frequency accuracy

© Springer International Publishing Switzerland 2015
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and even more to ruin it, makes it difficult to define general design rules. In [174] it
is stated that 4 sources of frequency drift can be defined in an oscillator. Here, a fifth
cause is added.

1. Colored noise can result in a frequency perturbation due to nonlinear effects
[169].

2. Variations in the harmonic content in the oscillator signal which is injected in
the tank.

3. A variation of the tank components (R, L and C), often caused by non-constant
parasitics due to the amplifier circuit or switches.

4. Non-constant losses in one of the tank components, resulting in the oscillator
frequency ω0 differing from ωn.

5. Instabilities in the oscillation amplitude.

The first source of frequency drift can be assumed to be negligible compared to the
other sources. The second source is the result of harmonics in the oscillator signal (a
non-sinusoidal oscillator output) which cause a harmonic work imbalance (HWI) in
the tank. This has to be compensated by a small downwards frequency shift, as will be
discussed in Sect. 4.2. The third cause for an unstable output frequency is probably
the most important and is discussed in Sect. 4.2. A finite Q factor can result in a
frequency shift compared to the natural frequency of the tank, as already shown in
Sect. 2.5.1. The last cause of a frequency shift is an unstable amplitude. This simply
follows from the differential equation from a harmonic oscillator. A discussion on
this will be found in Chap. 5.

4.1.2 Organization of this Chapter

This chapter is organized as follows. In Sect. 4.2 the components of the oscillator
will be discussed. It will be shown that these components have a crucial impact on
the waveform, which in turn influences the output frequency. Also the temperature
impact on these components will be investigated. The different available passives
and their main properties will be discussed in Sect. 4.2.4. Next, in Sect. 4.3, different
FoMs for long-term frequency stability will be introduced and compared. Different
existing implementations from literature and their properties will be discussed in
Sect. 4.4. Finally, in Sect. 4.5, conclusions will be drawn before going to the different
oscillator implementations.

4.2 Building Blocks of an Oscillator

To obtain a stable oscillation, the losses present in any tuned network need to be com-
pensated by an amplifier circuit. A typical oscillator topology is shown in Fig. 4.1, in
which H(s) is the tuned feedback network and G(s) is the gain or negative resistance

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_5
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Fig. 4.1 Typical block
diagram of a harmonic
(linear) oscillator

H(s)

VOutG(s)

which compensates for the losses. The Barkhausen criterion (Theorem 2.2) is used
to determine the necessary gain and to calculate the oscillation frequency. Using
this linear oscillator model, it is mostly assumed that the frequency is completely
determined by the feedback network.

4.2.1 Linear Oscillator Systems

When both the feedback network and the amplifier are perfectly linear, determining
the gain and oscillation frequency is rather straightforward. A second-order trans-
fer function can be written in its standard form (2.66). When using a frequency-
independent amplifier, the Barkhausen criterion results in:

s
C

s2 + 1
C·RP

· s + 1
L·C

· G = 1. (4.1)

Substituting s = j · ω results in two equations:

{
1

L·C − ω2 = ω2
n − ω2 = 0

j · ω ·
(

1
Rp

− G
)

· 1
C = j · ω ·

(
ωn
Q − G

C

)
= 0

(4.2)

From the first equation, the oscillation frequency f0 can be calculated. The second
equation shows that the transconductance amplifier behaves as a linear negative
resistance. Assuming that the amplifier is frequency dependent:

G(s) = G

1 − s/p
(4.3)

where p is the pole frequency, then the Barkhausen criterion results in:

s
C

s2 + 1
C·RP

· s + 1
L·C

· G

1 − s/p
= 1 (4.4)

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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which corresponds to the following equations:

⎧⎨
⎩

1
L·C − ω2 ·

(
1 + 1

C·Rp·p
)

= 0(
1

Rp
− G

)
· 1

C + 1
p·L·C − ω2

p·L·C = 0
(4.5)

In terms of ωn = 1/
√

LC and Q (2.64) this results in:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ω = ωn√
1 + ωn

p·Q

G = C · ωn

Q
·
[
1 + Q · ω2

n

p2 · Q + p · ωn

] (4.6)

When the pole frequency p is high compared to ωn, the pole can be neglected and the
same results are obtained as in the case of an ideal amplifier. However, when the pole
frequency decreases, the phase shift in the amplifier causes the oscillation frequency
to drop. This drop also depends on Q: the higher the Q, the lower this frequency drop
(2.69). The impact on the requiredDCgain to obtain a stable oscillation is significant:
(1) it has to compensate for the gain drop due to the pole in the amplifier, and (2) it
needs to compensate for the fact the oscillation frequency is no longer at the resonant
peak in the feedback network’s transfer function. For a pole frequency around ωn, a
factor of

√
2 is expected due to the pole in the amplifier. Nevertheless, an extra factor

of
√
2 must be added due to the decreased gain in the feedback network. So the final

shift is a factor 2.

4.2.2 Nonlinear Oscillator Systems

Up till now the amplifier was assumed to have a linear transfer characteristic. In
practice, this situation does not exist. To calculate the influence of its nonlinearity, it
is most interesting to use the concept of the negative resistor (4.2). The corresponding
differential equation is given by:

d2v(t)

dt2
+ 1

C
·
(

1

RP
− G(v)

)
· dv(t)

dt
+ v(t)

L · C
= 0 (4.7)

In this equation, G(v) denotes the fact that the amplifier gain depends on the voltage
over the tank. G(v) can be written as:

G(v) = a0 + a1 · v + a2 · v2 + a3 · v3 + · · · (4.8)

which completes the oscillation equation. Although this equation exactly describes
the behavior of the oscillator, obtaining a closed-form expression for v(t) is often
impossible. Another strategy needs to be followed.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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In most practical cases, and certainly in differential circuits, it can be assumed
that the gain G is maximum for a zero input and decreases towards the edges of the
input range. For a differential amplifier:

G(v) = G(−v) (4.9)

which denotes the symmetry in the amplifier. The nonlinear amplifier characteristic
causes the presence of harmonics in the system. When these harmonics are injected
in the tank, this causes an imbalance between the work done in the capacitor and
the inductor [174]. Or, in other words, due to the higher frequencies in the cir-
cuit, the reactive power component is no longer the same in the capacitor and the
inductor. An excess amount of reactive power is generated in the tank. This effect
is called Harmonic Work Imbalance or HWI. Since reactive power cannot be pro-
vided or absorbed by the amplifier, this imbalance must be compensated for by a
frequency shift. The first to calculate the exact influence of these harmonics was
Janusz Groszkowski, using the energy equations [98].

4.2.2.1 The Work Delivered by an Amplifier

In stable operation, the amplifier supplies the real part of the energy, needed to
compensate the losses. At the same moment, reactive power or imaginary energy
is exchanged between the tank components. Since the negative resistance can only
deliver or absorb real energy, it must be a curve for which the current i is the univocal
function of the voltage v, i.e. the amplifier has no hysteresis, state or memory. As a
result, the area described by the instantaneous point of work in the (i, v) coordinate
system must be zero over a complete period (the i − v characteristic does not contain
any loops): ∮

idv = 0 (4.10)

Since the amplifier is directly connected to the oscillator tank, this equation gives
the relation between the instantaneous current and voltage in the circuit. Since the
output of the oscillator is a periodic signal, the current and the voltage are of the
following form (see Sect. A.1.2):

v =
∞∑

k=1

Vk · sin(k · ω0 · t + αk) (4.11)

i =
∞∑

k=1

Ik · sin(k · ω0 · t + βk) (4.12)

where Vk and Ik are the Fourier coefficients and αk and βk are the phase shifts corre-
sponding to the k-th harmonic of the waveform. ω0 is the fundamental
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angular frequency of the nonlinear oscillator. Furthermore, there must be a rela-
tionship between Vk and Ik given by Zk , which is the tank impedance for the k-th
harmonic frequency:

Ik = Vk

Zk
(4.13)

This relationship, together with (4.10), allows to calculate the oscillator’s frequency
variation as a function of the harmonic distortion in the amplifier. Using (4.11) it is
known that:

dv =
∞∑

k=1

k · ω0 · Vk · cos(k · ω0 · t + αk)dt (4.14)

which makes (4.10):

∮
idv =

∫ [ ∞∑
k=1

Ik · sin(k · ω0 · t + βk)

][ ∞∑
k=1

k · ω0 · Vk · cos(k · ω0 · t + αk)

]
dt

(4.15)

Calculating this integral over a complete period results in:

∮
idv =

∞∑
k=1

k · ω0 · Vk · Ik

2π/ω0∫
0

sin(k · ω0 · t + βk) cos(k · ω0 · t + αk)dt

+
∞∑

m,n=1
m �=n

m · ω0 · Vn · Im

2π/ω0∫
0

sin(m · ω0 · t + βm) cos(n · ω0 · t + αn)dt

(4.16)

which can drastically be simplified using:

2π/ω0∫
0

sin(k · ω0 · t + βk) cos(k · ω0 · t + αk)dt (4.17)

= cos(αk) · sin(βk) ·
2π/ω0∫
0

cos2(k · ω0 · t)dt

− sin(αk) · cos(βk) ·
2π/ω0∫
0

sin2(k · ω0 · t)dt

+ (cos(αk) · cos(βk) − sin(αk) · sin(βk))
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·
2π/ω0∫
0

sin(k · ω0 · t) cos(k · ω0 · t)dt (4.18)

= π

ω0
· (cos(αk) · sin(βk) − sin(αk) · cos(βk)) (4.19)

= π

ω0
· sin(βk − αk) (4.20)

and

2π/ω0∫
0

sin(m · ω0 · t + βm) cos(n · ω0 · t + αn)dt = 0. (4.21)

This results in the following equation:

∮
idv =

∞∑
k=1

π · k · Vk · Ik · sin(βk − αk) = 0. (4.22)

As can be expected, the terms of this equation are equal to the imaginary part of the
power delivered by the k-th harmonic:

PR = 1

2
· Vk · Ik · sin(βk − αk), (4.23)

which means that (4.10) can be written as:

∮
idv =

∞∑
k=1

V2
k · �

[
k

Zk

]
= 0 (4.24)

where �(x) denotes the imaginary part of x. The fundamental frequency can be
eliminated, and the amplitude of other components can be written proportionally to
the fundamental amplitude, according to:

γk = Vk

V1
. (4.25)

Then (4.24) can be written as:

�
[
1

Z1

]
+

∞∑
k=2

�
[

k

Zk

]
· γ 2

k = 0 (4.26)

A similar equation can be derived for the currents [98]:
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� [Z1] +
∞∑

k=2

� [k · Zk] · δ2k = 0 (4.27)

where:

δk = Ik

I1
. (4.28)

4.2.2.2 Application to a Known Network

This result can be applied to a known network, such as the parallel RLC network
in Fig. 2.9a, repeated here in Fig. 4.2. The impedance of this network is given by
(2.66). It follows that:

1

H(s)
= s · C + ωn

Q
· C + ω2

n

s
· C (4.29)

�
[

k

H(j · k · ω0)

]
= �

[
1

Zk

]
= k · ω0 · C − ω2

n

ω0
· C (4.30)

= 1

ω0 · L
·
(

k2 · ω2
0

ω2
n

− 1

)
(4.31)

Since ω0 ≈ ωn, this formula can be approximated for k �= 1 by:

Im

[
1

Zk

]
≈ 1

ω0 · L
· (k2 − 1) (4.32)

which makes (4.26):

(
ω0

ωn

)2

− 1 ≈ −
∞∑

k=2

(k2 − 1) · γ 2
k (4.33)

Fig. 4.2 A parallel RLC
network, as shown previously
in Fig. 2.9a

L C Rp

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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The left-hand side of this equation is approximated by its first-orderTaylor expansion:

2 · Δω0

ωn
≈ −

∞∑
k=2

(k2 − 1) · γ 2
k (4.34)

⇔ Δω0

ωn
≈ −1

2
·

∞∑
k=2

(k2 − 1) · γ 2
k (4.35)

= −1

2
· (3 · γ 2

2 + 8 · γ 2
3 + 15 · γ 2

4 + · · · ) (4.36)

where Δω0 = ω0 − ωn. This is the same result as in [7, 98]. A similar calculation
can be done using the Fourier series of the resulting current applied by the nonlinear
amplifier (instead of the output voltage). Equation (4.27) then results in:

Δω0

ωn
= − 1

2 · Q2 ·
∞∑

k=2

k2

k2 − 1
· δ2k (4.37)

as shown in Appendix B.1. The higher the amount of harmonics in the output wave-
form, the higher the frequency deviation from the expected fundamental frequency.

In some cases it is possible to make a theoretical estimation of the harmonic
content in the output signal. For an amplitude-limiting amplifier with a symmetric
(differential) transfer characteristic i(v) = A1 ·v+A3 ·v3, an example is demonstrated
in Appendix B.2. It is shown that the influence of the harmonics becomes significant
for tanks with a low Q factor and a high amount of excess gain.

4.2.2.3 Maximum Frequency Offset due to HWI

The calculation of the resulting waveform is often not possible and mostly requires
a huge effort. Therefore, using (4.37), an upper limit for the output frequency shift is
determined [174]. This is when a comparator is used instead of a (slightly nonlinear)
amplifier, resulting in a square-wave current at the amplifier’s output. The square
wave is defined as follows:

i(t) =
{
1 for 2·z

2 · T ≤ t < 2·z+1
2 · T

−1 for 2·z+1
2 · T ≤ t < 2·z

2 · T
and z ∈ Z (4.38)

where T is the period of the square-wave function. This means that the current is an
odd function of time which can be represented using a sine Fourier series:

Ik = 2

T

T∫
0

i(t) · sin
(
2 · π · k · t

T

)
dt =

{
0 for even k
4

π ·k for odd k
(4.39)

The ratio of the k-th harmonic and the fundamental frequency is then:
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δk = 1

k
(4.40)

whichmakes themaximum frequency shift caused by the nonlinearity in the amplifier
(4.37) equal to:

Δω

ωn
= − 1

2 · Q2 ·
∞∑

k∈{3,5,... }

1

k2 − 1
(4.41)

= − 1

8 · Q2 (4.42)

The last step is proven in Appendix B.3. The maximum frequency shift strongly
depends on the Q factor of the harmonic tank. For high-quality tanks, the influence
of the nonlinearities in the amplifier is strongly reduced. For an amplifier with a
constant gain the resulting frequency shift is not important as long as it is constant.
Temperature and supply voltage changes have, however, a huge impact on the gain,
and therefore also on the nonlinearity of the amplifier. Eventually, this also affects
the oscillation frequency.

4.2.3 Transistor Behavior

In an integrated oscillator, amplifiers are built using transistors. These components
compensate for the losses in the tank. As will be seen, tanks themselves can be
made highly temperature- and supply voltage-independent. However, the transistors
in the circuit also have an influence on the oscillator output frequency. Unfortunately,
because of the temperature dependency of the transistor parameters, the short-term
as well as long-term frequency stability is often degraded.

4.2.3.1 Impact of the Supply Voltage

A detailed and accurate transistor model is proposed in [40], based on the commonly
used Enz-Krummenacher-Vittoz (EKV) model [21]. It can easily be seen from these
models that transistors slow down at lower supply voltages. This is mainly caused
by the output current, which depends quadratically on the gate-source voltage (Vgs)
in the saturation region:

Ids = μn · Cox

2
· W

L
· (Vgs − Vth)

2 ·
(
1 + Vds

VE · L

)
(4.43)

where μn is the electron carrier mobility (μp in a PMOS transistor), Vth is the
threshold voltage, VE is the early voltage and W and L are the transistor dimensions
[219]. In the sub-threshold region these dependencies even become exponential:
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Ids,wi = ID0 · W

L
· e

Vgs−Vth
n·k·T/q (4.44)

where ID0 and n are technology parameters, k is the Boltzmann constant and q is the
unit charge of an electron. This also has an impact on the transconductance gm:

gm = ∂Ids

∂Vgs
= 2 · Ids

Vgs − Vth
(4.45)

in the saturation region and:

gm,wi = ∂Ids,wi

∂Vgs
= Ids,wi

n · k · T/q
(4.46)

in weak inversion. As can be seen, the decreasing voltage also has an impact on the
output resistance:

r0 = rds = VE · L

Ids
(4.47)

In weak inversion, the output resistance is equal to ∞. The transition between both
regimes is best described in [40, 80]. As can be seen, due to the typically lower current
and higher impedances at lower biasing voltages, the bandwidth of the circuitry
decreases. The delay of an inverter is roughly proportional to [96, 206]:

td ∝ Vdd

(Vdd − Vth)α
(4.48)

where 1 < α < 2, depending on the technology (saturation current). This shows
that a stable DC-biasing of the MOS transistors in the circuit is necessary to keep
the time delay values constant.

4.2.3.2 Impact of Temperature

When looking at the temperature dependence of MOS transistors, similar conclu-
sions can be drawn. In [83, 259], the temperature dependence of the different MOS
parameters is studied. The different parameters of the current Eq. (4.43) appear to be
temperature-dependent. For the carrier mobility this is typically modeled as [143]:

μn(T) = μn(T0) · (T/T0)
αμ (4.49)

where αμ is a constant, typically assumed to be −2. Also the threshold voltage Vth
is temperature-dependent [253]:

Vth(T) = Vth(T0) + αVth · (T − T0) (4.50)
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where αVth = δVth/δT is assumed to be constant and depends on the technology. As
a result, output parameters such as the current, the transconductance and the output
resistance will depend on the temperature. In [83] it is shown that, when αμn =
−2, one specific biasing point exists where the Vgs-Ids relationship is temperature-
independent, the so-called Zero-Temperature-Coefficient (ZTC) point:

Ids = Ids,f = μn(T0) · T2
0 · Cox

2
· W

L
· α2

Vth
(4.51)

Vgs = Vgs,f = Vth(T0) − αVth · T0 (4.52)

For an ideal transistor, this means that the Vgs − Ids curves cross in exactly one
point. In a real transistor, however, αμn �= −2 and the curves do not have a common
interception point, they have a ‘bottleneck’ only. It will be shown that using a diode-
connected transistor in this DC setting (voltage and current) can be used to obtain a
temperature-stable oscillator circuit.

The changing transistor parameters also have an impact on the gain, which, as
shown in Sect. 4.2.2, influences the linearity, the waveform and the frequency of the
oscillator. As will be seen in the remainder of this work, all these effects need to be
examined carefully to fully understand the frequency variations as a result of supply
voltage and temperature changes.

4.2.4 Properties of the Feedback Network

When building a fully-integrated clock reference, the quality of the integrated pas-
sives is of huge importance.Generally speaking, 3 different components are available:
resistors, inductors and capacitors. As previously seen, these components need to be
combined to obtain a tuned network. All three components are briefly discussed
in terms of their temperature and supply voltage dependency. Since every CMOS
process is slightly different, it is, however, necessary to use the specific process data.

4.2.4.1 Resistors in Standard CMOS

In a standard CMOS process, different resistors are available. Resistors can be
constructed using doping implants in the mono-crystalline silicon substrate [64]
(so-called n+ and p+ resistors) but also by depositing doped polysilicon [146]
(n-poly and p-poly resistors). Within these construction methods, often different
subcategories such as high-resistive or low-resistive polysilicon are available. In
[168] it is shown that the sensitivity of poly resistors to the doping concentration
is higher than in the case of an implant resistor and is decreasing with increasing
grain size. However, these resistors have many benefits such as the isolation from the
substrate and the lower parasitic capacitances. The voltage dependency or linearity is
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mainly determined by the junction between the silicon grains. These junctions cause
a small nonlinearity in the I-V transfer characteristic. In most cases, however, this is
negligible [146]. Furthermore, the temperature dependency of the bulk resistance of
n-poly and p-poly is opposite, which can be used to obtain a temperature-independent
resistor [31]. These combinations, however, depend onmatching properties. For poly
resistors, [18, 27] report a relative mismatch (3σ ) lower than 1 % for resistor values
higher than 20 k� and a width of at least 500 nm.

4.2.4.2 Inductors in Standard CMOS

On-chip inductors are constructed using the standard interconnect metal layers. No
special layers or doping implants are needed.The temperature behavior of inductors is
considered to be stable since the propertiesmainly depend on the physical dimensions
of the inductor. The main problem, however, is the quality of the inductor, which is
mainly limited by the small dimensions and the proximity of the silicon substrate
[141]. As shown in Fig. 4.3, some capacitive coupling exists between the inductor and
the substrate, but also between the inductor windings. Since nowadays most CMOS
technologies allow the use of metal tracks under a 45◦ corner, octagonal inductors
are commonly used rather than square and/or circular devices.

Another type of losses are the Eddy currents. When an alternating current flows
through the inductor, the resulting magnetic field causes a current in the silicon
substrate which flows in the opposite direction [285]. This results in an energy loss
in the substrate and a decrease of the inductance because of the decreased resulting
magnetic field. This is shown in Fig 4.4a.

Another effect, which is also caused by a variation of the applied current, is the
skin effect [284]. Due to the current in the metal tracks, a magnetic field is generated
which, on its turn, generates circular current flows in the conducting metal. This
circular current, superposed on the forward current, forces the net current to flow at
the outside of the metal wire, see Fig. 4.4b. The resistance of the conductor increases
and can be calculated using the skin depth, which expresses the average thickness
of the resulting outer shell of the conductor that is actually used. The value of the
skin depth δXx , where Xx is the material of the conductor, mainly depends on the
frequency ω, the conductivity ρ and the magnetic permeability μ of the conductor
and is therefore a material constant. In normal cases, for a conducting metal, the skin
depth is approximated by:

δXx =
√

2 · ρ

ω · μ
(4.53)

Inmaterials with a poor conductivity, also the electric permittivity ε, has an influence.
For aluminum and gold, which are commonly used materials in chip interconnect
fabrication, the skin depth at 1 GHz is:
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Fig. 4.3 Two typical structures of an integrated inductor. Above an electronic model is shown with
some of the parasitics. Note that the number of components in the lumped inductor model needed
to accurately simulate the behavior, depends on the wavelength of the applied signal. Due to its
small dimensions (usually smaller than 1 mm), and the lossy silicon substrate underneath, a lot
of capacitive parasitics arise. Furthermore, the series resistance and Eddy currents in the substrate
cause significant energy losses

δAl = 2.53µm (4.54)

δAu = 2.50µm (4.55)

which has a significant impact, even for an integrated inductor. The current density
distribution in the conductor is then given by:

J(d) = Js · e−d/δXx (4.56)

where d is the depth from the surface and Js is the current density at the surface of the
conductor. A similar effect also impacts the current distribution in conductors which
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i(t)
i(t)

B(t)(a)

(b)

Fig. 4.4 Schematic drawing of the losses in an inductor, both caused by the flow of a changing
current in the conductor. a Eddy currents are circular currents in the substrate, which cause a power
loss and a decrease of the inductance. b Skin effect: due to circular currents in the conductor itself,
the current is forced to the outer shell of the conductor

are close to each other. Due to this effect, which is called the proximity effect, the
effective resistance increases. Generally speaking, a finite element simulator will be
needed to calculate the impact of this effect for a given inductor or wire configuration.

A last source of resistive losses is caused by so-called crowding effects: it is
observed that the resistance of inductors increases dramatically as a function of the
DC current [140]. Although this effect affects the linearity of the integrated inductor,
it is considered to be negligible in low-power oscillator applications.

Due to these losses, typically, a Q factor of only 4–8 around frequencies of
1–3GHzcanbeobtained for silicon-integrated spiral inductors [138]. Some technolo-
gies provide for instance a thick copper layer as top metal layer to reduce the series
resistance of the inductor. These process features can increase the Q factor slightly
above 10 in standard CMOS technologies or to around 30–40 when non-standard
process steps such as micro machining are used [30]. Over the years, different layout
techniques have been invented to improve the inductor performance. In [184] pat-
terning of the substrate is used to reduce the circular flow of Eddy currents, and an
11 % increase of the Q factor is reported. In [167] a cavity is etched under the induc-
tor which strongly reduces the Eddy currents and substrate coupling resulting in a Q
above 40. Some techniques to create a 3-D horizontally-oriented integrated induc-
tor [4] or an integrated inductor with Cobalt/Nickel core [204] have been patented.
Unfortunately no measurements results were reported on these inventions. To avoid
the influence of external objects (which can influence themagnetic field and therefore
also the inductance), using a Faraday shield around the inductor has been proposed
by IDT [176]. Finally, also bondwires can be used to obtain an inductor. In most
cases this technique does not require extra production steps but makes the bonding
process more tedious. Due to the increased distance between the substrate and the
inductor, the capacitive coupling as well as the Eddy currents are reduced drasti-
cally. Furthermore, the series resistance of a bondwire is much lower than of on-chip
metal tracks. This technique was first reported in [37], but afterwards used in various
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implementations [131, 245], also in the field of integrated DC–DC converters
[153, 285]. Q factors up to 40 are reported for high inductor values [153], see Chap. 6.

Questions arise, however, about the mechanical stability and the reproducibility
of bondwire inductors. Apart frommechanical vibrations, which can result in higher-
order colored noise (Chap. 3), also deformations can occur as a result of mechanical
shocks or temperature changes. When considering robustness combined with tem-
perature dependency, fully integrated inductors aremore suitable. Probably this is the
main reason that monolithic LC oscillators were the first to become a commercially
available crystal replacement (see Sect. 4.4.1).

4.2.4.3 Capacitors in Standard CMOS

For the temperature dependency and the linearity of integrated capacitors similar
conclusions can be drawn. Typically, different capacitor topologies are available in
CMOS technologies. First of all, there are the MOS capacitors which consist of the
gate capacitance of a MOS transistor [179]. It is clear that the linearity as well as the
temperature dependency in this case is determined by the semiconductor properties.
Since the Vth of the transistors depends on temperature, also the construction of
for instance the depletion layer does, which has an influence on the temperature-
capacitance as well as the voltage-capacitance characteristic. The series resistance
of these capacitors is rather high compared to the other capacitor architectures, caused
by the channel resistance. Next to MOS capacitors, MoM and MiM capacitors are
often available. Their drawback is, however, the reduced density compared to MOS
caps. Metal-oxide-Metal (MoM) capacitors consist of the capacitance between dif-
ferent metal tracks and therefore require no extra layers nor processing steps in the
CMOS process. Metal-insulator-Metal (MiM) capacitors, on the other hand, do need
extra layers: mostly they are placed right above the top metal. These capacitors have
a low temperature dependency since they only depend on their physical dimensions.
Furthermore, they are highly-linear over a wide voltage span and can be constructed
having a low series resistance. Also the parasitic coupling to the substrate can in
most cases be neglected, depending on the used metal layers for MoM capacitors.
The intra-die matching of the MiM capacitors is, due to their relatively large dimen-
sions, expected to be around 0.05 % in a 130 nm technology [163].

4.2.5 How to Obtain a Stable Oscillator?

A possible strategy to obtain a stable oscillator is to limit the influence of the
temperature-dependent transistor parameters and mainly rely on the properties of
the passives. One way to achieve this is using only high-quality tanks. When doing
so, as a result of the low losses, the role of the active circuitry is extremely limited. A
differentway to understand this, is the fact that theQ factor is related to the bandwidth
of the resonant peak in the transfer function. The suppression of external influences

http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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pulling the oscillation frequency away from this natural frequency is therefore higher
and a high frequency stability is assured. Furthermore, a high Q factor diminishes the
effect of the Harmonic Work Imbalance as a result of nonlinearities. This technique
will be demonstrated in Chap. 6.

It is, however, not always possible to use a high-Q resonator. In Chap. 5 it will
be shown that, by using the right circuit design, amplifiers can be made independent
of the transistor parameters themselves. This technique is mainly applicable in low-
frequency applications and when sufficient supply headroom is available. For low-
voltage oscillator design, a different approach is needed.

A third technique to obtain long-term frequency stability is by keeping the tran-
sistor parameters themselves constant. Different methods to do so will be discussed
throughout the remainder of this work. Supply voltage instabilities can be rejected
by making use of voltage and current regulators (Chap. 5). A technique based on the
ZTC point will briefly be discussed in Sect. 4.4.2.

The proposed techniques all rely on the fact that the frequency-determining
components themselves need to be (kept) PVT-stable. It is, however, also possible
to use compensation mechanisms.

4.2.5.1 First-Level Versus Second-Level Techniques

At design time, two questions need to be answered: ‘How stable are these frequency-
determining components?’ and ‘What is the influence of the parasitic effects?’. The
answers to both questions are closely connected to the final long-term stability result.
The design techniques to achieve this result can be subdivided in two categories:

• First-level techniques are the techniques used to improve the stability of the com-
ponents themselves and the techniques to diminish the influence of the parasitic
components. These techniques are therefore mainly responsible for the answer to
both questions.

• Second-level techniques, also called compensation techniques, are techniques
to overcome the remaining instability by using an extra circuit or mechanism to
compensate for any residual component variations or parasitic influences.

Although it is possible to achieve a high accuracy by mainly relying on second-level
techniques, for instance compensating a changing resistor value by adapting a bias-
ing current, the use of first improving the stability of the parasitics and components
itself before using any compensation techniques is often a more successful strat-
egy. Second-order techniques often suffer much more from mismatch and process
variations and can therefore easily degrade the oscillator performance.

http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_5
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4.3 Figures of Merit for Long-term Stability

Because of the lack of a closed relationship between the power consumption and the
temperature or supply voltage dependency, it is difficult to put these parameters into
the same FoM. The temperature and supply voltage dependency are therefore mostly
expressed in terms of ppm/◦C or ppm/V, respectively.

4.3.1 Temperature FoM

In [176], an attempt has been made to define a FoM relating the rms phase jitter, the
power consumption and the frequency accuracy. The idea is that, especially in sub-
µm CMOS technologies, temperature accuracy is achieved by using active (second-
level) compensation mechanisms, which lead to an increased power consumption.
The jitter σ used in the proposed formula is calculated as the integrated jitter over
a 12 kHz to 20 MHz band, which is said to be approximately independent of the
oscillator’s frequency [176]. This results in the following definition:

FoMJT = 10 · log
(

ΔfT
f0

· 106 · σj · P/6

)
(4.57)

whereΔfT /f0 is the relative frequencyvariation as a result of temperature changes, the
jitter σj is expressed in ps and the power P is expressed in mW. Note that the division
by 6 is omitted while calculating the FoM in the remainder of [176]. Furthermore,
it is not clear how the temperature stability is defined. This can be over a certain
temperature span, but can also be the deviation over 1 ◦C. It is concluded, based on
this FoM, that crystal oscillators are performing the best, followed byMEMS devices
and CMOS implementations. Unfortunately, the implementations compared are not
referenced properly, which makes a further comparison impossible.

A possible improvement, compared to (4.57), is the use of the phase noise spec-
trum instead of the jitter. The relative phase noise density is equal to:

Lr = L {Δω} ·
(

Δω

ω0

)2

(4.58)

where Δω is an offset frequency in the 1/f 2 region. This formula therefore takes
the 1/f 2 slope of the phase noise into account. Similar to the phase noise FoM, this
figure needs to be compared to the power consumption of the implementation. The
combined temperature-phase noise FoM then results in:
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FoMPNT = 10 · log
[
Lr · P2 · ΔfT

f0
· 106

]
(4.59)

= FoMPN + 10 · log
[

P · ΔfT
f0

· 106
]

(4.60)

= FoMPN + FoMT (4.61)

To our believe, any FoM lacking a closed relationship between the included output
parameters can be considered to be useless. Therefore, when talking about tem-
perature stability, the output parameters can better be presented separately to be
interpreted or compared by an experienced reader.

4.3.2 Supply Voltage FoM

Since this work also focuses on supply voltage-independent implementations, an
extra dimension needs to be added in the comparison. Also here, it is important
to make a fair comparison between implementations working at different supply
voltages. To do so, the relative supply voltage span is defined:

ΔVrel = 2 · (Vmax − Vmin)

Vmax + Vmin
· 100% (4.62)

The relative frequency deviation, expressed in ppm, divided by the relative supply
voltage span ΔVrel can then be used as a measure, independent of the supply voltage
of the used technology:

ΔfV ,r = ΔfV /f0 · 106
ΔVrel

(4.63)

where ΔfV /f0 is the relative frequency deviation under a changing supply voltage.
The unit of this figure is ppm/%. This value can also be expressed in dB:

FoMV = 10 · log
(

ΔfV /f0 · 106
ΔVrel

)
(4.64)

If desired, this number can be combined with the previously presented figures:

FoMPNTV = 10 · log
[
Lr · P2 · ΔfV ,r · ΔfT

f0
· 106

]
(4.65)

= 10 · log
[
L {Δω} ·

(
Δω

ω0

)2

· P2 · ΔfV /f0 · 106
ΔVrel

· ΔfT
f0

· 106
]

(4.66)

= FoMPN + FoMT + FoMV (4.67)

or, when the phase noise is not included in the comparison:
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FoMTV = 10 · log
[

P · ΔfV /f0 · 106
ΔVrel

· ΔfT
f0

· 106
]

(4.68)

= FoMT + FoMV (4.69)

Apart from the fact that very little oscillators found in literaturemention all the needed
dependencies, a combined FoM results in an extremely non-transparent comparison.
Furthermore, not every application, not even in WSNs, needs oscillators optimized
towards all three parameters. In the remainder of the text and especially in the conclu-
sion chapter, the measured output parameters will be used, sometimes accompanied
by a FoM or a plot. In this way, the FoMs themselves can be evaluated and the reader
is able to clearly understand the different trade-offs in the oscillator design space.

4.4 Oscillators for Low-Power Applications

The measurement of time exists since the ancient ages. Furthermore, time references
are used for all communication purposes and in every clocked circuit. As a conse-
quence, up till today, oscillators are a hot research topic, aboutwhich a lot of literature
is available. In this section, a short overview is presented of existing implementa-
tions. The focus is on fully-integrated oscillators in standard CMOS technology,
since these are most relevant in the context of this work. The previously discussed
principles and parameters are applied to these existing implementations in order to
understand the strengths and drawbacks of the implementations.

Depending on the application in which a time reference is used, different require-
ments in terms of noise and frequency stability over temperature and supply voltage
(PVT) variations exist. This is shown in Fig. 4.5. For instance, in digital micro-
controller systems, an accuracy of around 1 % is in many cases sufficient [317].
Some datasheets even report accuracies lower than ±10% [194]. When it comes to
communication, however, a higher accuracy is required. For low-speed USB 1.0, an
accuracy of ±15,000 ppm or 1.5% was required. When the speed increases, also
the required clock accuracy increases: ±2,500 ppm for Full-Speed USB 1.0, ±500
ppm for High-Speed USB 2.0 and ±300 ppm for Super-Speed USB 3.0 [33, 258].
Serial-ATA and 10/100/1,000 Ethernet require a frequency accuracy of ±350 ppm
and ±100 ppm respectively [174, 193]. When the data rate increases further, even
higher accuracies will be required in wired applications.

In wireless applications the frequency specifications are even more tight. This
has mainly to do with the fact that the signal strength is much lower and that a lot
of unwanted interferers are present. An accurate timing of for instance the carrier
frequency is of great importance in the case of smallband signals. In (pulsed) Ultra-
Wideband (UWB) applications, this high accuracy is needed for the symbol clock
[271]. A wireless LAN (802.11a) and Bluetooth transceiver for instance need a clock
accuracy of±20 ppm, which results in a maximum frequency difference of±40 ppm
between two nodes [14, 229]. For Zigbee, which works at a lower data rate, this is
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Fig. 4.5 Comparison between different communication technologies: the bandwidth BW is plotted
versus the maximum frequency error

±40 ppm at each side [1].When the distance between the transmitter and the receiver
increases, the specifications further tighten to ±2.5 ppm for a mobile handset and
±0.5 ppm for GPS applications [144].

Up till now, the only way to achieve these high accuracies in an economical
way, is by using a quartz crystal. These crystals combine an ultra-low-temperature
dependency with a high Q factor, which makes them suitable for low-power and low-
noise applications. Furthermore, they can be produced at a low cost and, although
it is impossible to integrate them in a CMOS process, further miniaturization is
going on [127, 144]. This is the main reason that the frequency control market, with
a total yearly value of 4.5 billion dollars, is for 90 % dominated by quartz crys-
tal oscillators. A graphical representation of the performance of crystal oscillators
is given by the red line in Fig. 4.6 [176]. While a non-compensated or voltage-
compensated crystal oscillator (XO or VCXO) can achieve an accuracy of 20–
100 ppm, a temperature-compensated oscillator (TCXO) delivers accuracies below
1 ppm and an oven-compensated crystal oscillator (OCXO) can even achieve 1 ppb!

Since these oscillators rely on the piezo-electric effect in a crystal, which corre-
sponds to a mechanical resonance, the miniaturization is limited [144]. Furthermore,
this electro-mechanical interaction makes them sensitive to mechanical vibrations,
which can cause frequency shifts or higher-order phase noise, as seen in Chap. 3.

Because of the increasing integration and miniaturization of CMOS circuitry, an
increasing demand for integrated frequency references is observed. Furthermore,
this facilitates the possibility for complete on-chip devices without the need for

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 4.6 Qualitative comparison of different properties of (uncompensated) crystal oscillators and
silicon replacement circuits [176]. The dashed green line shows that a huge benefit of cost and size
can be achieved when the oscillator can be integrated together with all other CMOS circuitry

any external components, which results in a considerable cost reduction (see the
dashed line in Fig. 4.6). In the 1960s the first silicon alternatives of a crystal have
been proposed using MEMS. These devices, for which the production steps are
unfortunately not standard available in most commercial CMOS processes, also rely
on electro-mechanical interaction. Hence, they do not overcome the problem of
external vibrations and only result in a small cost reduction due to the need for non-
CMOS technologies. The remainder of this section will only focus on frequency
references which are fully compatible with standard CMOS technology. MEMS
and crystal oscillators are not further discussed. As will be seen, apart from solutions
based on aMEMS structure, state of the art LC oscillators are found to be competitive
with crystal oscillators in terms of supply voltage and temperature stability.
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Fig. 4.7 Block schematic of a generic harmonic oscillator. a A single-ended amplifier and a feed-
back network. b Its differential equivalent. The amplifier compensates for the losses in the feedback
network

4.4.1 Harmonic Integrated Oscillators

The category of harmonic oscillators can contain time references based on two dif-
ferent energy reservoirs as well as combinations of (at least 2) energy reservoirs
and a resistor (see Sect. 2.3). Since a harmonic oscillator uses linear components,
it can easily be described using transfer functions, the Q factor and the Barkhausen
criterion. A block schematic of a typical harmonic oscillator is shown in Fig. 4.7:
it consists of a tuned feedback network and an amplifier which compensates for the
losses in the feedback network.

4.4.1.1 LC Oscillators

LC oscillators are based on the combination between two energy reservoirs. Because
of the lack of resistors, these tanks mostly have a high Q factor compared to RC
implementations. This makes LC oscillators, among other integrated solutions, the
most suitable for low-phase-noise applications [38, 48, 102]. In [134] an overview
of low-noise oscillators is given, based on the phase noise FoM (3.70). As shown
in Sect. 4.2.5, a high-Q resonator also has several benefits in terms of long-term
frequency stability due to the limited role of the amplifier. When making use of
integrated components only, the size of the inductor as well as the capacitors is
limited (Sect. 4.2.4). This typically results in RF-range frequencies (1–10 GHz)
and puts a lower limit on the power consumption. When going towards deep sub-
micron technologies, where chip area becomes more expensive, these frequencies
will increase even further to stay economically feasible [107, 240, 241]. By making
use of varicap diodes instead of fixed capacitors, a VCO is obtained, which can
be used in for instance a PLL [48, 133]. As a frequency reference, however, special
attention needs to go towards the sensitivity to PVT variations. As seen in Sect. 4.2.4,
the influence of the temperature due to the capacitive parasitics in the amplifier is
dominant on the temperature dependency of the tank itself [174]. In terms of absolute
accuracy, mismatch and process variations still pose a major problem in CMOS
technologies.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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� Mobius Microsystems
In 2004 Michael McCorquodale founded a company, Mobius Microsystems,
focusing on the use of all-silicon frequency references for USB applications,
mobile applications and other computer communication protocols. In a few
years this company became world leader in this market: in 2007, the first fully
integrated LC oscillator compliant with USB2.0 was published [178]. In the
years after, different other time references based on similar technology were
published [176, 177].All of these references obtain, after trimmingof the center
frequency, an accuracy in the order of several hundreds of ppms. Although the
output frequency of the devices is around 10–25MHz, all references are based
on a high-frequent (up to 5 GHz) LC frequency tank. This results in a power
consumption of several tens of milliwatt. Thanks to this success, Mobius was
acquired by IDT (Integrated Device Technology, Inc.) in 2010 [81]. In August
2012, the technology, which was further developed within IDT, was licensed
to another semiconductor company for use in USB 2.0 and/or USB 3.0 appli-
cations [81]. The best reported temperature dependencies of these products are
<50 ppm over a −20 to 70 ◦C temperature span [176]. To obtain these accura-
cies, they make use of an active as well as a passive temperature compensation
scheme, previously demonstrated in [175, 177] respectively. Although the cur-
rent consumption was reduced with a factor of 7 with the introduction of the
passive compensation scheme, both schemes separately result in a temperature
dependency of around 300 ppm over a 0–70 ◦C temperature span. Because of
the numerous parameters influencing the oscillation frequency, a two-point
calibration is necessary to obtain the reported temperature dependency.

Because of the high frequency, the need for a non-inverting amplifier and the low-
noise requirements, an LC oscillator is typically built in a differential topology. The
oscillator then uses a differential common-source amplifier [212], see Fig. 4.8. The
circuit can be analyzed in two ways, as a fully differential amplifier and a differential
network (Fig. 4.7b) or as a loop of 2 amplifiers in series with 2 times the equivalent
feedback network. Obviously, both methods lead to exactly the same conclusions.
Unfortunately, the tank cannot be made without resistive losses.

Assume that the series resistance of the capacitor and inductor are respectively
RC and RL , then the angular frequency ω0 of the oscillator is given by:

ω0 = 1√
LC

·
√

L − C · R2
L

L − C · R2
C

= ωn ·
√

L − C · R2
L

L − C · R2
C

(4.70)

where ωn corresponds to the angular frequency of a lossless energy tank. In practice,
however, the losses in an integrated inductor are much higher compared to the losses
of a capacitor. Therefore, this equation in practice simplifies to:
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Fig. 4.8 Typical differential implementation of an LC oscillator. On the left, the amplifier is imple-
mented with NMOS transistors; on the right PMOS transistors are used. A combination of both is
also possible [212]

ω0 ≈ ωn ·
√
1 − C

L
· R2

L = ωn ·
√
1 − 1

Q2 (4.71)

In an oscillator which makes only use of a linear amplifier, this will be the oscillation
frequency. It can be seen that the oscillation frequency drops to zero from themoment
Q reaches 1. From this point, it is no longer possible to obtain a stable oscillator from
the LC tank. When looking at the transfer function of the feedback network, it can
be understood that the Barkhausen criterion can no longer be fulfilled by just using
a frequency-independent amplifier. In practical implementations, where a nonlinear
amplitude control is always present, the oscillation frequency is also influenced by
the resulting distortion of the amplifier or the amplitude regulation, as discussed in
Sect. 4.2.2. In the worst case, the impact on the frequency is given by (4.42). For
high Q factors and softly distorted amplifiers, however, this effect is assumed to be
negligible.

In terms of PVT stability, the state of the art can be found in the products ofMobius
Microsystems (see grey inset). In their commercially available designs, active as
well as passive compensation techniques in combination with a calibration step are
used to obtain this frequency stability. However, recently also another technique
has been invented, based on the so-called LC T-null concept [3, 109, 234]. When
drawing the transfer function of an LC tank for different temperatures, the resonance
frequency (phase shift equal to zero) slightly drifts as a result of temperature drift
on the passives. This drift, with an estimated value of 4,000 ppm over a 70 ◦C
temperature span, is mainly caused by changing losses in the inductor [3]. It was
observed that one frequency exists at which the phase shift of the feedback network
is constant over temperature. This frequency is called the T-null frequency. In [3] the
oscillator is forced towards this frequency by building a quadrature oscillator and
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Fig. 4.9 A quadrature oscillator is forced towards its zero temperature frequency by cross-injection
of quadrature signals [109]. The amplitude control is used to keep the amplifiers in the linear region.
An external trimming circuit is used to trim gmc towards the T-null frequency

adding part of the quadrature signal to the feedback amplifier output. In this way an
extra phase shift is generated, which needs to be compensated by a frequency shift
in the feedback network. A block diagram of this structure is shown in Fig. 4.9. Two
regulation mechanisms are used to obtain the correct injected phase shift. The first is
an amplitude regulator which is mainly responsible to limit the harmonic content in
the oscillator: all amplifiers need to stay in the linear region. The second mechanism
is similar to the Wobble technique proposed in [63]: by modulating the temperature
by on-chip resistive heaters and measuring the phase of the corresponding frequency
shift, the biasing point can automatically be tuned towards the T-null frequency.
This tuning is done once by an external reference circuit after which the resulting
feedback gain is stored in an on-chip memory. The resulting frequency accuracy of
the 180 nm implementation is±50 ppm over a 0–70 ◦C temperature span. The power
consumption at an output frequency of 25 MHz and a 3.3 V supply voltage is equal
to 23.4 mW.

In [234] a single tank oscillator is built based on the same concept. In this case
the tank output signal is fed through a low-pass and a high-pass filter. By feeding
back a weighted combination of the outputs of both filters, the desired phase shift
is introduced. This results in a ±100 ppm frequency change over a −40 to 85 ◦C
temperature range. The power consumption at an output frequency of 25 MHz at
3.3 V is equal to 23.1 mW.

In literature, however, the focus is more often on the phase noise performance,
mostly using the phase noise FoM (3.70). In [134] an elaborate overview of low-noise
implementations is found. The best phase noise FoM of an integrated LC oscillator at
the time was 187 dB [281]. The 0.35 µm, 12 mW oscillator implementation makes
use of a metal inductor in combination with the parasitic gate capacitance of the
amplifying transistors, both a cross-coupled NMOS and PMOS pair. The Q factor of

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 4.10 Low-noise differential Colpitts topology presented in [252]. Because of their better noise
performance, only PMOS transistors are used

the tank is around 5 and the bulk contact of the PMOS transistors is used to tune the
oscillation frequency (9.8 GHz) with a sensitivity of 135 MHz/V over a 2 V tuning
range. In [252] two important improvements are made to this differential topology.
First of all, a Colpitts topology is used. As stated in [101], these structures owe their
improved noise performance to the fact that the energy is injected at the moment
when the noise sensitivity is low. The second improvement is the use of only PMOS
transistors, which have intrinsically a better noise performance in the 1/f as well
as the white noise region. The proposed 5 GHz oscillator, shown in Fig. 4.10, is
processed in a 0.18 µm technology and consumes 3 mW. This results in a 189.6 dB
phase noise FoM.

In [117] the LC tank and cross-coupling of the transistors is done in a different
way, as shown in Fig. 4.11. The inductors are laid out as a transformer to improve
the magnetic coupling and to increase the Q factor to around 8. This results in a
differential 0.18 µm, 2.5 mW oscillator with a phase noise FoM of 190.3 dB. The
center frequency is 5.6 GHz with a ±300 MHz tuning range. In [165] the switching
technique to reduce the 1/f transistor noise described in [283] (see Sect. 3.2.3)
is applied to a differential LC oscillator using a cross-coupled NMOS pair and a
PMOS biasing. It is also noted that the reduced noise is injected at the moment
when the oscillator is the least sensitive to charge injection [101] (see Chap. 3). The
resulting 5 GHz oscillator consumes around 5 mW and has a 190.2 dB FoM. By
reducing the duty cycle of the biasing transistors, the phase noise can be reduced
even further [166]. The presented oscillator has an NMOS cross-coupled pair and
NMOS biasing transistors. The reduced duty cycle results in a 191.1 FoM. When
using both a PMOS and an NMOS cross-coupled pair, the noise can be reduced
by minimizing the overlap between the on-time of both transistors. In [77] this is

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 4.11 Differential LC topology with an altered cross-coupling of the active devices [117]

achieved by slightly reducing the supply voltage of the 1.8 GHz, 170 µW oscillator,
simulated in a 0.18 µm technology. The simulated phase noise FoM is 199 dB but
has not been confirmed by measurements.

When the power consumption of the oscillator is an important specification, LC
oscillators appear not to be the best choice.However, different techniques are reported
to reduce the power consumption of an LC oscillator. In [150] the two differential
branches of a differential LC oscillator are put above of each other. In this way,
the biasing current flows through both transistors. Evidently, the signal must be
capacitively coupled to the gates of the amplifying transistors. The oscillator, which
is meant to be injection-locked to an external signal, is tunable from 2.11 to 2.42 GHz
and has a power consumption of 0.95 mW. In [148] an oscillator is presented with
a sub-threshold amplifier. The 2.63 GHz oscillator works down to a 0.45 V supply
voltage and has a 430µWpower consumption. The phase noise FoMat this operating
point is 184.8 dB. In the same article, also two other FoMs are used to characterize
the phase noise compared to k · T . Another ultra-low-power 2.4 GHz VCO for an
IEEE 802.11b receiver is presented in [119]. This 0.25 µm implementation makes
use of both a cross-coupled NMOS and PMOS pair to optimally use the biasing
current. The design only consumes 80 µW, at the cost of a phase noise FoM of only
161 dB. To our knowledge, this is the lowest power consumption reported for an LC
oscillator using an integrated inductor.

4.4.1.2 RC and RL Harmonic Oscillators

RC and RL oscillators are both based on an energy reservoir in combination with
a resistor to obtain a tuned network. In combination with a feedback amplifier, this
results in a harmonic oscillator with a sine wave output. The frequency of these
oscillatorsmainly depends on the feedbacknetwork.However, because of the reduced
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Q factor of the network compared to that of LC tanks, the role of the amplifier and also
its non-idealities have more impact (see Sect. 4.2.5). Compared to an LC network,
temperature as well as mismatch have a higher impact on the components in the
feedback network [146, 179]. This typically results in a 10 % frequency variation.
Bymeans of trimming and/or compensation techniques, this variation can be reduced
to around 1 %. Despite their lower accuracy, compared to LC oscillators, RC (and
RL) implementations are suitable for low-frequency (105–108 Hz) and low-power
applications (1 µW–1 mW). In [116] an oscillator structure is proposed based on a
single current conveyor (often used as an ideal transistor). This topology is shown in
Fig. 4.12. It is shown that, to obtain an oscillation, Cx must satisfy:

Cx = C2 · (1 + R2/R1) + C1. (4.72)

Then the angular frequency of the oscillator is equal to:

ω0 =
√

Rx − R1

R1 · R2 · Rx · C1 · C2
(4.73)

which shows the nonlinear but highly-sensitive tuning possibilities of the oscillator.
Furthermore, it is shown that the sensitivity to mismatch in the current conveyor is

R1 C1

R2

C2

CC II
+

y

RxCx

x

Fig. 4.12 Tunable RC oscillator based on a single current conveyor [116]
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Fig. 4.13 Schematic drawing of a commonly used RC feedback network, called Wien bridge. On
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Fig. 4.14 Transfer function of the Wien bridge feedback network

extremely low. In [238] a current-tunableRLoscillator is presented,with a continuous
tuning range of 3 orders of magnitude! Such wide tuning ranges can impossibly be
achieved using an LC topology. As will be demonstrated, RC or RL networks are
typically used in a different configuration than an LC feedback network.

An example is the commonly used Wien bridge RC feedback network, named
after its inventor MaxWien [303]. Originally, this network was used in a similar way
as aWheatstone bridge (see Fig. 4.15), tomeasure complex impedances. In Fig. 4.13,
the RC oscillator feedback network and its dual RL network are shown. As can be
seen, it is the voltage–voltage transfer function which is used to obtain an oscillator.
A plot of this transfer function, for a normalized network, is shown in Fig. 4.14. The
RC (RL) network acts as a bandpass filter. A feedback amplifier with a gain of 3 is
needed to obtain a stable oscillation.
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Aswill be shown inChap. 5, one of themain problemswithRC feedback networks
is the output resistance of the used amplifier. Since an ideal amplifier does not exist,
this impedance becomes part of the feedback network and therefore has a significant
influence on the frequency. The LR oscillator in [238] is suffering from similar
problems. However, due to its huge tuning range, it is likely to use this reference
in a feedback topology (such as a PLL). In this configuration, PVT variations can
easily be compensated. Another application of aWien bridge oscillator is to generate
chaos. An adapted Wien bridge oscillator to do so is presented in [186]. As seen in
Sect. 2.2.1, at least one extra capacitor is needed to obtain a chaotic dynamic system.

4.4.2 Relaxation Integrated Oscillators

Relaxation oscillators can be understood as ‘switching’ oscillators, as described in
Sect. 2.3.3. This typically results in an output waveform with a discontinuous first
derivative. Most relaxation oscillators are based on an RC network or a capacitor
in combination with a voltage and a current. Similar to harmonic RC oscillators,
the frequency range is typically 105–108 Hz and a low power consumption can be
achieved. Drawbacks are the sensitivity to PVT variations. While for a harmonic
oscillator the supply dependency can be canceled using a voltage regulator, this is
more challenging in a relaxation oscillator, as will be shown in Chap. 5. As long as
the frequency is mainly determined by the passives, the sensitivity to process and
temperature variations is assumed to be similar to that of harmonic RC oscillators.
When the active circuitry (often a comparator in this case) has a dominant impact on
the frequency, a comparison can only be made by investigating the specific circuit
topologies and implementations.

A typical example of a relaxation oscillator is the multivibrator. Of this circuit,
three types are available: bistable, monostable and astable [305]. All three circuits
are used commonly in for instance reset circuitry (monostable) [142], as a flip-
flop (bistable) or as an oscillator (astable). A schematic of an astable multivibrator
is shown in Fig. 4.16. The working principle can best be understood when both
transistors are assumed to be ‘hard switching’ and the base-emitter junction clips
at 0.6 V. The supply voltage is equal to 1.2 V. The cross-coupled differential pair
functions both as a comparator (Vref = 0.6V) and a latch. The different node voltages
for R1 = R2 = R3 = R4 = R = 1 � and C1 = C2 = C = 1 F are shown on the
right. In this configuration, the oscillation frequency is equal to:

http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_5
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� Max Wien °1866–†1938
MaxWienwas aGerman physicist and director of the Institute of Physics at the
University of Jena [303]. He was a cousin of the Nobel prize winner Wilhelm
Wien. He invented the Löschfunkensender for the generation of slightly weak-
ened electromagnetic oscillations,whichwas used on the rms Titanic (Fig. 1.7).
His most famous invention is the Wien bridge, invented in 1891. Although he
is also linked to the Wien bridge oscillator, he never implemented it because
no amplifying components were available at that time. It wasWilliamHewlett,
co-founder of Hewlett-Packard, who used this network for the first time in a
feedback configuration at Stanford University in 1939 [316]. The amplifier
gain was controlled by a light bulb of which the impedance increases at high
currents (amplitudes).
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Fig. 4.15 Schematic of the Wien bridge, which was used, similar to the Wheatstone bridge,
to measure the value of capacitors in terms of frequency and resistance

By adjusting the angular frequency of the input signal and the value of resistor
R2, the bridge can be balanced (voltage over the bridge equal to zero) and the
value of capacitor Cx can be calculated.

f = 1

T
= 1

2 · R · C · ln
[

Vdd
Vdd−0.6

] (4.74)

As can be seen, the main drawback of this circuit is its high sensitivity to the supply
voltage. Note that the circuit, apart from the 2 capacitors, also has a discrete state
variable.

Although this topology is commonly used, it lacks accuracy. Furthermore, it suf-
fers greatly from PVT variations. This can be solved by decoupling the latch and the
comparator function as shown in [192]. A schematic of such a topology is shown

http://dx.doi.org/10.1007/978-3-319-09003-0_1
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Fig. 4.16 Schematic drawing of an astable multivibrator. On the right the output waveforms are
shown
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Fig. 4.17 Schematic drawing of a relaxation oscillator based on a multivibrator [192]. On the right
the output waveforms are shown. The reference voltage is equal to 1 V and the latch has a delay of
50 ms

in Fig. 4.17. Also the output waveforms are shown on the right. For this simulation
C1 = C2 = 1 F, Iref = 1 A and Vref = 1 V. The amplifier and latch together have a
delay Td = 50 ms and the switch resistance is equal to Rsw = 0.05�. As a result, the
capacitors are not fully reset. To solve this, an extra switch can be used to disconnect
the current source. The oscillation frequency is then equal to:

f = 1
(C1+C2)·(Vref −Iref ·Rsw)

Iref
+ 2 · Td

(4.75)

≈ Iref

(C1 + C2) · Vref
(4.76)
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As long as the switch resistance is low compared to Iref and Td is low compared
to the charging time, the oscillator frequency is mainly determined by Vref , Iref and
C1 + C2. In [92] a circuit is proposed to bypass the latch. In this way, the impact of
the latch on the frequency is reduced. However, the amplifier and some logic gates
are still in the critical path. The implementation in [192] uses a bandgap reference to
generate both Vref and Iref . In this way a frequency deviation below±5% is obtained
over a −40 to 125 ◦C temperature range and ±1 % over a 2.5–5.5 V supply voltage
range. One-point calibration is used to reduce the ±25 % process spread on the 12.8
MHz output signal to the reported values. In [275] a similar topology is presented,
this time with two possible output frequencies: 11.6 or 21.4 MHz. This results in an
accuracy of±2.5%over a−40 to 125 ◦C temperature range and±1.5%over a 3–5.5
V supply voltage range. Again, one-point calibration is used. The improvement of
the temperature offset is by applying a second-level compensation technique in the
bandgap reference based on the measured output values of the prototype circuit of
[192]. The reported mismatch on the duty cycle (which is a measure for the capacitor
mismatch) is below0.8%.The technology used is 0.5µmand the power consumption
is 400 µW.

The problem of a non-zero (and temperature-dependent) delay Td is addressed in
different other implementations. In [254] Td is canceled by generating a reference
level Vref − ΔV . In this way, the comparator is activated a little earlier, resulting
in an oscillation frequency exactly equal to (4.76). The generation of ΔV happens
every cycle and alternates between the two comparators. When the left capacitor is
charging, ΔV of the right comparator is generated and vice versa. This results in a
180 nm 6.66 kHz oscillator with a temperature variation of 56 ppm/◦C over a−40 to
120 ◦C temperature range. The frequency varies only 0.98% over a 0.8–1.8 V supply
voltage sweep. A process sensitivity of 0.8 % (σ ) was reported. Similarly, in [251] a
voltage-averaging feedback loop is implemented to make the oscillation frequency
insensitive to the comparator delay. The voltage of the capacitors is fed to the input
of a low-pass filter and compared to a reference voltage. This signal is fed back as
a reference voltage to the comparators. In this way, similar to the solution in [254],
the reference voltage is adapted when the comparator delay increases/decreases as
a function of temperature. Another benefit is the reduction of low-frequency noise,
which is also compensated for by the (low-frequency) feedback loop. The resulting
180 nm oscillator has an output frequency of 14 MHz, which has a temperature
coefficient of only 11.5 ppm/◦C over a −40 to 125 ◦C temperature range. The power
consumption is 45 µW.

Another implementation based on the same structure is presented in [29]. The
main improvement compared to the previous designs, is the implementation of a
chopping circuit. This circuit does not only reduce the offset in the comparators
but also drastically reduces the 1/f noise. As a result, a low-power (38.4 µW) 3.2
MHz oscillator for biomedical applications is obtained. The resulting accuracy after
trimming is ±0.25 % over a 20–60 ◦C temperature range. Due to the chopper, the
rms jitter is reduced from 524 to 455 ps.

In [92] two important noise sources in this multivibrator-based oscillator are
identified: the charging current and the reference voltage. The noise on the charging
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Fig. 4.18 The noise on the reference signal is directly translated to timing jitter on the next charging
curve

current is integrated on the capacitors and therefore causes a voltage and time offset.
The impact of the noise on the reference voltage is shown in Fig. 4.18. When the
voltage on the capacitor crosses the reference voltage, the latch is triggered, which
results in an ‘early’ or ‘late’ switching for a noisy reference voltage (or comparator).
As can be seen, the impact on the timing jitter increases for a lower charging slope
on the capacitor. The impact of this voltage noise, however, is related to the ‘hard
switching’ of the comparators and can drastically be reduced by switching more
slowly instead: the noise is averaged during the switching operation. In [92, 94] a
differential pair is used instead of a comparator. Due to the longer switching period
Tswitch, the jitter caused by the noise on the reference voltage is drastically reduced.
This results in a 0.8µm 1.5MHz oscillator with an rms jitter of 65 ps and a 150.7 dB
phase noise FoM. The power consumption at 5 V is 1.8 mW. Due to the linear
charging curves on the capacitor, similar to the previous implementations, a high
control linearity can be obtained. However, when Vref is lowered, this interacts with
the non-zero switching period, resulting in an increased nonlinearity. This shows the
trade-off between a high frequency range, a good control linearity and a low jitter.
Unfortunately, the absolute accuracy of this oscillator is not mentioned.

The implementation in [90, 91] uses a different principle compared to the previ-
ously presented implementations. In [91] it is explained that the minimum achiev-
able phase noise can only be achieved by decoupling the jitter and the comparator.
A schematic of the proposed oscillator is shown in Fig. 4.19. The working princi-
ple of the circuit is non-trivial: at the beginning C2 is charged to the level at which
Ids,M1 = I1. At this moment the current I1 is completely flowing through C1. The
voltage overC1 is increasing, until themomentVc2−Vc1 (the input of the comparator
on the right) drops below the reference level Vref ,1. As a result φ is activated: C2 is
toggled (Vc2 = −Vc2) and I2 is activated. Due to the sudden voltage drop at both
terminals of C1, M1 is completely switched off, and all the current I1 + I2 is flowing
to C2. Furthermore, I2 also transfers an amount of charge from C1 to C2. This goes
on until Vc2 − Vc1 rises above Vref ,1. At that moment I2 is switched off. During the
following moments, I1 is charging C2. When Vc2 is rising, M1 slowly opens until
Ids,M1 = I1 (at this point Vc2 = Vref ,2). C1 is charged further until φ is activated
again.
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Fig. 4.19 Schematic of a low-jitter relaxation oscillator. The frequency is determined by C2, I1
and the value of Vc2 at which the current through M1 is equal to I1, called Vref ,2. On the right the
output waveforms of a simulated Matlab model are shown. The output signal Vout is obtained by
putting Vc1 through a comparator. As can be seen, Vref ,1 (dashed line) has no impact on the timing
of the rising edges in the output signal

The interesting thing about this circuit is that the rising edge of the output signal
Vout (i.e. the moment when Vc1 becomes positive) is completely independent of the
current I2 and the reference voltage Vref ,1. To give an example: suppose that due
to noise or a variation in Vref ,1 an increased amount of charge is pushed back by
I2 through C1. This charge will result in a too fast increase of the capacitor voltage
Vc2. However, Vc2 always settles at the voltage at which Ids,M1 = I1 (Vref ,2) and the
‘early charging’ of C2 is compensated by an exactly equal discharge of Vc1, which
also has to be compensated for by I1. From the moment C2 is completely charged,
the timing of the rising edge Vc1 will therefore be exactly the same as expected. One
period is therefore completely independent of I2 or Vref ,1 and equal to the time it
takes for I1 to charge C2 to exactly 2 · Vref ,2. By using a (slow-switching) transistor
instead of a hard-switching comparator, this charge is determined very accurately
and noise-independently (the noise is averaged over the switching period). In [90]
this result in a 12 MHz oscillator with a phase noise FoM of 162 dB (compared to a
theoretical limit of 165 dB, see Table 3.1).

Another interesting property of this oscillator is its temperature dependency. After
analyzing the oscillator circuit, it can be seen that the oscillation frequency is equal
to:

fosc = 1

Tosc
= 1

Td + Vref ,2·C
I1

(4.77)

≈ I1
Vref ,2 · C

(4.78)

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 4.20 Block diagram of a
3-stage ring oscillator n1 n2 n3

where Td is the delay, or charge injection, caused by toggling the capacitor. Vref ,2 is
determined by the properties of the transistor and is therefore sensitive to temperature
variations.However, as described inSect. 4.2.3.2, onebiasingpoint exists atwhich the
combination of Vgs and Ids is temperature-independent (the ZTC point). When sizing
the transistor in such a way that the ZTC point exactly coincides with Vc1 = Vref ,2
and Ids = I1, a temperature-independent oscillation frequency is obtained. Due to
mismatch and process variations, however, it is impossible to obtain this biasing
without trimming or calibration. In [63] a ‘Wobble’ technique is presented to reach
this biasing point automatically by use of a dynamic feedback system.

4.4.3 Ring Oscillators

Ring oscillators, of which the frequency is also determined by a combination of a
resistor and a capacitor, can be considered as a special case of RC oscillators. Due
to their high speed, low noise and the possibility for tuning, they are widely used in
PLLs and clock recovery circuits [104, 127, 180, 181]. Most often, ring oscillators
are realized as a closed ring of an odd number of cascaded CMOS inverter stages.
This basic implementationmakes them, however, vulnerable to supply noise. In [104]
it is shown, however, that the impact on the phase spectrum of injected noise close
to some harmonics of the oscillator frequency is reduced by taking the correlation
between the oscillator stages into account. The impact on the amplitude spectrum,
however, does not benefit from this correlation. In [180] it is stated that supply or
tail-current noise is often the most dominant noise source in a ring oscillator. When
looking at the working principle, they can both be analyzed in the analog and the
digital domain. At startup, every inverter can be considered as an amplifierwith a pole
at its output. Thismeans that a small sine wave, for which the total phase shift is equal
to zero, propagates through the loop with an increasing amplitude. The frequency,
at this moment, can easily be calculated using the small-signal transfer function of
the inverter chain. Due to the typically high gain of a CMOS inverter, the amplitude
grows rapidly. From the moment the signal starts to clip, the oscillator behaves more
as a relaxation oscillator. Every stage has a delay td which is approximated by the
voltage swing of the inverter times the output capacitance divided by the current
through the inverter. The oscillating period is then 2 · n · td where n is the number of
inverter stages. The oscillation frequency drops slightly when going from harmonic
to relaxation operation (Fig. 4.20).

One of the drawbacks of a single-ended ring oscillator is the supply-noise sensitiv-
ity, the control nonlinearity and the limited output swing, which also depends on the
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control signal. To improve the noise sensitivity, and to obtain a larger differential
output signal, these oscillators can also be implemented using fully-differential
inverters. A standard differential pair, however, only improves the supply-noise sen-
sitivity. A better solution is to use a differential pair with a symmetrical load, as
proposed in [171]. This results in a drastically improved control linearity, making it
more suitable for use in feedback topologies. When using the correct biasing circuit,
also the output swing of the differential cell is held constant as a function of the
control and supply voltage, and the supply-noise sensitivity is reduced drastically
[25].

The schematic of a single delay cell is shown in Fig. 4.21 [244]. In this design
an open-loop compensation scheme is implemented. A bandgap reference is used to
obtain a reference voltage. This voltage is used to stabilize the supply voltage, which
is used by the other blocks. Another circuit is used to measure the Vth variation
over temperature and process variations. In this way, the control voltage Vctrl is
generated, which is used afterwards to generate Vb using a replica of the oscillator
stage. The resulting 3-stage 7 MHz ring oscillator has a ±2.6 % frequency deviation
over a −40 to 125 ◦C temperature span, over a 2.4–3 V supply voltage and over all
process variations without trimming (94 samples of 2 different batches). This is a
clear example of a second-level compensation technique.

The PVT effects can also be compensated for using a closed-loop approach
instead. An example of this is presented in [149]. Again, a bandgap reference is
used to generate a regulated supply voltage. The feedback uses a frequency to
voltage converter to measure the oscillator output frequency. This signal is com-
pared to a reference voltage (generated by the bandgap reference) and fed back to
the oscillator. In this way, a frequency deviation of ±0.05 % is achieved against a
supply variation of 1.2–3 V. The temperature deviation is 67 ppm/◦C over a −20 to
120 ◦C temperature span. The 10 MHz oscillator is processed in a 180 nm technol-

Vb

in+ in−

Vdd

Vctrl

Fig. 4.21 Schematic of a fully-differential delay stage with a symmetrical load as used in [244].
The delay can be controlled through Vctrl
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ogy and consumes 80 µW at a 1.2 V supply voltage (including the bandgap refer-
ence). Another closed-loop design, using a frequency to current converter instead,
is presented in [257]. This results in similar sensitivities as [149], however, using an
externally applied control voltage.

4.4.4 Other Implementations

Over the years, different alternative clock reference topologies were invented. Some
of them are discussed in this section. They are using different physical properties
of silicon or other materials. Nevertheless, as will be shown, they all depend on the
quantities discussed in Sect. 2.3. The oscillator structure itself is often not funda-
mentally different from previously discussed implementations. The implementations
below are an attempt to obtain an absolute accurate electrical parameter from the
silicon itself, which is afterwards used to implement a time reference.

4.4.4.1 Mobility-Based Frequency References

The mobility of the charge carriers in silicon depends strongly on the doping con-
centration and is an essential part of the MOSFET current equation (4.43) [40, 212,
219]. In [224] a circuit is presented that generates a current proportional to μn, as
shown in Fig. 4.22. The output current of the circuit can easily be derived by noting
that A2 in combination with the PMOS transistors result in a low-voltage current
mirror with a low input impedance. Transistor M2 is diode connected through A1 and
R0. Using the square-law MOS model (4.43), the output current can easily be shown
to be [224, 225]:

Iout = μn · Cox

2
· W2

L2
· V2

R(√
n
m − 1

)2 (4.79)

where n = (W3/L3)/(W4/L4) and m = (W1/L1)/(W2/L2) and μn is the electron
mobility. The main problem of using the electron mobility as an absolute reference
is its temperature dependency, as shown in (4.49). In the 65 nm CMOS technology
used in [225], measurements show that αμ is around −1.4 to −1.6. Although this
has to be compensated for by using a PTAT-dependent (externally applied) VR, the
main benefit of using the electron mobility is its matching properties.

The oscillator itself is a multivibrator similar to the one in Fig. 4.17, but using only
one chopped comparator. The frequency deviation of the 100 kHz oscillator over a
−40 to 85 ◦C temperature range compared to a T−1.6 trend line, is below ±1.1 %
after one-point trimming. When using a VR ∝ T (PTAT), the frequency deviation
over the same range is around ±2 %. The power consumption is 34 µW and the
supply voltage dependency is below ±1.1 % from 1.12 to 1.39 V. It is, however,
using 2.5 V thick-oxide devices to reduce gate leakage.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 4.22 Schematic of a mobility-based current source. The current I0 is based on an externally
applied reference voltage VR

In [227], the same authors present a similar oscillator with integrated bandgap
temperature sensor. This sensor, which was previously published in [226], has an
inaccuracy of only ±0.2 ◦C (3 · σ ) over a −70 to 125 ◦C temperature range and
consumes 10 µW. The output signal of the sensor is subjected to a nonlinear map-
ping, after which it is used to compensate for the temperature dependency in the
electron mobility. The digital logic for the mapping as well as for the temperature
compensation of the output frequency is done externally in an FPGA. The oscillator
and the temperature sensor are integrated on the same 65 nm CMOS die and con-
sume 51.12 µW from a 1.2 V supply. After one-point trimming, this design results
in a ±2.7 % frequency deviation over a −55 to 125 ◦C temperature range. This
is reduced to ±0.5 % when using two-point trimming instead. The sensitivity to a
changing supply voltage is not reported in this work.

Another interesting implementation of amobility-based oscillator is found in [71].
The proposed oscillator runs at 3.3 kHz and has an extremely low power consumption
of 11 nW at a 1 V power supply. Similar to the previous design, a current is generated
which is proportional to themobility. The circuit is shown inFig. 4.23.Mn1 is operated
in the triode region and therefore acts as a high degeneration resistance for Mn2 and
Mn3. The equilibrium of the circuit is reached when the loop gain, due to the local
feedback by Mn1, reduces to one.When Mn3 and Mn4 are operated in weak inversion,
VB is given by:

VB = k · T

q
· ln(N · J) (4.80)

It can be shown that the output current is equal to:

IB = KI · μn · Cox · Wn1

Ln1
· 2 · n ·

(
k · T

q

)2

(4.81)
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Fig. 4.23 Schematic of a mobility-based current source. By controlling the inversion level of Mn1,
the output current IB can be made PTAT

where n is the slope factor (see (4.44) and [219]) andKI can numerically be calculated
using the dimensions of Mn1 and Mn2, K and VB. By controlling the inversion level
of Mn1, the output current IB can be made PTAT.

This current is used to feed a low-power relaxation oscillator. The relaxation oscil-
lator uses only one capacitorwhich is charged using IB.When a reference voltageVref
is reached, the capacitor is flushed and the cycle restarts from the beginning. Using
a very similar circuit as the left two transistor branches of Fig. 4.23, Vref is (similar
to VB) generated and found to be PTAT too. This results in a rather temperature-
independent oscillation frequency. The oscillator itself is fed by a voltage regulator
to obtain a reduced supply current (0.8 V) and to reduce the power consumption.
A frequency deviation of 500 ppm/◦C is obtained over a −20 to 80 ◦C temperature
range. The frequency change over a 1–2.5 V supply voltage sweep is 3.5 %/V and
the absolute accuracy is 20 % (3 · σ ).

Note that theworking principle ofmobility-based oscillators themselves is not dif-
ferent from other oscillators. In the two presented circuits, the frequency is based on
a voltage, a current and a capacitor. Although the absolute matching of the mobility-
based current source is quite good, the temperature dependency is a huge drawback.
Although compensation of this is possible, this puts a lower limit to the reachable
accuracy over temperature, unless (external) digital matching circuits are used.

4.4.4.2 Thermal-Diffusivity-Based References

Different from the previous category, oscillators based on a thermal filter are fun-
damentally different from other oscillators. Instead of using the energy reservoirs
available in standard CMOS, the thermal capacity of the silicon substrate is used. In
[125] an electro-thermal filter (ETF) has been demonstrated using an on-chip heating
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Fig. 4.24 Schematic drawing of an ETF. The heater (H) is driven with a square wave: the heat
transfers through the silicon to the temperature sensors (S) which are laid out in circular pattern
around the heater

element in combination with a temperature sensor at a distance r. This is schemati-
cally drawn in Fig. 4.24. The heater in the center is driven with a square wave. The
heat transfers through the silicon towards the sensors (thermopiles) which are laid
out circularly around the heater. The delay or phase shift between the input and the
output signal depends on the geometry of the ETF and the thermal diffusivity Deff
of the silicon:

φETF ∝ r ·
√

fin
Deff

(4.82)

where fin is the applied input frequency. It is also shown that the thermal diffusivity
is accurately defined in pure silicon, but is also temperature-dependent [170, 246]:

Deff ∝ 1

T1.8 (4.83)

Due to the high thermal conductivity of the silicon, the output signal is, for a few
milliwatt at the input, typically in the order of several millivolt.

Due to the highly-accurate thermal delay of this structure, it can be used to lock
an oscillator in a frequency-locked loop (FLL). A block diagram of this structure is
shown in Fig. 4.25. In [126] a phase-domain sigma-delta modulator is used instead
of the phase detector and a digital sigma delta modulator is used to generate φref , the
reference phase angle based on the output of an on-chip bandgap temperature sensor.
In this way, the noise can be reduced (applying noise shaping) and the temperature
dependency of the output frequency is reduced drastically, both in the digital domain.
The ETF has been designed to obtain a 90◦ phase shift for a 100 kHz input at
room temperature. Due to process variations in the 0.7 µm CMOS process used, the
maximum mismatch is around 0.1◦.

The oscillator used is a simple multivibrator similar to the one shown in Fig. 4.17.
The charging current can be controlled to control the output frequency. The complete
system has been processed in a 0.7 µm CMOS process and consumes 7.8 mW, of
which 2.5mW is dissipated in the ETF. The frequency inaccuracy after a single-point
trimming at room temperature is ±0.1 % over a −55 to 125 ◦C temperature span
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Fig. 4.25 Schematic drawing of an FLL using an ETF. The VCO locks on the thermal delay of the
ETF, resulting in φETF = φref

(±11.2 ppm/◦C). The sensitivity to the 5 V supply voltage was unfortunately not
reported.

4.4.5 Comparison of the Different Topologies

In the previous section, different oscillator topologies have been discussed. All of
them have certain benefits and certain drawbacks, mainly depending on their topol-
ogy, as will be pointed out in this section. In Table 4.1, the specifications of 6 previ-
ously discussed state of the art oscillator circuits are shown. These numbers clearly
show the strengths and weaknesses. To demonstrate the fact that there ain’t no such
thing as a free lunch (TANSTAAFL), the specifications are also qualitatively com-
pared in a radar plot, Fig. 4.26. The length of the graph needed to describe a certain
topology can be considered as a quality measure. When the state of the art advances,
the circular plots on the graph move to the outside. Note, however, since most ref-
erences do not mention all numbers, this graph is only included to show the design
trade-offs. In Appendix D a complete overview of the discussed implementations is
found, ordered in 4 different tables.

First, the 3 LC implementations will be discussed. As mentioned earlier, LC
oscillators are typically used in RF applications, such as the local oscillator in a
receiver or transmitter, because of their phase noise performance. This is clearly
demonstrated in [155].An important drawback, however, is the high frequency,which
typically results in a high power consumption. Jou et al. [119] tries to avoid this by
using a current-reuse circuit. This results in an acceptable power consumption, be it at
the cost of a decreased noise performance. When looking at the long-term frequency
stability, McCorquodale et al. [178] demonstrates a feasible solution. Due to the high
core frequency and the used compensation circuitry, the power consumption increases
drastically, which also deteriorates the phase noise FoM. After trimming, however,
this results in a highly-accurate fully-integrated frequency reference, compliant with
USB 2.0. As a result of the inductor, the core area is significantly higher compared to
a relaxation oscillator.When looking at the field ofWSN, LC oscillators are typically
too power hungry. Although [119] is an attempt to solve this problem, it does not
report any values on PVT stability.

The ring oscillator in [149] has a low-frequency output and an acceptable power
consumption. Compensation circuits are used to reduce the PVT dependency, which
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Table 4.1 Comparison of some implementations from literature

[178] [119] [155] [149] [197] [126]

Topology LC harm. LC harm. LC ring Ring IV-C rel. ETF-FLL

Technology 350 nm 250 nm 130 nm 180 nm 65 nm 0.7 µm

Frequency 12–96 MHz 2.4 GHz 5.1 GHz 10 MHz 9–30 kHz 1.6 MHz

Power consumption 31.4 mW 80 µW 4.01 mW 80 µW 120 nW 7.8 mW

FoMPN (dB) 135.2 161 194.2 – – 119.2

Rel. volt. range∗ (%) 20 – – 85.7 75 –

Voltage sens. (ppm/%) 1.85 – – 11.7 240 –

Temp. range (◦C) −10 to 85 – – −20 to 120 0 to 90 −55 to 125

Temp. coeff. (ppm/◦C) 8.1 – – 66.7 22.2 11.2

Absolute accuracy (ppm) ±100 – – – – ±1,000

Core area (mm2) 0.22 0.59 0.73 0.22 0.03 6.75

Trimming Yes No No No No Yes

Phase Noise

Area

Power Consumption

Voltage Sens.

Temp. Sens.

[178], LC Harm.
[155], LC Ring
[197], IV-VV C Rel.

[119], LC Harm.
[149], Ring
[126], ETF-FLL

Fig. 4.26 Qualitative comparison of different integrated oscillator topologies from literature

results in a good temperature performance and awide temperature range. The voltage
dependency is good, however, only a small part of the 85.7 % voltage range can be
used to stay below the 100 ppm frequency change within one burst. The lowest
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power consumption is reported in [197], an IV-C relaxation oscillator. Again, the
temperature dependency is really low, at the cost of an increased supply voltage
dependency. This low-frequency oscillator is not suitable as a master clock on the
tag, nevertheless, due to its extremely low power consumption it can be used as a
watchdog timer in sleep-mode. Both the ring and relaxation oscillator have a small
area, which is, certainly in [149] mostly occupied by the regulation circuitry.

The last implementation [126]mainly focuses on temperature stability. The power
consumption as well as the phase noise performance suffer greatly from the use of the
ETF, which is a power-hungry building block. However, the temperature dependency
of this ETF-FLLarchitecture is highly process independent.After a 1-point trimming,
this results in a long-term stability comparable to [178], consuming only one-fourth
of the energy. In [178] a more advanced digital trimming scheme is used. Another,
less important, drawback is the chip area.

From this discussion, it appears that none of the reported designs fully meets
the required specifications for use on the wireless tag. The use of a standard LC
topology is out of the question as a result of its high (core) frequency, resulting in
a high power consumption. However, the non-common structure proposed in [119]
demonstrates that low-power LC design is possible. The PVT dependency, which
is inherently good for the LC tank itself, needs to be investigated further. Both the
implementations in [149, 197] show that good results can also be obtained relying
on integrated resistors and capacitors, often accompanied by a compensation circuit.
Finally, the table also shows that (1-point) trimming is unavoidable in applications
requiring an absolute accurate timing. Therefore, mostly RC implementations are
investigated in this work. In Chap. 6, a more exotic LC implementation is studied.

4.5 Conclusion

In this chapter, the different sources of long-term frequency drift have been inves-
tigated. Starting from an ideal-oscillator model, the impact of a frequency depen-
dent and distorted amplifier has elaborately been discussed. Afterwards, also the
linearity and temperature behavior of the available CMOS components, actives
and passives, has been studied, mostly using experimental data and models from
literature. Different measures and FoMs for frequency accuracy have been defined.
The remaining part of the chapter has been devoted to an exploration of the state of
the art of fully-integrated (standard CMOS) timing references. This finally resulted
in a comparison between the available oscillator topologies and a conclusion on their
applicability in WSNs.

http://dx.doi.org/10.1007/978-3-319-09003-0_6


Part II
Oscillator Designs for Temperature

and Voltage Independence

As pointed out in Part I, the spread on active components due to mismatch,
temperature, and other external parameters is large and difficult to control. These
effects are even more dominant in deep-submicron CMOS processes. Passive
devices, or at least their linearity and temperature dependency, are much more
predictable and controllable, providing a better starting point for an oscillator with
PVT-independence. In this part, six design cases to obtain a voltage- and/or
temperature-independent time value are studied and implemented.

In Chap. 5, two RC oscillator designs are discussed. The first design starts from the
principle that the frequency should only be determined by passive components (R, C,
or L) and that the influence of active components on the oscillation frequency should
be minimized. It will be shown that at low supply voltages this methodology becomes
difficult or even impossible. Therefore, a second RC oscillator design is designed,
using control circuitry to keep the transistor parameters as constant as possible.

In Chap. 6, a completely different approach is taken. Instead of using a low-Q RC
tank, an LC tank is used. Due to the high Q factor of the bondwire inductor, the energy
losses in the tank are extremely small. As a result, the impact of the amplifier can
drastically be reduced. In order to keep the power consumption as low as possible, an
alternative ‘pulsed’ driving technique was developed. This results in a highly tem-
perature- and voltage-independent low-power oscillator.

The designs in Chap. 7 do not rely on the absolute accuracy of a free-running
oscillator anymore. A low-quality oscillator is built and injection-locked to an
external RF reference clock. Two designs are discussed: the first locks to the carrier
frequency and the second locks to an AM-modulated clock signal. In both cases this
results in an exact low-power clock reference. The second design can also be used as
an ultra-low-power AM-PSK receiver.

The last chapter of this part, Chap. 8, uses an oscillator as a sensor interface. To
obtain a temperature- and voltage-independent sensor value, a ratio of two time
values is used rather than an absolute time value. Simulations show that the proposed
interface topology scales properly towards deep-submicron CMOS technologies.
This design was implemented in 40 nm CMOS.

http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_6
http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_8


Chapter 5
Design of Two Wien Bridge Oscillators

In 1939, William Redington Hewlett, finished his master’s degree thesis entitled
‘A New Type Resistance-Capacity Oscillator’ at the Stanford University. The oscil-
lator made use of the RC network originated by Max Wien in 1891 [316]. One of the
main problems to obtain a proper sine wave at the output was the amplitude control:
if the gain is too low, no oscillations occur, if the gain is too high, a square wave
appears at the output. Hewlett proposed the following solution: ‘For the variable
resistance, a small tungsten lamp may be used. It is a well-known property of such
lamps that as the current through them increases, the filament warms up, thereby
increasing the lamp resistance.’ By putting a light bulb in the feedback network, the
gain automatically drops when the amplitude increases. This very first Wien bridge
oscillator was commercialized together with David Packard as the HP 200, the very
first product HP ever built.

5.1 Introduction

It has previously been shown that oscillators can be based on different passive
components. Since a low-power, low-frequency time reference is desired in low-
powerWSNs, RC-based oscillators are preferred rather than the LC-based topologies
[218, 224]. A solution is found using a well-known harmonic oscillator structure:
the Wien bridge oscillator [22, 32, 219]. As will be shown, however, the classical
Wien bridge design using an operational amplifier is not suitable when external para-
meters such as supply voltage and temperature are varying. Therefore, an improved
topology was developed, making use of a common-source amplifier instead. The use
of this improved topology is applied in two design cases; a temperature-independent
as well as a voltage-independent Wien bridge oscillator. The target specifications of
both oscillators were previously summarized in Table1.1. Note, however, that both
oscillators address either temperature or supply voltage stability.

This chapter is organized as follows. The next section contains a discussion on the
classicalWien bridge topology and its drawbacks in nanometer CMOS technologies.
Afterwards, in Sect. 5.2, the development of the first topology is discussed. This
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oscillator is mainly important for its temperature independence. In this oscillator, the
output frequency only depend on the passive (RC) feedback network. The amplitude
regulator incorporated in the oscillator is investigated in Sect. 5.2.2. The noise prop-
agation in the Wien bridge is discussed in Sect. 5.2.4. In Sect. 5.3 a second oscillator
implementation is discussed, focusing on the supply voltage dependency. Since the
design goals of both oscillators are completely different, it is difficult to make a
comparison between both. Therefore, at the end of each section, each oscillator is
compared to other state of the art implementations, focusing on the circuit novelties
and strengths. Finally, in Sect. 5.4, a global conclusion is drawn.

5.1.1 The Wien Bridge Oscillator

The Wien bridge oscillator is a commonly used RC (or RL) oscillator topology,
previously introduced in Sect. 4.4.1.2. The Wien bridge oscillator is a harmonic
oscillator consisting of 2 building blocks: an amplifier and a passive RC-feedback
network. A generic schematic of an RC Wien bridge oscillator is shown in Fig. 5.1.
The transfer function of the feedback network is written as:

H(s) = s · R · C

1 + 3 · s · R · C + s2 · R2 · C2 (5.1)

It can be seen that, for an ideal Wien bridge oscillator, an amplifier stage with a gain
of 3 is needed to obtain a stable oscillation (see Theorem 2.2). This results in the
following oscillation frequency:

f = 1

2 · π · R · C
(5.2)

where R and C are the values of the resistors and capacitors in the feedback network.
In the basic implementation (Fig. 5.1) the amplifier consists of an opamp and two

C
R

C R

−

+

Amplifier Feedback network

Fig. 5.1 Conventional Wien bridge topology using a passive feedback network and an opamp. Due
to the feedback resistors, the amplifier has a gain of 3

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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feedback resistors to adjust the gain to 3. The Q factor of this harmonic oscillator is
easily extracted from (5.1):

Q = 1/3 (5.3)

The other calculation methods presented in Sect. 2.5.1, based on the phase and the
gain of the feedback network, result in the same Q factor.

5.1.1.1 Frequency-Determining Factors

It is clear that, when using an ideal opamp in combination with two resistors to
control the gain, the oscillation frequency only depends on the passive RC network
(Sect. 4.2). If a temperature-independent oscillation is required, this network should
consist of temperature-insensitive passive components. In most modern CMOS tech-
nologies, N- and P-poly resistors andMiM-capacitors are available. The temperature
dependency of the capacitors is considered to be negligible (Sect. 4.2.4). Since the N-
andP-poly resistors have a positive and a negative first-order temperature dependency
respectively, a combined resistor with only remaining second-order temperature
dependence is obtained. It appears that all of these components have a high linearity.

5.1.1.2 Implementation Non-idealities

Using a non-ideal opamp introduces a finite output impedance and possibly also
a phase shift in the transfer function. The output impedance becomes part of the
feedback circuit, thereby becoming a determining parameter for the oscillation fre-
quency. Since the output resistance of the transistors changes considerably with
temperature and supply voltage, and the pole frequencies in the amplifier (control-
ling the phase shift of the amplifier) are also affected, this poses a serious problem
to obtain a PVT-independent oscillation. The opamp therefore becomes the critical
part of the oscillator circuit. A PVT-stable oscillator using the conventional Wien
bridge topology implies the use of a very high-performance opamp or alternative
opamp configurations [22]. This, in turn, severely limits the low-power operating
capabilities of such a circuit.

The impact of process variability makes matters even worse. The gain, output
impedance and phase shift will have wide distributions, which has a large impact on
the absolute accuracy of the oscillation frequency. To avoid this trade-off between
power consumption, PVT stability and absolute accuracy, a new oscillator topology
has been developed.

5.2 The Temperature-Independent Wien Bridge

The goal in this design is to obtain an oscillator of which the output frequency
solely depends on the temperature-independent passives in the circuit. Indeed,
by using an N- and P-poly combination, a first order temperature-independent

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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resistance is obtained, based on their respective temperature coefficients. More-
over, the temperature variation of both N- and P-poly resistors is only 2% over
a temperature span of 140 ◦C. In case of a 10 % resistor mismatch, this results in a
temperature dependency of only 0.2%, which corresponds to an extra 14 ppm/◦C.
As will be shown in Sect. 5.2.2, this is only one third of the deviation caused by the
amplitude regulator. In the used 65 nm CMOS technology, the optimal ratio of the
ideal N- to P-poly resistance was simulated to be approximately 2/3. The resulting
temperature coefficient (36 ppm/◦C) allows its use in a temperature-stable oscillator
topology.

5.2.1 Basic Amplifier Structure

As explained in the previous section, the amplifier is the critical component in the
Wien bridge oscillator. The requirements can be summarized as follows: (1) a con-
stant output impedance, (2) no phase shift at f = f0, and (3) a non-inverting voltage
gain of 3. It is clear that these conditions have to be preserved under changing tem-
perature and process variability.

The amplifier can easily be realized using a simple common-source transistor
M1 with drain resistor, as shown in Fig. 5.2. The drain resistor R becomes, together
with the output resistance of the transistor r0, part of the feedback network. Since
the total output resistance Rtot = R‖r0 determines the oscillation frequency and r0
strongly varies with temperature, Rtot should only be determined by the temperature-
stable resistor R. This is achieved by maximizing the output resistance of the ampli-
fier r0 by adding two cascode transistors (Fig. 5.4). In this way the total equivalent
resistance Rtot is almost independent of r0, the output resistance of the transistor
branch.

The phase shift of the amplifier should be minimized at the oscillation fre-
quency and is determined by the pole frequencies of the amplifier. Since poles exist
at the sources of the cascode transistors, their sizes should be limited (W/L =
3×0.475µm/0.565µm). A solution to the inverting behavior of the amplifier is
found in cascading two (inverting) amplifiers with feedback network, as shown in
Fig. 5.3. The result is a loop of two Wien bridge oscillators. A differential signal is
found between the output nodes of the two amplifiers.

Fig. 5.2 Schematic and
small-signal model of a
common-source amplifier
with drain resistor

R

vin

vout

R

r0

vout

gm · vin
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R

gm · v2 r0

C

C R

v1

R

gm · v1 r0

C

C R

v2

Fig. 5.3 Small-signal model of the improved Wien bridge oscillator Topology

5.2.1.1 Stability of the Voltage Gain: Source Degeneration

In a Wien bridge oscillator, a voltage gain of 3 is required. The voltage gain of the
common-source amplifier is calculated to be:

A = gm · (R‖r0) (5.4)

where gm is the transconductance of the transistor. As stated before, the output
resistance of the transistor branch r0 is maximized, resulting in an amplifier output
resistance determined by resistor R, which is strongly temperature-independent. In
contrast, the transconductance of the transistor gm varies as much as 35 % over a
temperature range of −40 to 100 ◦C, resulting in a large fluctuation of the gain. In
order to stabilize this gain, source degeneration is used. Using this technique, the
transconductance of the amplifier becomes:

gm,deg = gm

1 + gm · Rdeg
≈ 1

Rdeg
(5.5)

which is largely determined by the source resistor Rdeg = 11.94 k�, a temperature-
independent component (Fig. 5.4). This source degeneration also results in an
increase of the output resistance by a factor (1 + gm · Rdeg), which is favor-
able. Apparently there is a trade-off between the magnitude and the temperature
stability of the transconductance. As the transconductance of a transistor can be
written as:

gm = 2 · Ids

Vgs − Vth
, (5.6)

then an increased current through the common-source transistor is needed to enhance
gm and gm,deg. Since, given a certainDC-biasing, the output resistance drops inversely
proportional to the transistor current, the amplifier gain (equal to gm,deg · R) is not
affected by the increased biasing current.
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Fig. 5.4 Complete amplifier used in the Wien bridge oscillator

5.2.1.2 Increase of the Gain: Current Bleeding

A solution to the previous problem is found in the current bleeding technique.
Using this technique, extra current can be delivered to the common-source tran-
sistor (increased gm), without increasing the current through the cascodes (output
resistance preserved) and output resistor R. To minimize the impedance reduction at
the current bleeding node, two cascode transistors Mb1, Mb2 are added to the inserted
current sources Mb3 (see Fig. 5.4). The resulting amplifier has a temperature-stable
voltage gain of 3. Due to the high output impedance of the transistor branch (the
transconductance amplifier), the output impedance of the amplifier is equal to R.

5.2.1.3 Controlling the Output Resistance: Gain Boosting

To increase the output resistance of the transconductance amplifier even more, gain
boosting is applied to both cascode transistors. This results in an additional increase
of the output resistance with a factor which is approximately equal to A, being the
voltage gain of the gain-boosting amplifier. More important in this implementation,
however, is the fact that gain boosting also has a positive effect on the phase shift of
the amplifier: since the impedance at the source of the gain-boosted cascode transistor
is reduced, its pole shifts towards a higher frequency. This reduces the phase shift of
the amplifier at the oscillation frequency significantly and the amplifier can be used
up to higher frequencies.
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For reasons of compatibility with the differential architecture of the oscillator, the
gain-boosting amplifiers have been implemented as fully-differential amplifiers. The
gain-boosting amplifier used on the lower cascode is shown in Fig. 5.5. The input
(vin,+, vin,−) and output (vout,−, vout,+) terminals are respectively connected to the
sources and gates of the cascode transistors, as shown in Fig. 5.4, which presents the
complete amplifier. The gain-boosting amplifier used on the upper cascode is similar,
but uses a NMOS differential pair. Due to the limited supply voltage in 65nm, capac-
itive coupling between the output of the gain-boosting amplifiers and the gate termi-
nals of the cascode transistors is used. The resulting amplifier is shown in Fig. 5.4.

The Bode plot in Fig. 5.6 shows that the active frequency span of the gain-boosting
amplifiers (Againboost) ranges from 200kHz to 100MHz (dashed lines). In addition,
the reduction of the source impedance of the cascode transistors (Zsource,casc) near
the oscillation frequency is also shown on the graph. Finally, the overall gain of

vin,+vin,−

Vb

vout,−vout,+

Fig. 5.5 Gain-boosting amplifier for the lower cascode transistors

Fig. 5.6 Bode plot showing
the gain of the gain-boosting
amplifiers and the complete
amplifier. The source
impedance of the cascode
transistors is also shown. The
dashed lines indicate the
active region of the gain
boosters

fosc = 6MHz

Aamplifier (V/V)

Zcasc, source (105Ω)

0.1Againboost (V/V)
0.0

1.0
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the amplifier (Aamplifier) is visualized. The overall phase shift is below 0.4◦ up to
a frequency of 24MHz and below 2.1◦ at 48MHz, resulting in a negligible phase
shift at the oscillation frequency of 6MHz. Note that even in a 48MHz oscillator,
the amplifier should hardly have an influence on the oscillation frequency.

Under all circumstances the simulated ratio between the transistor branch output
resistance and the output resistor value R is higher than 1,000.

5.2.1.4 Guaranteeing the Absolute Accuracy

A lot of design decisions have been made to reduce the influence of the transistor
branch on the oscillation frequency. Since this frequency is purely dependent on
the passives in the feedback network, the accuracy of f0 depends on the spread of
these component values. In a CMOS technology, the spread of passive components
is due to their bigger size typically significantly smaller compared to active compo-
nents [198]. Furthermore, the absolutematching performance usually becomes better
towards deep submicron due to the increasing resolution of lithography [23, 147]. In
the worst case, the numbers presented in Sect. 4.2.4 (based on a 130nm technology),
are used. The expected mismatch in oscillation frequency (5.2) resulting from these
figures within one wafer is about 1.1%. The expected wafer-to-wafer frequency mis-
match is 10–15 times higher [27]. Therefore, for each wafer some trimming could
possibly be required.

5.2.2 The Amplitude Regulator

Tomake sure that the output impedance of the transistor branch remains high, the tran-
sistors have to operate in the saturation region. Furthermore, as shown in Sect. 4.2.2,
any distortion on the output signal results in a frequency shift due to the harmonic
work imbalance and needs to be avoided. This means that the output amplitude has to
be limited prior to the deformation of the output signal. As shown in Sect. 2.2.3, this
is only possible with a nonlinear circuit which influences the gain of the feedback
amplifier.

Typically, an amplitude-regulation circuit consists of three parts: (1) measurement
of the amplitude by peak detection, (2) integration of the peak signal on a capacitor,
and (3) feedback to the gain of the amplifier. As described in [270], one of the main
problems of an amplitude regulation using peak detection is its instability. A first pole
in the feedback network can be found in the integrator. The second pole appears due to
the delay between the gain adaptation and the amplitude change.This is, in a harmonic
oscillator, a consequence of the finite Q factor of the resonator (Sect. 2.2.3). Further-
more, it has been shown that an instability in the amplitude regulation will cause a
time-varying shift on the oscillator’s frequency.Certainly in applicationswhere a high
frequency accuracy is required or where down-mixing is used, this is not acceptable.

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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5.2.2.1 Proposed Solution and Implementation

One solution to copewith this under-damped feedback system is to provide a shortcut
around the second pole for high amplitudes. If the peak-detection circuit immedi-
ately influences the oscillation amplitude, this shortcut is realized. In the proposed
amplitude regulator, the signal peaks are compared to a reference voltage Vref which
is generated using a replica of the amplifier (Fig. 5.7). If the peaks are too high, the
signal will leak through the source of the peak-detecting transistorsMc,1,Mc,2.When
the regulator network is in stable operation, only a very small peak current is running
through these transistors, which makes the input impedance of the measuring circuit
very high. The increased leakage current over temperature causes a small linear tem-
perature coefficient of the input impedance. The larger the peak detection transistors,
the more stable the amplitude regulator, but the higher the temperature-dependent
leakage current will be. Good results have been obtained with a transistor size of
3 × 0.65 µm/3 µm.

The adaptation of the gain is done by adding a transistor between the two differen-
tial amplifier branches (between the sources ofM1 andM ′

1 in Fig. 5.4). This transistor
controls the resulting source degeneration resistance, which in turn controls the gain.
One important benefit of this technique is that it does not influence the DC operating
point of the circuit, only theACgain is altered in this way. The influence on the output
resistance is negligible due to the shielding by the gain-boosted cascode transistors.
Figure5.8 shows the voltage gain as a function of the gate voltage of the ‘bridge’

Mc,1 Mc,2

Vb1C

voutvout

vreg R
eplica

Fig. 5.7 Schematic of the amplitude-regulator circuit
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Fig. 5.8 Gain of the amplifier as a function of the voltage applied to the bridge transistor

transistor. By using a transistor of W/L = 0.3µm/0.1µm, a very wide tuning range
(A = 2.25 . . . 3.5) is obtained.

The complete amplitude-regulation circuit with peak-detection transistors Mc,1
and Mc,2, integration capacitor C, amplifier replica and feedback amplifier is shown
in Fig. 5.7.

5.2.3 Complete Circuit

Using the different components discussed in the previous sections, the complete
oscillator is now constructed. The schematic can be seen in Fig. 5.9, where the gain-
boosting amplifiers and the amplitude-regulator circuit have been left out, to increase
clarity. The current drawn by the input transistor is 10µA, of which 60% is flowing
through the cascode transistors. The remaining 40% is supplied through the current
bleeding. The total power consumption, biasing included, is 66µW at a supply volt-
age of 1.2V. The feedback circuit, with a resistor value of 50k� and a capacitor value
of 530 fF, is designed to obtain an oscillation frequency of 6MHz. At both outputs,
two cascaded source followers have been added to provide a sufficient buffering of
the signal. These are not drawn in Fig. 5.9.

5.2.4 Phase Noise Performance

Although the circuit was originally not designed for phase noise performance, it
is interesting to identify the different noise sources. In this way it is possible to
predict the noise behavior as a function of the power consumption and other design
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Fig. 5.9 Complete schematic of the Wien bridge oscillator. The gain-boosting amplifiers and the
amplitude-regulator circuit are omitted for clarity reasons

parameters. Also the difference between the standard single-loop topology and the
differential structure is investigated.

5.2.4.1 Noise in the Transconductance Amplifier

In a first step the resulting noise of the transconductance amplifier is modeled as
a single current noise source in,A at the output. This equivalent noise current is a
combination of the most important noise sources in the amplifier (Fig. 5.10). Three
different noise sources are drawn: a voltage source vn,1/f at the input,which represents
the flicker noise at the gate-semiconductor interface and two current sources, in,tr and
in,Rdeg , which represent the channel noise and the resistor noise respectively. As stated
in [219], the noise of the cascode transistors and gain-boosters is negligible compared
to the noise of the input transistor. Because the current sources for the current bleeding
are not conducting any AC current, their dimensions and output resistance can be
maximized in order to minimize the noise. This makes them negligible in the noise
calculation. Consequently, the transfer functions of the different noise sources to the
amplifier’s output current can be calculated. The resulting noise contribution of the
source resistor to the output noise is given by, using (3.3):

i2n,Rdeg,out = 4 · k · T

Rdeg
·
(

gm · Rdeg

1 + gm · Rdeg

)2

= 4 · k · T · g2m · Rdeg

(1 + gm · Rdeg)2
(5.7)

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 5.10 Main noise sources in the transconductance amplifier

where k is the Boltzmann constant. The noise contribution from the transistor itself
is caused by two complementary sources. The flicker noise is (3.10):

i2n,tr,1/f ,out = K

W · L · C2
ox · f

· g2m
(1 + gm · Rdeg)2

(5.8)

which is inversely proportional to f and where K is a transistor parameter dependent
on the technology node. The other contribution of the input transistor is white channel
noise and is given by (3.9)1:

i2n,tr,out = 8 · k · T

3 · gm
·
(

gm

1 + gm · Rdeg

)2

= 8 · k · T · gm

3 · (1 + gm · Rdeg)2
(5.9)

Note that the input transistors are rather large (W/L = 5×0.5µm/3.4µm) to
enhance their flicker noise behavior and eliminate the short-channel effects, which
also have an influence on the transistor noise. The rms current of the resulting noise
source in,A at the output of the transconductance amplifier is calculated as the sum
of these 3 contributions.

5.2.4.2 Noise Propagation in the Feedback Network

The noise of these different noise sources (amplifier and resistors in the feedback
network) is then propagated and filtered by the feedback network. To calculate the

1 The source, gate and drain resistance are not taken into account. They are considered to be
negligible compared to Rdeg.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 5.11 Small-signal schematic of the differential oscillator. The noise contributions of the ampli-
fier are grouped in i2n,A. Note that vout = v1 − v3

different noise contributions to the output, it is necessary to calculate the transfer
function of the feedback system from the noise injection points to the differential
output. The small-signal network including the different noise current sources is
given in Fig. 5.11. In this figure i2n,A represents the estimated resulting noise con-
tribution of the amplifier. Starting from this circuit and assuming that the voltage
gain of each amplifier is equal to 3, the transfer functions from the noise sources to
the output can be derived. The transfer function for the noise source (i2n,r2 ) to the
differential output is given by:

Hn1(s) = −(s · R · C + 3) · R

s2 · R2 · C2 + 1
(5.10)

The transfer function for a current source at the output of the transconductance ampli-
fier (the noise contribution of the output resistance i2n,r1 and of the amplifier itself
i2n,A) to the differential output is equal to:

Hn2(s) = −(2 · s · R · C + 1) · R

s2 · R2 · C2 + 1
(5.11)

Note that in the case of a constant oscillation frequency, the transfer function is pro-
portional to the resistor R in the feedback network. The noise transfer functions are
plotted in Fig. 5.12. These transfer functions are also valid for the noise sources in a
single-ended system (Fig. 5.13). The differential system contains twice asmuch noise
sources than the single-ended oscillator. Due to the double output amplitude, the SNR
at the output is therefore a factor of 2 better in the case of the differential system.
Other important benefits of the differential structure compared to the single-ended
structure are a lower sensitivity to supply and ground noise and a lower distortion of
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Fig. 5.12 Bode plot of the noise transfer functions. The sharp peak is the resonance frequency of
the closed-loop system
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Fig. 5.13 Small-signal schematic of a single-ended Wien bridge oscillator. The propagation of the
amplifier noise to the output is proven to be the same as in the differential case. Note that vout = v1

the output signal. Note, however, that the increased SNR is at the cost of an increased
power consumption, which results in exactly the same phase-noise FoM.

5.2.4.3 Resulting Output Noise According to Leeson

The noise value at the differential outputs can be calculated as the overall noise
power of the different noise sources. Each (quadratic) noise contribution is multi-
plied by 2 and by its transfer function. The noise at the differential output is then
approximated by:

v2n,diff =
( K

W · L · C2
ox · f

· g2m
(1 + gm · R)2

+ 4 · k · T · g2m · Rdeg

(1 + gm · Rdeg)2

+ 8 · k · T · gm

3 · (1 + gm · R)2
+ 4 · k · T

R

)
· 2 · |Hn2(s)|2

+ 4 · k · T

R
· 2 · |Hn1(s)|2 (5.12)
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At high frequencies, the first term in this equation is inversely proportional to the third
power of the frequency. Often it is believed that this noise contribution is responsible
for the 1/f 3 spectrum close to the output frequency. This implicitly assumes an up-
conversion mechanism of the 1/f noise, which is unfortunately not present in the
theory of Leeson. In the above equation, close to the oscillation frequency, the first
term is negligible. The other contributions are inversely proportional to the square
of the frequency and are therefore dominant in this region.

5.2.4.4 Resulting Output Noise According to Hajimiri

When using the LTV theory of Hajimiri instead, a mechanism exists to elucidate
the 1/f 3 behavior close to the oscillation frequency (see Sect. 3.4). To calculate
the resulting output spectrum, the ISF must be calculated. When looking at the
Wien bridge feedback network, this appears to be a difficult task. The sine wave
present on both capacitors is not in phase, which makes the normalization of the
state variables (see Sect. 3.4.3) and the definition of qmax non-trivial. Therefore, the
ISF has been simulated using a Matlab model of the Wien bridge oscillator. Since
the ISF only depends on the waveform, the feedback amplifier can be implemented
using a tanh function with a gain around 3 to avoid distortion. Since the definition
of qmax is ambiguous in this case, the ISF is normalized to vmax, the maximum
voltage difference at the output. This number is, naturally, proportional to qmax. The
simulated ISF is shown in Fig. 5.14. The rms value of both ISF functions is equal to:
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Fig. 5.14 ISF of the Wien bridge oscillator, normalized to the maximum output voltage vmax. Two
curves are shown, one for the input node and one for the output node of the feedback amplifier. In
the lower graph, the output waveform of the oscillator is shown
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Γrms,out = 3.10e + 12 rad · V/C (5.13)

Γrms,in = 4.38e + 12 rad · V/C (5.14)

Note that Γ is not dimensionless in this case, due to the different normalization.
As expected from the previous section, the ISF at the corresponding nodes in the
differential amplifier is exactly equal to that of the single-ended implementation. This
was also confirmed by simulations. As can be seen in the figure, the most important
contributions come from the noise sources close to the oscillator output frequency.
When the distortion at the output node increases, also the contributions around higher
harmonics become important (see (3.24)). Interesting to note is the fact that the ratio
betweenboth rmsvalues is equal to

√
2,which is exactly the ratio ofHn1(s) andHn2(s)

in the neighborhood of the output frequency. Thismeans that the resulting phase noise
can also be calculated by first transforming all the noise sources to the amplifier
output, after which only ISFout needs to be simulated (or equivalently at the input).

The resulting phase noise in the 1/f 2 region can now be calculated using (3.33):

L (�ω) = 10 · log
⎛
⎜⎝

i2n,out
�f · Γ 2

rms,out

2 · v2max · �ω2 +
i2n,in
�f · Γ 2

rms,in

2 · v2max · �ω2

⎞
⎟⎠ (5.15)

where i2n,out and i2n,in represent all the physical noise sources at the output and input
node of the amplifier respectively (see Fig. 5.11).Note that, similar to the results of the
noise model of Leeson, the differential case has a 2-fold increase of the noise power.
The output power, however, increases 4 times, which results in a 3 dB increase of the
output SNR. The up-conversion of the 1/f noise mainly depends on the DC value of
the ISF, as shown in (3.35). When assuming a lowly-distorted output waveform, this
term is assumed to be negligible. Furthermore, as seen in Sect. 3.6, the 1/f 3 noise
only weakly contributes to the cycle-to-cycle jitter.

5.2.4.5 Impact of the Amplifier Design

An important question is what will happen to a design with a different current in the
amplifier. When the frequency is kept constant and the DC voltages of the circuit
remain equal, gm is proportional to the current and inversely proportional to the
resistors R and Rdeg in the amplifiers. As a result, the gain of the amplifiers does
not change and the Barkhausen criterion remains fulfilled. Since the frequency is a
constant and proportional to R · C, R is inversely proportional to C.

gm ∼ C ∼ Ids (5.16)

R ∼ Rdeg ∼ 1/Ids (5.17)

When the biasing current is doubled, the noise transfer functions (Leeson) are divided
by two. During simulation it appears that also the ISF is inversely proportional to the
size of the capacitors in the feedback network. The current noise density, however,

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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doubles with the current increase (3.3). Looking at (5.12) and (3.33), this results in
both cases in a linear increase of the noise with the increasing current.

Assuming that the active area (W · L) of the input transistor scales linearly with
the current (the transistor length stays constant), the contribution of the transistor
flicker noise is inversely proportional to the power consumption. Moreover, the con-
tributions of the resistors and the transistor to the total noise power are inversely
proportional to the drain-source current of the input transistor. To enhance the phase
noise performance at frequencies close to the output frequency, the width of the
input transistor has to be enlarged. Considering Fig. 5.6, this can be done as long as
the amplifier bandwidth is high enough and its phase shift remains negligible. For a
fixed power consumption, one can also try to lower the noise by changing the DC
biasing of the circuit. By lowering the resistors for a given current, however, the
output amplitude is decreased. This keeps the Signal to Noise Ratio (SNR) at the
output almost constant. In Sect. 5.2.5.2, the measured phase noise performance will
be discussed.

5.2.5 Measurement Results

The complete circuit has been designed and processed in a 65nm mixed-signal/RF
CMOS technology. The capacitors used are MiM-capacitors. Resistors are imple-
mented as a combination of N- and P-poly resistors. Note that no trimming or
calibration has been used. The active area of the chip, including biasing and output
buffers, measures 200µm×150µm and is shown in Fig. 5.15.

5.2.5.1 Temperature Stability

During measurements, 7 samples from one batch have been characterized. The oscil-
lation frequency is 5.998MHz with a standard deviation of 53kHz (0.88%), both
measured at room temperature. Figure5.16 shows the temperature dependency of the

Fig. 5.15 Chip
photomicrograph of the
implemented Wien bridge
oscillator

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 5.16 Measured frequency deviation as a function of temperature for different samples. The
frequency was normalized at 20 ◦C; some samples did not work at 120 ◦C

oscillation frequency for different samples in a temperature range from 0 to 100 ◦C.
A linear frequency dependency of 86.1ppm/◦C exists, which corresponds very well
to the simulated value of 81–92ppm/◦C, including process corners. This temperature
dependency ismostly due to the input resistance of the amplitude regulator. However,
this dependency can be compensated by the resistors (Sect. 5.2.5.3). Note that this is
a second-level technique, whichmakes it vulnerable tomismatch between the actives
and passives and possibly has unexpected results. The amplitude of the output signal
remains constant, proving the correct operation of the amplitude regulator.

5.2.5.2 Noise Performance

In addition to the frequency stability, the phase noise of the oscillator (as defined
by [101, Eq. (2)]) is also extracted with a single-sideband measurement using a
Rhode and Schwarz FSIQ26 Spectrum Analyzer. In Fig. 5.17, the measured phase
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Fig. 5.17 Measured phase noise as a function of the carrier frequency offset for 3 different samples
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noise density (L (�f )) is represented as a function of the frequency offset from the
carrier (f0) for three of the measured samples. The noise measurements are done at
room temperature. At an offset frequency of 10 kHz and 100 kHz a phase noise of
respectively−73, 7 dBc/Hzand−94, 6 dBc/Hz ismeasured at the output of the chip.
On this figure, the simulated noise is also indicated (thick black line). Apparently,
the measurements correspond very well to the simulations.

To compare the phase noise performance with other designs, the Figure of Merit
(3.70) is calculated. This FoM compares the ratio of the the noise performance at a
relative frequency offset to the power consumption Pdiss, mW of the circuit. Consider-
ing the conclusions of Sect. 5.2.4.3, increasing the oscillator power consumption will
not have any influence on the FoM. At a frequency offset of 100 kHz, the following
result is obtained:

FoMPN = 10 · log
(

f 20
�f 2 · L (�f )

· 1

Pdiss, mW

)
= 142 dB (5.18)

Note that the measured data includes the noise added by source followers (SF),
used as output buffers, on the chip. Since the noise performance of a source follower
is very poor [219], this adds a noise floor to the oscillator output spectrum. However,
it is observed that also the simulated noise in the 1/f 2 region was affected by the
addition of the source followers,whichmakes the results questionable. To the author’s
believe, this is caused by the fact that these transistors add a load capacitance to the
oscillator outputs. This causes extra losses in the tank and an asymmetry in the tank
capacitors, resulting in a higher necessary loop gain to preserve the oscillation. Apart
from this, it is observed that part of the output noise is coupled through Cgs to the
oscillator output node. This noise is transformed into an 1/f 2 spectrum afterwards.
The simulated noise of the oscillator itself, without the source followers as output
buffer, is 5–8 dB below the phase noise at the output of the source followers. In this
case, the equivalent value of the oscillator’s phase noise FoM at a frequency offset
of 100 kHz is:

FoM = 10 · log
(

f 20
�f 2 · L (�f )

· 1

Pdiss, mW

)
= 148−150 dB (5.19)

The question is, however, if this effect is as dominant in the measured prototype as
at simulation time. Simulations show that a strong dependence exists on for instance
the biasing and load of the output buffers. The deterioration of the noise performance
should be avoided by a better design of the output buffers.

5.2.5.3 Possible Improvements

Since the simulated temperature behavior corresponds very well to the measured
behavior, an improvement to the temperature dependency of the measured circuit

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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is simulated. In this circuit, the temperature coefficient of the amplitude regulator
is compensated for by adding an opposite, first-order temperature coefficient in the
resistors of the feedback network. This results in a simulated temperature depen-
dence of 28–33ppm/◦C, which corresponds to the second-order temperature coeffi-
cient of the resistors (36ppm/◦C). Remember that the reported frequency mismatch
is far below the predicted values in Sect. 5.1.1.1. However, before implementing this,
somemore samples should bemeasured to characterize the wafer-to-wafer mismatch
accurately.

5.2.5.4 Comparison to the State of the Art

The most important properties of the circuit are listed in Table5.1. In Table5.2,
a comparison is made between the presented circuit and some recently published
temperature-stable and low-noise oscillators. The proposed topology appears to per-
form very well in a deep submicron CMOS technology. The temperature stability at
an ultra-low power consumption is high compared to the other references. Compared
to other low-Q resonators and relaxation oscillators, the phase noise performance is
rather good [90, 101, 211]. No trimming or calibration has been used to obtain the
reported results.

5.2.6 Conclusion on the Temperature-Independent Wien
Bridge Oscillator

An improvedWien bridge topology has been developed, realizing a fully-integrated,
low-power (66µW), precise (σf0 =0.88%), temperature-independent(86.1ppm/◦C)
oscillator. Advanced design techniques have been used to obtain a high-performance
oscillator, of which the specifications are listed in Table5.1. The measured tempera-
ture dependency and phase noise performance correspond very well to the simulated

Table 5.1 Overview of some
key properties

Technology 65nm CMOS

Frequency 5.998MHz

Power consumption 66µW

Temperature coefficient 86.1ppm/◦C
Absolute accuracy 53kHz (0.88%)

Phase noise −73, 7dBc/Hz@10 kHz

−94.6 dBc/Hz@100 kHz

Phase noise FoM 142 dB

Area 200µm × 150µm
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Table 5.2 Comparison to the state of the art for the temperature-independent oscillator

References Type Tech. f T sens. P FoM Trimming/

(MHz) (ppm/◦C) (µW) (dB), (5.18) Calibration?

This work RC 65nm 6 86 66 µW 142 No

[178] LC 0.35µm 12 12 31 mW 150 No

[275] Relaxation 0.5µm 11.6/21.4 303 400 µW – Yes

[231] Ring 0.6µm 0.68 106 400 µW – No

[244] Ring 0.25µm 7 400 1.5 mW – No

[90] Relaxation 65nm 12 – 90 µW 162 No

[94] Relaxation 0.8µm 1.5 – 1.8 mW 150.7 No

[72] Relaxation 1.2µm 148 1, 000 1.1 mW 146 No

[225] Relaxation 65nm 0.1 103 41.2 µW – Ext. PTAT ref.

[195] Relaxation 0.13µm 2 417 3 µW 139.7 Yes

values. As already mentioned, the frequency of the oscillator strongly depends on
the linearity and output impedance of the amplifier. For high amplitudes, this poses
a problem, which results in the need for an amplitude regulation. Similar problems
arise when the supply voltage drops. This forces the cascode transistors into the
linear region, resulting in a decreasing output resistance. Note that the power con-
sumption and the temperature stability approach the target specifications, previously
summarized in Table1.1. It can, however, be concluded that the transistor stacking
used in this design is not suitable for low supply voltages. Moreover, it will be seen
that making an oscillation frequency independent of transistor parameters is hard or
even impossible at low, varying supply voltages.

5.3 The Supply Voltage-Independent Wien Bridge Oscillator

As shown in the introduction (Chap.1), one of the main problems in RFID tags
using energy scavenging is the power supply, see Fig. 1.15 and [52]. When the RFID
tag is operational, the energy reservoir is discharged and the supply voltage drops.
Since most of the (digital) circuitry on a tag can run at low speed, this voltage drop
and low supply voltage should not be a problem. However, for localization and
communication issues, an accurate time reference is needed [157, 272]. Moreover,
the lower the minimum operating voltage (Vmin) and the power consumption of the
circuitry, the longer the circuitry is able to work.

In this section, the design of an ultra-low-power, supply-independent clock ref-
erence is presented. Similar to the previous design, the circuit is based on a Wien
bridge feedback network. Section5.3.1 describes the problem of the changing sup-
ply voltage for different oscillator topologies. Afterwards, the proposed low-power
oscillator is discussed in Sect. 5.3.2. Next, Sect. 5.3.3 discusses the used voltage and
current regulator. The temperature dependency of the oscillator is briefly investigated
in Sect. 5.3.4. In Sect. 5.3.5 the measurement results are presented and compared to
state of the art designs. Finally, Sect. 5.3.6 concludes.

http://dx.doi.org/10.1007/978-3-319-09003-0_1
http://dx.doi.org/10.1007/978-3-319-09003-0_1
http://dx.doi.org/10.1007/978-3-319-09003-0_1
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5.3.1 The Oscillator Topology

To make a supply-independent time reference, two possibilities exist: (1) make the
time reference itself independent of the supply voltage, using for instance voltage-
independent RC or LC resonators, or (2) build a voltage regulator serving as a stable
voltage source to supply a low-voltage, possibly voltage-dependent, time reference.

5.3.1.1 Voltage-Independent Time References

Theproblemwith a varying supply voltage is that the transistor properties changewith
it (Sect. 4.2). Switches become slower when the supply voltage drops and amplifier
properties such as the transconductance and the output resistance are sensitive to
the changing DC biasing conditions. These changing transistor parameters have an
influence on the oscillation frequency.

To eliminate the influence of the active components in a harmonic oscillator, an
ideal, voltage-independent amplifier is needed or the influence of the amplifier on
the oscillation frequency has to be negligible. As shown in Sect. 4.4.1, this can be
done using a high-Q LC tank. Unfortunately, this typically results in high frequencies
and an increased power consumption [178]. Similar to the previous design, also an
RC topology can be used. However, when the supply voltage drops below 0.5V,
the use of cascode transistors and gain-boosting is hardly possible. Furthermore, a
high output impedance cannot be obtained because of the low drain-source voltage
Vds. Alternatively, also a relaxation oscillator can be used. It is observed, however,
that the nonlinear circuitry (using transistors) is also sensitive to the reduced supply
voltage, making Td significant in (4.76). In this way, the frequency is affected by
the changing supply voltage, even if the main frequency-determining components
(mostly a capacitor and a resistive element) are kept constant.

5.3.1.2 Regulating the Supply Voltage

Another way to build a voltage-independent time reference is by using a low-dropout
(LDO) voltage regulator. Typically a regulator consists of a voltage reference, an out-
put transistor and a feedback amplifier (see Fig. 5.18). The output resistance of the
regulator is equal to the r0 = VE · L/I of the output transistor MOUT divided by the

Fig. 5.18 An LDO regulator
typically consists of a voltage
reference, an output transistor
and a feedback amplifier

ZL

−

+

Vref

Vin

Vout

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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loop gain. Hence, this output resistance becomes frequency-dependent. Furthermore,
since Vds changes drastically as a function of the power supply, the output resistance
r0 changes and also the gain of the feedback amplifier is voltage-dependent. A high
loop gain and bandwidth, or a low r0 is required to keep the output resistance low
and diminish the influence of the regulator on the oscillator. This, however, will lead
to an increased power consumption.

Still, there is anoption to cancel out the influenceof the regulator’s changingoutput
resistance.When a constant current is drawn from the regulator and the output voltage
is kept constant, the output resistance is no longer influential. The challenge is to
build an oscillator which has a constant power consumption over time. In the case of a
relaxation oscillator, a constant power consumption is difficult or even impossible to
achieve due to the non-linear switching. Harmonic oscillators on the other hand can
be built with only linear components. Some differential topologies with a constant
power consumption are available as demonstrated in the previous section [53, 219].
Therefore, this approach is used now to build a supply-independent time reference.

5.3.2 The Proposed Oscillator

Similar to the previous design, a Wien bridge oscillator is used. The oscillation
frequency is given by (5.2). As explained earlier, amplifiers with a high gain and a
low output impedance are difficult to realize in low-power and low-voltage operation.
Therefore, in the proposed solution, the forward amplifier is a cascadeof two inverting
common-source amplifiers and the resistors in the feedback network are equal to the
output resistance of the amplifiers, see Fig. 5.19. The parallel resistor to ground in the
feedback network is implemented by a dummy amplifier. Both the output resistance

Vi,reg

Vv,reg

Vrep

Replica Oscillator

vout

Fig. 5.19 The used Wien bridge oscillator. The resistors in the feedback network are implemented
by the output impedance of the amplifiers. Vv,reg and Vi,reg are biasing voltages, both delivered by
the regulator circuitry
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and the capacitance of these low-power amplifiers become a part of the feedback
network. For the biasing of the circuit, a replica, biased by the regulators (Sect. 5.3.3),
is used.As discussed in Sect. 5.3.1.2, the output resistance of the regulators influences
the oscillation frequency if the oscillator has a time-varying power consumption.

5.3.2.1 Coupling Two Oscillators

To overcome the problem of the changing regulator’s output resistance, a differential
structure is proposed: a combination of two oscillators oscillating in opposite phase.
In the previous design this differential oscillating structure is built by cascading
two amplifiers and two RC feedback networks. In the ideal case, this structure is
completely differential. However, any mismatch between the amplifiers or feedback
networks disturbs the phase shift of 180◦ between the two oscillators. Using Simp-
son’s formula, one can easily prove that, for a small deviation, the variation on the
drawn current is proportional to the phase shift, 2 · δ, between the oscillators:

sin(ω · t + δ) − sin(ω · t − δ) = 2 · sin(δ) · cos(ω · t)

≈ 2 · δ · cos(ω · t) (5.20)

Since in this design a cascade of two inverting amplifier stages is used, it is possible
to couple the in-phase nodes of the two oscillators oscillating in opposite phase
with coupling capacitors (see Fig. 5.20). To draw a constant current through the
biasing current sources, each current source is shared by two differentially oscillat-

Vi,reg

Vv,reg

Vrep
C

C

C

vout vout

CcCc

Fig. 5.20 The two oscillators are coupled in opposite phase by the coupling capacitors Cc. Note
that the current sources of the differentially oscillating amplifiers are shared to draw a constant
current over time. The biasing voltage Vrep is delivered by an amplifier replica; Vv,reg and Vi,reg are
biasing voltages, both delivered by the regulator circuitry
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ing amplifiers. The coupling capacitors Cc are in the order of 20 fF, which makes
careful layout and parasitic extraction necessary. If any mismatch appears between
the twooscillators, the resulting oscillation frequency is in between the two individual
oscillator frequencies. However, both oscillators are always oscillating in opposite
phase and the current consumption stays constant over time. Compared to the pre-
viously presented cascaded oscillator, the ripple on the drawn current is much lower
for a capacitor mismatch of 10%. The exact factor depends on the biasing current
and so on of both oscillators.

The amplitude is controlled by the output resistance of the amplifiers, which
decreases when the output amplitude increases. Because of the highly-regulated
supply voltage, this results in a stable output amplitude. Adding an amplitude
regulator in this case has little or no impact on the frequency stability, since this
regulator has no influence on the temperature stability of the amplifiers’ output
resistances.

5.3.2.2 Operating in Weak-Inversion

Due to the low-power and low-voltage operation, the transistor devices in the ampli-
fiers have a very low Ids and Vgs −Vth, which makes them operate in weak inversion.
In this operating region, Ids has an exponential behavior as a function of Vgs − Vth,
instead of the quadratic behavior in the saturation region (4.43 and 4.44). The fol-
lowing equation describes the behavior of a transistor in weak inversion. Note that
also the dependency of the transconductance gm on Vgs − Vth is exponential [219]:

Ids,wi = ID0 · W

L
· e

Vgs−Vth
n·k·T/q (4.44)

where ID0 and n are technology constants, T is the absolute temperature, k is the
Boltzmann constant and q is the charge of a single electron. An important drawback
of a transistor in weak inversion is the sensitivity of the DC biasing to transistor
mismatch, process variations and temperature. To counter the process variations,
as will be seen in the following sections, replica biasing is used. To improve the
matching between the transistors every transistor is split into four parts and laid out
in a way that the current flows in four directions (see Sect. 5.3.5). In this way the
systematic mismatch is reduced [12, 220]. The temperature dependency on the other
hand is a transistor property, which can of course not be solved by layout techniques.
Although the temperature dependency of the oscillator is high (Sect. 5.3.4), for now
it is assumed not to be a problem in the targeted application, since the temperature
stays more or less constant during the short operation period of the tag.

Another drawback of ultra-low-power circuits is the noise. Due to the high
impedance on the nodes in the circuit, a lot of noise is observed. Also the use of
transistors in weak inversion has an impact [214, 277]. This noise contributes to
the noise at the output and is translated to phase noise and jitter. However, in RFID

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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applications where the UWB pulses are used for localization, the distance measure-
ment is hardly disturbed by the jitter of the oscillator [157, 272].

5.3.3 The LDO Regulator

To obtain a constant supply voltage for the oscillator, a voltage regulator is needed.
The used regulator is shown in Fig. 5.21 and is based on the reference circuit on the
left [42]. The output voltage of the reference, Vref , is determined by the threshold
voltages of M1 and M2. The leakage current of the NMOS transistors in cutoff is
less than 150 nA. When the supply voltage varies from say 1.4 to 0.4V the output
voltage drops from 337.4 to 334.2mV. Since this variation is still 1%, a voltage and
a current regulator are combined to further increase the stability.

5.3.3.1 The Voltage Regulator

One of the advantages of the LDO regulator used is the voltage reference which is
part of the feedback amplifier (see Fig. 5.21). Due to the extremely low current in
the regulator branches, the DC loop gain of this regulator is around 114 dB. The
gain-bandwidth of the loopgain in the feedback system is around 820 kHz. Similar
to the voltage reference itself, the output voltage of the regulator only drops 3 mV
with an input voltage drop from 1.4 to 0.4V. Figure5.22 shows how the current
regulator is nested within the voltage regulator. To keep the feedback loop of the
voltage regulator stable, a Miller capacitor [219] is used to connect the gate of the
output transistor to the output.

M1

M2

Vref

M1

M2

M ′
1

M ′
2

M ′′
1

M ′′
2

Mout

Vreg

ZL

Vin

Fig. 5.21 The voltage regulator is based on the Vth-based voltage reference on the left. The output
voltage is determined by the threshold voltages of M1 and M2
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M1
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M3
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M2

M1

M2

Vin

Vin

Vv,reg

Vi,reg

Vrep

Current Regulator Replica Amplifier

Voltage Regulator

Ireg

Fig. 5.22 Two regulators are used to provide a stable output voltage and current to the oscillator.
The current regulator is directly connected to a replica of the amplifier used in the oscillator. The
output current of the regulator only changes 0.02% over a 1V voltage drop

5.3.3.2 The Current Regulator

The current regulator has the same topology as the voltage regulator. Because of
the lower voltage headroom, the cascodes are left out. This regulator is directly
connected to a replica of the amplifier used in the oscillator. In this way the current
regulator controls the biasing current sources in the oscillator. The DC loop gain in
the current regulator is equal to 43.3dB and the gain-bandwidth is 978kHz. Due
to the combination of two regulators, the current regulator output voltage and the
amplifier’s biasing current vary less than 0.02% over a 1V supply voltage drop. This
is shown in Fig. 5.23. As can be seen, the output frequency variation is extremely
low when the supply voltage varies. Around 0.4V, the failure of both regulators is
clearly visible. The frequency curve as a function of the supply voltage is horizontal.
The nominal simulated oscillation frequency is around 36.3MHz. After parasitic
extraction, the simulated frequency drops to around 30MHz. As will be seen when
discussing the prototype chip, the measured frequency is even 20% lower. This is
probably caused by process variations and/or the fact that most transistors are biased
in an outer corner of the transistor model (also a significant difference was notices
between HSpice and Spectre simulations of the same circuit). The dip in the output
frequency in Fig. 5.23 around 1V, is probably caused by similar problems.

The loopgain of both regulators (Tv,reg and Ti,reg) and the power-supply rejection
ratio (PSRR) at the oscillator’s output are plotted in Fig. 5.24. The current and voltage
regulator have a phase margin of 70 and 58◦ respectively. These graphs are simulated
at a supply voltage of 1.0V. Around 0.4V, however, the loop gain drops and the
PSRR vanishes. Also, in these regulators most of the transistors are biased in weak
inversion. The benefit of this is the low power consumption and the high DC gain
in the feedback loop. Because of the high sensitivity of the circuit to the threshold
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voltage of transistors M1 and M2, in this first prototype, the bulk of these transistors
can be disconnected from the ground node. In this way, the bulk voltage (and Vth) of
both the voltage and the current regulator transistors can be controlled from outside.
Although a frequency mismatch was measured compared to the simulations, this
feature appeared not to be necessary during the measurements to obtain a working
oscillator. It was therefore only used for test reasons.

5.3.4 Temperature Dependency of the Voltage-Independent
Oscillator

To illustrate the fact that making a temperature-independent frequency based on tran-
sistor parameters is difficult at low voltages, also temperature simulations have been
carried out. Although it was not the goal to do any measurements on the temperature
performance, the simulated behavior learns a lot about the required methodology
at measurement time as well as the interpretation of the measurement results. The
oscillation frequency is determined by a capacitor and the output resistance of the
amplifier. This output resistance, on its turn, depends on the transistor parameters
and the DC operating point, determined by the regulators. In Fig. 5.25 the tempera-
ture variation of the output voltages of both regulators and of the output current of
the current regulator is shown together with the oscillator frequency. Although the
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Fig. 5.25 Simulated output deviation of the regulators as a function of temperature. The upper
graph shows the output voltage of the regulators. In the lower graph, the output current and the
resulting oscillator frequency are shown
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output voltages depend on the threshold voltage of a transistor, they are rather stable.
The output current, on the other hand, strongly depends on temperature. This has an
impact on the output resistance of the amplifiers. It can be concluded from this graph
that this is the main cause of the huge temperature dependency of this oscillator. The
temperature dependency is in the order of 104 ppm/◦C.

To solve this artifact, one can try, instead of putting the replica as a reference
load for the current regulator, to use a temperature-independent resistor. The results
of these simulations are shown in Fig. 5.26. Hardly any improvement is observed.
The output voltage as well as the current through the replica are still sensitive to the
temperature. Furthermore, due to the mismatch between the resistor and the replica,
the effect on the frequency is much more unpredictable. No significant influence,
however, is noticed on the voltage sensitivity of the oscillator.

This temperature dependency has a huge impact on the measurement setup. It
seems hardly possible to measure the oscillator output frequency without taking the
impact of the temperature into account. Therefore, a measurement setup has been
built to (1) generate fast (down to 1 to 10ms) supply voltage transients of which the
results are averaged over a high number of sweeps and/or cycles, and (2) to control
the temperature accurately. To obtain this, the samples are bonded in a DIL-package,
which results in a significant thermalmass. Furthermore, a PIC-controller and digital-
to-analog converter (DAC) are used to generate the fast supply voltage drops. Note
that in the intended Pinballs application, a wireless RFID tag which transmits short
(0.5ms) bursts, the temperature can be assumed to be constant during each burst
operation.
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Fig. 5.26 Simulated output deviation of the regulators as a function of temperature when a resistor
is used as the reference load of the current regulator. The upper graph shows the output voltage of
the regulators and the voltage over the replica. In the lower graph, the output current through the
oscillator replica and the resulting oscillator frequency are shown
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5.3.5 Measurement Results

The oscillator has been designed in a triple-well 0.13µm CMOS technology with
low-threshold devices and 1.5 fF/µm2 MiM-capacitors. A chip photomicrograph is
shown in Fig. 5.27; the active area measures 200µm×150µm. Due to the mismatch
between the devices in weak inversion (Sect. 5.3.2.2), upscaling the devices was
necessary. A point-symmetric layout, with every current flowing in four directions,
was drawn to improve the matching, see Fig. 5.28.

Twelve samples of the same batch have beenmeasured in a temperature-controlled
measurement setup and worked over a supply voltage range from 0.4 to 0.4 V. The
maximum frequency variation was only 104 ppm over this span, when averaged over
a high number of supply voltage sweeps to obtain the required resolution and smooth
curves. The measured oscillation frequency was 24MHz, which is suitable for UWB

Fig. 5.27 Chip photomicrograph of the proposed voltage-independent oscillator; the active area
measures 200µm×150µm

Fig. 5.28 The layout of the oscillator core is built completely point-symmetrically. Every current
is flowing in four directions to reduce the systematic influence of the silicon crystal and other
non-isotropic influences
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Fig. 5.29 Relative frequency deviation of the measured oscillator samples. On the right, the oscil-
lation frequency of each sample at 1 V is reported. The maximum frequency variation is 104 ppm
over the 0.4–1.4V supply voltage span

applications. Figure5.29 shows the normalized frequency of the different samples
as a function of the supply voltage. Also the simulated frequency drift is shown on
this graph. Although the temperature of the measurement setup is held constant, the
measured frequency drift can possibly be explained by an (intra-die) temperature
drift due to the increased power dissipation in the regulators. In the insertion on the
right, the center frequency at 1V is given for each sample. The measured difference
between the oscillation frequencies at 1V is 466 kHz or 2% over the 12 samples.
When a higher absolute accuracy is needed, this can be achieved by trimming the
center frequency. However, unless a better temperature behavior is implemented first,
this is of no use. The oscillator works without any external biasing except for the
supply voltage. No trimming or calibration was used to obtain the reported results.

Since the oscillator (including the regulators) has a constant current consumption
of 37µA, the power consumption decreases proportionallywith the supply voltage. If
the supply is delivered by a capacitor, the voltage on the capacitor decreases linearly
due to the constant current. The average power consumption of the oscillator from 1.4
to 0.4V is then 33µW. A separate supply voltage was used for the on-chip output
buffers, as these are not needed in a real RFID-tag. In Table5.3, a comparison is
made with other state of the art oscillators. Only [178], a high-Q LC oscillator, has
a lower voltage sensitivity. Due to the ultra-low-voltage capabilities, however, the
power consumption of our design is the lowest compared to the other designs. Note
that this is also the only implementation working over this wide voltage range.
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5.3.6 Conclusion on the Voltage-Independent Oscillator

In this section, a supply voltage-independent oscillator has been developed. Because
of its intended application, i.e. use on an autonomous RFID tag, the available energy
is extremely limited. The fact that it can work at low supply voltages (down to 0.4V),
makes it suitable for use in applications where for instance RF scavenging is used.
Two nested regulators are used to generate a 230mV stable supply voltage for the
oscillator, resulting in a 104ppm/V supply voltage dependency. This supply voltage
dependency closely approaches the target specifications which were previously sum-
marized in Table1.1. The most important drawback is the temperature dependency,
which is in the order of 104 ppm/◦C.

5.4 General Conclusion

This chapter has described the development of two Wien bridge oscillators. During
the first design it has been shown that a temperature-independent frequency reference
can be obtained by making the oscillation frequency independent of the transistor
parameters. For this purpose, a novel amplifier topology has been developed start-
ing from a common-source amplifier. Cascode transistors and gain-boost amplifiers
have been used to obtain an extremely high output impedance, which is negligible
compared to the frequency-determining resistors in the feedback network. In order
to control the signal amplitude, an amplitude regulator is used. This prevents the
cascode transistors to come out of the saturation region.

The second design is intended for use on an autonomous wireless sensor node.
Therefore, it needs low-voltage operation, whichmakes cascoding and gain-boosting
impossible. This results in an oscillation frequency which does depend on the tran-
sistor parameters. It is mainly the output resistance of the used amplifiers which
is dominant in this case. Two regulators are used to keep the DC biasing of the
amplifiers constant over a changing supply voltage. This has resulted in a highly
supply voltage-independent oscillator. The output resistance of the amplifier, how-
ever, strongly depends on temperature. Therefore, also the application field of this
oscillator is limited.

Because of the different specifications of both oscillators, they have been com-
pared to other state of the art implementations at the endof each section (seeTables5.2
and 5.3). At the end of this work, in the conclusion chapter, a comparison is per-
formed between all designed oscillator implementations and the target specifications
(Table1.1). In the following chapter, an oscillator topology is demonstrated which
overcomes both the temperature and the supply voltage dependency. As will be
seen, a high-Q resonator makes it much easier to get rid of temperature- and voltage-
dependent transistor parameters, be it at the expense of chip area and/or non-complete
monolithic integration.

http://dx.doi.org/10.1007/978-3-319-09003-0_1
http://dx.doi.org/10.1007/978-3-319-09003-0_1


Chapter 6
The Pulsed Oscillator Topology

When the director of an orchestra wants to know the correct tone height, he takes his
tuning fork out of his pocket and hits it to his lectern. Although the tuning fork is only
excited during a very short time, it can be used as an extremely accurate frequency
reference. Due to the lack of any amplifying components, the frequency only depends
on the mechanical properties of the high-Q resonant tank. When a small flute is used
instead, the tone height is affected by the applied air flow, which results in a less
accurate frequency reference.

6.1 Introduction

In the previous chapters, it has been shown that making an output frequency indepen-
dent of PVT variations costs a lot of effort. Generally speaking, this is not caused by
the variations of the tank components themselves (passives), but by voltage- and/or
frequency-dependent parasitics in the feedback amplifier. To reduce the influence of
the amplifier, a high-Q tank can be used. In this way, the energy losses in the tank
are low, and the amplifier only has a minor impact on the resulting output waveform.
In standard CMOS, the only available high-Q tank is an LC tank. This, however,
typically results in a high-frequency oscillator, which drastically increases the power
consumption of the oscillator circuitry. Furthermore, as shown in Sect. 4.4.1.1, for
reasons of linearity, bandwidth, symmetry and supply noise, this often results in a dif-
ferential topology, which doubles the power consumption. In this chapter, to counter
these drawbacks, an alternative LC oscillator topology is investigated. The target
specifications of the designed oscillator were previously summarized in Table 1.1.

Instead of using a standard harmonic oscillator, a pulsed-harmonic oscillator
topology is proposed. The high-Q LC tank is not driven continuously. Instead, it
is pulsed, after which a decaying oscillation appears at its output. As soon as the
output amplitude drops below a certain level or when a certain number of cycles is

© Springer International Publishing Switzerland 2015
V. De Smedt et al., Temperature- and Supply Voltage-Independent Time References
for Wireless Sensor Networks, Analog Circuits and Signal Processing 128,
DOI 10.1007/978-3-319-09003-0_6
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counted, a new pulse is applied to the tank. As a result of this driving technique,
the power consumption of the oscillator circuitry can be lowered tremendously. This
is mainly because the continuously driving feedback amplifier is avoided. Also, the
dependency on voltage- and temperature-dependent transistor parameters is lowered
further since the driving transistors are only active in a small part of the oscillation
period. During the remainder of the oscillation period, the LC tank is free-running.

When only looking at the free-running cycles of the oscillator, the phase noise
is mainly determined by the quality factor of the LC tank. However, when a pulse
is applied to the tank, the oscillation period is affected. Not only the phase noise
performance suffers from this event, but also the output frequency of the oscillator is
disturbed. The main drawbacks of this oscillator topology are therefore, depending
on the application, the shape of the output waveform and its impact on the phase
noise performance. Both of them are investigated below.

The chapter is organized as follows. The next section briefly describes theworking
principle and building blocks of a pulsed-harmonic oscillator. Section 6.3 focuses
on the possible tank topologies, their transfer function and transient behavior. Next,
in Sect. 6.4, the influence of the applied pulses on the frequency of the oscillator is
investigated. Section 6.5 discusses the phase noise behavior of a pulsed oscillator.
The implemented LCoscillator is presented in Sect. 6.6. In Sect. 6.7 themeasurement
results are presented. Conclusions are drawn in Sect. 6.8.

6.2 The Pulsed-Harmonic Oscillator Topology

Figure 6.1 shows a block diagram of a generic pulsed-harmonic oscillator. The main
components of the oscillator are the tank, the amplifier and a counter to count the
tank’s output periods. After a certain number of cycles, the digital logic activates the
pulse generator. The generated pulse is injected in the tank, typically this is done by
an NMOS switch. This results in a waveform similar to Fig. 6.2.

Vdd

Tank

Gnd

−

+

5-bit Counter

Digital LogicPG

Fig. 6.1 Block diagram of a pulsed-harmonic oscillator. Instead of a negative resistance or gm,
only an NMOS switch is used to drive the tank. PG is the pulse generator
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Fig. 6.2 Simulated output waveform of a pulsed LC oscillator. Between pulses the amplitude is
decaying due to the losses in the LC tank

6.2.1 The Energy Tank

The frequency-determining component of the oscillator is the energy tank. Most
integrated electronic energy tanks are RC or LC tanks. Other, external, tanks can be
based on a ceramic resonator, e.g. a quartz crystal, or MEMS. Some commonly used
tuned networks are shown in Fig. 6.3. Without loss of generality, the crystal can also
be modeled as a series RLC tank in parallel with a capacitor [219, 278], as shown in
Fig. 6.4. How and if the different tanks can be used in a pulsed-harmonic oscillator
topology depends on the implementation of the tank and the Q factor. Apart from
that, also the temperature and supply voltage dependency is determined by the tank.
In Sect. 6.3, a more detailed analysis of the tank is performed.

6.2.1.1 The Amplifier

The functionof the amplifier is to detect the oscillation signal and to amplify it towards
the input of the counter. Besides the tank, this amplifier is themost energy-consuming
part of the oscillator. As will be seen in Sect. 6.6.2, a very simple amplifier design
is used in order to save energy. The main drawback of the used amplifier, which is a
cascade of an NMOS differential pair and two differentially biased CMOS inverters,

Vin

R

C

R

Gnd

VOut

C

Q

L

C

Rs

Q′

Q

Q′

Fig. 6.3 Someof the possibilities to build a tuned network.RCandLCnetworks are commonly used
in fully integrated oscillator implementations. Crystals can only be used as an external component
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Q
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Q

L

Cs

Rs

Q′

Cp

Fig. 6.4 A crystal can be modeled by a series LRC circuit with a capacitor in parallel [219]. This
parallel capacitor Cp is mainly caused by the parasitics of the casing

is the limited gain and gain-bandwidth. This results in a limited capability to detect the
small signals of the tank. On the other hand, by putting more effort in the amplifier
design, by using a more complex, regulated topology or by improving the gain-
bandwidth for the same output load, the power consumption will increase. Therefore,
a trade-off exists between the number of free-running cycles, corresponding to a
smaller output signal of the tank, lower supply voltages and a more low-power
opamp design.

6.2.1.2 The Counter

The counter counts the periods of the amplified tank signal. Also for this building
block many topologies are available in literature. Since the operation of the oscillator
only depends on the toggling speed of the least significant bit, in most cases a down-
counting ripple counter can be used. As will be seen, a feed-forward signal path is
implemented in order to control the pulse length and the moment of impact more
accurately. This, together with the output switch, will be discussed in more detail in
Sect. 6.6.4. The flip-flop specifications are not that important except for the power
consumption and the clock speed, which for the first flip-flop is equal to the frequency
of the tank. The used TSPC flip-flop has a power benefit and, as will be explained
in Sect. 6.6, can work with a clock signal which is not full swing [135]. This choice
therefore relaxes the specifications of the preceding amplifier.

6.3 Transient Behavior of the Energy Tank

To understand and predict the behavior of the tank, a more detailed study is needed.
In a first step, an n-th-order transfer function is analyzed. In the remainder of this
section, the focus is on second-order, real energy tanks. For the case of a pulsed-
harmonic oscillator, the transfer function or impulse response is an almost exact
prediction of the oscillator’s behavior.
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6.3.1 The n-th Order Transfer Function

A resonant tank can be described by its current to voltage transfer function, i.e. its
complex impedance. The most commonly used harmonic tanks can be described
by a second-order transfer function. There are, however, many higher-order tanks
available too. Therefore, a general n-th-order approach is taken here. The general
equation of an n-th-order transfer function looks as follows:

H(s) = P(s)

Q(s)
= amsm + am−1sm−1 + · · · + a1s + a0

bnsn + bn−1sn−1 + · · · + b1s + b0
(6.1)

It can be assumed that n > m; if not, P(s) can be divided by Q(s) to obtain a quotient
and a remainder [114]. The zeros of the system are determined by the quotient and the
remainder; the poles are only determined by the denominator of the remainder. Note
that the number of poles always equals the number of zeros; m > n means that there
are m − n poles at infinity. Since the quotient, which is a polynomial in s, translates
to a sum of Dirac impulses and its derivatives in the time-domain impulse response,
the oscillatory behavior of a harmonic tank is determined by the poles of the system.
Moreover, for real electronic systems with limited output swing, the question is if a
Dirac impulse and its derivatives are a valid output and the missing poles are really
at infinity. Real systems always have a finite output swing and bandwidth. Without
loss of generality it is therefore assumed that n > m. Before performing the inverse
Laplace transform on the transfer function, H(s) is split in partial fractions. In the
general case, the denominator has real roots, pi, as well as pairs of complex conjugate
roots ci and c∗

i . Each of these can have a multiplicity ri or si. When writing the partial
fraction form of (6.1) with n > m, this results in:

H(s) =
∑

i

ri∑
j=1

Ki j

(s − pi) j
+

∑
i

si∑
j=1

[
Li j

(s − ci) j
+ L∗

i j

(s − c∗
i )

j

]
(6.2)

where Ki j and Li j are called the residues. Using the inverse Laplace transform, the
impulse response in the time domain can be written as:

h(t) =
∑

i

ri∑
j=1

Ki j t j epit

j !

+
∑

i

si∑
j=1

[Li j tkecit

j ! + L∗
i j t

j ec∗
i t

j !
]

(t ≥ 0) (6.3)

To interpret this impulse response, one has to understand the meaning of the different
terms it contains. To obtain a stable system, which is always the case for a passive
energy tank, it is clear that all the poles are located in the complex negative half
plane, i.e. pi < 0 and �(ci) < 0 for all i and j . This means that all real exponential
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envelopes in the impulse response are decaying. The real poles of the system only
result in exponential (decaying) functions, which do not overshoot nor oscillate.
Hence, since the focus is on oscillators, these decaying terms are neglected. The
complex poles on the other hand result in exponential functions with a complex
exponent. Using Euler’s formula these terms are understood to be exponentially
decaying oscillations.

6.3.1.1 Bode Plot Versus Impulse Response

The question at this moment is whether it is possible to predict the behavior (impulse
response) of a pulsed tank from the Bode plot of the system. One can conclude from
(6.2) that the poles close to the imaginary axis have more influence on the amplitude
behavior than the poles with a more negative real part [78]. This is because of the
exponential functions in the impulse response which decay rapidly. However, in
[173] it is stated that the dominance of a pole is determined by the absolute value of
the so-called residues Ki j or Li j . When taking a closer look at (6.2), it is observed
that around the pole frequency ωi corresponding to ci = σi + jωi, the Bode plot is
mainly determined by the terms with ci in the denominator:

H( j · ωi) = Li1

( j · ωi − ci)
+ Li2

( j · ωi − ci)2
+ · · · + Lisi

( j · ωi − ci)si

= Li1

�(ci)
+ Li2

�(ci)2
+ · · · + Lisi

�(ci)si
(6.4)

It appears that for a pole with single multiplicity not only the real part of the pole
is determining the Bode plot, but the modulus of Li1/�(ci) [216]. Poles with a
higher multiplicity need a more careful approach by observing the combination of
the different terms in (6.4). Similarly, it is also possible that more than one pole ci

has the same angular frequency ωi. In this case a similar reasoning can be made by
taking the terms of both poles into account. Again, it is the combination of the terms
Li j/�(ci) instead of only the residues, which is determining the Bode plot.

The question is now if it is possible to draw the same conclusions for the impulse
response in the time domain? To analyze the impulse response (6.3), two different
cases are observed: the behavior for t close to zero and for t higher than several time
constants −1/�(ci). For t close to zero, the impulse response is mainly determined
by the residues Ki j and Li j . Frequencies with a high residue will be more present in
the output signal than other frequencies. However, when t increases, the exponential
functions decay rapidly. After some time, only the terms with the lowest negative
real part will survive; by then, the influence of the residues has completely faded out.
The difference between the Bode plot and the impulse response can be understood
as the difference between the particular steady-state solution of the corresponding
differential equation and the homogeneous solution or transient effects. In the case of
a pulsed oscillator only the transient effects are important to discuss. To illustrate this,
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Fig. 6.5 When drawing the magnitude of a transfer function in the complex plane, it is seen that
the Bode plot is the cross-section of this surface with the (positive) imaginary axis. Therefore, a
Bode plot only shows the steady-state response of a system

Fig. 6.5 shows the relationship between a Bode plot and its corresponding transfer
function: a Bode plot only contains the steady-state response of a system.

6.3.1.2 Usable Energy Tanks

To conclude this section, some required properties of usable tanks and transfer func-
tions are listed. First of all, the tank must have complex conjugate pairs of poles with
a low damping (a low real negative part). As can be seen in (2.66), this corresponds
to a high Q factor. In this way, the oscillation at the pole’s frequency will last for
several cycles in the impulse response.1 In the next section, some quantitative figures
are connected to this property. Secondly, since the working principle of the pulsed
oscillator is based on counting a certain numbers of oscillation cycles, it can be useful
to limit the number of complex pole pairs in the transfer function. When one oscil-
lation mode has a dominant residue (low t) and the smallest negative real part, the
oscillation coming from this mode is always observable and probably the easiest to
count. It is therefore advisable to design a tank with a controllable number of poles.
In the next section this general approach will be applied to existing second-order
tanks.

6.3.2 Realistic Second-Order Tanks

From the previous section it is clear that the behavior of a pulsed oscillator is deter-
mined by pairs of complex conjugate poles. Therefore, the following discussion is

1 Ideally σi = 0, which means that there are no losses and the oscillation lasts forever.
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limited to the case of a 2-pole system, which possibly can be part of a higher-order
system. In the case of a dominant pole, the behavior around the pole frequency and
also the impulse response are determined by the properties of this pole only. Similar
to (6.1), a generic second-order transfer function is written as:

H(s) = P(s)

Q(s)
= a1 · s + a0

b1 · s2 + b1 · s + b0

= a1/b2 · s + a0/b2
s2 + b1/b2 · s + b0/b2

= a1/b2 · s + a0/b2
s2 + ωn/Q · s + ω2

n
(6.5)

where Q is the quality factor of the pole pair and ωn the natural angular frequency
of the tank (see also Sect. 2.5.1). In the case of an oscillation without losses or when
all the losses are compensated by an amplifier, the tank oscillates very closely to its
natural frequency, weakly depending on the zero in the numerator. Depending on the
architecture or layout of the tank, a1 or a0 can equal zero, which means that the zero
shifts to infinity or to DC. The poles of (6.5) are equal to:

c1 = −ωn

2Q
+ ωn

√
1 − 4Q2

2Q

c∗
1 = −ωn

2Q
− ωn

√
1 − 4Q2

2Q
(6.6)

The damping of the pole pair is inversely proportional to Q. To obtain oscillation
(see Sect. 2.5.1), this means that Q must be larger than 0.5. Since an RC network can
only exchange energy through a resistor as an exponential decay, Q is always lower
than or equal to 0.5 and no oscillations will occur. RC tanks are therefore not usable
to implement a pulsed oscillator.

6.3.2.1 LC Tanks

Since LC networks can have, at least in theory, an infinitely high Q-factor, these
resonators are very suitable to build low-noise and low-power oscillators. Series as
well as parallel LC networks can be used as a frequency-dependent or tuned network.
In this chapter, the parallel network shown in Fig. 2.9c with a series resistor Rs in
the inductor is discussed. The current to voltage transfer function of such network
is (2.67):

Zeq = H(s) =
s
C + Rs

L·C
s2 + Rs

L · s + 1
L·C

=
ωn ·

√
L
C · s + ω2

n · Rs

s2 + ωn
Q · s + ω2

n
(6.7)

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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where Q =
√

L

C
· 1

Rs

and ωn = 1/
√

L · C (6.8)

Splitting this function in partial fractions results in:

H(s) = 1

2
·
ωnRsQ

(
1 + 1√

1−4Q2

)

s − −ωn(1−
√

1−4Q2)

2Q

+ 1

2
·
ωnRsQ

(
1 − 1√

1−4Q2

)

s − −ωn(1+
√

1−4Q2)

2Q

(6.9)

Since this is a 2-pole system, the impulse response contains only one dominant
angular frequency equal to:

ω = ωn ·
√
1 − 1

4 · Q2 =
√

1

L · C
− R2

s

4 · L2 (6.10)

The time constant of the amplitude decay is equal to:

τ = 2 · Q

ωn
= 2 · L

Rs
(6.11)

Note that the time constant is proportional to the oscillation period which means
that the Q factor is a measure of the number of cycles it takes to half the amplitude.
The higher Q, the slower the amplitude decay and the higher the number of free-
running cycles can be in a pulsed-harmonic oscillator, which results in a lower power
consumption. Bondwire inductors can reach a Q factor of 45, which corresponds to
an amplitude decrease of a factor of 10 over 32 cycles.

6.3.2.2 Quartz Crystal Tanks

The behavior of a quartz crystal resembles that of the LC tank, although it is more
complex due to the extra capacitor in parallel, according to the model of Fig. 6.4.
Furthermore, the Q factor of a crystal is several orders of magnitude higher than that
of an LC tank. The current-to-voltage transfer function of a crystal is given by:

Z(s) = H(s) = 1

sCp
· s2 + Rs

L · s + 1
LCs

s2 + Rs
L · s + Cs + Cp

LCsCp

(6.12)

Also in this system the order of the denominator is higher than that of the numerator.
In this transfer function a pair of poles and a pair of zeros is distinguished. Both of
them have a Q factor and a natural angular frequency, given by:
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Qs = 1

Rs
·
√

L

Cs
(6.13)

ωs = 1√
L · Cs

(6.14)

Qp = 1

Rs
·
√

L · (Cs + Cp)

Cs · Cp
(6.15)

ωp =
√

Cs + Cp

L · Cs · Cp
(6.16)

Therefore, (6.12) can be rewritten as:

H(s) = 1

s · Cp
· s2 + ωs

Qs
· s + ω2

s

s2 + ωp
Qp

· s + ω2
p

(6.17)

Although Qp is somewhat higher than Qs in this model, a series oscillation is pre-
ferred. This is because the parallel capacitance Cp mainly depends on parasitics and
in a design cannot be defined as accurately as the series capacitance Cs. The series
resonance frequency ωs only depends on the crystal parameters; ωp also depends on
the parasitics of the package [219].

Injecting energy in the tank by charging or discharging the parallel capacitor will
result in a parallel resonance.2 Due to the high Q factor of the tank, which can easily
be 100–1000 times higher than for an LC tank, the number of free-running cycles
between pulses can also be much higher. Unfortunately, however, Cp and Cs form a
capacitive divider:

Vout = Vtank · Cs

Cs + Cp
(6.18)

which results typically in a 200 times lower output swing than the total tank voltage.
As shown in [219], increasing the size of the external parallel capacitors (to ground),
pushes the oscillator frequency closer towards the series resonance frequency. How-
ever, this also decreases the output swing at the crystal terminals.

Another way to make use of the series oscillation in a pulsed oscillator, is
eliminating the parallel capacitance by shorting the crystal terminals. To drive the
oscillator, one has to make use of the voltage-to-current transfer function instead.
The pulse applied to the tank is then a low-impedant voltage pulse, whereas, in the
case of the LC tank, a current (or charge) pulse is injected. In between two pulses the
tank must be shorted with an extremely low resistance in combination with a current

2 Typically this is implemented by adding two grounded capacitors in series with the crystal. The
correct value of these external parallel capacitors needed to obtain an accurate reference is in most
cases provided by the manufacturer.
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instead of a voltage output. A pulsed series crystal oscillator with a high Q factor
seems therefore extremely difficult, even impossible, to implement.

Recently an ultra-low-power crystal oscillator was published, which injects a
charge pulse in the external parallel capacitors every cycle [112].3 This shows that
a pulsed resonance is indeed feasible, however, several cycles (pulses) are needed
to obtain a sufficiently high output swing at the tank’s terminals. In [112] an extra
feedback amplifier is used to overcome this difficulty during startup. Once the desired
amplitude is reached, it is possible to reduce the number of pulses by interleaving
themwith some free-running cycles.While doing so, the limited impact of each pulse
on the output swing needs to be taken into account when trying to retain a stable
oscillation. Since the impact of each pulse decreases when the size of the parallel
capacitor is increased, this will also increase the power consumption. In a low power
application, the grounded parallel capacitors can best be small, which results in an
oscillation close to the parallel resonance frequency.

To fully benefit from the high Q factor, it is necessary to directly access the
dominant tank capacitor (Cs) as is the case in a pulsed LC tank. This capacitance is,
however, only a model parameter! For this reason it is difficult to use quartz crystals
in a ‘sparsely’ pulsed oscillator. Furthermore, a crystal cannot be integrated on chip,
which results in an increased assembly cost. In the following sections the discussion
focuses on pulsed LC oscillators without using a quartz crystal.

Although also MEMS resonators can be produced with an increasingly high Q
factor, the use of a high-Q MEMS resonator is not discussed here. Note, however,
that the circuit model of a MEMS resonator is often similar to that of a quartz crystal
[120] (think for instance about a tuning fork quartz crystal). Using this model, the
suitability of a MEMS resonator in a pulsed oscillator topology can be determined.
The fact that in a microelectromechanical structure the driving electrodes can often
be separated from the output contacts introduces an extra degree of freedom. This
makes pulsed MEMS oscillators an interesting topic for future research.

6.4 Behavior of the Pulsed LC Oscillator

The behavior of a pulsed oscillator is determined by the tank and the pulses applied
to the circuit. Since the tank is a linear network, the superposition principle can be
applied. This means that, when perturbing the tank with a Dirac impulse at exactly
the right moment every n cycles, it is possible to keep the instantaneous frequency
of the oscillator constant. From (6.9) it follows that the impulse response of the LC
tank is equal to:

3 Note that this technique, apart from its different hardware, closely approaches the use of a class-C
amplifier.
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Fig. 6.6 Phasor diagram of
the impulse response. To keep
the period constant, a new
Dirac impulse must be
applied at the zero crossing of
the cosine and not at the
maximum of h(t)

V (t)

dV (t)/dt

ωt

− sinωt cos ωt

ω

h(t)

Fig. 6.7 Schematic model of
the tank. This model is
numerically simulated in
Matlab; the switch is closed
(pulsed) once every n cycles
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L Rs

C

Rp

Vout

h(t) = ωnRsQe
−ωn
2Q t

[
cos

(√
4Q2 − 1

2Q
ωnt

)
−

sin

(√
4Q2−1
2Q ωnt

)
√
4Q2 − 1

]
(6.19)

Since the resulting waveform is a sum of a cosine and a sine, the oscillation does not
start at phase 0. The negative sine leads the cosine by π/2 and represents a small part
of the impulse response. This is shown in Fig. 6.6. The timing of the applied pulses
is crucial to avoid jitter in the output signal. Only when a pulse is applied exactly at
the n ·2 ·π crossing ofω · t (the zero-degree crossing of the cosine phasor), the output
period stays constant. Only for Q � 1 this moment is equal to the zero crossing of
the resulting output phasor or the maximum of the output voltage.

In a real system, instead of a Dirac impulse, pulses with a finite pulse width are
applied. To simulate this, the RLC-tank was modeled in Matlab. A pulse is applied
by connecting a resistor to discharge the tank capacitor once every n cycles.4 The
schematic is shown in Fig. 6.7. For a given tank, the pulses are determined by 3
parameters which can be controlled independently: the switch resistance Rp, the
pulse width (PW) and the moment of impact (MoI), as defined in Fig. 6.8. Figure
6.9 shows the impact of the pulses at the moment of the zero crossings as a function
of PW and MoI. Also the output amplitude is affected by these two parameters,

4 n can be chosen depending on the properties and losses in the tank.
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Fig. 6.8 Illustration of PW and MoI compared to the tank output waveform

0
0.5

1 0
0.5

1
0

1

MoIN
PWN

Δ
T
L
C
,N

Fig. 6.9 Impact of a real pulse applied to the network of Fig. 6.7. When the right combination
of pulse width (PW) and moment of impact (MoI) are applied (indicated by the black line), the
time between the zero crossings is not biased. All the values are normalized to half the LC tank
oscillation period
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Fig. 6.10 Oscillation amplitude as a function of the pulse width (PW) and the moment of impact
(MoI). A longer pulse leads to a higher amplitude, but also the moment of impact has a small
influence on the output amplitude of the tank. All the values are normalized to half the LC tank
oscillation period

as shown in Fig. 6.10. It is observed that by choosing the correct combination of
PW and MoI, the timing of the zero crossings is not affected. Figure 6.11 shows
these optimal combinations for different values of the switch resistance Rp. While
designing the oscillator, the results of these simulations will be used since a zero-
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Fig. 6.11 Optimal width
(ΔT = 0) of the applied
pulses (PW) as a function of
the moment of impact (MoI)
for different switch
resistances Rp. Both axes are
normalized to TLC/2, half the
LC tank oscillation period
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impact operating point is preferred to avoid spurs in the output spectrum. Note that
the case of infinitely short pulses (Dirac impulses, PW = 0) fits exactly with the
simulation results of Fig. 6.9.

These results can also be obtained analytically, by solving the differential equation
of the network for an open and a closed switch. Afterwards, the different regimes can
be coupled by their start and stop conditions. The analytical solution to this, however,
leads to complex and lengthy expressions, which makes using the numerical solution
method much more straightforward and useful.

When simulating these curves for different values of Rs, the differences are neg-
ligible. For a high-Q resonator, the discharge of the capacitor is dominated by the
Rp · C time constant. This was also expected from Fig. 6.6 and (6.19): the size of the
sine component is small for a high-Q resonator. Note, however, that Rs has a small
influence on the oscillation frequency itself. The number of free-running cycles and
the supply voltage have no influence on the optimal PW-MoI combinations. This
means that, while designing a pulsed LC oscillator, the pulse generator circuit can
be designed independently of these parameters. The optimal combination of PW and
MoI, both normalized to the oscillation period, is independent of the tank properties.
This, however, only holds for a constant impedance of the switch, independent of
the voltage Vout . Although for each transistor an optimal PW-MoI combination can
be found, it is advisable to keep the switch in the linear region to benefit from the
described independencies.

6.4.1 Sensitivity to PW and MoI

When designing the pulse generator, the sensitivity of the oscillation period to PW
and MoI is important to keep in mind. This is simulated for the optimal PW-MoI
combinations. Figures 6.12 and 6.13 show the sensitivity of the oscillation period
to PW and MoI. Both graphs are normalized to half the oscillation period. It can
clearly be seen that for a small series resistor of the switch, the impact of applying
an inaccurate pulse is higher than for switches with a high series resistance. The
oscillation period is somewhat less sensitive to PW than to MoI. These simulated
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Fig. 6.12 Sensitivity of the oscillation period to the moment of impact. The derivative is calculated
for the optimal PW-MoI combinations. All axes are normalized to half the oscillation period since
this is the time span in which the pulse is applied
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Fig. 6.13 Sensitivity of the oscillation period to the pulse width. The derivative is calculated for
the optimal PW-MoI combinations. All axes are normalized to half the oscillation period since this
is the time span in which the pulse is applied

sensitivities will be useful when estimating the impact of an inaccurate pulse due
to changes in temperature or other external factors. It will be seen that these results
correspond with the ISF, calculated in Sect. 6.5, and are therefore expected to be
amplitude dependent.

6.4.1.1 Estimation of the Impact of Temperature and Supply Voltage Changes

The calculation of the impact of inaccurate applied pulses is rather straightforward.
Since a complete oscillation period T0 contains n free-running cycles and one cycle
which is influenced by the pulse, one oscillation period can be written as:

T0 = n · TLC + TLC · (1 + ΔTLC,N/2) (6.20)

= (n + 1) · TLC + TLC/2 · ΔTLC

TLC/2
(6.21)
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where T0 is the pulse frequency, n is the number of free-running cycles and ΔTLC,N

is the relative deviation of the half LC tank period due to the applied pulse. When
the sensitivities of the period to MoI and to PW are known, the relative impact of an
inaccurate pulse on T0 can be calculated as follows:

ΔT0

T0
=

δTLC
δMoI · ΔMoI + δTLC

δPW · ΔPW

(n + 1) · TLC
(6.22)

=
δTLC,N
δMoIN

· ΔMoIN + δTLC,N
δPWN

· ΔPWN

2 · (n + 1)
(6.23)

where all the values with subscript N are normalized to half the LC tank period.
From this equation it is clearly visible that the oscillation period suffers only weakly
from inaccurate pulsing. From Fig. 6.9 one can conclude that this linear approach
is a reasonable approximation, even for high values of ΔMoIN and ΔPWN . When,
for instance, PW varies over temperature with 30 %, this has only an impact of
around 0.5% on the frequency in the case of 31 free-running cycles. A more detailed
calculation of the expected temperature and supply voltage dependency is performed
in Sect. 6.6.4, where the implemented circuit is discussed.

6.4.2 Energy Losses During Oscillation

One of the benefits of the pulsed topology is the reduced energy consumption. This
reduction is partially caused by the reduced losses in the tank itself (due to the
smaller average amplitude). As will be seen, however, this reduced amplitude also
has a negative impact on the noise performance. The other part of the reduction is
caused by the lack of a feedback amplifier with high gain-bandwidth to compensate
for the losses in the LC tank, as needed in a commonly used differential LC topology.
Note that this amplifier also has a (negative) impact on the noise performance.

6.4.2.1 Oscillation with a Constant Amplitude

When the amplitude of the oscillator is kept constant, the energy losses in the tank
can be calculated using the first definition of the Q factor (2.56). The energy losses
in the tank after N oscillation cycles can then easily be calculated, resulting in:

ECte(N) = N · 2 · π · V2
A · C

2 · Q
(6.24)

wherein VA is the voltage amplitude of the oscillation. To keep the amplitude of
the oscillation constant, a transconductance amplifier gm is required to cancel the
inductor’s series resistanceRs. The required gainG or gm can be calculated (Chap. 2):

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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G = 1

Q
·
√

C

L
= C · Rs

L
(6.25)

Obtaining this gm turns out to consume a lot of power since a large bandwidth
and therefore a large Vgs − Vth is required [219]. Also note that in the proposed
application, a low-frequency oscillator for use in an impulse UWB transmitter, the
LC output clock must be divided to a low-frequency output anyway.

6.4.2.2 Oscillation with N Free-Running Cycles

In this case the amplitude of the oscillation will decay. Despite the changing ampli-
tude, Eq. (6.19) shows that the angular frequency remains stable and is somewhat
higher than in the case with constant amplitude (see Chap. 2).5 The dissipated energy
in the tank after N oscillation cycles is then calculated to be:

EDecay(N) = V2
A · C

2

(
1 − e

−2πN

Q
√

1−1/4Q2

)
(6.26)

≈ V2
A · C

2

(
1 − e

−2πN
Q

)
(6.27)

To first order, i.e. for a small N and a high Q, this expression is equal to expression
(6.24). For high N , however, the power losses in the free-running tank decrease
drastically as a result of the decreased amplitude. A high number of free-running
cycles N is therefore preferable.

6.5 Phase Noise in the Pulsed LC Oscillator

To describe the phase noise behavior of the pulsed LC oscillator, a distinctionmust be
made between the two phases in the oscillation cycle. The most easy part is the free-
running phase, which is basically a decaying LC tank. The pulsed phase, however, is
somewhat more difficult to describe. The results from the previous section are useful
to predict the worst-case phase noise behavior.

6.5.1 Noise Injection During the Free-Running Period

The noise of the oscillator during the free-running period is closely related to that
of a harmonic LC oscillator. The main difference is the decaying amplitude, which

5 This is opposite to the conclusions that are drawn when using the parallel resistor tank model
[212].

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 6.14 Phase portrait of a
pulsed oscillator. The LC
network is similar to Fig. 6.7
with a switch discharging the
state capacitor. An equal
noise voltage ΔV is added at
two different moments in the
oscillation, causing a different
phase shift Δθ in the output
wave

V (t)

dV (t)/dt

ΔV1

Δθ1

Δθ2 ΔV2

has a significant influence. As explained in Sect. 3.4, oscillators can be described
as a Linear Time-Variant (LTV) System [101, 151]. In Fig. 6.14 the phase portrait
of a pulsed oscillator with 15 free-running cycles is shown. Similar to Fig. 3.4 an
equal charge is injected at two different moments in the oscillator. This causes a ΔV
over the capacitor, which is also equal in both cases (ΔV1 = ΔV2). The induced
phase shift is, however, different in both cases: when the charge is injected around
the maximum of the output voltage, a much smaller phase shift is caused than in the
case of an injection at the zero crossing. Obviously, this is the same conclusion as
in Sect. 6.4 about the injection of a Dirac impulse. As a result, the amplitude of the
ISF is indeed expected to increase with the decaying amplitude.

As shown in Sect. 3.4, this ISF is used to calculate an impulse response for
the excess phase (3.19). When several pulses or a noise spectrum is applied, the
superposition integral (3.20) is used to calculate the total excess phase. Previously,
the normalization factor qmax was defined as the maximum charge difference on the
capacitor compared to the equilibrium state. For a finite pulse width PW, this can
either be the minimum during the applied pulse or the first maximum after the pulse.
To avoid any confusion, in the remainder of the text qmax is always assumed to be
the charge difference at the first minimum. In the case this is not the real minimum,
an extrapolated value of qmax is assumed to be used. This value can be calculated
from the first maximum and the tank decay. In case of a Dirac impulse, the tank is
pulsed almost exactly at this minimum.

A second difference with the strategy described in Sect. 3.4, is the normalization
of the ISF. According to [101, 151] the ISF is normalized to a complete oscillation
period T0. Here, the response of the phase is normalized to TLC instead. This results
in exactly the same conclusions but simplifies the calculations.

6.5.1.1 Calculation of the ISF

The ISF of the oscillator during the free-running cycles can be calculated analytically.
Since the LC tank is a second-order system, with 2 state variables, (3.46) can be used:

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Γi(ωt) = f ′

f ′2 + f ′′2 (3.46)

where the normalized capacitor voltage is the first state variable and its first derivative
is the normalized current through the inductor, which is the second state variable. A
detailed derivation of this formula is found in [101]. The normalized waveform [as
defined by (2.35)] of the first state variable can be calculated starting from (6.19),
typically ωn · t is substituted by x:

hn(x) = e
−1
2Q x

⎡
⎢⎣cos

(√
4Q2 − 1

2Q
x

)
−

sin
(√

4Q2−1
2Q x

)
√
4Q2 − 1

⎤
⎥⎦ (6.28)

≈ 2Q · e
−1
2Q x√

4Q2 − 1
cos

(√
4Q2 − 1

2Q
x + θ

)
(6.29)

where, for high Q:

θ ≈ tan(θ) = 1√
4Q2 − 1

(6.30)

At t = 0 the maximum is reached and equal to 1. Starting from (6.29), the first
derivative can be calculated as:

h′
n(x) = −1√

4Q2 − 1
e

−x
2Q cos

(√
4Q2 − 1

2Q
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)

− e
−x
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)
(6.31)

≈ −2Q√
4Q2 − 1

e
−x
2Q sin

(√
4Q2 − 1

2Q
x + 2θ

)
(6.32)

where the last step is using (6.30). Similarly, the second derivative can be calculated
to be equal to:

h′′
n(x) = 1√
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e

−x
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(√
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≈ −2Q√
4Q2 − 1

e
−x
2Q cos

(√
4Q2 − 1

2Q
x + 3θ

)
(6.34)

Squaring and adding both derivatives, leads to:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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f ′2 + f ′′2 ≈ 4Q2
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Using Simpson’s formula, keeping in mind that sin(θ) ≈ θ for small θ , this results
in:

f ′2 + f ′′2 ≈ 4Q2

4Q2 − 1
e

−x
Q

[
1 − 1√
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4Q2 − 1

Q
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(6.37)

Substituting (6.37) and (6.32) in (3.46), the ISF during the free-running period
results in:

Γ (x) ≈
−e

x
2Q · sin

(√
4Q2−1
2Q x + 2θ

)

2Q√
4Q2−1

− 2Q
4Q2−1

· sin
(√

4Q2−1
Q x + 5θ

) (6.38)

which is independent of the oscillation amplitude and the natural frequency. To
get a complete picture of the ISF, this result needs to be combined with the impulse
sensitivity during the moment of the applied pulse.

6.5.1.2 ISF of a Harmonic Oscillator

It is interesting to compare this ISF to that of a continuously driven harmonic oscil-
lator. The calculation is rather straightforward. Since the normalized waveform is in
the latter case equal to:

hn(x) = cos(x) (6.39)

the ISF is calculated to be, using (3.46):

Γ (x) = − sin(x) (6.40)

It will be shown that this more symmetrical (regular) waveform leads to a better
phase noise performance as a result of the lower rms value compared to the peak
amplitude.
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6.5.2 Noise Injection During the Applied Pulse

The calculation of the ISF during the applied pulse is not an easy task. Although
the curve in the state diagram of Fig. 6.14 can be calculated exactly for a resistive
switch, the result strongly depends on the boundary conditions, i.e. the exact value
of the state variables at the starting and ending point of the applied pulse. Therefore,
the numerical simulation method proposed in Sect. 3.4.3 is used.

6.5.2.1 Simulation of the ISF

The numerical Matlab model of Fig. 6.7 was used to simulate the ISF. It is interesting
that a comparison can be made between the two calculation methods. Figure 6.15
shows the simulated ISF together with the previously calculated ISF during the free-
running period. Also the output waveform of the tank is shown. Both calculation
methods result in an almost identical waveform of the ISF. Furthermore, the ISF
during the applied pulse is much smaller than the ISF during the free-running period.
This is mainly caused by the small switch resistance which is in parallel with the
tank during the applied pulse. During the free-running period noise is only injected
by the series resistor of the inductor. An extra noise source is introduced during the
pulse coming from the switch resistance. However, since the ISF is small during this
applied pulse, this extra noise source is neglected. An exact calculation of the noise
by the switch resistance makes the introduction of cyclostationary noise sources
necessary, but it is, luckily, superfluous.
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Fig. 6.15 Top The ISF of the pulsed oscillator. The blue curve is the numerically simulated ISF;
the red dashed curve represents the analytically calculated ISF during the free-running period. Both
curves are almost identical. Bottom The corresponding output waveform of the LC tank. The red
dashed line shows the pulses applied to the LC tank

http://dx.doi.org/10.1007/978-3-319-09003-0_3


194 6 The Pulsed Oscillator Topology

6.5.3 Impact of the Different Noise Sources

Using the ISF of the entire period, it is possible to calculate the resulting phase noise
and jitter caused by the different noise sources. During the free-running period, two
noise sources are identified: thermal noise from the tank and supply noise. Another
strategy, based on the conclusions of the first section, is used to calculate the influence
of the noise in the applied pulse caused by noise in the oscillator circuit.

6.5.3.1 Phase Noise in the Pulsed Oscillator

The jitter caused by the noise sources of the tank can now be calculated easily.
Hajimiri and Lee [101] states that the noise in the 1/f 3 region is caused by the up-
conversion of the pink 1/f noise. The noise in the 1/f 2 region around the carrier
is an up-conversion of the white noise sources. The noise source in this case (the
series resistance of the inductor) is a white noise source, therefore there is no 1/f 3

contribution. The noise power spectral density of the series resistance is equal to:

v2n
Δf

= 4 · k · T · Rs (3.2)

where k is the Boltzmann constant and Rs is the series resistance of the inductor. The
noise source is in series with the inductor L and the series resistance Rs (see Fig. 6.7).
To estimate the impact of this noise source on the oscillator jitter, this source needs
to be translated to a corresponding current source at the output node. This results in
a current source with amplitude:

in = vn

Rs + s · L
(6.41)

This current noise source has a frequency dependencywhichmakes the calculation of
the resulting phase noise more complicated. However, as explained in [101], it is the
noise around integer multiples of the oscillation frequency f0 which is determining
the phase noise. Therefore, the Fast Fourier Transform of the ISF is calculated and
shown in Fig. 6.16. Since 31 free-running cycles are assumed in this calculation, the
most important frequency component of the ISF is located at 32 times the oscillation
frequency. It is therefore assumed that the noise at this frequency is dominant and
determines the phase noise of the oscillator. Using (6.41), the noise power spectral
density at the tank’s oscillation frequency is equal to:

i2n
Δf

= 4 · k · T · Rs · C

L
(6.42)
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Fig. 6.16 Fast Fourier transform of the ISF. Themost important frequency component is at 32 ·f0 =
fLC

Exactly the same result is obtained when using the equivalent parallel resistor Rp as
a noise source instead of calculating the equivalent output noise of the series resistor
Rs. The resulting phase noise can be calculated using (3.33), which makes use of the
rms value of the ISF (calculated from the simulated waveform):

Γrms = 2.98 (6.43)

From Fig. 6.7 it is seen that also the supply noise is in series with the inductor and
has the same transfer function to the output. The properties of this noise source,
its spectrum and amplitude, are unfortunately not known, which makes a proper
estimation of its impact impossible. In the next section, based on the particular
oscillator implementation, the resulting phase noise will be calculated.

6.5.3.2 Phase Noise in a Harmonic Oscillator

This result of the pulsed oscillator needs to be compared to the noise in a continuously
driven oscillator. The amplitude is chosen in such a way that the average of the losses
in the tank are the same as in the pulsed oscillator. Using (6.24) and (6.27) thismakes:

qCte

qPulsed
= VCte

VPulsed
(6.44)

=

√√√√
Q · 1 − e

−2πN

Q
√

1−1/4Q2

2 · π · N
= 0.47 (6.45)

when 31 free-running cycles are used. Thismeans that, the amplitude of the harmonic
oscillator is 2 times lower than in the case of a pulsed oscillator with the same tank
losses. The numerical results of the resulting noise are found in the next section
where the implementation details are discussed.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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6.6 Implementation of the Pulsed LC Oscillator

In this section the results of the previous sections are applied to a real implementation
of a pulsed-harmonic oscillator. The working principle of the pulsed oscillator was
already briefly discussed in Sect. 6.2. Therefore, this section focuses on the remaining
design choices.

6.6.1 Design of the LC Tank

From the previous sections it is clear that the Q factor is determining the damping
in the LC tank. A high Q factor means that the losses in the tank are low, which
reduces the energy dissipation and improves the noise behavior of the oscillator [see
Eq. (6.38)]. As elaborately discussed in Sect. 4.2.4.2, integrated tanks suffer from
different losses related to their integration close to or on top of a conducting silicon
substrate. When a bondwire inductor is used instead, these effects are diminished
slightly. As shown in Sect. 2.5.1, using aMiM-capacitor, the Q factor of the complete
tank is dominated by the losses in the inductor:

Q =
√

L

C
· 1

Rs
(2.60)

The Q factor of the tank can be increased by using a larger inductor and a smaller
capacitor for the same natural angular frequency. The limit to the inductor size
in integrated applications is often the available chip area. As shown in [285], the
inductance and series resistance can be calculated by hand. However, finite-element
simulations using FastHenry or other tools show results which are more accurate
[124]. The resulting simulated inductance and series resistance of the bondwire
inductor of 1,750 × 1,500µm, together with the tracks to the MiM capacitors at
1.54 GHz, are:

L = 30.4 nH (6.46)

Rs = 6.48 
 (6.47)

Connected to a total capacitance of 351 fF (MiM capacitor and parasitics), this leads
to a Q factor and natural frequency of:

Q = 45.4 (6.48)

ωn = 9.651 Grad/s = 2 · π · 1.54 GHz (6.49)

In these simulations, the influence of a 300 µm thick, highly-doped substrate is
taken into account. This is expected to be an overestimation of the real substrate
losses since typically only the top layer of a wafer is heavily doped. Note, however,

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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that in the case of large bondwire inductors, the parasitic capacitance is not neg-
ligible. This results in extra losses and lowers the self-resonance frequency of the
inductor. Therefore, during measurements, different L-C configurations were tested.
Decreasing the inductor size, has only a minor impact on the Q factor but increases
the power consumption due to the increased tank capacitor.

6.6.1.1 Resulting Noise During the Free-Running Period

For Vdd = 1.6 V (which is the maximum applied supply voltage), the maximum
charge in the tank is equal to:

qmax = Vdd · C = 5.62e−13 C (6.50)

k = 1.38e−23 m2 kg/s2/K (6.51)

At room temperature the estimated phase noise close to the carrier frequency is then
equal to:

L {Δω}dB = 10 · log
(
17.44

Δω2

)
(6.52)

To translate this to the jitter on the oscillator output signal, (3.63) can be used:

σLC =
√

Δf 2 · L{Δf }
f 30

= 1.10e−14 s = 11.0 fs (6.53)

The ISF was normalized to TLC instead of T0. Therefore, to obtain the jitter on the
total oscillation period (which contains 32 tank cycles), the standard deviation needs
to be multiplied by

√
32, resulting in:

σc = 6.22e−14 s = 62.2 fs (6.54)

6.6.1.2 Resulting Noise in a Harmonic Oscillator

The maximum charge in the circuit is, according to (6.45) and (6.50), equal to
2.65e−13 C. Since the tank itself is the same in both cases, the injected noise current
is also assumed to be the same. Using (3.33) and (3.63), this results in a tank jitter
of:

σLC,Cte = 5.52e-15 s = 5.5 fs (6.55)

Although the maximum charge in the tank is a factor of two lower than in the case of
the pulsed tank, the jitter is alsomuch lower. This is caused by the irregular waveform
of the ISF of the pulsed oscillator, which results in a higher rms value and therefore
also a higher noise sensitivity. In [6] it is shown that in a well-designed oscillator

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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the noise added by the active devices is of the same order of magnitude. Due to the
high-Q tank, a good noise performance is therefore expected. Also note that when
using the tank differentially (as mostly done), the size of the tank is divided by two.
This, however, leads to similar conclusions.

6.6.2 Design of the Differential Amplifier

The smaller the signals the amplifier can detect, the more oscillation periods the tank
can be free-running. The chosen topology for the amplifier is a differential pair in
combination with two differentially biased CMOS inverters. This topology results in
a low power consumption and a stable DC biasing of the first stage in combination
with a high gain of the two inverters. The schematic of the amplifier is shown in
Fig. 6.17. Since the input signal of the amplifier is not differential, an extra capacitor
Cc connects the source of the differential transistors to the ground. In thisway the gain
is large at high frequencies without losing the self-biasing benefits of a differential
pair at DC. The two CMOS inverters are used to amplify the waveform to a (digital)
clock signal.Aswill be seen this signal does not have to be rail to rail in order to trigger
the clock input of the TSPC flip-flops, which also reduces the power consumption
drastically. To make the behavior of the amplifier independent of the supply voltage,
the biasing circuit shown on the left-hand side of Fig. 6.17 is used. This circuit keeps
the current through the differential pair constant at different supply voltages [188,
219]. The resistor in this network is connected to a bondpath in order to be able to
adapt the current externally. In Fig. 6.18 the delay and peak-to-peak output signal is
shown as a function of the input amplitude. For a falling edge at the input (to trigger
the counter), the delay increases because the first stage slews. Rising edges cause
a quick discharge of the first stage’s output into Cc, which increases the speed of

Cc

vin

vout

Fig. 6.17 The amplifier used to detect the LC output signal is a differential pair in combination
with 2 differentially biased CMOS inverters. The differential pair is shown (right) together with the
supply-independent biasing circuit (left) [188]
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Fig. 6.18 Delay and peak-to-peak output signal of the amplifier for different input amplitudes
at Vdd = 1.1 V and for a falling and a rising edge at the input. The circuit is able to detect a
10 mV signal when the biasing current is 10 µA.When the current is decreased, the sensitivity also
decreases

the critical path (see Sect. 6.6.4.1). This, however, has no impact at low amplitudes,
when the tank is pulsed. A last measure to decrease the power consumption is by
reducing the left side of the differential pair. The total current consumption of the
amplifier is then around 10 µA, while a 30 mV tank amplitude can be detected
(10 mV for a 16 µA amplifier), be it at the cost of an increased noise sensitivity.
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Fig. 6.19 The ripple counter is built out of 5 modified TSPC flip-flops
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6.6.3 The Counter

The ripple counter is built out of 5 modified TSPC flip-flops. The schematic of the
used flip-flop is shown in Fig. 6.19. The steepness of the applied clock edge to the
flip-flop is crucial to prevent it from data loss or ripple-through. This, however, does
not pose any problem using the steep edges of the 1.5 GHz tank output. Different
measures were taken to reduce the power consumption of the counter. One of them is
the addition of a current source at the ground node, which limits the current at high
supply voltages. Furthermore, due to the resulting ground lift, the clock at the input
does not need to be rail-to-rail. The resulting power consumption of the counter is
below 10 µW at 1.1 V.

6.6.4 The Pulse Generator

As shown previously, the PW as well as the MoI have an influence on the zero
crossings of the LC-tank’s output voltage. The delay to control the PW of the pulse
generator is controlled by a chain of differentially biased inverters and a capacitor at
the output of the first inverter. This is shown in Fig. 6.20. The combination of inverters
is very similar to the structure of the previously discussed amplifier. The use of current
sources allows the pulse generator to be switched off most of the time and makes
the PW stable under a changing supply voltage and temperature. The biasing circuit
shown in Fig. 6.17 is shared between the inverters and the differential amplifier. Due
to process variations, it is difficult to predict the precise series resistance of theNMOS
switch which has to discharge the tank’s capacitor. Therefore the capacitor is sized
to generate a pulse of 30 % of the oscillation period. From Fig. 6.11 it appears that at
this PW the curves of optimal MoI-PW combinations for different switch resistances
cross each other. Furthermore, from Figs. 6.12 and 6.13 the sensitivity for both the
MoI and the PW are rather constant and therefore have no important impact on the
chosen PW. This PW is long enough to discharge the capacitor sufficiently and to
result in a maximum amplitude close to the supply voltage (see Fig. 6.10).

Vin

Vout

C

Fig. 6.20 The pulse width of the pulse generator is controlled by the inverter delay in combination
with the output capacitor
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6.6.4.1 The Influence of Inaccurate Pulses

For the implemented 1.54 GHz tank, the desired optimal PW is around 195 ps. This
value corresponds to a MoI of 81 ps after the zero crossing of the tank output signal.
Unfortunately, in the used technology (130 nm CMOS), keeping the critical path
between the tank and the output of the pulse generator lower than 100 ps is a real
challenge. According to [106], in 130 nm CMOS, inverter delays are in the order of
magnitudeof 20–30ps. Simulations of an inverter chain using standard-Vth transistors
in the used technology at the nominal supply voltage of 1.2 V, show aminimum delay
of 16.5 and 12.41 ps for a falling and rising input edge respectively (tlh and thl). At
0.6 V the very same inverter chain has a unit delay of around 50 ps.6 Therefore, the
pulse generator is not triggered by the falling edge, but by the preceding rising edge
of the tank’s output signal. In this way, the total delay of the critical path is designed
to be 414 ps. This, of course, has a significant drawback on the accuracy of the MoI:
temperature and voltage variations have a constant relative impact on the delay of
the critical path. In absolute numbers, this has a 5 times higher impact on the MoI
than in the case the pulse was triggered by the corresponding falling edge!

Circuit simulations were performed to estimate the variation of PW andMoI over
temperature and supply voltage. From Figs. 6.12 and 6.13, the worst-case relative
sensitivities of MoI and PW are estimated to be 1.02 and 0.8 respectively. These
simulation results due to temperature variations are shown in Fig. 6.21 together with
the impact on the pulsed period. Similar simulations were performed to estimate
the impact of the supply voltage, with a constant biasing current. From Eq. (6.23)
ΔTLC,N must be divided by two times the number of free-running cycles to obtain
the temperature and supply voltage sensitivity of T0:

TSens = 43.6 ppm/◦C (6.56)

VSens = 59.2 ppm/V (6.57)

0 50 100
−0.4

−0.2

0

0.2

T [◦C]

Δ
N

ΔMoIN
ΔPWN

ΔTLC,N

Fig. 6.21 Impact of the changing temperature on the output PW and MoI. The combined impact
on the pulsed period is also shown

6 Similar simulations in a 40 nm CMOS technology at a 0.9 V supply voltage result in a stage delay
of tlh = 5.34 ps and thl = 1.43 ps, which makes a 100 ps delay of the critical path perfectly feasible.
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Note that this deviation in both cases is mainly determined by the variation of the
MoI which is much higher than the variation of the PW.

6.6.4.2 Noise in the Pulse Generator

To calculate the noise on the injected pulses, transient noise simulations were per-
formed. The noise in the pulse generator but also the noise generated in the amplifier
have an influence on theMoI and/or the PW. Therefore, both circuits were connected,
with an ideal sine wave at the input, which simulates the tank’s output signal. The
variation on MoI as well as PW were monitored over 10,000 noise samples. First
of all, it is important to note that the noise on both output variables is uncorrelated.
When taking a closer look at the pulse generator topology, this can be expected
indeed. When the output values of the PW and the MoI are analyzed, both values
have a normal distribution. Using again the worst-case sensitivities of the MoI and
the PW (Eq. (6.23)) the relative standard deviation on the zero crossing of the pulsed
TLC and on T0 is calculated to be:

σLC,Pulsed,N = 0.0069 (6.58)

σ0/T0 = 1.08 × 10−4 (6.59)

σ0 = 2.15 × 10−12 s (6.60)

These values clearly show that the noise in the pulse generator is dominant compared
to the tank noise. Although the ISF during the applied pulse is very low, the inaccurate
pulses have a serious impact on the noise performance. This can be understood by
noting that a different PW also changes the ISF. The extra charge which is injected
during a longer pulse, must in fact be convolved with the ISF right after the applied
pulse (3.20). When simulating the jitter of the complete oscillator (including biasing
circuitry, etc.), similar figures are obtained: 3.60e−12 s for the applied pulses and
4.14e−12 s at the low-frequency output of the counter, which is not in the critical
path. However, as a result of the single-ended structure of the implemented oscillator,
the circuitry is vulnerable to supply noise, whichwill be discussed in the next section.

6.7 Measurement Results

The key measured properties of the oscillator are listed in Table 6.1. A chip pho-
tomicrograph is shown in Fig. 6.22. The large chip area is an important drawback of
bondwire inductors. However, as can be seen on the chip photograph, other circuitry
can be laid out under the inductor. Furthermore, at higher frequencies, this technique
can also be implemented with high-Q monolithic inductors. Figures 6.23 and 6.24
show the measured output frequency as a function of the temperature and the supply
voltage respectively. Both the measured temperature and supply voltage sensitivity

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Table 6.1 Overview of the measured key properties (12 samples)

Technology 130 nm CMOS

Area 1,750 µm by 1,500 µm

Power consumption at 1.1 V 46 µW

Max. temp. coefficient (−40–100 ◦C) 92 ppm/◦C
Max. voltage coefficient (0.6–1.6 V) 74 ppm/V

Frequency 47.3 MHz

Abs. accuracy (σ , automatically bonded) 0.76 % (359 KHz)

Fig. 6.22 Photomicrograph of a pulsed LC oscillator. Some other unrelated test circuitry is laid
out under the inductor. The chip area is 1,750 µm by 1,500 µm
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Fig. 6.23 Measured relative frequency error of the twelve measured samples. As predicted in
Sect. 6.6.4.1, the frequency drops with increasing temperature



204 6 The Pulsed Oscillator Topology

0.6 0.8 1 1.2 1.4 1.6
−2

0

2

4

6

·10−3

VDD [V]

Δ
f R

[%
]

Fig. 6.24 Measured relative frequency error over different supply voltages of the twelve samples

are similar to the predictions of Sect. 6.6.4.1. The difference between measurements
and simulations are likely caused by the fact that no temperature dependency was
modeled in the inductor. Due to the parasitic capacitance of the inductor, the Q factor
is lower as predicted. A reduction of the freerunning cycles is therefore required to
improve the robustness of the circuit. When the number of free-running cycles is
lowered, lower supply voltages and biasing currents can be used, reducing the power
consumption. This, however, has a negative impact on the temperature and voltage
behavior. The minimum measured power consumption at 1.1 V is equal to 46 µW.

Using (6.27) the power losses in the tank are estimated to be 10 µW. Almost
the same amount of energy is lost in the NMOS switch. The remaining 26 µW at
1.1 V is consumed in the oscillator circuit. The power consumption of the circuitry
increases almost linearly up to 79 µW at 1.6 V. Due to the amplitude dependence of
the amplifier delay, the duty cycle of the different outputs of the counter is not equal
to 0.5 and is slightly beating in some outputs. This causes spurs in the spectrum of
the higher frequency outputs.

The measured output jitter is 12–15 times higher than the simulated value. In
Fig. 6.25 the histogram of the measured output jitter is shown. The two peaks are
most likely caused by supply and/or substrate coupling of the unused (but switching)
sixth bit of the counter and its output buffers. This extra bit is present in this prototype
for testing reasons. This switching noise can also be propagated through the lifted
ground node of the ripple counter. Simulation results with and without this coupling
are also shown in Fig. 6.25 and fit quite well with the measurements. The estimated
phase noise FoM is 142.7 dB [using (3.63)]. It is therefore assumed that supply
coupling is the main reason for the decreased noise performance. When looking at
only the odd periods, the effects of the supply coupling are (partially) canceled out
and a more correct estimate of the random cycle-to-cycle jitter is obtained. This
is also shown in Fig. 6.25 and results in a 6 dB increase of the estimated phase
noise FoM. The random effects result in a phase noise spectrum (side lobs); the

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Fig. 6.25 Output jitter of the oscillator. The upper plot shows the simulated jitter, without supply
noise. In the second plot, supply noise is added to simulate the noise injection of the digital circuitry
as well as thermal noise to match the measured output jitter, which is shown in the third plot. The
last plot shows the jitter on only the odd periods, since this is a more correct representation of the
random (accumulated) noise in the system

deterministic jitter results in spurs. An extensive supply decoupling and/or a more
optimized differential structure are needed to overcome this artifact. A comparison
to the state of the art is shown in Table 6.2. Only the LC oscillator presented in [178]
has a better temperature and supply voltage behavior, be it at the cost of a higher
power consumption. The proposed pulsed topology is a stable, low-power oscillator
alternative that can be used over a wide voltage and temperature range.
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6.8 Conclusion

A novel pulsed oscillator topology based on an LC tank has been analyzed in this
chapter. Due to the high-QLC tank and the pulsed driving technique, a low-frequency
oscillator has been obtained with a low power consumption compared to other inte-
grated LC oscillators. Furthermore, a low supply voltage dependency of 74 ppm/V
and a temperature dependency of 92 ppm/◦C were measured over a wide supply
and temperature range. These measured properties lie within the target specifica-
tions in Table 1.1. The impact of the oscillator circuit on the frequency stability and
the output noise has been discussed elaborately. It has been shown that the irregular
pulsed waveform results in an increase of the noise sensitivity. The intrinsic noise
of the oscillator is dominated by the pulse generator. However, in this single-ended
implementation, it is the supply noise which seriously degrades the performance.
This can drastically be improved using a differential structure and/or a better supply
decoupling. A possible improvement is to connect the tank capacitor to the supply
rail instead of the ground node. This, however, makes a startup circuit necessary,
while the presented oscillator starts when switching on the supply voltage.

A possible drawback of bondwire inductors is mechanical resonance of the bond-
wires as a result of electric fields and/or mechanical vibrations. This effect, which
can cause higher-order noise in the output spectrum (see Sect. 4.2.4 and 3.3), was,
however, not observed during the measurements. Another drawback is the large chip
area needed for the high-Q bondwire inductor. Since the Q factor is proportional
to the oscillation frequency, in high-frequency applications both drawbacks can be
addressed by using monolithic inductors instead. The use of high-Q MEMS res-
onators is possibly also amore robust and cost-efficient solution at lower frequencies.
The power consumption of the presented implementation at 1.1 V is 46 µW, which
makes the presented pulsed oscillator suited for applications such as autonomous sen-
sor networks, requiring a low-frequency, low-energy andPVT-independent oscillator.

http://dx.doi.org/10.1007/978-3-319-09003-0_1
http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_3


Chapter 7
Injection-Locked Oscillators

The first person to notice the phenomenon of injection locking was Christiaan
Huygens, the inventor of the pendulum clock [213, 232]. He was surprised to notice
that different pendulum clocks attached to the same wooden beam are running per-
fectly synchronously. Obviously, these pulling effects between clocks are not limited
to mechanical clocks. Electrical oscillators also influence each other, and even the
generation of a laser beam can be injection-locked to an accurate reference laser. In
literature, also many biological locking phenomena are reported, going from pulsing
fireflies to our locking to the day and night rhythm [189].

7.1 Introduction

In the previous chapters, different autonomous (free-running) time references have
been presented. All of them are designed to withstand temperature and/or supply
voltage variations. Also in literature, different autonomous solutions are available
(Chap. 4). It has, however, been observed that the proposed free-running solutions
have drawbacks going from a high power consumption to integration issues. Fur-
thermore, in applications where wireless communication is needed, the delivered
accuracy is often insufficient. An example of such communication is pulsed ultra-
wideband (UWB), where pulses need to be transmitted at an accurate frequency
[271] (detailed target specifications are summarized in Table1.1). To overcome this,
some solutions make use of extra synchronization pulses [39]. However, this goes to-
gether with an increased power consumption at both the transmitter and the receiver
side [274]. In this chapter a different synchronization technique is presented, based
on injection locking. Two implementations are discussed. The first non-coordinated
implementation locks to a wirelessly injected carrier frequency. In the second imple-
mentation,which locks to anAM-modulated signal instead, also a receiver is added to
facilitate network coordination. This receiver can be used to avoid collisions between
data bursts of different nodes in the network.

© Springer International Publishing Switzerland 2015
V. De Smedt et al., Temperature- and Supply Voltage-Independent Time References
for Wireless Sensor Networks, Analog Circuits and Signal Processing 128,
DOI 10.1007/978-3-319-09003-0_7
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Carrier Tx

TAG#1

TAG#2

UWB Rx

RF Power and Clock
UWB Pulses

Fig. 7.1 System overview of the wireless sensor network (WSN) with RF clock distribution. The
specifications of the clock carrier in terms of temperature and supply voltage stability are unimpor-
tant as long as the different network components can lock to the carrier

Both topologies start from a low-Q RC oscillator. For energy reasons, injection
locking was used instead of a high-frequency input amplifier and phase-locked loop
(PLL). As can be seen in the system overview of Fig. 7.1, the UWB transmitter in
the tags as well as the UWB receiver can lock to the RF carrier. In this way, any
frequency offset between both nodes can be reduced to zero. As a result, in the UWB
uplink, the preamble is only needed to detect the initial phase offset and can be
shortened drastically. This reduces the power consumption at both the transmitter
and the receiver side. In the case of RF-powered tags, the system can use the same
signal for power and clock distribution [52].

This chapter is organized as follows. In Sect. 7.2, the basic principles of injection
locking and the expected lock range are discussed. In order to better understand the
working principle of the receiver, also the dynamic behavior of the pull-in process
is discussed. In Sect. 7.3 the influence of the injected signal on the oscillator noise is
figured out. The first injection-locked time reference is discussed in Sect. 7.4. After
that, in Sect. 7.4.2, the use of a phase detector to increase the lock range and to
detect a lock is discussed. In Sect. 7.4.3, the measurement results of the 130 nm test
chip are presented. The 40nm implementation is presented in Sect. 7.5. The receiver,
which is part of the 40nm implementation is presented in Sect. 7.5.2. Afterwards,
in Sect. 7.5.3 the measurement and simulation results of both the oscillator and the
receiver are discussed. Finally, in Sect. 7.6, conclusions are drawn.
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H(s)

G(s)

VOut H(s)

G(s)

VOutθiiin j

Fig. 7.2 Generic model of an oscillator, H(s) is the tuned feedback network and G(s) represents
the amplifier.When a small current iinj is injected, a phase shift is caused at the input of the feedback
network
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Fig. 7.3 Amplitude and phase of the generic transfer function of the oscillator. The angular fre-
quency is normalized to ωn and the amplifier needs a gain of 4 to obtain a stable oscillation. A
frequency shift causes a nonzero phase shift in the feedback network

7.2 Injection Locking of an Oscillator

To examine the behavior of an injection-locked oscillator, a generic oscillator model
is shown in Fig. 7.2. When a small current iinj with an amplitude Ainj and an angular
frequency ωi, which slightly differs from the natural frequency ωn, is injected at the
input of the feedback network, the oscillator locks to this injected signal. However,
as can be seen in Fig. 7.3, this leads to a non-zero phase shift caused by the feedback
network. This phase shift must be compensated by the injected current to fulfill the
Barkhausen criterion. This is indicated by the θi block in Fig. 7.2.

7.2.1 Lock Range of the Oscillator

The lock range of an injection-locked oscillator depends on different parameters.
Apart from the amplitude of the injected signal, also the oscillator topology plays
an important role. Two classes of oscillators can be distinguished, harmonic and
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relaxation oscillators. Although a linear approach is taken to determine the lock
range of the oscillator, note that injection locking can only occur in a (slightly)
nonlinear system [213].1

7.2.1.1 Lock Range of a Harmonic Oscillator

On the phasor diagram in Fig. 7.4, it can be seen that in order to introduce a phase
shift, the injected current must be out of phase with the transistor current. When the
introduced phase shift is positive, the oscillator current leads the injected current and
ωn > ωi.2 From Fig. 7.4 it can easily be shown that:

sin θi

Ainj
= sin(180◦ − φi)

Ar
= sin φi

Ar
(7.1)

whereAinj andAr are the amplitude of the injected current and of the resulting current
respectively. The resulting current Ar can be substituted, which results in:

sin θi = Ainj · sin φi√
A2

osc + A2
inj + 2 · Ainj · Aosc · cosφi

(7.2)

The introduced phase shift θi reaches a maximum when the angle between iinj and
ir is equal to 90◦. This corresponds to sin(θi)max = Ainj/Aosc. When taking the sign
of the phasor iinj into account, note that a positive angle φi results in a negative
induced phase shift and vice versa (a factor −1 needs to be added). To calculate the
lock range of the oscillator for a given injected current, the definition of the Q factor
based on the phase shift is used (2.69). For small injected currents, the lock range is
small compared to ωn. When looking at Fig. 7.3, it is clear that the phase shift of the
feedback network can be linearly approximated by:

iosc

iin j

ir
ω i

φ iθi

iosc

iin j

ir
ωi

φi

θi

Fig. 7.4 Phasor diagram of the different currents in locked condition. On the left, the oscillator
current iosc leads the injected current iinj , introducing a positive phase shift (ωi < ωn). On the right,
iosc lags iinj , introducing a negative phase shift (ωi > ωn)

1 This is easily understood using superposition in a linear system.
2 Note that in [57] another sign convention is used!

http://dx.doi.org/10.1007/978-3-319-09003-0_2


7.2 Injection Locking of an Oscillator 213

∠H( j · ωi) = d∠H( j · ω)

dω

∣∣∣
ωn

· (ωi − ωn) (7.3)

= −2 · Q

ωn
· (ωi − ωn) (7.4)

The sum of this phase shift and the phase shift caused by the injected current must
exactly be equal to zero. This means that the lock range is calculated as:

2 · Q

ωn
(ωn − ωi) = arcsin

(
Ainj

Aosc

)
≈ Ainj

Aosc ·
√
1 − A2

inj

A2
osc

(7.5)

⇔ (ωn − ωi) = ωn

2 · Q
· Ainj

Aosc ·
√
1 − A2

inj

A2
osc

(7.6)

which is similar to the result in [213]. Note that the total lock range is twice the
one-sided lock range predicted by (7.6).

7.2.1.2 Lock Range of a Relaxation Oscillator

In the case of harmonic oscillators, one parameter, Q, determines the most important
properties of the oscillator. In the case of a relaxation oscillator, this parameter is
not available. Although for some topologies time-domain models are available in
literature [89], the lock range of a relaxation oscillator strongly depends on the
topology and the waveform of the oscillator. To illustrate this, one specific oscillator
with a parameterized waveform is discussed, resulting in a remarkable conclusion.

Fig. 7.5 Schematic of a
relaxation oscillator using a
Schmitt trigger. The current
sources are switched on and
off by the output signal of the
Schmitt trigger. This results
in a triangular output
waveform VC

I2

I1

C

iinj
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Fig. 7.6 Waveforms in the relaxation oscillator. VC is the voltage on the capacitor while IC is the
current from the current sources. All waveforms are scaled to be able to denote the necessary time
parameters

Example 7.1 The schematic of a generic relaxation oscillator using a Schmitt
trigger is shown in Fig. 7.5. When the trigger levels are chosen symmetrically
around zero (VT ,+ = −VT ,− = VT ), the output waveform VC will be a tri-
angular wave. This is shown in Fig. 7.6. From both figures it appears that the
period of the free-running oscillator can be calculated as:

T = T1,0 + T2,0 (7.7)

= 2 · VT · C

I1
+ 2 · VT · C

I2
(7.8)

When a current is injected, the situation becomes somewhat more complicated.
In this case, the length of the periodmust be calculated by integrating the current
that flows in the capacitor. The injected current is written as:

iinj(t) = Ainj · sin(ωi · t + ψ) (7.9)

where ψ is the phase shift between the injected current and IC . Implicitly,
without losing generality, it is assumed that at t = 0, VC = −VT . This results
in the following system of equations:

⎧⎪⎨
⎪⎩

∫
T1

I1+iinj(t)
C dt = 2 · VT

∫
T2

−I2+iinj(t)
C dt = −2 · VT

(7.10)
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with three unknown parameters: T1, T2 and ψ . Since the oscillator is assumed
to be in lock with the injected signal, a third equation can be added to this
system:

T = T1 + T2 = 2 · π

ωi
(7.11)

Introducing the parameter α to denote the ratio between both half periods,
0 ≤ α ≤ 1, translates (7.10) into:

α·T∫
0

I1 + iinj(t)

C
dt = 2 · VT (7.12)

T∫
α·T

−I2 + iinj(t)

C
dt = −2 · VT (7.13)

After solving both integrals, this results in:

T1,0 − α · 2 · π

ωi
= Ainj · [cos(ψ) − cos(2 · π · α + ψ)]

ωi · I1
(7.14)

T2,0 − (1 − α) · 2 · π

ωi
= Ainj · [cos(ψ) − cos(2 · π · (1 − α) + ψ)]

ωi · I2
(7.15)

from which α and ψ can be calculated. Calculating a generic solution for all
combinations of Ainj, I1 and I2 is not possible for this equation. It is, however,
interesting to study two special cases.

• I1 = I2 = I: In this case the original waveform is symmetric. Since the
injected waveform is also symmetric, there is no reason to assume that the
resulting waveform is not. This means that α = 0.5 and the two equations
are identical:

T1,0 − π

ωi
= 2 · Ainj

ωi · I
· cos(ψ) (7.16)

It is clear that the right-hand side of the equation has an optimum forψ = 0,
which results in a simple expression for the single-sided lock range:

T1,0 − T

2
= 2 · Ainj

ωi · I
(7.17)

Similar to the case of a harmonic oscillator, ωi can be approximated by ωn

for small injected signals. As expected, the lock range increases with an
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increased injected current and decreases when the current in the oscillator
is increased.

• I2 = ∞: this means that the capacitor is flushed immediately to its lowest
value and the free-running oscillation period is only determined by I1. Since
this discharging happens immediately, α = 1, and there is no reason why
a small injected signal would change this. Inserting this in both equations,
results in a remarkable conclusion. Both equations reduce to zero, which
means that the lock range does not exist. This is understood by the fact that,
in case the frequencies of the oscillator and of the injected signal are exactly
the same, the phase shift ψ has no influence on the period T1 because the
complete injected period is integrated resulting in an injected charge equal
to zero. This means that a perfect sawtooth oscillator cannot be locked to an
injected sine wave.

7.2.2 Dynamic Behavior of the Locking Process

The linear approach in the previous section allows to calculate the lock range of the
oscillator. Also the steady-state phase shift of the oscillator and the injected signal
can be calculated. However, when designing the injection-locked receiver, also the
dynamic behavior of the locking process and the so-called frequency pulling are
important to understand.

7.2.2.1 Adler’s Equation

One of the first persons to extensively describe the phenomenon of injection locking
was Adler [2]. Afterwards, many others continued his work and refined his results
[196, 213]. However, the different approaches mostly lead to similar conclusions.
Here, the approach of [196] is taken, since this results in an equation which is also
valid for large injected signals. From (2.69) and Fig. 7.3, it can be seen that the phase
shift of a tuned feedback network can be approximated by:

θn = arctan

(
−2 · Q · (ω − ωn)

ωn

)
(7.18)

where ω is the instantaneous angular frequency and ωn is the natural angular fre-
quency of the injected oscillator. Note that the oscillator is not necessarily in lock
condition at this moment. The phase angle θn (which has to compensate for the in-
duced phase shift θi) can at the same moment also be calculated from the phasor
diagram in Fig. 7.4:

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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tan(θi) = Ainj · sin(φi)

Aosc + Ainj · cos(φi)
. (7.19)

Combining both equations results in:

2 · Q

ωn
· [(ω − ωi) − (ωn − ωi)] = − Ainj · sin(φi)

Aosc + Ainj · cos(φi)
(7.20)

where (ωn − ωi) = Δωn is the difference between the natural oscillator frequency
and the frequency of the injected signal and where (ω − ωi) is the instantaneous
frequency difference between the injected signal and the oscillator signal, equal to
dφi/dt. This results in:

dφi

dt
= Δωn −

(
ωn

2 · Q
· Ainj

Aosc

)
· sin(φi)

1 + (Ainj/Aosc) · cos(φi)
(7.21)

which is called the locking equationorPaciorek’s equation. For small injected signals,
the factor (Ainj/Aosc) is close to zero and Adler’s equation is obtained [2]:

dφi

dt
= Δωn −

(
ωn

2 · Q
· Ainj

Aosc

)
· sin(φi) (7.22)

Both equations have been proven to be very useful. In [213] it is shown that exactly
the same equation can be obtained by taking a nonlinear approach, which will be
used when discussing the noise of an injection-locked oscillator. The lock range can
also be calculated using (7.21): when the oscillator is in lock, dφi/dt = 0. Δωn then
reaches a maximum when cos(φi) = −Ainj/Aosc, which results in exactly the same
formula as (7.6).

7.2.2.2 The Pull-in Process for Small Initial Angles

The pull-in time an oscillator needs to lock to an injected signal, depends on different
parameters. Based on the equations in the previous section, different formulas can
be found to calculate the lock time. In [196], (7.21) is solved exactly resulting in
a complex expression. However, in some situations, the result can drastically be
simplified to gainmore insight in the locking process. For small frequency differences
and a small initial angle φi,0:

• Ainj/Aosc � 1 andΔωn ≈ 0: In this case, since the frequency difference is small,
the time to lock strongly depends on the initial phase difference φi,0. For small
injected signals (Ainj/Aosc � 1):

φi(t) = 2 · arctan
[
tan(φi,0/2) · e−B·t] (7.23)
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where:

B = Ainj

Aosc
· ω0

2 · Q
(7.24)

when φi,0, the initial phase shift with the injected signal, is small:

φi ≈ φi,0 · e−B·t . (7.25)

Hence, the phase difference between the oscillator signal and the injected signal
approaches zero exponentially.

• Ainj/Aosc � 1 and Δωn ≈ 0: When φi,0 < π , this results in:

φi(t) = arcsin
[
sin(φi,0) · e[−ω0/(2·Q)]·t] . (7.26)

When φi,0, the initial phase shift with the injected signal, is small:

φi(t) ≈ φi,0 · e[−ω0/(2·Q)]·t . (7.27)

Note that this expression is completely independent of the signal amplitude.

This shows that the final phase angle between the injected signal and the original
waveform is approached exponentially.

7.2.2.3 The Pull-in Process for Large Initial Angles

To make a correct estimation on the lock time in the case when the initial angle is
higher or close to 180◦, another approach is taken using (7.22). This expression and
also the solutions derived further, however, are only valid for signals of which:

• ωn/(2 · Q) � Δωn: this follows from (7.18), since this is only a linear approxi-
mation of the phase shift of the network.

• Ainj/Aosc � 1: otherwise, (7.21) must be used instead.
• The amplitude control mechanism should be quite fast compared toΔωn, such that
no significant amplitude effects are induced. If not, the amplitude and frequency
can behave quite unpredictably.

In the following, it is assumed that the injected signal indeed has a small amplitude
and is within the lock range of the oscillator. The steady-state angle between the
injected signal and the oscillator signal is then, using (7.22):

φ∞ = arcsin

[
2 · Q · Aosc

Ainj
· Δωn

ωn

]
(7.28)

From this, since the argument on the right-hand side must be between −1 and +1 to
be a valid expression, a simplified expression for the lock range is obtained:
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|Δωn| <
Ainj

Aosc
· ωn

2 · Q
= ωL (7.29)

which is indeed, taking the above conditions into account, equivalent to (7.6). Solving
(7.22) for φi(t) results in:

tan

(
φi(t)

2

)
= tan

⎡
⎢⎢⎣

√
4 · Q2 · Δω2

n
ω2

n
· A2

osc
A2

inj
− 1

4 · Aosc·Q
Ainj ·ωn

· (t − t0)

⎤
⎥⎥⎦

·

√
4 · Q2 · Δω2

n
ω2

n
· A2

osc
A2

inj
− 1

2 · Q · Δωn
ωn

· Aosc
Ainj

+ ωn · Ainj

2 · Q · Δωn · Aosc
(7.30)

where t0 is an integration constant depending on φi,0, the initial phase angle at t = 0.
Since the injected signal is within the lock range, (7.29) is valid and the arguments
of the square roots in the right-hand side become imaginary. Using the identity:

tanh(x) = −j · tan( j · x) (7.31)

and using (7.28), within the lock range, (7.30) can be simplified to:

tan

(
φi(t)

2

)
= 1

sin φ∞
− cos(φ∞)

sin(φ∞)
· tanh

[
Δωn · cos(φ∞)

2 · sin(φ∞)
· (t − t0)

]
. (7.32)

Note that cos(φ∞) is always positive within the lock range, so that
√
1 − sin(φ∞)2 =

| cos(φ∞)| = cos(φ∞). The time needed to reach a lock condition can then be
calculated by rearranging the terms and using (7.28) and (7.29):

t − t0 = 2

ωL · cos(φ∞)
· tanh−1

⎡
⎣1 − sin(φ∞) · tan

(
φi(t)
2

)
cos(φ∞)

⎤
⎦ (7.33)

This expression is the same as the one used in [26]. In a first step, t0 must be calcu-
lated by substituting φi(0) = φi,0. As seen previously, the final phase angle φ∞ is
approached exponentially, which means that the result of this formula is∞when φ∞
is substituted. Hence, an interval around the final phase shift φ∞ must be substituted
to calculate tL, the time needed for the phase angle to enter the interval. This formula
holds as long as sin(φi,0) > sin(φ∞); if not, the tanh must be substituted by a coth,
[2], otherwise, the lock time would become a complex number.

The pull-in or lock time is determined by three parameters: φi,0, φ∞ and ωL . The
initial angle can be anything between 0 and 2 · π . In most practical applications, it
is the worst-case lock time which is of interest and often determining the system
design. The initial angle plays a crucial role in this. In Fig. 7.7, the pull-in time to
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Fig. 7.7 Pull-in time for an injection-locked oscillator as a function of the initial angle φi,0 and the
steady state angle φ∞. The time, normalized to 1/ωL , to enter the interval φ∞ − 0.01 < φi(t) <

φ∞ + 0.01 is shown since the actual pull-in process occurs exponentially

reach the ±0.01 interval around φ∞ is shown for different values of φ∞ and φi,0.
At one point, the pull-in time goes to infinity because of an unstable equilibrium.
In practice, this will never occur due to noise in both the oscillator and the injected
signal.

7.2.3 Frequency Beating

Up till now, the oscillatorwas assumed to be in lockwith the injected signal.However,
(7.21) and (7.22) can also be used to predict the oscillator behavior when the injected
signal is outside the lock range (or the injected signal is too weak). Again, (7.22)
is used, rather than (7.21), to manage the complexity of the results. Keep in mind
that the conditions depicted in the previous section need to be met in order to obtain
quantitatively correct results.

The discussion starts from the solution to Adler’s equation (7.30). Hence, the in-
jected signal is outside the lock rangeof theoscillator,whichmeans that the arguments
of the square roots in the right-hand side stay positive. Using (7.29), the solution can
be simplified to:

tan

(
φi(t)

2

)
= tan

⎡
⎢⎢⎣Δωn ·

√
Δω2

n
ω2

L
− 1

2 · Δωn
ωL

· (t − t0)

⎤
⎥⎥⎦ ·

√
Δω2

n
ω2

L
− 1

Δωn
ωL

+ ωL

Δωn
(7.34)



7.2 Injection Locking of an Oscillator 221

Fig. 7.8 Normalized beating
frequency as a function of the
normalized offset frequency.
The influence of the injected
signal is the largest when
approaching the lock range.
At the borders of the lock
range, the beating frequency
is equal to zero
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The right-hand side of this equation is periodic due to the increasing argument of the
tangent function. This means that the left-hand side is also periodic with the same
period. When looking at the arguments of both tangent functions, keeping in mind
that a tangent function is periodic over π , it can be seen that the so-called beating
frequency is equal to:

ωB = Δωn ·

√
Δω2

n
ω2

L
− 1

Δωn
ωL

(7.35)

The influence of the injected signal on the oscillator frequency and phase outside the
lock range of the oscillator can now be explained as follows:

• |Δωn| > ωL and |Δωn|/ωL � 1: When |Δωn| increases, the beating frequency
(7.35) converges toΔωn. This means that the influence between the injected signal
and the oscillator is low.

• |Δωn| > ωL and |Δωn|/ωL ≈ 1: In this case, the influence of the injected signal
is higher. Because the frequency of the injected signal is close to the lock range,
the oscillator will ‘try to follow’ the injected signal but cannot follow and will fall
back to its original frequency. In the next cycle, the clock edges will stick again,
and eventually fall back again. The closer the injected frequency to the edge of the
lock range is, the higher the influence on the oscillator and the lower the beating
frequency will be compared to Δωn.

This effect is clearly visible in Fig. 7.8: for frequencies close to the edges of the
lock range, the beating frequency is close to zero. For higher frequency offsets,
the beating frequency approaches the nominal frequency difference between the
oscillator frequency and the injected frequency. In Fig. 7.9 the evolution of the phase
angle between the injected signal and the oscillator signal as well as the frequency
beating is shown. Note that the tangent at both sides of (7.30) goes to infinity when
t increases. The effects shown in these graphs are important for the design of the
phase detectors, and can be used to extend the lock range of the oscillator.
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Fig. 7.9 Phase difference between the injected signal and the oscillator output when the injected
signal is just out of the lock range (ωL = 1). The frequency difference between the injected signal
and the oscillator output is also shown. When the phase shift is around 90◦ (−90◦), the influence
is the highest and the oscillator output ‘tries to follow’ the injected signal. From the moment the
phase shift increases (decreases) further, the oscillator frequency falls back until the next clock edge
arrives. The nominal oscillator frequency, ωn, is also shown in the graph

7.3 Phase Noise in the Injection-Locked Oscillator

When looking at the noise in a free-running oscillator, the uncertainty on the phase
increases over time. This is the result of the accumulation of random noise injections,
which results in phase drift, see (3.59) and Sect. 3.6. This accumulation or integration
of the noise creates the 1/f 2 phase noise profile close to the carrier (in the case of
colored noise, this is 1/f 3 or higher order). However, in a locked oscillator, this
phase drift is not possible. When a waveform is injected of which the phase noise
does not accumulate (containing only white noise) and the oscillator locks to this
signal, the oscillator output is not able to drift. Every phase error caused by an
injected noise pulse will be corrected for as long as the oscillator stays in lock with

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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the injected signal. It is clear that, since the influence of the injected signal decreases
with increasing frequency offset, the impact is the highestwhenωi ≈ ωn. To calculate
the mechanism behind this effect on the spectrum of the oscillator, different theories
are available. This goes from numerical methods [210, 230] to highly theoretical
models, which are, similar to nonlinear phase noise models, often (too) complex
to use at design time [76]. Although the nonlinear models often result in the best
quantitative results, two more intuitive models are used to gain maximum insight in
the noise shaping process. The first model is based on the noise model of Leeson;
the second makes use of a PLL model.

7.3.1 Noise Model Using a Decreased Tank Impedance

Up till now, the fact was ignored that also the amplitude of the oscillator is affected
by the injected signal. To take this into account, a slightly nonlinear oscillator model
is used; otherwise it is impossible to take an amplitude control mechanism into
account (see Sect. 2.2.3). A one-port representation of the oscillator is shown in
Fig. 7.10 [213]. The behavior of this system is described by the differential equation
(see also Sect. 4.2):

d2vosc(t)

dt2
+ 1

C
· (G − Gm(vosc) · dvosc(t)

dt
+ vosc(t)

L · C
= diinj(t)

dt
(7.36)

where Gm(vosc) is the nonlinear amplifier and G represents the losses in the tank.
Now assume that:

iinj(t) = Ainj · e j·ωi·t (7.37)

vosc(t) = Aenv(t) · e j·ωi·t+j·φi (7.38)

where Aenv(t) is the envelope of the resulting oscillator signal. Substituting these
terms in the above equation results in two equations, one for the real and one for the
imaginary part:

iinj L C G −Gm

+

−

vosc(t)

Fig. 7.10 One-port representation of an oscillator. The negative Gm is slightly nonlinear to imple-
ment an amplitude control mechanism

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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C · d2Aenv(t)

dt2
− C · Aenv(t) ·

(
ωi − dφi

dt

)2

+ (G − Gm) · dAenv(t)

dt
+ 1

L
· Aenv(t)

= Ainj · ωi · sin(φi) (7.39)

2 · C · dAenv(t)

dt
·
(

ωi + dφi

dt

)
+ C · Aenv(t) · d2φi

dt2

+ (G − Gm) · Aenv(t) ·
(

ωi + dφi

dt

)

=Ainj · ωi · cos(φi) (7.40)

These equations can be simplified when making the following assumptions, which
in most practical cases are fulfilled:

• The envelope Aenv(t) varies slowly and by a small amount. The magnitude of the
envelope Aenv,DC can therefore be approximated as the tank peak current Aosc,
multiplied by G−1 = Q · L · ωn.

• ω2
n − ω2

i ≈ 2 · ωn · (ωn − ωi)

• The phase φi(t) and its derivatives vary slowly.

Note that the corresponding assumptions in [213] contain several errors, which are
corrected here. Solving (7.39) and (7.40) results in the following two equations:

dφi

dt
= ωn − ωi − ω0 · Ainj · sin φi

2 · Q · Aosc
(7.41)

dAenv

dt
+ G − Gm

2 · C
= Ainj · cosφi

2 · C
(7.42)

The first equation, expressing the phase behavior, is Adler’s equation (7.22). The
second equation describes the behavior of the envelope. Within the lock range,
dAenv

dt = dφi
dt = 0. Using the fact that cos(φi)

2 + sin(φi)
2 = 1, this results in an

interesting identity:

(
ωn − ωi

ωL

)2

+
(

G − Gm

Ainj
· Aenv,DC

)2

= 1 (7.43)

which means that for ωi = ωn:

Gm = G − Ainj

Aenv,DC
(7.44)

This can be understood as that the circuit is lowering its gain Gm as a result of
the injection of in-phase energy. When moving to the edges of the lock range, the
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gain Gm increases to G since the injected power is no longer in-phase with the
oscillator signal. This also means that the closer the injected frequency is to the
original oscillator frequency, the more Gm is weakened or the less time the oscillator
is in the linear regime. This is another way to understand why a linear oscillator can
not be injection-locked.

This Eq. (7.44) for the decrease of the tank impedance and the oscillator model
in Fig. 7.10 can help to make an estimation of the noise reduction of an oscillator
injection-locked with a noiseless source. The noise of the tank and the amplifier Gm

can be modeled as a current source In in parallel with the other tank components.
When there is no injection, Gm cancels the tank impedance, and the noise source
experiences an impedance equal to [similar to (3.13)]:

	{Z(ωn + Δω)} ≈ 1

|2 · Δω · C| (7.45)

This means that the noise current is amplified by an increasingly higher gain when
the frequency is approaching ωn. When a finite signal is injected in the oscillator at
ωi = ωn, (7.44) predicts a tank admittance equal to G − Gm = Ainj/Aenv,DC , which
is a significant increase compared to the injectionless case where the admittance is
equal to zero. When the frequency deviates from ωn, the admittance Ainj/Aenv,DC

stays dominant until the point where it is equal to the impedance of the free-running
oscillator. This happens at:

|Δω| = ωn

2 · Q
· Ainj

Aosc
= ωL, (7.46)

which means that the influence of the injected signal on the noise holds within the
lock range of the oscillator. For an injected signal with a frequency offset from ωn,
the effect is less pronounced [see (7.43)]. At both edges of the lock range, G − Gm

is equal to zero, which is the same as for the free-running oscillator.
Although this theory gives an intuitive and easy-to-calculate description of the

noise reduction due to injection locking, it is probably not the most realistic noise
mechanism. This is mainly caused by the fact that its working principle is based on
the noise theory of Leeson (Sect. 3.3.1).

7.3.2 A PLL-Based Noise Model

To some extent, the working principle (or at least the behavior) of an injection-locked
oscillator can be compared to that of a PLL. It is therefore intuitive to model them
similarly [35, 123]. In a PLL, the different building blocks help to understand the
selective filtering of the noise coming from the reference of the oscillator itself. In an
injection-locked oscillator, however, the only building block is the oscillator itself.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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This severely complicates the possibility to obtain insight in the mechanisms behind
the noise shaping and the system parameters involved.

The model starts from Paciorek’s equation describing the phase of an injection-
locked oscillator (7.21). When locked to a frequency within the lock range, the
oscillator always compensates for the injected perturbations. This, however, strongly
depends on the magnitude and timing of the perturbation. Since the injected noise
is considered to be a small signal, its effect can be described using small-signal
analysis. The factor Ainj/Aosc is therefore substituted by ε in (7.21):

dφi

dt
= Δωn − ε · ωn

2 · Q
· sin(φi)

1 + ε · cos(φi)
(7.47)

As long as the envelope of the oscillator signal does not change, ε can be considered to
be constant.When a perturbation is applied to the circuit in steady state (φi(t) = φ∞),
the behavior of the incremental phase shiftΔφi(t), appears in the linearized equation:

d[Δφi(t)]
dt

≈ Δωinj − Δωnn − ωn

2 · Q
· ε2 + ε · cos(φ∞)

[1 + ε · cos(φ∞)]2 · Δφi(t) (7.48)

whereΔφi(t) = Δφinj(t)−Δφosc, the difference of the phase shift on the injected sig-
nal and the phase shift on the (locked) oscillator signal. SimilarlyΔωinj = dφinj(t)/dt
is the frequency perturbation on the injected signal. Δωnn = dφnn(t)/dt is the fre-
quency perturbation on the free-running oscillator signal. Note that this signal is
not equal to the locked oscillator signal! The steady-state terms in this equation are
omitted since they are zero at both sides. This equation contains the noise on the
injected signal as well as the noise of the oscillator. The equation is then transformed
to the Laplace domain:

s · [φinj(s)−φosc(s)] = s ·φinj(s)−s ·φnn(s)−KILO(φ∞) · [φinj(s)−φosc(s)] (7.49)

where KILO is called the injection-locked oscillator gain and is equal to:

KILO(φ∞) = ωn

2 · Q
· ε2 + ε · cos(φ∞)

[1 + ε · cos(φ∞)]2 (7.50)

This equation corresponds to the equation of a first-order PLL, as drawn in Fig. 7.11.
Using this model the noise transfer function for the different noise sources can easily
be calculated. For respectively the noise on the injected signal and the oscillator
noise, the magnitude of the transfer function to the oscillator output is calculated
to be:
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KILO(φ∞)
s

+ φosc(s)+

−
φinj(s)

+

φnn(s)

Fig. 7.11 Block diagram of a first order PLL, used to model an injection-locked oscillator

|Hinj( j · Δω)| =
∣∣∣∣ KILO(φ∞)

j · Δω + KILO(φ∞)

∣∣∣∣ = KILO(φ∞)√
Δω2 + K2

ILO(φ∞)

(7.51)

|Hnn( j · Δω)| =
∣∣∣∣ j · Δω

j · Δω + KILO(φ∞)

∣∣∣∣ = |Δω|√
Δω2 + K2

ILO(φ∞)

(7.52)

This means that the noise in the source is low-pass filtered, while the noise of the
oscillator is high-pass filtered towards the output. The bandwidth of both filters is
completely determined by the value of KILO, which on its turn (when normalized to
the lock range) is a function of φ∞ and ε (respectively the steady-state phase shift
and the ratio of the injected signal and the oscillator signal). In Fig. 7.12 the filter
characteristic is shown for different values of ωn as a function of the normalized
frequency offset. The effect of an increasing ωn is more visible in Fig. 7.13, where
KILO is plotted as a function of ωn. The −3dB bandwidth is quite constant over the
lock range, with a sudden drop at the edges. The fact that the noise reduction vanishes
for an oscillator locked at the edge of its lock range, can be understood by the fact
that any perturbation possibly causes the oscillator to lose its lock condition.

Finally, when both noise sources are uncorrelated, the expression for the resulting
output noise can be written as:

Sosc(Δω) = K2
ILO(φ∞) · Sinj(Δω) + Δω2 · Snn(Δω)

Δω2 + K2
ILO(φ∞)

, (7.53)

which results in the output (noise) spectrum of the injection-locked oscillator. An
example of such a spectrum is shown in Fig. 7.14. Even when the injected frequency
is close to the edge of the lock range (φ∞ = 0.9 · π/2), the spectrum within the lock
range ismainly determined by the spectrum of the injected signal Sinj. As can be seen,
the noise level Snn(ωL) determines the minimum noise level of the injection-locked
oscillator within the lock range.

Both discussed noise models of the injection-locked oscillator clearly show that
the phase noise within the lock range of the oscillator is mainly determined by the
noise on the injected signal. Outside the lock range, the phase noise of the oscillator
itself is dominant. This is exactly what is expected: the low frequency variations
in the injected signal are tracked by the injection-locked oscillator, while the high-
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Fig. 7.12 Transfer characteristic for both the oscillator noise (top) and the noise on the injected
signal (bottom). When the frequency difference Δωn between the natural oscillator frequency and
the injected signal increases, the −3dB filter frequency KILO(φ∞) decreases

Fig. 7.13 Normalized −3dB
frequency of the filter
characteristic as a function of
the normalized frequency
difference between the
natural oscillator signal and
the injected signal Δωn. The
different curves are for
different injection levels and
are all normalized to their
corresponding lock range ωL
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frequency variations are filtered. Or, vice versa, due to the locking process, the
low-frequency variations of the oscillator, caused by for instance colored noise or
amplitude variations, are corrected by the injected signal, while the high-frequency
phase variations stay visible at the output. In practice, the main (low-frequency) part
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Fig. 7.14 Example noise spectrum of an injection-locked oscillator as a function of the injected
noise spectrum Sinj and the oscillator spectrum Snn for different values of φ∞. The spectrum within
the lock range is mainly determined by the injected spectrum and the oscillator noise at the edge of
the lock range. The frequency is normalized to ωn and ωL = 0.1

of the jitter is therefore caused by the injected signal and correlated between all
injection-locked sensor nodes.

7.4 The Wirelessly-Locked Oscillator in 130 nm

In the previous sections the phenomenon of injection locking has been investigated
elaborately. The obtained principles and relationships will now help to better un-
derstand the design decisions for the injection-locked oscillator. The principle of
injection locking is mainly preferred above that of a conventional PLL for power
reasons. As previously pointed out, the power budget on the wireless tags is ex-
tremely limited. A block diagram of the first implementation developed in this thesis
is shown in Fig. 7.15. As will be seen in Sect. 7.4.1.1, the oscillator acts as a 2-fold
frequency divider for the buffered antenna signal. Finally, also a phase detector is
implemented (Sect. 7.4.2) for use as a lock detector and/or to increase the oscillator
lock range.

7.4.1 The Oscillator Topology

The used RC feedback network, shown in Fig. 7.16, is based on the feedback network
of a Wien bridge oscillator (see Chap. 5). By separating one pole of the feedback
network, the two stages are oscillating 45◦ out of phase. This has some benefits for
the phase detector described in Sect. 7.4.2. The current-voltage transfer function of

http://dx.doi.org/10.1007/978-3-319-09003-0_5
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2-fold
di-

vider
Oscillator

Differential Oscillator

x2 Lock/Phase
Detector

Fig. 7.15 Block diagram of the injection-locked oscillator system. After buffering the antenna
signal, it is injected to the differential oscillator which acts as a 2-fold frequency divider. Also a
phase detector is implemented to detect a lock condition or to further increase the lock range

iin R C

v1

k · v1 R

C/2

R

vout

Fig. 7.16 Schematic of the two-stage RC feedback network, based on a Wien bridge oscillator

the feedback network can be written as:

H(s) = vout

iin
=

(
s · C + 1

R

)−1

· k · R2

2 · (
R + 1

sC

) (7.54)

= k · R
C

2 ·
(

s2 + 2·s
R·C + 1

R2·C2

) (7.55)

where k is the transconductance of the voltage-controlled current source. To close the
feedback loop, the current source on the left is changed to a voltage-controlled current
source. The two current sources are assumed to be identical with a transconductance
equal to k. The new transfer function must be equal to 1 to satisfy the Barkhausen
criterion (Theorem 2.2):

H(s) = vout

vin
= k2 · R

C

2 ·
(

s2 + 2·s
R·C + 1

R2·C2

) (7.56)

= k2 · R2 · ωn · s

2 ·
(

s2 + ωn
Q · s + ω2

n

) = 1 (7.57)

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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Fig. 7.17 Schematic of the differential implementation of the proposed oscillator. By connecting
the 2 oscillators differentially and by sharing the capacitor in the first stage, the oscillators are forced
in opposite phase. The voltages vs1 and vs2 are used to implement a lock detection circuit and a
circuit to increase the lock range

with ωn = 1

R · C
and Q = 1

2
(7.58)

When substituting s = j · ω and ω = ωn, the natural angular frequency of the
feedback network, the left-hand side of (7.57) is real, which stands for a phase shift
equal to zero. Furthermore, k2 · R2 must be equal to 4 to obtain a loop gain equal to
1. Note that the attenuation of the RC network (At = 1/4) is somewhat higher than
in the case of a Wien bridge oscillator (At = 1/3). The oscillation frequency is equal
to the pole frequency of the first stage which results in a −45◦ phase shift between
input and output. Figure7.3 shows the amplitude and phase of the transfer function;
the angular frequency is normalized to ωn and the gain k · R is equal to one.

For a practical implementation, the voltage-controlled current sources are changed
by transistors. Furthermore, a differential topology is preferable for reasons of sym-
metry and a better common-mode and supply rejection ratio [219]. Apart from that,
by controlling the current sources at the source of the differential pair, the current
consumption can be kept constant in a changing environment. The final schematic
of the differential oscillator is shown in Fig. 7.17. The two differential oscillators are
connected by the first stage’s capacitor which forces the two oscillators in opposite
phase: only when the two oscillators are running in opposite phase, the shared ca-
pacitor has the right capacitive value to fulfill the Barkhausen criterion. In the other
case, the attenuation of the feedback network increases drastically at the point where
the phase shift equals zero.

An extra measure has been taken to decrease the power consumption of the oscil-
lator. The output stage (M3 and M6) is mainly present to implement the correct DC
biasing for the feedback signal. Furthermore, it implements the output resistor of the
feedback network. This resistance, however, is mainly determined by the physical
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resistor R and not by the transistor branch. The current in the output stage has been
decreased by a factor of 4 compared to the other stages. The DC biasing is preserved
by increasing the resistor R. An extra resistor (not drawn) is put between the two
differential branches (the gates of M1 and M4) to obtain the correct impedance in the
feedback network.

7.4.1.1 Use as a Frequency Divider

Since the use of the circuit is in low-power applications, the oscillation frequency
must be as low as possible. Therefore, the 2.4GHz RF signal is not injected at the
drain of the differential transistors (the oscillator output), but at the source. In this
way, the differential pair acts as amixer with the oscillator signal.3 If the frequency of
the injected signal is around twice the tank natural frequencyωn, the sum frequency is
filtered out by the tank and only the difference,which is close to the natural frequency,
is injected into the tank. The amplitude of the injected current is determined by the
mixer’s conversion gain Kmix , as shown in Fig. 7.18. Since this conversion gain is
determined bymany circuit parameters such as the linearity, it can best be determined
by simulation. The upper bound of Kmix is obtained when the differential pair is
switching hard. In this case the conversion gain is equal to 2/π [47]. The one-sided
lock range referred to the input is then equal to [from Eq. (7.6)] [213]:

(ωi − ωn) = ωn

2 · Q
· 4

π
· Ainj

Ads
(7.59)

where Ads is the peak oscillator current through the differential transistors. It is
clear that the amplitude of the injected signal, compared to the oscillator current, is
determining the lock range. The losses in the first stage are only one third of the total
losses in the feedback network. Since the gain of the two stages is equal, the input
signal of the first stage is smaller than that of the second stage. To increase the lock
range, it is therefore better to inject the current in the first of the two identical stages.
This, of course, does not take the efficiency of the mixer into account. Simulations
show that the first stage is the better one to inject the signal. In the following section,
some other techniques to increase the lock range are discussed.

As explained, a trade-off exists between the lock range and the sensitivity. Fur-
thermore, the lock range of the oscillator must be large enough to be sure that all
(1.2GHz) oscillators can be locked to the 2.4GHz signal (which lies within an ISM
frequency band). Due to the use of an RC oscillator with a low Q factor, even for
a weak injected signal, the oscillator easily locks to the external signal. However,
because a fully-integrated oscillator is aimed for, a frequency offset of±20% can be
expected after production due to statistical process variations.Within one production
batch, the expected frequency deviation is lower than ±5%. During measurements

3 It is due to the nonlinearity of the differential pair that the oscillator signal also appears at the
common-mode point at double frequency.
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Fig. 7.18 The injection-locked oscillator can be described as a single balanced mixer. On the left
the current with angular frequency 2 · ωi is injected at the sources of the differential pair. This
corresponds to the current source on the right with angular frequency ωi. Kmix is the conversion
gain of the mixer

the sensitivity to reach a ±10% lock range is determined: when using this lock
range, all measured samples have been able to lock to the same input signal under
all circumstances (over temperature and supply voltage). Using (7.6), the expected
sensitivities for higher input levels can easily be extrapolated. Note that the lower the
input signal, the more the lock range suffers from offset etc. in the input amplifiers.

7.4.2 Techniques to Increase the Lock Range

It is clear that the amplitude of the injected signal is low compared to the oscillator
current, which limits the lock range. Different possibilities exist to increase the lock
range of the oscillator.

7.4.2.1 Input Amplifiers

The most straightforward approach is to amplify the injected signal. A two-stage
differential amplifier has been designed, with a total voltage gain of around 20 dB
or 10. This already is a 10-fold increase of the lock range. The power consumption
of the amplifier is 28µW. To increase the dynamic range and decrease the noise
sensitivity, the input stage is designed two times bigger than the second stage.
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7.4.2.2 The Integrating Phase Detector

Another approach is the use of a phase detector. As shown in Sect. 7.2.3, when
so-called pulling or frequency beating occurs, the injected signal already has some
influence on the oscillator. This means that, when a signal is injected with an angular
frequency just above or below the edge of the lock range, the oscillator already tries to
follow the sine edges. FromFig. 7.9, it can be concluded that for an injected frequency
above the lock range, the average phase shift between the injected waveform and the
oscillator is negative and close to −90◦. Similarly, when the injected frequency is
just below the lock range, the mean phase shift will be around 90◦. For frequencies
further away from the lock range, the average phase shift will go to zero. Inside the
lock range, the mean phase shift can be calculated from (7.2): it goes from 90◦ on the
low side to −90◦ on the high side. In Fig. 7.19 this is shown for an injection-locked
oscillator modeled in Matlab. In the upper graph the lock range is clearly visible. In
the two graphs below, the averaged phase shift is shown between the injected signal
and the oscillator output (or a 90◦-shifted version). The oscillator signal and the
injected signal (second graph) can be used to increase the lock range. A 90◦-shifted
version of the oscillator signal and the injected signal can be used as a lock detection
(third graph).

A PMOS differential pair has been used to detect this phase difference as shown
in Fig. 7.20. By connecting the common-mode point of the second oscillator stage
vs2, which is 90◦ shifted compared to the first stage, and the injected antenna signal

Fig. 7.19 Average output
frequency and phase
difference as a function of the
frequency of the injected
signal. The phase curves can
be obtained by mixing the
oscillator signal (or a
90◦-shifted version) with the
injected signal
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Fig. 7.20 Schematic of the integrating phase detector. The biasing of the detector is done by the
differential stage on the right, making use of the common-mode signal coming from the oscillator
biasing replica. The detector has two inputs: the antenna signal coming from the output of the first
stage of the input amplifier and the common-mode source voltage of one of the two oscillator stages,
vs1 or vs2. a Shows a single-ended version with a digital output; b is a differential implementation
with a lower gain and an analog output

to the differential pair, the circuit behaves as an averaging phase detector. A second
differential stage is used to amplify the output, which actually is the down-mixed
signal of the antenna input. This signal can be used to adapt the oscillator frequency
and in this way extend the lock range [236]. Furthermore, if the common-mode input
is connected to the common-mode point of the first stage vs1 (or the common mode
of the output buffers, since this is not affected by the injected signal), the circuit can
be used as a lock detector. The phase detectors, including the shared biasing circuitry
of both phase detectors, consume only 6µW. As shown in Fig. 7.20, the output can
be both single-ended, for the lock detection, and differential, to use in a feedback
loop. The single-ended version has been implemented with a high gain to obtain a
digital output.
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7.4.3 Measurement Results

The circuit has been processed in a 130nm standard CMOS technology. The key
measurement properties of the oscillator are listed in Table7.1. A chip photomicro-
graph is shown in Fig. 7.22. As shown in Table7.2, different versions of the chip have
been processed. Because 1.2GHz is a rather high frequency for an integrated RC os-
cillator, also a 600 MHz version has been processed. Apart from this frequency, also
a difference was made in the input gain and the phase detectors. The input gain can
also be controlled by adapting the externally applied biasing current. Good results
have been obtained with prototype 1 and 2: a two-stage input amplifier with a gain
of 10–15. With a −59.3 dBm antenna signal, which is well below the expected input
signal of the energy scavenger [51], the measured lock range is 950–1,150MHz.
This wide lock range is mainly caused by the low Q factor and the low oscillation
amplitude (120mV peak-to-peak at the output of the first stage). The use of a source
follower at the output of the input amplifier also increases the lock range drastically,
since it is mainly the injected current which determines this range. The measured
free-running frequency of 3 samples together with the minimum upper bound and
maximum lower bound of the lock range are shown in Fig. 7.21. As a function of
temperature, the free-running frequency decreases drastically. This is caused by the
increasing impedance of the resistors, which is desired to compensate for the decreas-
ing gain with increasing temperature. However, for an input signal of 1,050MHz,
all samples have been able to lock over the entire temperature range. The increasing
lock range as a function of the supply voltage is mainly caused by the increased
gain at the input stage. The externally applied biasing current has been kept constant
during these measurements. The minimum measured power consumption at 1V is
127µW, without taking the output buffers into account.

By monitoring the output of the phase detectors, it has been possible to detect
a lock condition. The differential output of the second phase detector is around
20mV (−20mV), for an input RF signal of ±200MHz above (below) the lock
range. However, in this first version, no feedback loop has been implemented.

The results are compared to other state of the art timing solutions inTable7.4. From
this table it is clear that an increased accuracy goes at the expense of an increased

Table 7.1 Overview of the key measurement properties (8 samples)

Technology 130 nm CMOS

Area (core) 520µm × 340µm (90µm × 75µm)

Power consumption at 1.0 V 127µW

Temperature range −20 to 100 ◦C
Voltage range 0.7–1.6V

Frequency range 950–1,150MHz

Sensitivity −59.3dBm
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Table 7.2 Overview of the implemented prototype versions

Number fosc (MHz) Input amp Lock detector Phase detector

0 1,200 1-stage Single-ended Differential

1 1,200 2-stage Single-ended Differential

2 1,200 2-stage Differential Single-ended

3 600 1-stage Single-ended Differential

4 600 2-stage Single-ended Differential

5 600 2-stage Differential Single-ended
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Fig. 7.21 Measured free-running frequency of 3 different samples. Also theminimum upper bound
and maximum lower bound of the lock range of all 8 samples are shown as a function of a the
temperature and b the supply voltage

power consumption. Furthermore, the available solutions that can also sustain an
unstable supply voltage are rather limited.

7.4.3.1 Use with an UWB Transmitter

After a 32-fold frequency division, the clock has been connected to an UWB trans-
mitter. Evenwith the transmitted signal which interferes with the carrier, no influence
on the lock range and the lock behavior of the oscillator has been observed. This is
caused by the low-pass filtering of the injected signal by the injection-locked loop
(Sect. 7.3.2). This makes the locking principle a feasible solution to overcome the
synchronization problem in WSNs and impulse-based UWB links.

7.4.4 Conclusion on the 130-nm Injection-Locked Oscillator

In this first prototype, different aspects of the use of injection locking for node
synchronization have been demonstrated. First of all, it is clear that the low Q factor
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Fig. 7.22 Photomicrograph of the injection-locked oscillator

of the RC oscillator makes it possible to have a huge lock range. The differential
two-stage oscillator topology makes it possible to implement a lock detection and/or
a phase detector to increase the lock range. The drawback of the low Q factor is the
increased noise in the injection-locked oscillator. However, as shown in (7.53), the
output spectrum within the lock range is mainly determined by the spectrum of the
injected signal. Furthermore, because all nodes lock to the same injected signal, a
correlation exists between the low-frequency noise in the different sensor nodes. This
correlation results in a performance increase of the communication link between the
different nodes. Due to the low-pass filtering of the injected signal, the circuit is
robust against perturbations or even short interrupts in the received signal. This is
the main reason why this solution is preferred over amplifying the received signal
and feeding it to a frequency divider. The main drawback is the power consumption
of the high-frequency RC oscillator. Even with 2-fold frequency division, the high
frequency (1GHz) puts a minimum value to the power consumption of the oscillator.

7.5 The 40-nm Injection-Locked Receiver

The 40nm implementation of the injection-locked oscillator contains 2 major in-
novations over the injection-locked solution from the previous section. First of all,
instead of locking to the carrier frequency, the oscillator locks to the envelope of
an AM-modulated clock signal. This improvement saves a lot of power since no
high-frequency oscillator or frequency divider are needed. In Fig. 7.23 a block di-
agram of the system is shown: only the input amplifier and the AM-demodulator
are working at the carrier frequency. The second innovation is the addition of an
ultra-low-power receiver which can be used for network coordination. This receiver
uses the phase difference between the oscillator and the injected signal. By applying
phase steps to the clock signal, a bit stream can be received, indicating whether the
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Fig. 7.23 Block diagram of the clock and receiver circuitry. Only the input amplifier and the AM
demodulator are working at the (high) carrier frequency

Carrier Tx

TAG#1

TAG#2

UWB Rx

RF Power, data and Clock UWB Pulses

Fig. 7.24 System overview of the wireless sensor network (WSN) with RF clock distribution and
coordination receiver. The specifications of the clock carrier in terms of temperature and supply
voltage stability are unimportant as long as the different network components can lock to the wire-
lessly distributed clock signal. The implemented downlink makes network coordination possible
and avoids data collisions

RFID tag is expected to respond or not. Other benefits of the previous topology are
retained: the clock frequency is exactly constant and equal at both the transmitter
and the receiver side; in case of a sudden carrier loss the clock works several cycles
autonomously; the carrier of the clock signal can be shared with an RF power signal.
The main drawback of the presented topology is the lack of selectivity and the large
input noise bandwidth, which results in a drastically decreased input sensitivity. A
modified version of the overall system setup is shown in Fig. 7.24.
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Fig. 7.25 Schematic of the differential implementation of the proposed oscillator. By connecting
the 2 oscillators in series, both transistor branches are oscillating differentially

7.5.1 The Clock Circuit

The used oscillator is a differential RCWien bridge oscillator. The working principle
of this oscillator has elaborately been discussed in Chap. 5. Similar to the implemen-
tation in Chap.5, two inverting amplifiers and two feedback networks are put in
series. This results in the differential topology of Fig. 7.25. The power consumption
of this 30MHz oscillator is around 16µW.

7.5.1.1 The Input Amplifier

To increase the sensitivity of the circuit to the carrier and to obtain a usable signal
amplitude at the input of the AM detectors, a four-stage differential input amplifier
is used. A block diagram of the input structure is shown in Fig. 7.23. The amplifier
contains four stages of which the schematic is shown in Fig. 7.26. Each stage has its
own common-mode feedback. The input is AC-coupled and the third stage contains
a DC-suppression capacitor to avoid offset problems. For noise reasons, the first
stage is sized with a factor of 4 and it has two DC biasing resistors to set the DC
level of the two antenna inputs. The total power consumption of the amplifier is
40–48µW to obtain a gain of 6, 30, 150 or 720 (the output can be taken at the output
of each amplifier stage), as shown in the bode plot on Fig. 7.27. In order to avoid
saturation of the input amplifiers, theAM-detector and/or the receiver circuit (see next
section), an automatic gain control can be useful. The gain of the input amplifier in
this prototype design can be controlled by selecting the appropriate amplifier stage
and/or by adapting the biasing current. As will be seen, however, the gain of the

http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_5
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Fig. 7.26 Schematic of the first and third stage of the four-stage input amplifier. Each stage has its
own common-mode feedback, implemented by the two NMOS transistors on top. The first stage
also has two biasing resistors to set the DC level of the antenna inputs. The input is AC-coupled
and the third stage contains a DC-suppression capacitor
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Fig. 7.27 Bode plot of the 4-stage front-end amplifier stages. The gain of the first stage at 2.4GHz
is around 15dB or 6. The total gain is between 6 and 720, depending on the number of stages

baseband signal can also be controlled, which turns out to be a much more reliable
control mechanism.

7.5.1.2 The AM-Detector

The oscillator is locked on the clock signal which is AM-modulated on the RF car-
rier. The schematic of the AM-detector is shown in Fig. 7.28. The biasing voltage VB
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VB V− V+ VB

3 : 1 1 : 44 : 3

Fig. 7.28 AM-detector with an NMOS input pair. In practice, two AM-detectors, NMOS and
PMOS, are used to generate a differential signal which can be injected differentially into the oscil-
lator

is coming from the amplifier and is also used to set the DC output voltage of a
high-pass filter between the amplifiers and the detectors. In practice, two AM-
detectors (or envelope detectors) are used to obtain a differential signal: one designed
with anNMOS input pair and amirrored version using a PMOS input pair. The output
signals of these detectors are amplified and AC-coupled to the gate of transistor M2
and M4 of the oscillator (Fig. 7.17). To obtain a stable DC biasing, the detectors are
replica biased, using a replica of the input amplifiers. The total power consumption
of the two AM-detectors is below 3µW.

As shown in [201], the conversion gain of an envelope detector strongly depends
on its input amplitude. Starting fromFig. 7.28, an approximation of the output current
can be calculated as a function of the input amplitude. As a result of the low-V th
NMOS transistors in cutoff (M1 toM3), the input transistors (M5a andM5b) are biased
in weak inversion. The current through these transistors is then written as:

Ids,wi = ID0 · W

L
· e

Vgs−Vth
n·k·T/q (4.44)

The envelope detector relies on the nonlinear component of the output current.

Before calculating this, it is assumed that the capacitor Cp causes a zero at the source
of both input transistors with a frequency well below the envelope frequency (around
30MHz).4 Using aTaylor expansion of (4.44), the nonlinear component of the current
through each one of the input transistors for an input voltage Vi = Vs · sin(ωi · t) can
be approximated by the second-order term:

io = V2
i

2
· ∂2Ids,wi

∂V2
i

(7.60)

4 Without this assumption, the nonlinear component of the current is drastically damped by the
source impedance.
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Fig. 7.29 Conversion gain of the envelope detectors for different input levels. On the left, the
conversion gain is shown as a function of the input amplitude with 30% modulation depth. Note
that this is the simulated output amplitude divided by the carrier amplitude and not the amplitude
of the envelope. On the right, the same graph is shown for a signal with 100% modulation depth

= gm

2 · n · Vt
· V2

s · sin2(ωi · t) (7.61)

where Vt = kT/q is called the thermal voltage. The high-frequency component at
2ωi is filtered out by the limited bandwidth of the circuit, and the low-frequency
output is equal to:

io ≈ gm

4 · n · Vt
· V2

s (7.62)

As can be seen, the transconductance of the envelope to the output is then equal to:

genv ≈ gm

4 · n · Vt
· Vs (7.63)

The output current of the input transistors is added (a factor of 2) and mirrored to the
output branch (a factor of 4). To obtain the output voltage, it needs to be multiplied
by the output impedance. This, however, can only be determined more accurately
by simulations (r0 of the used short-channel transistors is rather low). A simulation
of the conversion gain of both phase detectors (with a PMOS and an NMOS input
pair) is shown in Fig. 7.29. The linear increase of the conversion gain for small
amplitudes is clearly visible. For higher amplitudes, the conversion gain increases
more slowly because the biasing point of the transistors is moving towards strong
inversion. Finally, the conversion gain decreases, because the output amplitude is
limited by the supply rails.

In a next step, the output of both AM detectors is sent to a differential amplifier
before injecting it into the oscillator. This amplifier is shown in Fig. 7.30. The gain of
the amplifier can be controlled by Vctrl to prevent the oscillator from being overtaken
by the injected signal, which would result in a non-working receiver. A second two-
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stage amplifier is used to amplify the AM signal towards the receiver, which needs
a digital signal at the input. The Bode plot of both amplifiers and the small-signal
gain of the first amplifier as a function of the control signal are shown in Fig. 7.31.
Note that for large signals, the control transistor ‘clips’ the output signal instead of
only controlling the small-signal gain. This is a useful feature when the input voltage
saturates, since this clipping level is mainly independent from the input amplitude.
Finally, a detailed overview of the AM front-end and receiver chain is shown in
Fig. 7.32. All building blocks discussed above are schematically drawn, including
their impact on the input spectrum.

Ib Vinj,− Vinj,+

Vctrl

Vdd

M1a

Cin

VAM,p

M1b

Cin

VAM,n

AMout

Fig. 7.30 The output of both AM detectors is combined in a differential amplifier before injecting
it into the oscillator. The gain of the amplifier can be controlled by adapting Vctrl . The AM signal is
also amplified by a two-stage amplifier to obtain a digital signal at the input of the phase detector

102 103 104 105 106 107 108 109

−50

0

50

f [Hz]

A
[d

B
]

|AMOUT |
|Vinj,+|

102 103 104 105 106 107 108 109

−2

0

2

f [Hz]

�A
[d

B
]

�AMOUT

�Vinj,+

0 0.5 1
1

2

3

4

5

6

7

Vctrl [V]

A
V
i
n
j

[· ]

Fig. 7.31 Bode plot of the two baseband amplifiers including the high-pass filter at the input. The
first amplifier, which amplifies the baseband signal towards the oscillator, has a controllable gain.
This is shown in the graph on the right (simulated for a 1V supply voltage, at 30MHz)
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Fig. 7.32 Detailed overview of the receiver chain. The operations performed on the input spectrum
are schematically drawn at the bottom. The combination of two phase detectors detects the negative
envelope as well as the positive envelope of the input waveform, which results in a signal gain of 2

7.5.1.3 Sensitivity Analysis of the AM-Receiver

To get an insight in the maximum achievable sensitivity of the receiver chain, a brief
analysis is done on the input amplifier in combination with the AM detectors. As
will be seen, several approximations are made. A more detailed analysis of a typical
AM receiver chain (filter, input amplifier, envelope detector) can be found in [88,
201]. When looking only at the amplifier and a standard envelope detector, it can be
shown that the total noise factor Ftot is equal to [200]:

Ftot = 2 · Famp + NLF · k2DC

Nsrc · A2
v · k2

+ No,ED

Nsrc · A2
v · k2

(7.64)

where Famp is the noise factor of the front-end amplifier, NLF is the low-frequency
(below the envelope detector bandwidth) output noise density of the front-end am-
plifier, No,ED is the noise at the output of the envelope detector and Nsrc is the source
noise density (equal to 4kTRs). These parameters need to be simulated to obtain an
approximate value of the total noise factor. A detector bandwidth Bdet of 30MHz
is assumed, since this is the frequency of the clock envelope. To obtain NLF and
No,ED, the noise spectrum is calculated and integrated. This value is divided by
Bnoise ≈ 2GHz to obtain a brickwall noise density. Bnoise is the noise bandwidth of
the amplifier, which can be estimated from Fig. 7.27 and is large due to the lack of an
input filter. As the gain of both phase detectors is assumed to be identical and since
the noise on the amplifier output signal is expected to be uncorrelated, a 3dB SNR
increase can be expected by using two envelope detectors instead of one. To take this
into account, the average detector gain is used and Ftot is divided by 2. Using Ftot ,
the input-referred noise power can then be written as:

Pn,in = −174 + 10 · log(Bnoise) + NFtot (7.65)

where NFtot is equal to 10 · log(Ftot) and the power is expressed in dBm. To obtain
an estimate of the minimum signal input power, Pm, it is assumed that a minimum
SNR of 12dB at the output of the envelope detectors is needed to obtain a proper data
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Fig. 7.33 The hockey stick curves show the input referred noise of the AM receiver chain for
different input resistances and a 30% modulation depth. The crossing of these curves with the
Pin − SNRmin curve determines the minimum detectable input signal level. On the left the input
gain is equal to 6 (1 stage), on the right an input gain of 30 is assumed (2 stages)
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Fig. 7.34 The hockey stick curves show the input referred noise of the AM receiver chain for
different input resistances and a 100% modulation depth. The crossing of these curves with the
Pin − SNRmin curve determines the minimum detectable input signal level. On the left the input
gain is equal to 6 (1 stage), on the right an input gain of 30 is assumed (2 stages)

reception (similar to [201]). Pn,in and Pin − SNRmin are drawn in Figs. 7.33 and 7.34
for different values of the source resistance, the modulation depth and the input
gain. For each configuration, the crossing with the Pin − SNRmin curve results in the
minimum detectable input signal level.

From this figures, different conclusions can be drawn. As opposed to the im-
plementations discussed in [201], the noise is dominated by the noise figure of the
input amplifier instead of the input sensitivity of the AM detectors (the AM detectors
cause the curves to go up on the left). This is mainly caused by the huge input noise
bandwidth. In the first place, this can be seen from the crossing points, which are in
the horizontal area, but also from the fact that from a certain gain, the gain of the
amplifier does not have a big impact on the sensitivity (taking the 150 or 720-fold
amplifier has no added benefit). Due to the high signal level and the sensitivity of the
envelope detectors, the impact of the modulation depth is low in the case of an input
gain of 30. The increase of the curves for high input levels is caused by the saturation
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of the detectors, which has a negative impact on the conversion gain. Since this sat-
uration results in a reduction of the output noise and only the 30MHz component
of the signal is of interest, this increase can be neglected (the noise reduction by the
saturation effects is not taken into account in the calculation ofFtot). It is seen that for
a matched input impedance, a signal level of−38.8 to−43.5dBm (depending on the
modulation depth and the input gain) can be detected for a 100� input impedance.
The 300� resistance is added since this is the resistance of a folded dipole antenna.

The sensitivity analysis in this section is only an approximation, used for common
AM receivers. The situation here is different since the output signal of the detectors
is injected in an oscillator. As seen previously, this results in a significant reduction
of the noise components outside the lock range (the oscillator acts as a bandpass
filter). Therefore, only the noise in a small band around the 30MHz carrier is of
interest in this design. Furthermore, the data detection compares well to that of a
BPSK receiver, which requires a much lower SNR to obtain the same bit error rate.
Both effects, however, are not taken into account in the above calculation. To control
the noise bandwidth at the output of the AM detectors, the lock range itself can
be controlled by controlling the gain of the baseband amplifiers discussed in the
previous section. The reduced sensitivity of this topology compared to the 130 nm
implementation is mainly caused by the huge noise bandwidth of the signal injected
in the AM detectors. In the previous design, this noise bandwidth is limited by the
limited lock range of the oscillator.

7.5.2 The Receiver Circuit

By locking the oscillator to the injected signal, the synchronization problem between
the RFID tag’s transmitter and the receiver is mainly solved. Adding a continuously
working receiver to each network node, in order to add some coordination in the
sensor network, is difficult due to the limited power budget. However, a decent
lock detection and a mechanism to avoid data collisions also reduces data losses in
the network and thereby also the power consumption. Both functions can easily be
implemented by the injection-locked receiver, a novel receiver topology which only
adds a negligible cost to the power budget.5

7.5.2.1 The Injection-Locked Receiver

As mentioned earlier, the phase difference φi between the injected signal and the
oscillator is always between ±90◦. However, by applying an abrupt phase step to
the injected signal, the oscillator will instantaneously lose its lock condition. After
a few cycles, the oscillator will be in lock again. These sudden phase steps can be
detected by a simple phase detector such as a D-flipflop. The time between two phase

5 Recently a similar architecture using two injection-locked oscillators was patented [320].
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shifts indicates whether a one or a zero is received. A block diagram of the receiver
is shown in Fig. 7.35. The amplitude of the injected signal (lock range) as well as
the applied phase shift do affect the number of cycles in which the lock condition
recovers from the applied phase shift. This has an influence on the maximum data
rate of the receiver: the stronger the injected signal, the faster the oscillator reached
stable lock and the higher the data rate can be [see (7.33)]. From Fig. 7.7, the lock
time can be estimated as a function of the lock range:

tL · ωL � 8 (7.66)

As seen from the measurements of the 130nm injection-locked oscillator (see
Sect. 7.4.3), a lock range of around ±10% of the oscillation frequency is assumed
to make sure the oscillator locks to the injected signal in all circumstances. The lock
range in this case depends on the strength of the received signal as well as the mod-
ulation depth. The estimated number of periods to recover to oscillator lock is then
calculated to be:

tL
T

� 80

2 · π
≈ 12.7 (7.67)

The output signals of a simulated oscillator and receiver are shown in Fig. 7.36. The
oscillator has a lock range of ±10% and φ∞ = 28.5◦. As expected, it takes around
10 cycles to recover from an applied phase step. Also the evolution of φi(t) is similar
to what is predicted in Fig. 7.7: φi(t) evolves faster to φ∞ at phase angles where the
curve of the lock time is more horizontal. Also φ∞ is a crucial parameter in the lock
process since the output of the phase detector switches at φi(t) = 0.
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D-Clock

Fig. 7.35 The receiver consists of a simple shift register of which the first flipflop is used as a phase
detector. When a phase shift is applied to the input, the data register will clock. Depending on the
most significant bit of the counter, which counts the clock cycles between two phase shifts, a zero
or a one is received. In the subsequent clock cycle, the counter is reset
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Fig. 7.36 The simulated waveforms of an injection-locked receiver. Three times a 180◦ phase shift
is applied to the injected signal. The bottom graph shows the evolution of the phase difference. It
takes around 10 periods until the output of the phase detector recovers from the phase shift. Note
that the oscillator only has a weak nonlinearity in its amplifier, which results in a slow amplitude
regulation

When the input signal is too strong, the oscillator will never lose its lock and
the receiver will stop working since the injected signal completely dominates the
oscillator output.6 For flexibility reasons in this first prototype the reset value of
the counter is programmable. This allows to test the receiver for different input

6 This effect strongly depends on different system parameters such as the detector output bandwidth,
the exact moment and sharpness of the applied phase step, the oscillator amplitude, etc.
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frequencies, signal strengths and data rates. During measurements a data rate of
1.8Mbit/s was obtained (the counter resets to a start value of 16). The additional
power consumption of the receiver logic is below 1.5µW (compared to a total power
consumption of 72µW). Note, however, that the working principle strongly affects
the frequency stability of the oscillator. This has to be taken into account when other
tag circuitry (such as an UWB transmitter) is used simultaneously with the receiver.
However, when used as a coordination receiver, this does not pose any problem.

Note that the receiver has an increased noise sensitivity since 16 correct phase
detections are needed to obtain 1 data bit. Although most of the time the oscillator is
locked to the injected signal (which results in an increased success-rate), the noise
has a great impact during the re-locking of the oscillator. This noise sensitivity in the
receiver logic can therefore greatly be reduced by switching off the phase detector
for 10–14 cycles after a phase step is detected. This can be done by the addition of
a few extra digital gates.

7.5.2.2 Use as an AM-FM Receiver

The same circuitry can also be used as an FM receiver. By modulating the frequency
of the AM signal continuously (instead of by applying hard phase steps), the angle
between the injected signal and the oscillator signal also changes. In this way, the
output of the phase detector can be switched in a controlled manner. The main
drawback, however, is the oscillator frequency which is not precisely known after
production. This results in an uncertainty about the moment the phase detector will
switch from 1 to 0 and vice versa.

A last option is to change the modulation depth of the transmitted signal. To
receive this, however, the phase detector must slightly be adapted to switch at a
nonzero phase angle. This can also be obtained by delaying one of the input signals.
By changing the amplitude of the injected signal, the phase angle changes and the
receiver logic can be triggered. The main problem, again, is the impossibility to
predict this behavior at the transmitter side. Therefore, the proposed technique using
phase steps is considered to be the most robust solution for communication and
synchronization in this application.

7.5.3 Measurement and Simulation Results

The circuit has been processed in a 40nm standard CMOS technology. After review-
ing the measurements of the RF sensitivity, however, several inconsistencies where
detected in the obtained results. Since some values cannot be verified, these results
are omitted and replaced by simulated values. The key measurement and simulation
properties of the oscillator and the receiver circuit are listed in Table7.3. A chip
photomicrograph is shown in Fig. 7.37. Compared to previous designs such as the
130nm implementation, the power consumption is drastically reduced due to the
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Table 7.3 Overview of the key measurement and simulation properties (5 samples)

Technology 40 nm CMOS

Area (core) 550µm × 300µm (65µm × 26µm)

Power consumption at 1.0V 72µW

Temperature range −20 to 100 ◦C
Voltage range 0.7 to 1.5V

Frequency range 23–36MHz

Carrier frequency Max 2.6GHz

Max. data rate 1.8Mbit/s

Sensitivity −43dBm

Fig. 7.37 Photomicrograph of the 40nm injection-locked oscillator and receiver

use of AM-detectors instead of the locking to the carrier frequency. Another power
advantage, comes from the technology node in which the circuit has been processed.
The lock range of the oscillator is high due to the low Q factor and can easily be en-
larged by increasing the gain of the low-frequency AM signal. In turn, the oscillator
itself can oscillate at a higher amplitude, which enables a better frequency stability
and output noise performance.

7.5.3.1 Results on the Injection-Locked Oscillator

Although the different blocks in the injection-locked oscillator are affected by the
changing temperature and supply voltage, the injection-locked oscillator has proven
to be a robust design. The receiver chain, however, has several critical points. The first
point is the output of the front-end amplifier, which saturates at an output amplitude
around 600mV at 1V (450mV at Vdd = 0.7V). When this output saturates, the
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Fig. 7.38 Measured free-running frequency of 3 different samples of the 40nm implementation.
Also the estimated lock range is shown as a function of a temperature and b supply voltage

envelope of the AM signal can be removed. A second critical point is the noise
sensitivity and the sensitivity of the envelope detectors, which puts a lower limit to
the input signal level. It has, however, been observed that it is mostly the noise which
determines the lower limit of the input sensitivity. The third critical point, which is
important for the functionality of the receiver chain, are the outputs of the baseband
amplifier which at high amplitudes possibly overtake the oscillator circuit. This will
be discussed into more detail in the next section.

Four parameters can be modified while operating the circuit: the power of the
received carrier, the modulation depth, the input gain and the gain of the baseband
amplifier, which can be controlled by adapting Vctrl. The power of the carrier plays a
crucial role in the saturation of the input amplifier. The best way to avoid this satura-
tion is by using a modulation depth of 100% (on-off keying), which can impossibly
be masked by the input amplifier. This, however, mostly results in an oversteering of
the oscillator, which needs to be avoided by adapting Vctrl properly. Two differential
input signals (with a matched 50 � impedance each) are assumed in the following
calculations. A −39dBm signal with a 100% modulation depth results in a 30mV
signal at the output of the amplifiers. The combined conversion gain (k100) for this
signal level is around 1.2 and a 210mV differential signal is sent through a high-pass
filter towards the oscillator. This signal results in a lock range of around 23–36MHz
at room temperature and at a 1V supply voltage. This lock range will vary over
temperature as well as over the supply voltage, as can be seen in Fig. 7.38. The gain
of the input stage decreases slightly over the considered temperature range, which
results in a decreasing lock range with increasing temperature. The gain increases
with increasing supply voltage, as can be seen in Fig. 7.38 on the right.

7.5.3.2 Results on the Injection-Locked Receiver

The receiver can saturate as a result of an injected signal which then overrules the
proper functioning of the oscillator itself. This effect is expected to happen with an
injected signal amplitude of around 250–300mV. In Fig. 7.39, this is calculated for
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Fig. 7.40 Operating range of the injection-locked receiver and the upper and lower limit of the
lock range with baseband gain control. Vctrl was set to 0.75V (or Vdd−0.25V). On the left an input
gain of 6 is used, on the right the input gain is equal to 30

different input signal levels. The graph shows the calculatedminimum andmaximum
of the lock range for two different input modulation depths. The upper and lower
border of the receiver operating region are determined by the amplitude of the injected
signal (which indeed corresponds to a certain lock range). The border on the left is
caused by the noise in the input amplifier.On the right, the baseband signal vanishes as
a result of a saturating input amplifier. This can be solved byusing a 100%modulation
depth. Fig. 7.40 contains the same information when the control voltage is used to
adapt the baseband gain. The voltage is typically set around 0.75V or Vdd − 0.25V.
This results in a limited amplitude of the baseband signal, which indeed results in a
receiver working at higher input levels as long as the input amplifier does not saturate.
As an alternative, clipping (transistor) diodes can be used to limit the signal. These
graphs are calculated using simulation results of the different building blocks.

The receiver principle was proven by measurements. As simulated, it can reach
a data rate up to 1.8Mbit/s (1 bit every 16 cycles), using a modulation depth of both
30% and 100%. For each bit, 180◦ of phase shift is applied to the baseband signal.
At low signal levels, however, the receiver chain is vulnerable to noise, which is also
a function of Δωn, the difference between the natural oscillator frequency and the
frequency of the injected signal. As expected, the robustness increases drastically



254 7 Injection-Locked Oscillators

whenmoving towards higher signal levels in combinationwith baseband gain control
and/or an increased modulation depth.

7.5.3.3 Comparison to the State of the Art

Compared to other state of the art timing solutions (Table7.4), the circuit is a unique
combination of power and accuracy and is the only circuit which includes an ultra-
low-power coordination receiver. In most other designs, such as [178], an increased
accuracy goes at the cost of a higher power consumption. Furthermore, in literature,
most timing solutions do not face the problem of an unstable supply voltage, as we
experience in the targeted autonomous WSN nodes. By using the injection-locked
receiver, a lock condition can easily be detected, but also network coordination has
been implemented. A comparison to other state of the art (wake-up) receivers is
shown in Table7.5. Although the power consumption of the proposed receiver is
somewhat higher than the two first implementations, this solution also solves the
synchronization problem between the different network nodes. The bit error rate
(BER) is notmeasured extensively, but duringmeasurements a success rate of>95%
was observed for receiving a correct 16-bit tag-ID.7 In this design the unique tag-ID
can be programmed externally in a (volatile) shift register. The different tags can be
addressed independently through the AM-PSK downlink, and collisions of different
data bursts can be avoided. This lowers the global power consumption drastically,
and has a huge benefit in terms of network and communication efficiency.

A severe drawback of the current implementations is the lack of selectivity and
sensitivity. Although the coordination receiver prevents the wireless tag from trans-
mitting useless data bursts, the tag can be activated by signals in ‘any’ transmission
band. Moreover, the lack of selectivity can result in a saturation of the input receiver
by an unwanted signal. However, when increasing the selectivity using an input filter,
also the sensitivity will be increased by the reduction of the noise bandwidth of the
amplifier. This, most likely, also goes at the cost of an increased power consump-
tion and/or a decreased data rate. The implementation in [200] uses a BAW-filter in
combination with an uncertain-IF topology to obtain the reported values. In [113],
which has a high sensitivity and selectivity, an external SAW-filter is used. Also the
two-tone modulation technique results in a high tolerance towards in-band interfer-
ers. Although in our application it can be assumed that the signal level of the RF
power signal transcends any other interferers, at least a bandpass filter at the receiver
input is needed to remove unwanted signals.

7 The injection-locked receiver was mainly designed to receive short data bursts. When receiving a
continuous data stream, the operation of the receiver can be affected by unwanted detection of phase
steps being the result of frequency drift. This drift of the free-running frequency can be caused by
a decreasing supply voltage or a changing temperature.
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Table 7.5 Comparison of the receiver to the state of the art

[199] [28] [113] This work

Technology 90 nm CMOS 130 nm CMOS 90 nm CMOS 40 nm CMOS

Power 52µW 37.5µW 120µWa 72µW

Frequency 2GHz 45MHz 915MHz 2.4GHz

Data rate 100kbit/s 200kbit/s 10kbit/s 1.8Mbit/s

Sensitivity −72dBm −62.7dBm −83dBm −43dBm

BER 10−3 – 10−3 <5 × 10−3

aPower consumption of the external IF clock generator not included

7.6 Conclusion

In this chapter, two fully-integrated injection-locked oscillator topologies have been
presented. By locking the oscillator to a wirelessly received RF signal, the different
sensor nodes in the network can be synchronized exactly. The main difference be-
tween both implementations is the reduction of the power consumption by using the
envelope of the injected signal instead of locking onto the carrier frequency itself.
This results in a unique combination of low power and high accuracy. Apart from
this, also an injection-locked coordination receiver has been developed. The 40nm
oscillator and receiver implementation is simulated to lock to a −43dBm, 2.4GHz
RF signal. This signal strength is in the same order ofmagnitude aswhat is needed for
an RF scavenging signal. The simulated lock range for a −39dBm signal is 23MHz
to 36MHz. The complete circuit, including the 1.8Mbit/s coordination receiver, has
a total power consumption of 72µW and is designed to work from −20 to 100 ◦C
and from 0.7 to 1.5V. The circuit proves to be a very promising low-power solution
for addressing, synchronization and coordination issues in wireless sensor networks.



Chapter 8
Oscillator-Based Sensor Interfaces

Nowadays sensors and feedback systems are used everywhere. One of the found-
ing fathers of control theory is Cornelius Drebbel, a Dutch engravist, scientist and
engineer. In the 1620s he described a ‘circulating oven’, which in fact is a thermo-
static oven with automatic temperature control. In his description he mentions two
important inventions, a ‘judicium’, what we nowadays call a thermometer, and a
‘regimen’, which is considered to be a control mechanism. His oven was used as
an automatic breeder for chicken eggs. The term ‘thermometer’ appears the first
time around 1624 in a French scientist’s work. Afterwards, in a Latin translation
of this work by Caspar Ens, the device is even called ‘Instrumentum Drebilianum’.
Although this is still under discussion, Drebbel is considered to be the inventor of
the first human-made thermometer system [128].

8.1 Introduction

Apart from the oscillator circuitry, also sensor interfaces are suffering greatly from
the unstable supply voltage and temperature variations. In this chapter it is shown that,
by using a time ratio rather than an absolute time value, it is possible to implement
an oscillator-based sensor interface independent from environmental parameters.
Contrary to the previous oscillator implementations, it is no longer necessary to keep
the frequency itself independent from the environment. By matching two oscillators
or time delays, an input value can be sampled independently of external parameters.
If the influence of temperature and voltage is identical for both circuits, the frequency
drift is canceled out.

Two sensor interface topologies are presented: a PLL structure, which makes
use of two matched oscillators, and a PWM-based structure, which relies on the
matching between the stages in a ring oscillator. Both techniques can also be
referred to as closed-loop and open-loop structures, respectively. In the next section,
the PLL structure is presented. A more elaborate discussion on this topic can be

© Springer International Publishing Switzerland 2015
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for Wireless Sensor Networks, Analog Circuits and Signal Processing 128,
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Rv

RvRs

Rs
Sensor

Oscillator

Feedback
Oscillator

FF
D Q

Counter

+

Fig. 8.1 Block diagram of a PLL-based sensor interface. The resistors Rs represent the sensor
input, which is connected to an oscillator. Due to the phase detector and the digitally controlled
feedback resistors Rv , both oscillator frequencies are matched

found in [43].1 Afterwards, in Sect. 8.3, the PWM-based sensor interface is pre-
sented. The interface is based on a coupled sawtooth oscillator structure. Therefore,
in Sect. 8.4, a noise analysis of this oscillator is performed to better understand the
different design decisions and constraints. In Sect. 8.5, the two CMOS implemen-
tations in 130 and 40 nm are presented and compared. The measurement results of
the sensor interface are presented in Sect. 8.5.3. Finally, in Sect. 8.6, conclusions are
drawn.

8.2 PLL-Based Sensor Interfaces

A first method to obtain a sensor value independent of the supply voltage and the
temperature is by integrating the sensor in one of the oscillators of a Phase-Locked
Loop (PLL). A block diagram of such a PLL is shown in Fig. 8.1. When the sen-
sor value (represented by the resistors Rs) changes, the frequency of the oscillator
changes. However, due to the feedback mechanism of the PLL, the frequencies of
both oscillators are re-aligned. This can either be done by tuning the second oscillator
towards the frequency of the sensor oscillator or by compensating the influence of
the sensor in the sensor oscillator. Typically, the feedback signal is implemented dig-
itally, to obtain a digital version of the sensor signal. If both oscillators are matched
properly, external parameters have an influence which is equal for both oscillators
and have little or no influence on the output signal.

8.2.1 Implementation of the PLL

The architecture of the PLL-based sensor interface was first proposed in [279]. In
this work a system study has been performed on the Bang-Bang PLL (BBPLL), a
PLL using a (binary) quantized phase detector . The feasibility of the PLL has been

1 This work has been done in collaboration with Hans Danneels and later also with Jelle Van Rethy.
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demonstrated, using simulations in a 130 nm CMOS technology. A block diagram of
this structure is shown in Fig. 8.1. It has been shown that, next to the integral feedback
path (the counter), also a proportional path is needed in the feedback loop to obtain
a stable PLL. Furthermore, the concept of course- and fine-tuning was introduced.
First the counter takes large steps to quickly reach a course sensor value. When the
loop is locked, the counter is switched to fine-tuning and an accurate sensor value
can be obtained. Compared to a PLL using only fine-tuning, a speed increase up to
a factor of 10 is reached for acquiring the first measured output sample. Such short
startup time is important on a wireless tag, since the circuit is only active during a
short burst period.

8.2.1.1 Second-Order PLL Implementation

In [263] and [264] a first implementation of a BBPLL-based sensor interface has been
demonstrated. The implementation makes use of a ring oscillator using differential
Maneatis delay cells [171]. This delay cell has important benefits in terms of dynamic
supply noise and substrate noise rejection, due to its symmetrical load and biasing.
Again, a proportional and an integral feedback path are implemented, which explains
the name second-order PLL. The proportional path consists of the 1-bit phase detector
output, which is directly connected to the oscillator load. The integral path, i.e.
the output of the 8-bit counter, is fed back through a 5-bit R-2R digital-to-analog
converter (DAC). The resolution of 8 bit is obtained by a PWM switching scheme
of the 5-bit output. An important benefit of using a resistive sensor in combination
with a matched output of the R-2R DAC, is the high power supply rejection ratio
[264]. An output resolution of 8.9 effective number of bits has been obtained in this
implementation, including nonlinearity.

8.2.1.2 First-Order PLL Implementation

In [45], a first-order BBPLL has been demonstrated. This means that the feedback
loop only contains a 1-bit proportional path and that a PWM signal is obtained at
the output. Both oscillators in this case are simple ring oscillators with capacitive
loading. This results in an extremely low minimum supply voltage of 0.3 V, which
corresponds to a power consumption of only 270 nW. Instead of using a resistive
sensor, the interface is used to read out a capacitive pressure sensor. The 1-bit PWM
output signal is fed back using a switched capacitor in the feedback oscillator, which
causes both oscillators to lock. In [43] different other implementations of the BBPLL
sensor interface structure have been discussed.

8.2.1.3 Performance of the BBPLL

An elaborate theoretical performance analysis on BBPLL-based sensor interfaces
has been presented in [266]. It is shown that the performance of the digital output
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is limited due to phase noise in the oscillator rather than quantization noise. Using
oversampling, the output (noise) performance of the PLL can be increased up to
resolutions of 18+ bits. The theoretical model derived in [266] has been applied to
different configurations for different noise levels at the input, different oversampling
ratios and different word lengths of the feedback counter. Also the impact of the
stability factor (which has to do with the ratio of the proportional and the integral
feedback path) on the output performance has been investigated.

InTable 8.5,where the performance of the developedPWM-based sensor interface
is evaluated, also the results of several closed-loop PLL-based sensor interfaces can
be found.

8.3 The PWM-Based Sensor Interface

The second method to obtain an output signal independent of external parameters,
is by using a time ratio within the oscillator itself. This can be done, for instance, by
building a ring oscillator of which the stage delay is modulated. When a differential
sensor is used, eachhalf of the stage delays is increased anddecreased simultaneously.
By using an output latch, a Pulse-Width-Modulated (PWM) signal can be extracted
of which the duty cycle is a measure for the sensor value. A block diagram of this
oscillator system is shown in Fig. 8.2.When an oscillator with a high control linearity
is used, the output duty cycle is proportional to the sensor value. To obtain this, the
coupled sawtooth oscillator [94] is used.

Stage 1 Stage 2 Stage 3 Stage 4

Stage 5Stage 6Stage 7Stage 8

Slow Stages

Fast Stages

Sensor

v + Δv

v − Δv

PWM

Output Latch

Fig. 8.2 Block diagram of the PWM-based sensor interface. Half of the oscillator stages are slowed
down by the sensor signal, the other half is sped up. The output latch converts the oscillator signals
into a PWM signal of which the duty cycle is proportional to the sensor value
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Vb1 Vb1

C C

Vb2 Vb2

VS,n VS,n+1Vn−1 Vn

Vn+3 Vn+4

Vdd

Vn+1

Fig. 8.3 Schematic of two oscillator stages and their interconnection.When a rising edge is applied
to the input, the capacitor charges linearly and activates the next stage. The oscillator stage is reset
by the output signal of stage n + 3. In this way, all internal control signals are generated by the
oscillator itself

8.3.1 The Coupled Sawtooth Oscillator

The coupled sawtooth oscillator is a ring oscillator topology with a good phase noise
performance compared to other relaxation oscillators [94]. Another benefit is the
high control linearity, which is the main reason to use this oscillator in measur-
ing applications. The oscillator in our design consists out of 8 differential stages.
The schematic and interconnection of these differential stages is shown in Fig. 8.3.
The delay of one stage is determined by the current through the current source Ib,
the capacitor value C and the reference voltage VS . This delay is given by:

TD = VS · C

Ib
(8.1)

This formula is, however, only valid when the differential pair switches infinitely fast
or when the switching of the differential pair is point-symmetric around its balance
point (i.e. differential input equal to zero). The meaning of this is shown in Fig. 8.4.
The dotted lines show the switching behavior of a differential pair with infinite gain.
In this case the output current switches instantaneously from one branch to the other,
linearly charging the capacitor. For a point-symmetric pair, switching smoothly over
a certain input voltage span, the resulting delay stays exactly the same. The point-
symmetry of the used differential pair can be proven by showing that the charging
current only depends on the differential input voltage and not on the common-mode
input voltage. Using the ideal MOSFET current Eq. (4.4.3), one can calculate the
current through one branch of an ideal, symmetric CMOS differential pair:

http://dx.doi.org/10.1007/978-3-319-09003-0_4


262 8 Oscillator-Based Sensor Interfaces

time

VS

Vn Vn+1 Vn+2 Vn+3

TD

Fig. 8.4 Sketch of the output waveforms of subsequent oscillator stages. When using a CMOS
differential pair, the switching delay when applying a linearly increasing input is exactly the same
as in the case of an amplifierwith an infinite gain. This is due to the point-symmetry of the differential
pair

Fig. 8.5 Transfer
characteristic of a differential
oscillator stage. The
characteristic is
point-symmetric around
Vd = 0. The linearized
characteristic is shown as a
dashed line

Vd

Id = Id,M1 − Id,M2

√
2 · Vgt

−√
2 · Vgt

Vgt

Vgt

Ib

−Ib

I1 = 1

2
·
⎛
⎝Ib ± Vd ·

√
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L
· Ib

⎞
⎠ (8.2)

where Ib is the biasing current, k = μn ·Cox
2 and Vd = V+ − V−, the differential input

voltage. For an increasing voltage Vn−1 at the input, the negative sign is valid over the
switching interval (output current from 0 to Ib). A plot of this transfer characteristic is
shown in Fig. 8.5. Note that the behavior is perfectly symmetric around Vd = 0. This
proves that the differential pair is point-symmetric and the average current during
the switching period is equal to Ib/2 as long as a linearly increasing input voltage is
applied at the input.When the switching operation is completed, the current charging
the capacitor is equal to Ib. The time interval over which the switching operation
is performed must always be smaller than the stage delay. If not, the successive
switching operations overlap and the assumption of point-symmetry is no longer
valid. This, in turn, has an impact on the control linearity of the stage delay. As will
be seen in the next section, the slow switching has important benefits for improving
the noise performance of the circuit.

The differential pair is, however, not ideal due to the asymmetric load and the
limited output resistance of the current source. Therefore, to increase the output
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resistance and to keep the charging current as constant as possible, cascode transistors
are added. This, however, limits the low-voltage operation of the oscillator circuit.

8.3.2 Use in Combination with a Sensor

The coupled sawtooth oscillator is a highly-linear oscillator topology. This, in combi-
nation with the ratioed output signal, results in a high temperature and supply voltage
independence. The sensor value itself, however, can also be affected by these exter-
nal variations. Since the temperature effects are part of the sensor design, only the
supply voltage dependency is discussed for two commonly used resistive sensor
configurations.

8.3.2.1 Using a Wheatstone Bridge

A typical resistive sensor is used in the form of a Wheatstone bridge. A schematic of
such a sensor is shown in Fig. 8.6. Two configurations are shown: one with a current
source on top, the other with a voltage source. In case of the current source, when
the applied current is equal or proportional to Ib, the biasing current of the oscillator,
it is easy to see that the oscillation frequency becomes independent of this current.
The output voltages of the Wheatstone bridge are given by:

R
+

Δ
R

R
−ΔR

R
+

Δ
R

R
−ΔR

VS+ VS−

Ib

R
+

Δ
R

R
−ΔR

R
+

Δ
R

R
−ΔR

VS+ VS−

Vin

Fig. 8.6 Two configurations of a Wheatstone bridge: one with a current source on top, the other
connected to an input voltage source
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VS+ = Vin · R + ΔR

2 · R
(8.3)

VS− = Vin · R − ΔR

2 · R
(8.4)

When inserting these voltages into (8.1), the stage delay of respectively a slow and
a fast stage becomes:

TS+ = Vin · (R + ΔR) · C

2 · R · Ib
(8.5)

TS− = Vin · (R − ΔR) · C

2 · R · Ib
(8.6)

Which results in a duty cycle of:

DC = Tstage1−4

TOsc
= R + ΔR

2 · R
(8.7)

This expression is completely independent of the voltage (or current) applied to the
Wheatstone bridge which is a consequence of the linearity of the sensor interface.
In the presented design, the external sensor resistors are biased by a replica of the
oscillator stages’ current source.

8.3.2.2 Use with a Single-Ended Sensor

When the Interface is used in combination with a single-ended sensor, a similar
calculation can be made. The two input signals are then equal to:

VS+ = Vin · R + ΔR

2 · R
(8.8)

VS− = VCte (8.9)

where VCte is an arbitrary voltage, preferably equal to the zero-input sensor voltage.
When converting this into a duty cycle, it is observed that the sensitivity of the
interface is divided by two and the frequency becomes dependent on the sensor
value:

DC = R + ΔR

2 · R + ΔR
(8.10)

Furthermore, it is crucial that the voltage VCte is proportional to Vin to make the
output independent of the voltage or current applied to the sensor branch. Measure-
ments show an increased nonlinearity in the case of a single-ended input signal.
Furthermore, also the noise performance and the sample frequency are affected by
the use of a single-ended sensor (see Sect. 8.4).
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time

First Period

Fig. 8.7 The sampling of the oscillator output signal when the duty cycle is equal to 1/3. If only
the black samples are taken into account, the samples need to be averaged over several periods.
However, when the sampling speed is higher (all samples), only the first period is enough to obtain
the right duty cycle. This shows the trade-off between the sampling speed and the bandwidth

8.3.3 Transmission of the Output Signal

The sensor interface is designed to create a transmittable signal from an analog sensor
input. In order to transmit the PWM signal wirelessly, it needs to be sampled. Since
the sensor interface translates all the amplitude information from the sensor into time
information, the PWM signal has a timing resolution which is much higher than the
oscillator frequency. However, since the sampled signal can be averaged over several
oscillator periods, the sampling frequency can be lower than the Nyquist frequency
of the PWM signal. Instead, it determines the bandwidth (or Nyquist rate) of the
output signal. The upper limit of the output bandwidth is of course determined by
the oscillator speed. This is shown in Fig. 8.7. Even if the output is sampled at a
rate far below the oscillator speed, on the long term, the averaged duty cycle of the
sampled signal is equal to the duty cycle of the sensor interface. Roughly speaking,
it can be stated that for a certain modulation depth and a certain sampling accuracy,
the ratio of the sampling speed and the resulting bandwidth is constant. Even if a
supply voltage or temperature change is applied during the period over which the
output signal is sampled, the influence on the output value lowers when the number
of averaged PWMperiods increases. In this way, the influence of external parameters
can be lowered, be it at the cost of bandwidth. It should be noted that this reasoning
is only valid when the sample frequency is uncorrelated with or floating compared
to the oscillator frequency.

To give an example of the required sampling speed, it is assumed that a 50 MHz
sampling clock is used. When the variation of the duty cycle is around ±16%, the
oscillation period of the interface is 500 ns and the required accuracy is around 8 bits,
then a resolution of at least 80 ns/256 is required. This results in a needed sampling
accuracy of 0.31 ns. When sampling at 50 MHz, around 64 periods of the sensor
interface are needed to obtain an accurate sampled value. Although the 50MHz oscil-
lator does not have any accuracy requirements, it does consume some extra energy.
A factor 100 (instead of 64) is used to take the extra power consumption of the sam-
pling oscillator into account. From the measured data of the 40 nm implementation
it can be calculated that this corresponds to a 10 µW50MHz sampling clock, which
is reasonable in the used technology. The results of this estimation are used when
comparing the interface to the state of the art (Sect. 8.5.3).
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Fig. 8.8 Simplified schematic of the different noise contributions: a noise in the reference voltage
VS ; b noise in the differential pair; c noise in the current source

8.4 Jitter in the Coupled Sawtooth Oscillator

As in every circuit, different noise sources are present. These sources can have an
impact on for instance the exact switching moment, which causes jitter in the output
waveform. Since the output sensor value is determined by the edges of the oscillator,
this jitter also has an impact on the output noise of the converted sensor signal. The
different noise sources are identified as (see Fig. 8.8):

• Voltage noise in series with the reference voltage VS (sensor noise)
• Noise in the differential pair
• Current noise in parallel with the bias current Ib

In a first step, the resulting jitter of the different noise sources will be discussed.
Afterwards, the impact on the output sensor signal will be calculated. Important to
note is that the focus in this noise analysis is on uncorrelated (white) noise. The first
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reason to do so is the fact that, when designed properly, the main part of the injected
noise is white noise. Furthermore, since the current source in every stage copies
its current from one common biasing circuit, a correlation exists between the noise
on VS and Ib in the different stages. As a result, the low-frequency noise coming
from these sources has no, or very little, impact on the output noise of the sensor
interface. Indeed, after each oscillation period the duty cycle of the output signal
is measured, i.e. the on-period of the output signal is compared to the oscillation
period itself. Due to this operation, the common low-frequency noise component is
canceled out. This, however, does not hold for the noise generated by the current
sources (M3) themselves. In both technologies a sufficiently large current source is
assumed to diminish this low-frequency noise. Furthermore, as will be explained in
Sect. 8.5.2.1, a current switching technique is included in the 40 nm implementation,
which also reduces the low-frequency noise in the current sources. Therefore, and for
the sake of better understanding, only white noise is taken into account to calculate
the cycle-to-cycle jitter (Definition 3.2). The conclusions from this discussion will
be used when designing both implementations of the sensor interface.

8.4.1 Jitter due to Sensor Noise

The delay of each oscillator stage in the coupled sawtooth oscillator is determined by
the reference voltage,which, in this case, is the sensor output signal. This noise source
is shown in Fig. 8.8a. As a result, the sensor noise is directly visible in the oscillator’s
output signal. Note that, although this calculation is necessary to investigate the noise
propagation in the circuit, this noise is not caused by the design of the interface itself.
To slightly simplify the noise calculation, a linearized transfer characteristic of the
differential pair is used (see Fig. 8.5):

⎧⎨
⎩

Id = −Ib Vd ≤ −Vgt

Id = gm · Vd −Vgt ≤ Vd ≤ Vgt

Id = Ib Vd ≥ Vgt

(8.11)

where Vgt = Vgs − Vth and gm is the transconductance of the differential pair (at
VD = 0), equal to Ib/Vgt .

8.4.1.1 Relationship Between Voltage Noise and Jitter

During the switching operation, it is the transconductance gm which determines the
propagation of the input noise to the output current (i.e. the charging current of the
capacitor):

id,n = vn · gm (8.12)
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This noisy current causes an uncertainty on the capacitor voltage ΔVn , which
results in a time error ΔTn at the output of the oscillator stage. The relation between
both depends on the output slope of the oscillator stage:

Slope = Ib

C
= VS

TOsc/n
(8.13)

where Ib is the charging current and an n-stage oscillator is assumed. Next, also the
so-called first crossing approximation is used: it is assumed that the delay of a stage
lasts until the moment it crosses the (noisy) reference level of the next stage [92].
This means that the time error, caused by an oscillator stage, is related to the voltage
error by:

ΔTn = ΔVn

Slope
= ΔVn · C

Ib
(8.14)

or, when calculating the variance of the resulting jitter:

σ2
Tn

= σ2
Vn

· C2

I 2b
(8.15)

8.4.1.2 Calculating the Voltage Noise ΔVn

Using the linearized differential-pair model, the time over which the differential pair
is switching can easily be calculated. This time is equal to the time during which the
input signal (which is the output signal of the previous stage) lies within the ±Vgt

input interval. Using the expression for the output slope of the previous stage, the
switching time is calculated to be :

Tswi tch = 2 · Vgt

Ib/C
= 2 · C

gm
(8.16)

The voltage uncertainty at the output of an oscillator stage due to a noise signal vn

at the reference input is equal to a filtered noise voltage:

ΔVn = 1

C

∫
TSwi tch

id,n(t)

2
dt (8.17)

= 1

TSwi tch

∫
TSwi tch

vn(t)dt (8.18)

From this, the variance of the input voltage can also be calculated, based on its
frequency spectrum. Similarly to the calculation of the cycle-to-cycle jitter in C.1.1
and Sect. 3.6, the output noise voltage of an oscillator stage can be written as a

http://dx.doi.org/10.1007/978-3-319-09003-0_3


8.4 Jitter in the Coupled Sawtooth Oscillator 269

moving average:

ΔVn(t) = 1

C

t+TSwi tch/2∫
t−TSwi tch/2

id,n(t)

2
dt (8.19)

which is equal to the convolution:

ΔVn(t) = 1

C

∞∫
−∞

id,n(p)

2
· Π

(
t − p

TSwi tch

)
dp (8.20)

where Π(x) is the rectangular function. In the frequency domain, this equation can
be written as:

SVn ( f ) = 1

4 · C2 · Sid,n ( f ) · [
TSwi tch · sinc(π · TSwi tch · f )

]2 (8.21)

= g2
m

4 · C2 · Svn ( f ) · [
TSwi tch · sinc(π · TSwi tch · f )

]2 (8.22)

where SVn ( f ) is the PSD of the output (noise) voltage Vn and Svn ( f ) is the PSD
of the input noise source vn . If Svn ( f ) is a white and single-sided spectrum with an
unlimited bandwidth and low-frequency value Svn , the variance of the output voltage
is calculated as:

σ2
Vn

= Svn · g2
m

4 · C2

∞∫
0

[TSwi tch · sinc(π · TSwi tch · f )
]2

d f (8.23)

= Svn · g2
m

8 · C2 · TSwi tch (8.24)

Using (8.16) to substitute for gm , this reduces to:

σ2
Vn

= Svn

2 · TSwi tch
(8.25)

It is clear that, due to the averaging of the noise over the switching interval, the
resulting jitter on the clock edge at the output of each stage is lower than in the
case of an infinitely fast switching oscillator stage. The effective bandwidth over
which the input noise of the reference voltage contributes to the output noise, is
equal to 1/(2 · TSwi tch), which is a motivation to make the switching interval as large
as possible (i.e. as long as it does not interfere between the subsequent oscillator
stages).

Since the switching interval of the subsequent stages is non-overlapping, and only
thewhite noise at the input is considered here, the time variance of the different stages
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can be added. Using the relation between the time and the voltage uncertainty (8.15),
the timing jitter is written as:

σ2
Tn

= 1

n2 · Svn · T 2
Osc

2 · TSwi tch · V 2
S

(8.26)

The variance of the oscillator period is then equal to:

σ2
TOsc

= n · σ2
Tn

= 1

n
· Svn · T 2

Osc

2 · TSwi tch · V 2
S

(8.27)

Since the best results can be obtained when TSwi tch is equal to one stage delay, it is
often assumed to be TOsc/n. In this optimal case, the number of stages has no impact
on the jitter:

(
σTOsc

TOsc

)
=

√
Svn
2 · fOsc

VS
(8.28)

However, it is hardly possible to design the switching interval of the differential pair
towards this ideal situation. Therefore, expression (8.27) is mostly used.

8.4.2 Jitter from the Differential Pair

Also the differential pair causes jitter in the output signal. This is modeled by a noise
current source between the source and the drain of each transistor in the differential
pair (Fig. 8.8b). Again, the noise current is integrated as long as the differential pair
is switching. When the switching operation is completed, in,1 is equal to zero and
the current from in,2 is completely absorbed by the right-hand-side transistor which
acts as a cascode. The linearized characteristic of the differential pair is used to
calculate the impact of the noise sources. The current noise sources of both differential
transistors are equal to (3.7)–(3.9), when only considering the channel noise:

Sin,1 = 8/3 · k · T · gm,1(Vd) (8.29)

Sin,2 = 8/3 · k · T · gm,2(Vd) (8.30)

where gm,1 and gm,2 are the transconductance of M1 and M2 respectively.2 The
contribution of both noise currents can be calculated to be:

2 In [92] another noise model is used, in which Sin = 4 · k · T · gm . The resulting formulas can
easily be adapted depending on the noise model and/or technology.

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Sin (Vd) = Sin,1 ·
(

gm,2(Vd)

gm,1(Vd) + gm,2(Vd)

)2

+ Sin,2 ·
(

gm,1(Vd)

gm,1(Vd) + gm,2(Vd)

)2

(8.31)

= 8/3 · k · T · gm,1(Vd) · gm,2(Vd)

gm,1(Vd) + gm,2(Vd)
(8.32)

= 8/3 · k · T · 1
2

· gm(Vd) (8.33)

where gm(Vd) is the resulting transconductance of the differential pair (this can be
understood when noting that the ratio of the transconductances is the expression for
2 resistors in parallel). The resulting transconductance is assumed to be constant over
Vd , which makes:

Sin (Vd) = 8/3 · k · T · 1
2

· gm (8.34)

Note that the current in flowing into the capacitor is equal to half of the noise current
in the differential transistors:

in = 0.5 · id,n = 0.5 · gm · vd,n (8.35)

which shows that the noise of the differential pair can be expressed as an input voltage
noise source. Therefore, the same expression for the variance of the output voltage
is valid as in the previous case of the reference voltage noise:

σ2
Vn

= Svn · g2
m

8 · C2 · TSwi tch (8.36)

= Sin

2 · C2 · TSwi tch (8.37)

= 2 · k · T · gm

3 · C2 · TSwi tch (8.38)

= 4 · k · T

3 · C
(8.39)

where the last step makes use of (8.16). Similar to (8.27) the expression for the
variance of the period of an n-stage oscillator of which all differential stages produce
uncorrelated white noise, is equal to:

σ2
TOsc

= n · σ2
Tn

= 1

n
· 8 · k · T · T 2

Osc

3 · gm · TSwi tch · V 2
S

(8.40)

= 1

n
·
4·k·T
3·C · T 2

Osc

V 2
S

(8.41)
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where (8.41), again, can be further simplified for an optimal switching interval, uses
(8.16) and VS is the sensor voltage.

8.4.3 Jitter due to the Current Source

When a noise source is present in parallel with the current source on top of each
oscillator stage, this will also have an impact on the timing of the stage’s output
signal (Fig. 8.8c). This noise source can be analyzed in a similar way as in the
case where the noise is coming from the reference voltage. At the moment, it is,
however, assumed that the switching of each stage happens immediately. Again, the
first crossing approximation is used.When the capacitor voltage crosses the reference
voltage of the next stage for the first time, the next stage switches irreversibly and
charges its capacitor. The integrated noise results in this case in:

σ2
Vn

= Sin

2 · C2 · TCharge (8.42)

Important to note is the difference with the previous case, where the noise was
integrated over the switching interval instead of the charging interval. The variance
of the time error is calculated to be:

σ2
Tn

= σ2
Vn

(Id/C)2
(8.43)

= Sin

2
· TCharge

I 2b
(8.44)

= Sin

2 · n
· TOsc

I 2b
(8.45)

Since only white noise is considered, the noise added in the subsequent oscillator
stages is independent. The noise on the oscillator period results in:

σ2
TOsc

= n · σ2
Tn

= Sin

2
· TOsc

I 2b
(8.46)

However, the slow switching of the subsequent stages also has an impact on the
resulting output noise. First of all, the noise of the i th stage propagates to the i + 1th
stage during the switching operation. Secondly, also the noise of the i + 1th stage
is visible at its output. In [92] an elaborate and more exact calculation is conducted
to obtain the resulting timing jitter of the oscillator stage. For an oscillator in which
the switching interval is maximum and equal to the stage delay, this results in the
following expression:
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σ2
TOsc

= Sin

3
· TOsc

I 2b
(8.47)

As can be seen, the impact of the slow switching is onlyminor compared to its impact
in the previous cases (factor 3 instead of factor 2). Since the switching interval is
difficult accurately at design time, (8.46) can best be used.

8.4.4 Noise Propagation to the Sensor Interface Output

The duty cycle of the sensor output is a measure for the sensor value. As a result, it is
not only the jitter on the entire oscillation period which is visible in the output signal,
but also the jitter on half the oscillation period. The jitter on both these measures is
correlated which makes the calculation of the output jitter a more complex problem.
This is shown in Fig. 8.9. The period of respectively the high and low phase of
the output signal can be written as the sum of its ideal value and a random jitter
component:

Th = Th,0 + ΔTh,n (8.48)

Tl = Tl,0 + ΔTl,n (8.49)

The oscillation period, as shown in Fig. 8.9, is the sum of both values. From the
previous discussion an estimate value of the standard deviation σh and σl of both
half-periods is known. The question is now how these values propagate to the sensor
output value:

Vout = Th

Th + Tl
= Th,0 + ΔTh,n

Th,0 + ΔTh,n + Tl,0 + ΔTl,n
= f (Th, Tl) (8.50)

In [85] this topic has elaborately been investigated. Formulas have been derived for
the standard deviation of the product of two stochastic variables as well as for ratios.
It is, however, necessary to have some information about the distribution of these
variables to obtain the correct results. For example, a normal distribution, which is
commonly assumed for the sake of simplicity, does not have any zeros. This results
in convergence problems when calculating the distribution and standard deviation of

Fig. 8.9 The jitter on the
complete oscillator period
(Tl,0 + Th,0) as well as the
jitter on half the oscillation
period (Tl,0 or Th,0) are
present in the interface’s
output signal

time

Tl,0 + Th,0

Tl,0 Th,0
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the inverse of a normally distributed stochastic variable. Therefore, a linear approach
is taken. For a generic function f (Th, Tl) of two stochastic variables with standard
deviation σh and σl , the variance can be approximated to be:

σ2
V = E

[
(Vout − E(Vout ))

2
]

(8.51)

= E
[(

f (Th, Tl) − E( f (Th, Tl))
)2] (8.52)

≈ E

[(
f (Th,0, Tl,0) + ∂ f (Th,0, Tl,0)

∂Th
· ΔTh,n

+ ∂ f (Th,0, Tl,0)

∂Tl
· ΔTl,n − E( f (Th, Tl))

)2]
(8.53)

= E

[(
∂ f (Th,0, Tl,0)

∂Th
· ΔTh,n + ∂ f (Th,0, Tl,0)

∂Tl
· ΔTl,n

)2
]

(8.54)

= E

[ (
∂ f (Th,0, Tl,0)

∂Th

)2

· ΔT 2
h,n +

(
∂ f (Th,0, Tl,0)

∂Tl

)2

· ΔT 2
l,n

+ 2 · ∂ f (Th,0, Tl,0)

∂Th
· ∂ f (Th,0, Tl,0)

∂Th
· ΔTh,n · ΔTl,n

]
(8.55)

=
(

∂ f (Th,0, Tl,0)

∂Th

)2

· E(ΔT 2
h,n) +

(
∂ f (Th,0, Tl,0)

∂Tl

)2

· E(ΔT 2
l,n)

+ 2 · ∂ f (Th,0, Tl,0)

∂Th
· ∂ f (Th,0, Tl,0)

∂Th
· E(ΔTh,n · ΔTl,n) (8.56)

=
(

∂ f (Th,0, Tl,0)

∂Th

)2

· σ2
h +

(
∂ f (Th,0, Tl,0)

∂Tl

)2

· σ2
l

+ 2 · ∂ f (Th,0, Tl,0)

∂Th
· ∂ f (Th,0, Tl,0)

∂Th
· σ(Th, Tl) (8.57)

Since only white noise is considered and there is no overlap between the two half
periods Th and Tl , the covariance between both values is equal to zero. Therefore:

σ2
V ≈

(
∂ f (Th,0, Tl,0)

∂Th

)2

· σ2
h +

(
∂ f (Th,0, Tl,0)

∂Tl

)2

· σ2
l (8.58)

Applying this to the sensor interface for which:

f (Th, Tl) = Th

Th + Tl
(8.59)

results in:

σ2
V ≈

(
Tl

(Th + Tl)2

)2

· σ2
h +

( −Th

(Th + Tl)2

)2

· σ2
l (8.60)
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which makes it possible to calculate the jitter in the output signal.

8.4.4.1 Impact of the Sensor Value

In a next step, it is interesting to investigate the impact of the sensor input on the noise
of the output signal. From the previous discussion it appears that, except for the noise
from the current source, the noise sources are not affected by the sensor input. Since
the charging current in each stage is notmodulated, the output slope of each stage also
stays constant. Only the stage delay, which is decreased and increased, puts a limit
on the switching period of the oscillator stages. The more the sensor input can vary,
the shorter the switching period must be in order to prevent the switching operation
from overlapping between the subsequent stages. Although the modulation depth
needs to be taken into account at design time, it is constant for a certain design. The
standard deviation of Th and Tl therefore only weakly depends on the sensor input
value. The noise propagation, on the other hand, is affected by the sensor value. For
an ideal control linearity, and using a perfectly differential sensor, it can be assumed
that:

ΔTh = −ΔTl (8.61)

This also means that the oscillator frequency is independent of the sensor input.
Using (8.60), Fig. 8.10 shows the output noise for a constant input noise source as a
function of the sensor input value. When the sensor is single-ended, ΔTl is equal to
zero. The noise propagation in this case is slightly different. The fact that the noise
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Fig. 8.10 Normalized jitter (compared to the noise for a zero-input signal) of the output duty cycle
as a function of the varying sensor input. The solid line uses a differential sensor; the dashed line
is for a single-ended sensor. The noise sources themselves are constant; the variation is caused by
the input–output transfer characteristic of the noise
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Fig. 8.11 The normalized jitter (compared to the noise for a zero-input signal) of the output duty
cycle as a function of the varying sensor input for the noise generated by the current source. The
variance of the noise increases linearly with the stage delay. The solid line uses a differential sensor;
the dashed line is for a single-ended sensor

lowers for high values of ΔTh is because the oscillation period becomes longer. In
turn for the better noise performance this, however, makes the sensor interface to
become slower. A separate graph is shown for the noise generated in the current
source, Fig. 8.11. The variance of the jitter on Tl and Th caused by the current source
increases linearly with the stage delay.

8.4.4.2 Colored Noise Propagation

When colored noise is injected in the oscillator, the variance can no longer be used as
a noise measure (Sect. 3.6.3). Due to the correlation between the subsequent errors
on the output value, this measure will diverge and it will be strongly dependent on
the measuring interval. In Appendix C.2.1 different methods are presented to detrend
the measured values to obtain a convergent noise measure (which eventually can also
be linked to a frequency spectrum). For 1/ f noise, this can be done using the Allan
variance (or a second-order structure function). Similar to (8.60) a formula can be
derived to calculate the colored noise propagation in the system, using the Allan
variance (Appendix C, [5]):

σA, f,τ = 1

2
· E

[[
f (Th(t + τ ), Tl(t + τ )) − f (Th(t), Tl(t))

]2] (8.62)

= 1

2
· E

[ (
∂ f (Th,0, Tl,0)

∂Th

)2

· (ΔTh,n,t+τ − ΔTh,n,t )
2

+
(

∂ f (Th,0, Tl,0)

∂Tl

)2

· (ΔTl,n,t+τ − ΔTl,n,t )
2

http://dx.doi.org/10.1007/978-3-319-09003-0_3
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+ ∂ f (Th,0, Tl,0)

∂Th
· ∂ f (Th,0, Tl,0)

∂Tl

· (ΔTh,n,t+τ − ΔTh,n,t ) · (ΔTl,n,t+τ − ΔTl,n,t )

]
(8.63)

=
(

∂ f (Th,0, Tl,0)

∂Th

)2

· σ2
A,h +

(
∂ f (Th,0, Tl,0)

∂Tl

)2

· σ2
A,l

+ ∂ f (Th,0, Tl,0)

∂Th
· ∂ f (Th,0, Tl,0)

∂Tl
· σA,h,l (8.64)

where σA,h and σA,h are the Allan variance of Th and Tl respectively and σA,h,l

is called the Allan covariance [87]. Part of the colored noise sources are different
in all oscillator stages; others are common, for instance part of the noise added by
the current source. The fact that the periods Th and Tl are non-overlapping does not
mean that the Allan covariance σA,h,l equals zero as was previously the case when
assuming onlywhite noise! Indeed, since the colored noise is correlated over time due
to the high low-frequency content, ΔTl and ΔTh are also correlated. Without proof,
it can therefore be seen that this correlation of the low-frequency noise decreases the
output noise of the sensor interface.

For higher-order colored noise injections, similar conclusions can be drawn using
a higher-order structure function (Sect. C.2.3). These structure functions detrend the
correlation between the subsequent samples to obtain a convergent noise measure.
As shown in Appendix C.2.3, the Allan variance and the variance of the structure
functions can be linked to the noise spectrum.

8.4.5 A/D-Converter FoM

Similar to the FoMs used for oscillator circuits (Sect. 4.3), another FoM exist to
characterize the performance of an A/D converter. The formula takes the Signal
to Noise and Distortion Ratio (SNDR) in dB of the output signal into account by
calculating the effective number of bits (ENOB):

E N O B = SN DR − 1.76

6.02
(8.65)

To obtain a FoM, this value is compared to the sampling frequency and the power
consumption [280]:

FoMAD = P

fs · 2E N O B
(8.66)

This FoM will be used in the remainder of this chapter to characterize and compare
the designed sensor interfaces.

http://dx.doi.org/10.1007/978-3-319-09003-0_4
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8.4.5.1 Impact on the Design of the Sensor Interface

From the previous analysis, different conclusions can be drawn concerning the design
of the sensor interface. First of all, it has been shown that the switching time TSwi tch

needs to be as large as possible to diminish the noise coming from the differential
pair and the sensor voltage. Increasing this time interval, decreases the effective
noise bandwidth (8.25) and therefore reduces the noise in the interface output signal.
The problem of increasing TSwi tch , however, is the fact that the switching intervals
of subsequent oscillator stages must not overlap when a high control linearity is
required, as is the case in a highly-linear sensor interface. This clearly shows the
trade-off between the linearity and the output noise of the sensor interface.

Secondly, the input signal has an impact on the noise of the current source and,
more importantly, also on the noise propagation to the output. It was shown that, for
a differential sensor, the noise propagation reaches a minimum around the sensor’s
equilibriumpoint.When a single-ended sensor is used, the output jitter is also affected
by the changing oscillator period;when the oscillator slows down, the jitter decreases.

Relating to the colored noise sources it was shown that the correlation of the
low-frequency noise between the different stages results in a decrease of the noise
propagation to the output. The uncorrelated colored noise sources (such as the cur-
rent source M3), however, need special attention since they directly appear at the
output. The current source therefore preferably is a large transistor. Current switch-
ing techniques can be used to reduce the 1/ f noise generated by these transistors,
see Sect. 8.5.2.1.

8.5 Implementation of the Sensor Interface

ThePWM-based sensor interface, has been implemented in a 130 nmCMOS technol-
ogy as well as in a 40 nm CMOS technology. Although in the end only the version in
40 nm CMOS has been processed, it is interesting to compare both implementations
in terms of power efficiency, linearity and noise performance based on simulation
results. Both implementations have a sampling frequency around 2 MHz and con-
sist of an eight-stage ring oscillator. The control voltages, controlling the delay of
each stage, are coming from a differential resistive sensor, biased by a replica of the
oscillator stage. The (noise) current through this sensor is therefore also correlated
to that in the oscillator stages.

8.5.1 Implementation in 130 nm CMOS

The interface has first been designed in a 130 nm standard CMOS technology. In this
technology standard-Vth as well as low- and high-Vth transistors are available which
makes low- or high-voltage design often more easy. The problem is that this design
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Table 8.1 The most
important design parameters
of the PWM-based sensor
interface in 130 nm CMOS

MOSFET W/L

M1 9.5µm/1µm

M2, M2′ 8.0µm/0.2µm

M3, M3′ 1.2µm/0.13µm

M4 2µm/0.12µm

Parameter Value

ID,M1 8–10 µA

C 2 pF

VS 300mV

Fig. 8.12 The most
important design parameters
of the PWM-based sensor
interface in 130 nm CMOS
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has to work over very different supply voltages: the simulated range is from 0.8 to
1.6 V, which strongly reduces the design possibilities. As shown in Sect. 8.3.2, the
control linearity of the delay stages is crucial to maintain the supply independence.
Moreover, linearity in this case means that the (extrapolated) linear voltage-delay
relation needs to go through zero at every supply voltage and for every temperature.
This can be obtained by increasing the output resistance of the differential pair. As
can be seen in Table 8.1 and Fig. 8.12, the size of the current source is rather large to
decrease the voltage drop Vds over this transistor. This creates the voltage headroom
needed to use a cascoded differential pair, resulting in a high output resistance over
a wide range of supply voltages. The output resistance of the current source is less
important in this case since, when switched completely, the cascoded differential
transistors act as 2 cascode transistors.

The sensor DC voltage VS is around 300 mV, which leaves a headroom of around
200 mV for each transistor. When the voltage over the capacitor increases further,
eventually the output impedance drops until the charging stops. An important design
constraint is that the switching operation of the next delay stage must be completed
before the charging current starts to drop. The output waveform of 4 stages are
plotted in Fig. 8.13. The point-symmetry due to the linear charging curve is clearly
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Fig. 8.13 Output waveform of 4 oscillator stages. The linear charging curve as well as the slow
switching and the point-symmetry of the switching operation are clearly visible

visible. It is clear that the switching operation is designed to be as large as possi-
ble, but is completed at the moment the next stage starts to switch. In this graph,
which is a simulation at Vdd = 1V, it shows that the voltage of the charging curve
increases largely above 300mV, which guarantees a linear curve until the next stage
is completely switched. These margins on the switching time as well as the voltage
headroom decrease rapidly when the sensor voltage is modulated. On the borders
between the fast and the slow stages, the limits are reached soon, which causes a
nonlinear behavior for lower supply voltages (as will be seen later).

The 8-stage oscillator has an oscillation frequency around 2.2 MHz which hardly
depends on the sensor input value. It does, however, slightly depend on the supply
voltage and temperature. As will be shown in the next paragraph, these frequency
changes have a low impact on the sensor output value.

8.5.1.1 Simulation Results

To prove the high linearity, the interface has been simulated over a ±15 k� resistor
deviation which corresponds to a ±25% change of the sensor output voltage. The
resistor is fed by a replica of the oscillator stages which acts as a (cascoded) current
source. On Fig. 8.14a and 8.14b the linearity error relative to the output range is
shown as a function of the supply voltage and of the temperature respectively. An
accuracy of 9 bit can easily be obtained for this wide input range at all temperatures
and supply voltages. Figure 8.15a and 8.15b show the relative error compared to the
reference supply voltage (1.2 V) and temperature (30 ◦C). The maximum error is
1.2 % which is extremely low for the applied environmental changes. The presented
design therefore proves the extreme robustness of this topology. In specific applica-
tions, where smaller temperature and supply changes are expected, the results can
even further be improved.

To calculate theSignal toNoiseRatio (SNR) and theSignal toNoise andDistortion
Ratio (SNDR), transient circuit simulations have been performed including noise.
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Fig. 8.14 Linearity error of the output duty cycle as a function of the input voltage. In a the supply
voltage Vdd is varied from 0.9 to 1.6 V; in b the temperature is varied from −40 to 120 ◦C
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Fig. 8.15 Simulated error on the output duty cycle as a function of the input resistance. In a Vdd
is varied and the error is relative to the output value at 1.2 V. In b the temperature is varied (−40
to 120 ◦C), the error values are relative to the output value at 30 ◦C. The maximum error appears at
low temperatures for high input values and is equal to 1.2 %

A 100 kHz input signal with different amplitudes is applied at the input resistors.
The spectrum of the output PWM signal for an input signal with an amplitude of
25 % is shown in Fig. 8.16. The 100 kHz input signal is clearly visible and the noise
bandwidth (from which the SNR and SNDR are calculated) is equal to 1 MHz. Due
to the symmetrical structure of the interface, the output signal contains only odd
harmonics. In Fig. 8.17 the resulting SNR and SNDR are shown for different input
amplitudes. From the SNDR also the effective number of bits (ENOB) is calculated.
For amplitudes lower than around 15 %, the SNDR is mainly dominated by the
noise of the oscillator circuit. At higher amplitudes, the SNDR is determined by the
distortion of the output signal. Therefore, the ENOB reaches a maximum of 10.2 bits
at an amplitude between 10 and 25 % of the equilibrium sensor resistance (dc input
voltage).
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Fig. 8.16 Output spectrum of the sensor interface in 130 nm. The noise bandwidth is equal to
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Fig. 8.17 The SNR and SNDR as a function of the input amplitude. From the SNDR also the
ENOB can be calculated. A maximum is reached for an input amplitude between 10 % and 25 %
of VS,DC

8.5.2 Implementation in 40 nm CMOS

The implementation in a 40 nm technology is, as expected, very similar to the 130 nm
implementation. The used technology has a nominal supply voltage of 0.9 V, which
slightly reduces the headroom compared to the 130 nm technology. According to the
design manual, it is, however, possible to use the technology at a nominal supply
voltage of 1.2 V without significant transistor aging effects. Another difference with
the 130 nm technology is the transistor threshold voltage Vth . Instead of an expected
reduction ofVth , an increase of around 20%has been observed during the simulations
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(from around 350 mV to around 430 mV). Furthermore, the difference between
the nominal-Vth and the low-Vth transistors is small (30 mV), which makes the
technology at first sight more difficult for use in low-voltage applications. During
the simulations, however, this constraint seemed to be relaxed because the border
between the different operation regions is fuzzy. While performing a DC simulation,
it is often not clear what the impact is of the operating region. AC simulations show
that high frequency operation (3 GHz and higher) in this deep-submicron technology
is perfectly possible when the simulator indicates an operating point in the sub-
threshold region. This is much higher than expected and is therefore an indication
that the meaning of Vth and the other parameters in the transistor current equation
is not what it used to be. This makes the design less straightforward. Furthermore,
contrary to the transistor bandwidth, the linearity of the designed circuits (and the
expected quadratic behavior of the differential pair) suffer greatly from the sub-
threshold operating point.

As can be seen in Fig. 8.18, the circuit topology is exactly the same as in the
previous design case. The transistor sizes and other design parameters, which do
differ from the previous case, are shown in Table 8.2. From the previous discussion
it appears that, due to the increased high-frequency performance, the technology

Fig. 8.18 The most
important design parameters
of the PWM-based sensor
interface in 40 nm CMOS
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Table 8.2 The most
important design parameters
of the PWM-based sensor
interface in 40 nm CMOS

MOSFET W/L

M1 2 × 1.09µ/0.86µ

M2, M2′ 3 × 1.5µ/0.04µ

M3, M3′ 0.73µ/0.16µ

M4 4 × 1µ/0.30µ

Parameter Value

ID,M1 2 − 4µA

C 752 fF

VS 300mV
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Fig. 8.19 Simulated output waveform of the 40 nm oscillator at a supply voltage of 1.2 V. When
the output of stage 7 (n + 3) is active, the current of stage 4 (n) can be switched off

allows ultra-low power design for applications in the lower frequency range. As
mentioned above, due to the high Vth and the fuzzy border between the operation
regions, an increased nonlinearity is observed.

8.5.2.1 Current Switching

One of the drawbacks in the coupled sawtooth oscillator is the current dumping.
At every moment, only a few stages are active. This means that a lot of current is
flowing in the unused stages and a lot of energy is needlessly wasted or ‘dumped’. An
easy way to solve this is by switching off the current sources of the inactive stages.
Similar to the discharge signals (which are coming from the other oscillator stages),
the necessary control signals are available within the oscillator itself. In this case,
the oscillator counts 8 stages, of which 4 can easily be switched off. Note that this
technique is difficult to implement when only a small number of stages is used in the
oscillator.

When taking a look at the output waveform of the oscillator (Fig. 8.19), it is
observed that the current of stage n can be switched off when the output of stage
n + 3 is high. This is (as expected) the same signal as was used for the reset of the
nth stage. Note also that it is important to switch off the current instead of switching
it on when an output is high. This would lead to an oscillator that would never start.
The estimated power reduction in the oscillator stages is almost 50 %. The switching
operation can be implemented by a simple digital circuit, shown in Fig. 8.20. The
trip point of the inverter is designed to be around 300 mV, to increase the power
savings using low-Vth transistors. Simulations show no impact on the waveform of
the oscillator. It is, however, advisable to connect a decoupling capacitor to Vb1 to
avoid any spikes (noise) due to the on- and off-switching.

As shown in [92], current switching also has a positive effect on the noise in
the oscillator [283]. By switching off the current through the current source and the
differential pair, the noise sources are also switched off during the time interval in
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Fig. 8.20 Schematic of the current switch circuit. The current source is switched off when the stage
is reset. When the oscillator is not oscillating, all current sources are switched on, which enables
the startup of the oscillator

which the capacitor is discharged. This results in a reduction of the 1/ f noise of the
oscillator. The main part of the 1/ f noise, however, is coming from the mirrored
biasing current source and is correlated between the different oscillator stages. The
noise reduction therefore only has a limited impact on the output noise of the interface.
Hence, the output noise is mainly dominated by the cycle-to-cycle jitter caused by
the white noise (see also Sect. 8.4) .

8.5.2.2 Simulation Results

Similar to the simulations in 130 nm, a ±25% variation of the sensor voltage is
applied. In this case, since the biasing current is lower compared to the 130 nmdesign,
this corresponds to a resistor change of ±37.5 k�. Again, the sensor resistors are
fed by a replica of the oscillator stage, acting as a cascoded current source. First, the
linearity of the sensor interface is analyzed over different temperatures and supply
voltages. Unless mentioned differently, the supply voltage is equal to 1.2V and the
temperature is equal to room temperature. This is shown in Fig. 8.21. Compared to
the simulations of the 130 nm implementation, the results are rather noisy. Since the
settings of the simulator are equal in both cases, this is probably caused by differences
in the device models. The trends, however, are clearly visible.

Next, in Fig. 8.22, the relative error is shown compared to the output at the
reference voltage of 1V and the reference temperature of 70 ◦C. This reference
temperature is chosen in such a way that the maximum deviation is more or
less symmetric around the reference value. When compared to the 130 nm
implementation, the nonlinearity is increased with a factor of 8–10. This is because
of the increased transistor nonlinearity. Furthermore, the current through the sensor
resistors is not constant due to the finite output resistance of the current sources. The
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Fig. 8.21 Linearity error of the output duty cycle as a function of the input sensor resistance. In
figure a, the supply voltage Vdd is varied from 0.6 to 1.6 V. In figure b the temperature is varied
from −40 to 120 ◦C
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Fig. 8.22 Error of the output duty cycle as a function of the input sensor resistance. In a
Vdd is varied and the error is relative to the output value at 1 V. At all supply voltages
(0.9 to 1.6 V) the error stays below 0.5 %. In b the temperature is varied (−40 to 120 ◦C), the
error values are relative to the output value at 70 ◦C. The maximum error appears at high tempera-
tures for high input values and is around 1.1 %

error as a function of temperature and/or supply voltage, on the other hand, is very
comparable to the 130 nm implementation.

In a next step, instead of modulating the value of a resistor, a voltage is applied
to the sensor inputs of the oscillator. Again, a maximum deviation of ±25% is
applied,which in this case corresponds to a differential voltage of±150mV(±75mV
variation at each input).When the temperature is varied, the supply voltage is equal to
1.2V. This results in very similar graphs. Figure 8.23 shows the linearity as a function
of the input voltage over different temperatures and supply voltages. The linearity
error decreases with a factor of 2 over temperature and supply voltage variations
compared to the simulations with a biased sensor resistor at the input.

In Fig. 8.24 the error is shown for the different input values as a function of
the supply voltage and the temperature. The error over the different supply volt-
ages stays, similar to the case where the sensor resistance is varied, below 0.5 %.



8.5 Implementation of the Sensor Interface 287

−50
0

50

0.6
0.8

1
1.2

1.4
1.6

−5

0

5
·10−3

ΔV
[m

V ]
V
dd [V ]

R
el

.L
in

.E
rr

or
[ −

]

−50

0

50

0
50

100

−5

0

5
·10−3

ΔV
[m

V ]
T [ ◦

C]

R
el

.L
in

.E
rr

or
[−

]

(a) (b)

Fig. 8.23 Linearity error of the output duty cycle as a function of the input sensor voltage. In figure
a the supply voltage Vdd is varied from 0.6 to 1.6 V. In b the temperature is varied from −40 to
120 ◦C
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Fig. 8.24 Error on the output duty cycle as a function of the input sensor voltage. In a Vdd is varied
and the error is relative to the output value at 1 V. At all supply voltages (0.9 to 1.6 V) the error
stays below 0.5 %. In b the temperature is varied (−40 to 120 ◦C) and the error values are relative
to the output value at 30 ◦C. The maximum error appears at high temperatures for high input values
and is around 1.5 %

The error over different temperatures slightly increases to 1.5 %. Note, however,
that trend of the error over temperature is different from the previous case. In a last
step also the dynamic behavior of the sensor interface has been simulated including
transient noise. A 100 kHz sine wave with different amplitudes is injected in the
sensor interface and the output spectrum is measured. From this, the SNR, SNDR
and ENOB can be calculated. In Fig. 8.25 the results are shown as a function of the
input amplitude. The optimum is, due to the increased nonlinearity, shifted to the left
compared to the 130 nm design case. For a real implementation, the noise is expected
to be more dominant, which shifts the optimum somewhat to the right.

A comparison between both sensor interface implementations is shown in
Table 8.3. Note that this table only contains simulation results. Although the power
consumption of the 40 nm implementation is lower than that of the 130 nm imple-
mentation, it is the increased nonlinearity which limits the effective number of bits.
However, by increasing the power consumption of the 40 nm implementation, the
accuracy can be increased due to the noise reduction for low input swings. The
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Fig. 8.25 The SNR and SNDR as a function of the input amplitude. From the SNDR also the
ENOB can be calculated. The maximum in this case is reached at lower input amplitudes due to
the increased nonlinearity

Table 8.3 Comparison of the key simulated properties of the two designs

Technology 130 nm CMOS 40 nm CMOS

Power at 1.2V (no CS) 96µW 41µW

Power at 1.2V (CS) (not implemented) 22µW

Temperature range (error) −40 to 120 ◦C (1.2 %) −40 to 120 ◦C (1.5%)

Voltage range (error) 0.8–1.5 V (0.5 %) 0.7–1.5 V (0.5 %)

Speed >2MHz >2MHz

Nonlinearity (±25%) <0.2% <0.5%

Max ENOB 10.2 8.63

Best FoM (Vdd ) (no CS) 37.1 f J/conv. (1.2 V) 44.0 f J/conv. (1 V)

power efficiency as well as the error as a result of the changing supply voltage and/or
temperature are similar in both implementations.

8.5.3 Measurement Results

The interface circuit has been processed in a 40 nm standard CMOS technology. The
key measured properties of the circuit are listed in Table 8.4 and a chip photomicro-
graph is shown in Fig. 8.27. The circuit is laid out in a point-symmetric way in order
to reduce the effect of mismatch. The impact of process variations is addressed using
replica biasing. Themaximummeasured offset over 5 samples referred to the input is
around 6mV. This means that an offset calibration is preferable. The nonlinearity has
been measured in two ways. First the static nonlinearity, which is shown in Fig. 8.26.
The observed behavior closely approaches the simulated behavior in Fig. 8.23.
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Table 8.4 Overview of the key properties (5 samples)

Technology 40 nm CMOS

Area (core) 550µm × 300µm (95µm × 95µm)

Power consumption at 1.0V 18µW

Temperature range −20 to 100 ◦C
Voltage range 0.8 to 1.5V

Speed >2MHz

Nonlinearity (±180mV) <0.7%

Nonlinearity (±140mV) <0.3%

Max ENOB 7.6
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Fig. 8.26 The static nonlinearity of the sensor interface. In the upper graph, the nonlinearity is
shown for a differential±180mV input signal. The graph below shows the nonlinearity for a smaller
input range of ±140mV. The nonlinearity slightly decreases when the supply voltage increases
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Fig. 8.27 Photomicrograph of the sensor interface in 40 nm CMOS

During the measurements it has been noticed that the linearity improved when the
DC component of the input signal was increased by 15–20 % to 360 mV. This is
caused by the fact that the switching of the subsequent stages slightly overlaps for
higher input amplitudes. This, however, results in a speed decrease when the biasing
current is kept constant. The nonlinearity for a ±190mV (26 %) differential input
signal stays slightly below 0.7 %, while, for a differential input signal of ±140mV
(20 %), the nonlinearity quickly drops below 0.3 %. This corresponds to an 8-bit
accuracy. The dynamic performance of the sensor interface, i.e. the SNR and the
SNDR, are measured by measuring the output spectrum when applying a 100 kHz
input signal. This spectrum is shown in Fig. 8.28 for a 100 mV input amplitude. As
can be seen, although the circuit is differential, a strong second-order component
is present in the output signal. This is caused by the mismatch or frequency offset
between the 2 oscillator halves. For a 100mV-amplitude differential input signal, this
results in 7.6 effective bits at a 1 V supply voltage. The maximum FoM in this con-
figuration is reached for a bandwidth of 700 kHz. The slight decrease of the effective
bits can be explained as a result of the increased nonlinearity due to mismatch.

Apart from this, also some temperature and supply voltage measurements have
been performed. Themaximum temperature error is 79 ppm/◦C over a−20 to 100 ◦C
temperature sweep. The slight increase of the temperature performance is likely
caused by the increased DC input (linearity). The output deviation over a 0.8–1.5 V
supply voltage span is below 1.42 %/V. For both parameters, the error profile is
similar to the previously simulated behavior. In Table 8.5 the circuit is compared
to other state of the art sensor interfaces. Although the original focus of the design
was to withstand temperature and supply voltage variations, the linearity of the
circuit results in a FoM in the same order of magnitude as the other state of the art
interfaces. Because the PWM signal still needs to be sampled before transmission, in
Sect. 8.3.3 a rough estimation ismade to obtain the FoM for a 50MHz sampled output
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Fig. 8.28 Measured output spectrum of the sensor interface for a 1 V supply voltage and a 100 mV
differential signal. The SNDR determines the effective number of bits since it takes the noise as
well as the distortion into account. The maximum FoM is reached for a 700 kHz bandwidth

signal. This is shown in the lower half of the table. The circuit in [319] has a unique
temperature independence and an ultra-high resolution. This, however, comes at the
cost of a higher FoM, which cannot be accepted in this low-power application. The
other circuits, such as [99], have a comparable FoM to our design, but have a higher
power consumption or did not optimize for temperature and voltage independence,
which makes them less suitable for use in wireless sensor networks. The proposed
topology makes a unique trade-off between power efficiency, accuracy and stability
over supply voltage and temperature changes.

Table 8.5 Comparison to the state of the art in sensor interfaces

Ref. Tech. Power Speed ENOB T sens. V sens. V-range FoMa

(µm) (µW) (MHz) (ppm/◦C) (%/V) (V) (J/b-conv.)

This work 0.04 18 2.1 (1.4) 7.6 79 1.42 0.8–1.5 66.2 f

[58], ES ’12 0.13 96 2.2 10.2 86 0.71 0.9–1.6 37.1 f

[44], ES ’11 0.13 2.3 m 42 10 – – – 55.2 f

This work, sampledb 0.04 28 0.021 7.6 79 1.42 0.8–1.5 6.6 p

[263], ASSCC ’12 0.13 124.5 0.01 8.9 – 3.3 0.85–1.15 13.03 p

[45], ESSCIRC ’11 0.13 270 n 1 k 6.1 – – 0.3 2.1 p

[247], ASSCC ’07 0.18 504 262 k 6.8 – – 1.0–1.8 17.3 p

[19], TCAS I ’07 0.5 7 10 Hz 8 – – 2.7–3.3 1.37 n

[319], JSSC ’12 0.7 1.35 m 5.88 Hz 20 0.7 – 5 219 p

[99], CICC ’12 0.13 11.3 1 k 11.2 – – 0.5 4.8 p
aFoM = Power/(Speed · 2E N O B),
b Estimate
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8.6 Conclusion

In this chapter the design of an ultra-low-power sensor interface has been dis-
cussed. The proposed topology, which is a differentially modulated ring oscillator,
is very robust against supply voltage and temperature variations. Furthermore, also
the effects of scaling towards a deep-submicron technology have been investigated.
Although there is a slight increase in nonlinearity, a significant power reduction is
obtained in an advanced technology. As a result, the FoM stays in the same order
of magnitude. The 40 nm implementation has been fabricated and measured. The
main problem seems to be the mismatch between the oscillator stages. The design,
however, has resulted in a FoM comparable to other state of the art implementations.



Part III
Wireless Sensor Nodes

The last part of this Ph.D. work describes the development of a wireless integrated
RFID tag. It will be seen in Chap. 9 that the main building blocks of this tag have
previously been developed in Part II. While discussing the architecture of the RFID
tag, it will be shown that the architecture of the building blocks results in a greatly
increased flexibility of the tag.

Finally, in the last chapter, Chap. 10, an elaborate comparison will be made
between all oscillator implementations discussed in this Ph.D. work and the state of
the art. Furthermore, the drawbacks of the different architectures will be compared,
which finally results in suggestions for possible future work.

http://dx.doi.org/10.1007/978-3-319-09003-0_9
http://dx.doi.org/10.1007/978-3-319-09003-0_10


Chapter 9
Design of a Low-Power Wireless RFID Tag

9.1 Introduction

The first chapter of this thesis has depicted the different challenges of building a
wireless sensor network. This has resulted in a wish list of specifications for the cir-
cuitry on a wireless tag. One of the main problems is the powering of the tag. Here,
it is assumed that RF scavenging is used as energy source. An elaborate discussion
on this is found in [51]. Due to the extremely low power output of such RF scav-
engers and the lack of sustainable energy reservoirs, an unstable supply voltage is
unavoidable. Moreover, the available power budget is extremely limited. Therefore,
the most important specifications of the tag circuitry are the supply-voltage and the
temperature (PVT) independence. As shown in Chap. 4, this poses a huge challenge
for the timing circuitry. Nevertheless, when using relative timing accuracy instead
of absolute accuracy, the use of a time value has proven to be useful to obtain a
PVT-independent sensor interface, as demonstrated in Chap. 8.

When talking about the network layer of a wireless sensor network, other chal-
lenges arise. In an environment with hundreds of tags, network coordination is neces-
sary to avoid data loss due to collisions [156]. Furthermore, unnecessary transmission
of data bursts results in a waste of energy at the transmitter side.

The tag to be presented in this chapter makes use of the building blocks described
in part II of this work. This results in a highly-flexible RFID tag with an on-board
coordination receiver and sensor interface. As a result of the technology change
compared to the work in [51] (130 to 40 nm CMOS), no RF energy scavenger has
been implemented on the tag. Therefore an external energy source must be attached
(for instance a scavenger or a small battery).

This chapter is organized as follows. In the next section the tag architecture will
be discussed. Afterwards, the different building blocks will briefly be discussed,
referring to the corresponding chapters. In Sect. 9.2.4 the focus will be on the digital
logic. Next, in Sect. 9.3, the measurement results will be discussed and compared to
the results of the standalone building blocks. Finally, in Sect. 9.4, conclusions will
be drawn.

© Springer International Publishing Switzerland 2015
V. De Smedt et al., Temperature- and Supply Voltage-Independent Time References
for Wireless Sensor Networks, Analog Circuits and Signal Processing 128,
DOI 10.1007/978-3-319-09003-0_9
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9.2 Architecture of the Wireless Tag

A system overview and block diagram of the proposed tag architecture is shown in
Fig. 9.1. The wireless tag contains both an Ultra-Wideband (UWB) transmitter and
a 2.4 GHz small-band receiver to receive network commands (see Chap. 7). Apart
from this, also a digital controller block and a sensor interface (see Chap. 8) are
incorporated. A downlink is implemented using an ultra-low-power pulsed-UWB
transmitter. The digital logic is switched on by the receiver logic when the correct
8-bit RFID address of the tag is received. Afterwards, the digital logic controls the
power supply of the transmitter and the sensor interface.

The digital logic (see Fig. 9.2) consists of a Finite State Machine (FSM) and
different counters to control the length of the preamble, the device data and the
sensor data in the transmitted burst. All transmitted data are scrambled with the
output of a 6-bit LFSR, which allows code lengths up to 63 chips. The output signal
is sent to theUWB transmitter. The tag address, the scrambling polynomial and initial
data of the LFSR and the data and packet length are programmed through a 55-bit
shift register. This allows to adapt the content, actions and energy consumption of
the tag during one burst depending on the application.

Another important improvement compared to the state of the art is the ability of all
circuitry to work over a wide and varying supply voltage range, from 0.8 to1.5 V. The

Injection-
Locked Clock

Injection-
Locked
Receiver

Digital Logic
and FSM

UWB Trans-
mitter

Programming
Shift Register

Sensor
Interface

Init Preamble Data Sensor

Start PR = 0 DA = 0

SE = 0

Controller platform and Measurement setup

Fig. 9.1 Block diagram of the wireless RFID tag. The power supply and clock input of different
building blocks are controlled by the digital control logic. The state diagram of the finite state
machine (FSM) is shown at the top. The length and content of the different states can be programmed
by means of the shift register

http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_8
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Fig. 9.2 Overview of the digital logic on the WSN tag. The FSM relies on different counters to
make the right state transitions. The transmitted data, including the preamble, are scrambled using
an LFSR before they are sent to the UWB transmitter. The shift register is used to control the length
of the different states, the data and the LFSR scrambling code
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Fig. 9.3 Profile of the energy consumption during one burst. In the initial phase, only the clock
circuit and the receiver are switched on. When a correct tag-ID is received, the digital logic and the
transmitter are switched on.Next, the preamble, data andfinally also the sensor data are subsequently
transmitted. Afterwards, the tag is switched off

RFID tag can therefore be used in almost any application where energy scavenging is
used, going from RF scavenging to a solar cell, or even be used with a small battery.

A profile of the power consumption during one data burst is shown in Fig. 9.3. At
the beginning, only the oscillator is activated, consuming 72 µW. When the correct
address is received, the digital logic (4 µW) and the ultra-wideband transmitter
(75 µW) are switched on. Finally, in the sensor state, also the sensor interface is
activated (18 µW). The complete RFID consumes only 169 µW.

9.2.1 The Clock and Receiver Circuit

The clock and receiver circuit has already elaborately been discussed in Chap. 7. The
use of the presented topology, shown in Figs. 7.23 and 7.34, results in different power
savings. By using the AM-modulated RF signal, the local oscillator can be injection-

http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_7
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locked to a central clock to overcome the influence of supply voltage and temperature
variations on the accuracy of the local timing circuits. As a result, the length of the
preamble can drastically be shrunk, which results in a major power reduction at both
the transmitter and the receiver side of the UWB downlink. The injection-locked
receiver is part of the oscillator circuit. By modulating the time between subsequent
phase shifts applied to the injected AM signal, data are transferred. As explained, the
applied phase shifts can be detected by a simple D-flipflop since the phase difference
between the injected signal and the injection-locked oscillator always lies within a
±90◦ interval. For a 30 MHz injected clock frequency, using a 4-bit counter, this
results in an ultra-low-power 1.8 Mbit/s receiver. Compared to a simple oscillator,
the receiver circuit overhead is extremely limited.

The most important power savings of the injection-locked clock and PSK uplink,
are in the network aspect. First of all, since all clocks are perfectly synchronized, the
preamble can be shortened drastically. When the first pulse is received, the moment
the next pulses will arrive is exactly known. A second benefit is the reduction of
data collisions, which on its turn reduces the unnecessary power consumption of the
transmitter as well as the receiver. Also, the number of transmitted data bursts which
are not received, can be reduced drastically.

9.2.2 The UWB Transmitter

The pulsed Ultra-Wideband (UWB) transmitter consists of a pulse generator and a
differential H-bridge to transfer the pulse to the antenna, see Fig. 9.4. As can be seen,
the pulse width is a function of the supply voltage: the higher the supply voltage,
the higher the transmitted power. This can easily be solved using a voltage regulator.
Obviously, the pulse width has an impact on the frequency spectrum. Therefore, in

IN+ IN-

Vdd

C

SET DataINClock

IN+ IN-

Fig. 9.4 Block diagram of the pulse generator and output stage with antenna. The capacitor C is
used to set the correct pulse width
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Fig. 9.5 Output waveform (left) and spectrum (right) of the UWB transmitter with a 250 � load
resistor. When using an appropriate antenna, the output spectrum is filtered and fits nicely within
the FCC mask (dashed line). The design of the antenna is discussed in [209]

literature, numerous other techniques exist to control the exact pulse shape [105,
182, 286].

The pulse generator on the presented wireless tag generates pulses in the lower
UWB frequency band (0–1 GHz). As can be seen in Fig. 9.5, the generated pulses
have a spectrum quite close to the FCC mask regulation [79, 228]. When using an
appropriate antenna, the pulses are filtered and the FCC mask is met. The design of
such an antenna is discussed in [209].

The main benefit of the lower-band UWB transmitter is the very simple topology,
which results in a lowpower consumption.Another important benefit is the possibility
to do accurate localization using the short pulses in the time domain [272, 321].
In [272] it is shown that a windowed sine wave can be used as a pulse template
to correlate the received pulses. This correlation is needed to recover the pulses
from underneath the noise floor. To do so, however, the pulse frequency needs to be
extremely accurate, i.e. in the order of 100 ppm of a complete data burst. A (slow)
pulse train (using two identical butterfly antennas as shown in Fig. 9.4) received over a
50 cm link is shown in Fig. 9.6. At higher distances the received pulses will disappear
under the noise floor. It is clear that, apart from the timing issues, the complexity
of a pulsed-UWB link indeed shifts from the transmitter to the receiver side. The
feasibility of such an ultra-low-power UWB receiver has been shown in [271].

9.2.3 The Sensor Interface

As explained in Chap. 8, the sensor interface generates a PWM signal of which the
duty cycle is a measure for the sensor signal value at the input. Instead of using
an absolute time value, the duty cycle depends on the ratio of the modulated stage

http://dx.doi.org/10.1007/978-3-319-09003-0_8
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Fig. 9.6 Received slow pulse train over a 50 cm wireless link. At higher distances, the received
pulses disappear under the noise floor

delays of a ring oscillator. As previously shown, this leads to a highly-accurate and
temperature- and supply voltage-independent sensor readout. Tominimize the power
consumption of the circuit, the network shown in Fig. 8.20 automatically switches
off the current sources of the stages in reset, which results in a 40% power reduction.
As explained in Sect. 8.3.3, the output signal can be sampled at an arbitrary clock
rate. Therefore, depending on the application and the required sensor resolution, the
sampling speed as well as the number of transmitted samples of the interface output
signal can be adapted. Here, a differential input voltage is used. Note that, when
using for instance a resistive divider as a sensor, the sensor also needs to be switched
off during the sleep period (to implement this externally, the state bits of the FSM
are available at the output).

9.2.4 The Digital Logic

The digital controller logic is the only part of the tag which has not been discussed
in the previous chapters. Although this building block has a negligible power con-
sumption compared to the analog circuitry, also here different measures have been
taken to reduce the power consumption. Static logic is used to limit the static power
consumption. Simulations show that, even for frequencies below 1 MHz, minimum
sized logic has the lowest power consumption. Furthermore, it is the digital logic
which also controls the power consumption of the other circuitry.

The digital logic mainly consists of programmable ripple counters. All these
counters are built using the same static flipflop, shown in Fig. 9.7. To avoid high
currents during a data change, the feedback loops are cut by the clock signal. Ripple-
through of data is avoided by buffering the clock in every flipflop and by propagating
the clock signal in the opposite direction as the data signal. These flipflops are used
to implement different building blocks, going from ripple counters to an LFSR. To
demonstrate the programming hardware of these devices, a block diagram of the
counter is shown in Fig. 9.8. The programming logic is implemented using a de-
multiplexer of which the outputs are connected to the SET and RESET input of the
flipflops. In Fig. 9.9 the LFSR circuit is shown. The initial values as well as the
used polynomial can be programmed through the shift register. Code lengths from 1

http://dx.doi.org/10.1007/978-3-319-09003-0_8
http://dx.doi.org/10.1007/978-3-319-09003-0_8
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to 63 bits can be generated with this hardware. One of the counters is also used as
a programmable clock divider. This slow clock signal is used as a data clock: one
period exactly corresponds to the length of the LFSR scrambling code. The length of
the required period is programmed, and the clock is automatically reset at the rising
edge of the MSB in the (down-counting) clock counter.

The Finite State Machine (FSM) consists of a 2-bit state counter, which is auto-
matically reset to the initial state when the power is switched on. During the initial
state, all counters and the LFSR are programmed. Afterwards, during the other states,
the output logic of the FSM gates the clock signals of the different counters. To save
energy, the transmitter and the sensor interface are only switched on during the cor-
responding states. After the last state, the complete tag is automatically switched off.
Depending on the available energy and the source of energy scavenging, it can take
several minutes before the oscillator is switched on again, awaiting the reception of
a next valid tag-ID.

9.3 Measurement Results

The wireless RFID tag has been implemented in a 40 nm general purpose standard
CMOS technology. It has beenmeasured using a PIC-controller platform to automat-
ically program the desired settings in the shift register and control all biasing settings
digitally. A photograph of this setup is shown in Fig. 9.10.1 A chip photograph and
a bonded sample are shown in Fig. 9.11. Although all building blocks on the tag are
functional, supply coupling from the transmitter to the AM-demodulators affects the

Fig. 9.10 Photograph of the automated multi-purpose measurement setup. The pcb on the right is
a general-purpose PIC-controller platform with several human interface devices and a serial link to
a PC or other measuring hardware. The board on the left contains all chip-specific hardware, going
from DACs, to analog and digital buffers and digital potentiometers to steer the sensor interface.
Both boards contain a controller, connected through an I2C link. The data shown on the display
is steered by the left controller board to easily detect any communication errors between both
controllers

1 A similar measurement setup has been used for the previous designs in an attempt to be able to
easily reproduce any measurement data.
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Fig. 9.11 Photograph of a bonded sample. a For the high-frequency signals mmcx connectors are
used. b Photomicrograph of the wireless RFID tag

sensitivity of the injection-locked receiver. This can result in carrier loss during the
data burst in the case of a weak RF signal. To prove that this artifact can be solved
using a better supply decoupling, extra measurements have been performed using
2 interconnected dies: one die where the clock and receiver circuitry is used, a second
die where all other tag circuitry is used. This is shown in Fig. 9.12.

During the measurements of the interconnected dies, the programmed RFID was
synchronized, addressed and activated. The output signal of this first die activates
the circuitry on the second die. Next, a burst of data was transmitted and the sampled
sensor interface output data were clocked in the shift register for broadcasting during
the subsequent data burst. Themaximum length of the preamble, the (programmable)
device data and the sensor data is 128 bit each, which results in a 384-bit packet
length, or a burst of 384–24,192 pulses, depending on the LFSR scrambling code
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Fig. 9.12 The single-ended structure of the AM-detectors results in a high sensitivity to supply
noise. Therefore, to improve the input sensitivity of the resulting tags, two connected dies have
been used at measurement time. The supply coupling and sensitivity problem can be reduced by
an improved detector topology, increased supply decoupling or the use of guard rings around the
different blocks

used. During the main part of the measurements, a mains-powered power supply has
been used. Measurements using a precharged capacitor as a small energy reservoir,
return similar results (in the 2-die measurement setup, 2 separate capacitors have
been used). For the wireless activation of the tag, a two small copper wire dipole
antennas were used.

Since integrating a 2.4 GHz antenna is difficult as a result of the wavelength, in a
fixed setup the antennas can also be etched on a printed circuit board (pcb).

Table 9.1 contains a comparison of the tagmeasurement results to other state of the
art WSN implementations. The key improvements of this design are the versatility
and programmability towards almost any sensor application and the ability to with-
stand voltage (0.8–1.5 V) and temperature (−20 to 100 ◦C) variations. The presented
tag is a unique combination of flexible high-performance building blocks. The coor-
dination receiver has a high bandwidth and a lowpower consumption. This goes at the
cost of a drastically decreased input sensitivity. Despite the slightly increased leak-
ing current in the digital blocks, the use of deep-submicron technologies result in a
power benefit mainly because of the power reduction (and increased gain-bandwidth
and sensitivity) in the input amplifier and other RF building blocks.

The accuracy of the sensor interface can easily be modified by adapting the sam-
pling speed of the output signal depending on the application. Its linearity, voltage
and temperature independence surpass the state of the art. Due to the programma-
bility of the tag, the length of the different slots in the data burst can be modified.
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Table 9.1 Comparison of the developed tag to the state of the art

This work [28] [200] [10]

Technology (nm) 40 130 90 180

Rx topology Inj.-locked, AM-PSK Inj.-locked,
FSK

Uncertain-IF,
OOK

–

Rx band 2.4 GHz ISM 45 MHz 2 GHz 900 MHz

Rx power (µW) 72 37.5 52 14.1

Rx sensitivity −43dBm −62.7dBm −72dBm −18.5dBm
(scav.)

Rx speed 1.8 Mbit/s 200 kbit/s 100 kbit/s 160 kbit/s

Tx modulation Pulsed UWB – – –

Tx power 75 µW (25 Mp/s, 1 V) – – 3–10 GHz UWB

Tx speed 0.47–30 Mbit/s – – 10 Mbit/s

Sensor (power) Resistive (18 µW) – – –

Voltage range (V) 0.8–1.5 0.7 0.5 1.8

RFID power (1 V) 169 µW – – –

This makes the tag a robust solution in all low-energy applications where energy
scavenging is used.

9.4 Conclusion

In this chapter, the previously designed building blocks have been combined to a
complete wireless tag. The tag is implemented with a programmable shift register
which allows to control the content as well as the length of the transmitted data burst.
Also the accuracy of the measured data can be controlled in this way. The tag is able
to work over a 0.8–1.5 V supply voltage span and a−20 to 100 ◦C temperature span.
This, in combination with the high flexibility, allows to use the tag in very different
low-power WSN applications and environments, depending on the available energy
and the required accuracy. It was demonstrated that the careful design of the different
building blocks results in a highly-flexible yet efficient wireless tag.



Chapter 10
Conclusion

Reasoning draws a conclusion,
but does not make the conclusion certain,

unless the mind discovers it by the path of experience.
Richard Bacon

This work has focused on time-based building blocks for wireless sensor networks.
As has been depicted in Chap. 1, the main problems in a WSN are the extremely
limited power availability and the changing external parameters such as the temper-
ature and the supply voltage. This results in an important synchronization challenge
between the different sensor nodes. Here, a difference can be made between the
synchronization within one data transmission burst, which requires an accurate non-
drifting oscillator, and the synchronization of the bursts itself, which requires a form
of network coordination. A third challenge is the read-out of a sensor value, which
also suffers from external variations.

In the first part of this work, the theoretical background has elaborately been dis-
cussed. Chapter 2 has focused on the properties of oscillators in general. The different
representations of an oscillator signal have been introduced and the main properties
of an oscillator circuit have been identified. This allowed to make a difference be-
tween the short-term and long-term stability of an oscillator signal, discussed in
Chaps. 3 and 4 respectively. Since, in many applications, oscillator phase noise is an
important specification, the noise generation mechanisms in an oscillator have been
discussed elaborately in Chap. 3. This theory has later been applied to understand
the noise generation in the oscillator implementations. Chapter 4 has focused on
the long-term oscillator stability, mainly affected by temperature and supply voltage
variations. The different sources of frequency instability have been identified and
investigated. Afterwards, the state of the art found in literature has been discussed to
get a better insight in the design and implementation trade-offs. In the second part,
different design cases for temperature and supply voltage stability have been intro-
duced and investigated. This has finally resulted in the implementation of a complete
wireless tag, discussed in Chap. 9.

This conclusive chapter is organized as follows: in the first section, the results of
the designed oscillator chips will be compared to each other and to the state of the
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art. While doing so, the strengths and drawbacks of each circuit will be identified.
Afterwards, in Sect. 10.2, themain contributions of this PhDwill be depicted. Finally,
in Sect. 10.3, suggestions for future work will be discussed.

10.1 Comparison to the State of the Art

The measurement results of the time references presented in this work are summa-
rized in Table 10.1. They are, from left to right, ordered in the chronological order
they were designed. All circuits were designed to obtain an accurate time refer-
ence with a variation of the output frequency below ±25–100 ppm during one burst
and a variation of maximum ±1 % (10,000 ppm) between two bursts. These target
specifications were previously summarized in Table 1.1.

Using different plots, the output specifications are also compared to the state of
the art. In Fig. 10.1, the different specifications are shown in a 2-D plot to obtain a
better overview. In Appendix D a complete overview of all implementations is found.

10.1.1 The Wien Bridge Implementations

In Chap. 5, two Wien bridge implementations have been developed. The first oscil-
lator was optimized for temperature independence. This can clearly be seen in the
second graph, Fig. 10.1b. The power consumption of this implementation is around
66 µW, but it has a small supply voltage range and high voltage dependency (see
Fig. 10.1a). This design case, however, proves the fact that on-chip passives can be
used to obtain a highly-accurate timing reference. Furthermore, it was shown that,
despite the extra circuitry needed to obtain a stable oscillation frequency, the result-
ing output noise can be in the same order of magnitude as other RC implementations
(see Fig. 10.1c).

The second design case has been focusing on voltage independence and a high
supply range. This is clearly visible in Fig. 10.1a. Although the temperature can
assumed to be constant during one burst, the temperature sensitivity of the voltage-
independent oscillator is too high to be practically usable on a wireless sensor node.
Temperature fluctuations below 1 ◦C cannot be guaranteed between two data bursts,
which makes a stable communication link impossible. Note, however, that this im-
plementation surpasses the state of the art in terms of power consumption, supply
voltage range and supply voltage dependency.

http://dx.doi.org/10.1007/978-3-319-09003-0_1
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Table 10.1 Comparison of the presented time references

Chapter 1 Chapter 5 Chapter 6 Chapter 7

Target T-Wien
bridge

V-Wien
bridge

Pulsed LC Inj.-lock. 1 Inj.-lock. 2

Topology − RC harm. RC harm. Pulsed LC RC harm. RC harm.

Technology
(nm)

− 65 130 130 130 40

Frequency
(MHz)

20–50 6 24 48–1,540 950–1,150 23–36

Supply
voltage (V)

− 1.2 0.9 1.1 1.0 1.0

Power con-
sumption
(µW)

<100 66 33 46 127 72

FoMP N
(dB)

− 142.0 − 142.7 − −

Jitter (ps) <25 127 − 49.6 − −
Voltage
range (V)

>1 1.08–1.32 0.4–1.4 0.6–1.6 0.7–1.6 0.7–1.5

Rel. volt.
rangea (%)

− 20 111 91 78 73

Voltage
sens.
(ppm/%)

− 300 0.94 0.81 0 0

Temp.
range (◦C)

−20–100 0–120 − −40–100 −20–100 −20–100

Temp.
coeff.
(ppm/◦C)

− 86.1 (33) 1e4 92 0 0

Absolute
accuracy
(ppm)

±1 % ±8,800 ±4,600 ±7,600 − −

Core area
(mm2)

− 0.03 0.03 2.63 0.0022 0.0017

Trimming No No No No No No
a �Vrel = 2 · (Vmax − Vmin)/(Vmax + Vmin) · 100 %

10.1.2 The Pulsed-Harmonic Oscillator

The pulsed harmonic oscillator topology demonstrated in Chap. 6 , delivers a unique
combination between low-power design and long-term frequency stability. This is
clearly visible in Fig. 10.1a, b. Furthermore, as a result of the large supply voltage
range it is suitable for use in a wireless tag. The oscillator relies on a high-Q LC
tank which diminishes the losses drastically and contributes, together with the pulsed
driving technique, to a decreased impact of the oscillator circuitry. As depicted in
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Fig. 10.1 Graphical comparison between the proposed oscillator designs and the state of the art.
a Shows the power consumption as a function of the available voltage range. Both parameters
contribute to the possible burst length. b Shows the temperature sensitivity in combination with the
supply voltage sensitivity. Important to note are the highly-accurate LC oscillators in the south-west
corner, which have a high power consumption and need to be trimmed (the markers correspond to
[3, 175, 177, 178, 234]). c Shows the noise as a function of the oscillator output frequency. It is
clear that all implementations fall within the range of RC (IV-C) implementations

Chap. 6 , although the phase noise benefits from the tank, the noise is dominated by the
injected noise during the applied pulsed.Unfortunately, in the current implementation
also a large portion of deterministic noise is injected through the supply rails, which
makes the 143 dB phase noise FoM an underestimation (see also Sect. 6.7).
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10.1.3 The Injection-Locked Oscillators

Since the delivered accuracy of the free-running implementations in terms of long-
term frequency stability and absolute accuracy is often not sufficient, also two
injection-locked implementations have been designed (see Chap. 7). Both imple-
mentations make use of a low-Q RC oscillator, to obtain a large lock range. By
locking the oscillator signal to the wirelessly injected power carrier, also the prob-
lem of absolute accuracy (which cannot be guaranteed in fully-integrated oscillators)
can be solved.

The first implementation has resulted in a 130 nm 127 µW oscillator, which
locks to the injected carrier frequency. The injection-locked output frequency is
950–1,150 MHz for a −59.6 dBm signal at the antenna input, which is far below the
expected signal strength of the RF power signal [51]. To detect whether the oscillator
is locked also an averaging phase detector was implemented. Although this results
in a perfectly stable output frequency over a large voltage and temperature range,
the power consumption of this implementation is rather high for use on a wireless
tag (see Fig. 10.1a). Moreover, also a frequency divider is needed to obtain a usable
output signal.

The second implementation has been implemented in a 40 nmCMOS technology.
The first improvement of this design is the possibility to lock on the low-frequency
envelope of the RF carrier instead of the carrier itself. Furthermore, a second im-
provement was made by adding an injection-locked receiver to receive network coor-
dination commands. This 30 MHz oscillator only consumes 72 µW, including input
amplifiers, envelope detectors and 1.8 Mbit receiver (see Fig. 10.1a). Simulations
show that a decrease of the sensitivity to around −43 dBm can be expected because
of the increased input noise bandwidth. This signal level is in the same order of
magnitude as what can be expected for an RF scavenging signal. The use of a non-
drifting clock in combination with a coordination receiver results in a huge overhead
and power reduction at both transmitter and receiver side of the communication link.

A severe drawback of the current implementations is the lack of selectivity and
possible saturation of the input amplifier by interferer signals. Although the coordi-
nation receiver prevents the wireless tag from transmitting useless data bursts, the tag
can be activated by signals in ‘any’ transmission band. Although in this application
it can be assumed that the signal level of the RF power signal transcends any other
interferers, a bandpass filter at the receiver input is advisable to remove any unwanted
signals. This, however, strongly depends on the environment where the receiver is
used.

10.1.4 The Sensor Interface

Finally, also a highly PVT-independent sensor interface has been designed (see
Chap. 8). The duty cycle of the output PWM signal relies on the ratio of the stage

http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_8
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delays in a ring oscillator, which is controlled by a sensor signal. Although a fre-
quency drift is expected as a result of external variations, the ratio of the internal
delays stays more or less constant. This implementation has been compared to the
state of the art in Sect. 8.5.3. It can be concluded that the presented implementation
compares well to the state of the art in terms of energy efficiency. The stability over
a wide voltage and temperature range (which is unfortunately not investigated in
many state of the art references), makes the topology suitable for use in WSN. Fur-
thermore, it has been shown that the topology scales well towards deep-submicron
technologies.

10.1.5 The Wireless Tag

Several of the presented building blocks, the injection-locked oscillator with coordi-
nation receiver and the sensor interface, have been integrated in a complete wireless
tag (see Chap. 9). It has been shown that the combination of the highly-flexible sensor
interface, stable clock reference and coordination receiver result in a highly-versatile
wireless RFID. To obtain this flexibility and to do the power management and com-
munication within the tag itself, a programmable, low-power digital controller block
was implemented. Depending on the wanted or required measurement accuracy, the
available energy and the duty cycle of the measurements and communication bursts,
the tag can be reprogrammed through a simple shift register.

10.1.6 General Conclusions

The need for temperature- and supply voltage-independent oscillators has been
demonstrated in the introduction chapter. It has been shown that the use of a high-Q
resonator enables the possibility for a high accuracy without the need for regulation
techniques such as switched DC–DC converters. A considerable drawback of these
converters is the output noise, which can have a deteriorating impact on the sensitivity
of for instance a receiver circuit.

Concerning the design strategy developed in Sect. 4.2.5: It was shown that the use
of first-level design techniques can result in highly-stable time references without
the overhead of a high power consumption. When de power constraints are less
stringent, second-level techniques have been proven to be useful to increase the
frequency stability even further. This appears from the comparison to the state of the
art in the previous section.

Compensation techniques can also be avoided in the field of sensor interfaces by
exploiting the intrinsic relativematchingwithin one oscillator circuit. The PLL-based
as well as the PWM-based sensor interface show that this matching results in a PVT-
stable measurement. However, the control linearity as well as the phase noise in the
oscillator put an upper limit to the effective number of bits. The output noise can be
reduced by increasing the power consumption and/or use oversampling techniques.

http://dx.doi.org/10.1007/978-3-319-09003-0_8
http://dx.doi.org/10.1007/978-3-319-09003-0_9
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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However, this also increases the power consumption.When a stable supply voltage is
available, the traditional interfacing techniques often result in an increased resolution
and/or power efficiency as shown in [267].

In recent years, next to ceramic resonators, also cheaper siliconMEMS resonators
became available. Due to their high Q factor, these devices quickly gain popularity.
The extra production steps to mount these devices on a CMOS chip, result in an
increased cost. When comparing to the free-running implementations, this results
in an accuracy increase and/or a decreased cost (area) of the CMOS control circuit,
which makes these devices a possibly interesting alternative. When a coordination
receiver or RF scavenging is used, however, it is believed that the exact time reference
which can be derived from this signal, still has significant benefits, be it at the cost
of an external antenna.

10.2 Main Contributions

In this section, the main contributions of this work are listed. The contributions are
sorted in chronological order.

• Starting from the master thesis work together with former colleague Pieter De
Wit, a temperature-independent Wien bridge oscillator has been designed and
implemented in 65nmCMOS.This design relies on a novel highly-stable common-
source topology instead of the classical opamp implementation, see Chap. 5 [53,
54].

• A highly supply voltage-independent Wien bridge oscillator has been designed
and processed in 130 nm CMOS, see Chap. 5. Main novelties are the use of two
nested voltage regulators to obtain a stable supply voltage and the use of two
coupled oscillators to eliminate the impact of the regulator’s output resistance.
The implementation surpasses other available oscillator designs in terms of supply
voltage range and supply voltage independence [55].

• Anovel pulsed oscillator topology has been invented, relying on a high-Q LC tank.
The oscillator uses an alternative driving technique to obtain a highly voltage- and
temperature-independent output frequency. Furthermore, this slightly reduces the
power consumption of the oscillator circuit. The power consumption in combina-
tion with the long-term frequency stability and supply voltage range are unique
and surpass other state of the art timing oscillator implementations [56, 62].

• A synchronization technique using a sub-harmonic injection-locked oscillator has
been developed, see Chap. 7. Also two averaging phase detectors were developed
for detecting a locked condition and to increase the lock range [57].

• A second injection-locked oscillator has been implemented in 40 nm CMOS,
Chap. 7. Main novelty is the fact that the timing circuit locks to the AM-envelope
of the RF power signal instead of the carrier frequency. A low-power, exact timing
reference working over a wide voltage range has been obtained.

http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_5
http://dx.doi.org/10.1007/978-3-319-09003-0_7
http://dx.doi.org/10.1007/978-3-319-09003-0_7
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• A novel injection-locked receiver topology has been developed. The receiver
makes use of the time difference between phase steps in the signal injected into an
oscillator. The working principle of this receiver was elaborately studied starting
from the theory of injection-locked oscillators [60]. Also a sensitivity analysis of
the receiver chain was performed.

• A novel PLL-based sensor interface has been proposed and developed. This has
briefly been discussed in Chap. 8. By matching two oscillators, of which one
oscillator is sensor dependent, a highly temperature- and supplyvoltage-independent
sensor read-out is obtained [263–265, 279]. Afterwards, this work was continued
by colleagues Hans Danneels and Jelle Van Rethy.

• A novel PWM-based sensor interface topology has been developed and imple-
mented. This topology employs the matching between the stage delays within one
oscillator to obtain a highly supply voltage- and temperature-independent sensor
value [58, 59, 61].

• An ultra-low-power wireless tag has been developed, containing different previ-
ously designed building blocks. This has resulted in several implementations in
130 nmCMOS (togetherwith colleagueHansDanneels) [46]. Finally, also a 40 nm
flexible wireless tag containing an injection-locked oscillator, a coordination re-
ceiver and a PWM-based sensor interface has been developed and implemented.

• An auto-calibrating technique for temperature-independent oscillators has been
proposed and developed during a master thesis project (Wouter Steyaert and Pieter
Strouven). This technique has briefly been discussed in Chap. 4. The oscillator
applies an oscillating temperature to a replica transistor to adapt the oscillator
biasing towards a temperature-independent biasing point. This technique is called
Wobbling [63].

• A novel highly-stable oscillator topology using transmission lines in a Frequency
Locked Loop was developed (master thesis of Florian De Roose). The circuit
matches the delay of a transmission line to the delay of an oscillator stage [50].

10.3 Suggestions for Future Work

Different novel oscillator topologies designed for PVT-independencewere presented.
One of the main disadvantages is the lack of absolute accuracy of the free-running
oscillator implementations. Since cost is one of the most important constraints in
WSNs, an efficient production or calibration technique to solve this accuracy problem
needs to be found.

Another problem with the implemented free-running frequency references is the
chip integration. Even in literature, without trimming, none of the fully-integrated
designs delivers the required temperature- and supply voltage-stability. Furthermore,
an increased accuracy is mostly at the expense of an increased power consumption.
Alternative circuit topologies and/or technologies (such as printed inductors, MEMS
resonators, etc.) need to be explored.

http://dx.doi.org/10.1007/978-3-319-09003-0_8
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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Alternatively, injection-locked topologies can be used. An unsolved problem here
is the frequency selectivity of the presented structures. Except for the lock range of
the oscillator, no bandpass filtering or frequency selectivity mechanism is present. In
the first implementation (the injection-locked oscillator in 130 nm), this problem can
be solved using a bandpass filter at the input. External filters, for instance a SAW- or
BAW-filter, however, result in an unwanted cost increase. Also in the second imple-
mentation, which makes use of a coordination receiver to increase the robustness,
this poses a problem. The receiver circuit is sensitive to signals in ‘any’ frequency
band. A more elaborate study on the injection-locked receiver topology is needed to
develop more optimized and robust implementations of this receiver.

Another issue is the use of external antennas for the reception of the 2.4 GHz
power and clock signal. Typically, the size of these antennas is around 10 cm, which
is too much in many applications. Circuit techniques need to be found to avoid (or
reduce the size of) these external antenna, without deteriorating the sensitivity and/or
the power consumption. As already mentioned in the introduction, the physical size
constraints of an antenna are difficult or even impossible to overcome.

The problem of a low-power wake-up receiver also remains unsolved. When re-
lying on RF-scavenging as an energy source, the power consumption of the available
wake-up receiver topologies is just too high for continuous use on a sensor node.
At the moment, these receivers also need to be duty-cycled and can only be used to
avoid data collisions.

Some of these remaining disadvantages can also be solved in other components of
theWSN.Alternative (UWB-)receiver topologies or protocols can be found requiring
a lower clock accuracy at the transmitter side. While doing so, the complete power-
budget of the transmitter needs to be taken into account instead of only looking at the
clock accuracy. Secondly, also an increased power budget, i.e. an improvement of
the energy scavenging, energy storage and voltage conversion (DC-DC converters)
on the tags, can allow a performance increase of all circuitry on the tag. This will
have a repercussion on the performance of the complete WSN. Last but not least, a
lot of work needs to be done in the field of network coordination, data capturing and
data processing. When thousands of sensors are operational within the same room,
this huge amount of data needs to be collected and processed in an efficient way to
obtain an adaptive, responsive and smart environment.



Appendix A
Definitions and Conventions Used Throughout
the Work

This appendix contains the definitions and conventions which are used throughout
the work. They are ordered in the way they are used in the text. In some cases, more
than one, slightly different, definition is available for the same subject. In this case
a choice is made and if needed, it will be argued why this particular definition is
chosen.

A.1 The Fourier Transform and Fourier Series

A signal can be represented in the time domain as well as in the frequency domain.
A difference is made between non-periodic and periodic waveforms.

A.1.1 Non-periodic Waveforms

To obtain the frequency spectrum of a signal, the Fourier transform is used [34]:

Definition A.1 The Fourier transform of a waveform w(t) is:

W(f ) = F [w(t)] =
∞∫

−∞
w(t) · e−j·2·π ·f ·tdt (A.1)

where F [w(t)] denotes the Fourier transform of w(t) and f is the frequency
parameter with units of Hz. This defines the term frequency, which is the
parameter f in the Fourier transform.

© Springer International Publishing Switzerland 2015
V. De Smedt et al., Temperature- and Supply Voltage-Independent Time References
for Wireless Sensor Networks, Analog Circuits and Signal Processing 128,
DOI 10.1007/978-3-319-09003-0

317



318 Appendix A: Definitions and Conventions Used Throughout the Work

Note that instead of the frequency, also the angular frequency ω = 2 ·π · f can be
used in the Fourier transform. Although this sometimes simplifies the mathematics,
it is less intuitive when measuring for instance a spectrum with a spectrum analyzer.
The Fourier transform results in a two-sided spectrum since both positive and neg-
ative frequencies are obtained from the definition. Often the Fourier transform of a
waveform is split in a magnitude and a phase function:

W( f ) = |W( f )| · e j·θ( f ) (A.2)

in which: |W( f )| =
√

�[W( f )]2 + �[W( f )]2 (A.3)

and: θ( f ) = arctan

(�[W( f )]
�[W( f )]

)
(A.4)

which is called the polar form of the Fourier transform. The inverse Fourier transform
can be used to, starting from a complex frequency spectrum, obtain the original
waveform:

Definition A.2 The inverse Fourier transform of a frequency spectrum F(f )
is:

w(t) = F−1[W( f )] =
∞∫

−∞
W( f ) · e j·2·π ·f ·tdf (A.5)

where F−1[W( f )] denotes the Inverse Fourier transform of W( f ).

w(t) and W( f ) are called Fourier pairs. The existence of the Fourier transform of a
waveform is, however, not always guaranteed since the infinite integral can diverge.
Different conditions can be used to check whether the Fourier transform exists for a
waveform w(t). These conditions are all sufficient, but not necessary [34]:

• w(t) is absolutely integrable:

∞∫

−∞
|w(t)|dt < ∞ (A.6)

and, over any time interval of finite width, the functionw(t) is a single-valued func-
tionwith a finite number ofmaxima andminima, and the number of discontinuities
(if any) is finite.

• The normalized energy (2-norm) of the waveform is finite:

E =
∞∫

−∞
|w(t)|2dt < ∞ (A.7)
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The first conditions are called theDirichlet conditions, the second is the finite-energy
condition which is somewhat weaker and satisfied for every physical waveform!

A.1.1.1 Properties of the Fourier transform

When doing calculations with waveforms or when calculating the spectrum of a
waveform, different properties can be useful. Some of them are briefly summarized
in this section, a more complete overview can be found in [34].

• The spectrum of a real waveform is symmetrical:

W(−f ) = W( f ) (A.8)

in which W( f ) is the complex conjugate. When using the polar notation, this
means:

W(−f ) = |W( f )| · e−j·θ( f ) (A.9)

• The frequency f is just a parameter of the Fourier transform that specifies the
frequency of interest. The Fourier transform looks for this frequency over all time
−∞ < t < ∞.

• W(f ) can be complex, also for real waveforms w(t).
• Linearity: F [a1 · f (t) + a2 · g(t)] = a1 · F( f ) + a2 · G( f )
• Time delay: F [w(t − τ)] = W( f ) · e−j·ω·τ
• Complex signal frequency translation: F [w(t) · e j·ωc·t] = W( f − fc)
• Differentiation:

F

[
dnw(t)

dtn

]
= (j · 2 · π · f )n · W( f ) (A.10)

• Integration:

F

⎡
⎣

t∫

−∞
w(t)

⎤
⎦ = (j · 2 · π · f )−1 · W( f ) + 1

2
· W(0) · δ( f ) (A.11)

• Convolution:
F
[
f (t) ∗ g(t)

] = F( f ) · G( f ) (A.12)

• Multiplication:
F
[
f (t) · g(t)

] = F( f ) ∗ G( f ) (A.13)

Extra attention is needed for a commonly used property of a signal and its Fourier
transform, called Parseval’s theorem:

Theorem A.1 For two signals f (t) and g(t), with Fourier transforms F( f ) and
G( f ):

∞∫

−∞
f (t) · g(t)dt =

∞∫

−∞
F( f ) · G( f )df (A.14)
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where g(t) denotes the complex conjugate of g(t). When f (t) = g(t), this reduces to:

∞∫

−∞
|f (t)|2dt =

∞∫

−∞
|F( f )|2df (A.15)

which is known as Rayleigh’s energy theorem.

A.1.2 Periodic Waveforms

It can be shown that a waveform w(t) can be represented by a sum of orthogonal
functions ϕn(t) in the interval (a, b) using the following theorem [34]:

Theorem A.2 w(t) can be represented over the interval (a, b) by the series

w(t) =
∑

n

an · ϕn(t) (A.16)

where the orthogonal coefficients are given by

an = 1

Kn
·

b∫

a

w(t) · ϕn(t)dt (A.17)

and:Kn =
b∫

a

ϕn(t) · ϕn(t)dt (A.18)

and the range of n is over the integer values that correspond to the subscripts that
where used to denote the orthogonal functions in the complete orthogonal set.

A complete set {ϕn(t)} of orthogonal functions means that any function can be repre-
sented with an arbitrarily small error using the functions in {ϕn(t)}. This is, however,
difficult to prove. A set of complex exponential functions and a set of harmonic si-
nusoids can, however, be proven to be complete [36]. These sets are used to define
the Fourier series.

Theorem A.3 A physical waveform can be represented over the interval a < t <

a + T0 by the complex exponential Fourier series

w(t) =
n=∞∑

n=−∞
cn · e j·n·ω0·t (A.19)

where the complex Fourier coefficients are:
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cn = 1

T0
·

a+T0∫

a

w(t) · e−j·n·ω0·tdt (A.20)

and where ω0 = 2 · π · f0 = 2 · π/T0.

For waveforms which are periodic with period T0, this Fourier series is a represen-
tation of the function over all time because all functions of the orthogonal set are
periodic with the same fundamental period as w(t), T0. The Fourier series can there-
fore be seen as a special case of the Fourier transform for periodic functions. The
spectrum in this case consists of discrete lines at the harmonic frequencies. Also the
properties of the Fourier transform can be used for the Fourier series:

• If w(t) is real, cn = c−n

• If w(t) is real and w(t) = w(−t), �[cn] = 0
• If w(t) is real and w(t) = −w(−t), �[cn] = 0
• Parseval’s theorem is:

1

T0
·

a+T0∫

a

|w(t)|2dt =
n=∞∑

n=−∞
|cn|2 (A.21)

In some applications it can be useful to use the quadrature form of the Fourier series:

Theorem A.4 A physical waveform w(t) can be represented over the interval a <

t < a + T0 by a sum of sinusoids:

w(t) =
n=∞∑
n=0

an · cos(n · ω0 · t) +
n=∞∑
n=1

bn · sin(n · ω0 · t) (A.22)

where the orthogonal functions are sin(n·ω0 ·t) and cos(n·ω0 ·t), and the coefficients
are given by:

an =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
T0

·
a+T0∫

a
w(t)dt for n = 0

2
T0

·
a+T0∫

a
w(t) · cos(n · ω0 · t)dt for n ≥ 1

(A.23)

and:

bn = 2

T0
·

a+T0∫

a

w(t) · sin(n · ω0 · t)dt for n ≥ 1 (A.24)

The relation between the coefficients of the complex and the quadrature Fourier
series is:
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an =
{

c0 for n = 0

2 · �(cn) for n ≥ 1
(A.25)

and,
bn = −2 · �(cn) for n ≥ 1 (A.26)

A last form of the Fourier series is the polar form:

Theorem A.5 A physical waveform w(t) can be represented over the interval a <

t < a + T0 by a sum of sinusoids:

w(t) = D0 +
n=∞∑
n=1

Dn · cos(n · ω0 · t + ϕn) (A.27)

where w(t) is real and:

Dn =
{

a0 = c0 for n = 0√
a2n + b2n = 2 · |cn| for n ≥ 1

(A.28)

and:

ϕn = −arctan

(
bn

an

)
= ∠cn for n ≥ 1 (A.29)

In this work, both the complex and the quadrature form of the Fourier series are used,
depending on the situation. It is clear that both forms have their benefits: the ease of
mathematical calculations for the complex waveform and the intuitive approach of
the quadrature and polar form.

A.2 The Autocorrelation and PSD of a Signal

The autocorrelation and the Power Spectral Density (PSD) of a time signal contain
the same information about a signal since the PSD of a random signal is defined
as the Fourier transform of its autocorrelation function [41]. Before formulating the
formulas of the autocorrelation and the PSD, the definitions of a stationary signal
and an ergodic signal are needed:

Definition A.3 A random process x(t) is said to be stationary to the order N
if, for any t1, t2, ..., tN :

fx(x(t1), x(t2), ..., x(tN )) = fx(x(t1 + t0), x(t2 + t0), ..., x(tN + t0)) (A.30)
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where t0 is an arbitrary real constant and fx(x) is an N-dimensional Probability
Density Function (PDF). The process is said to be strictly stationary if it is
stationary to the order N → ∞.

The first-order stationarity of a random process can thus easily be checked by
determining whether its first-order PDF is a function of time.

Definition A.4 A random process is said to be ergodic if all time averages of
any sample function are equal to the corresponding ensemble averages (expec-
tations).

Since ergodicity is not themost straightforward concept to understand, an example
is given to illustrate this:

Example A.1 In electrical engineering, two commonly used averages are the
dc and rms values. These values are both defined (and measured) as time
averages. However, when the process is ergodic, also ensemble averages can
be used.

• The dc value of a random process x(t) is by definition equal to:

xdc � lim
T→∞

1

T
·

T/2∫

−T/2

[x(t)]dt (A.31)

which is, in the case of an ergodic process, equivalent to:

E[x(t)] =
∞∫

−∞
[x · fx(x)]dx = mx (A.32)

where E[x(t)] or mx is the expected or mean value of x(t).
• The rms value of a random process x(t) is by definition equal to:

xrms �

√√√√√√ lim
T→∞

1

T
·

T/2∫

−T/2

[x(t)2]dt (A.33)

which is, in the case of an ergodic process, equivalent to:
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√
E[x(t)2] =

√
σ 2

x + m2
x (A.34)

where E[x(t)2] is the expected or mean value of x(t)2 and σ 2
x is the variance

of x(t).

A.2.1 The Autocorrelation

The autocorrelation of a signal is defined as the correlation between the signal and a
time-shifted version of itself.

Definition A.5 The autocorrelation of a quadratically infinitely integrable sig-
nal f (t) is most often defined as the continuous cross-correlation of the signal
with itself:

Rf (τ ) =
∞∫

−∞
f (t) · f (t − τ)dt (A.35)

=
∞∫

−∞
f (t + τ/2) · f (t − τ/2)dt (A.36)

=
∞∫

−∞
f (t + τ) · f (t)dt (A.37)

where f (t) is the complex conjugate of f (t). For real signals this complex
conjugate can be omitted.

For signals which last forever and are therefore often not quadratically infinitely
integrable, an alternative definition of the autocorrelation is used:

Definition A.6

Rf (τ ) = lim
T→∞

1

T
·

T/2∫

−T/2

f (t) · f (τ − t)dt (A.38)

when f (t) is ergodic or stationary in the wide sense.
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In this thesis, since most of the discussed signals are oscillator outputs which can
last forever, definition (A.6) is used.

A.2.2 The Power Spectral Density

The power spectral density of a signal is a representation of the power in a signal in the
frequency domain. It can be defined as the Fourier transform of the autocorrelation
function of the signal (the Wiener-Khinchine theorem) [34]:

Definition A.7 The Power Spectral Density of a signal f (t) with autocorrela-
tion function Rf (τ ) is calculated as the Fourier transform of Rf (τ ):

Sf (ω) =
∞∫

−∞
Rf (τ ) · e−j·ω·τ dτ (A.39)

It follows that the autocorrelation of a signal f (t) with PSD Sf (ω) can be
calculated as:

Rf (ω) = 1

2 · π
·

∞∫

−∞
Rf (τ ) · e j·ω·τ dτ (A.40)

The power of a signal in a certain frequency band [ω1, ω2] can then be calculated
by integrating over positive as well as negative frequencies:

Pω1,ω2 =
ω2∫

ω1

(Sf (ω) + Sf (−ω))dω (A.41)

For real signals, thePSD is symmetrical around zero.Alternatively, the power spectral
density can be defined as follows:

Definition A.8 The average power in a signal f (t) is defined as:

P{f (t)} = lim
T→∞

1

T
·

T/2∫

−T/2

| f (t)|2dt (A.42)
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Let:

fT (t) = f (t) · Π

(
t

T

)
(A.43)

and using Parseval’s theorem, this can be written as:

P{f (t)} = lim
T→∞

1

T
·

∞∫

−∞
|FT ( f )|2df (A.44)

=
∞∫

−∞
Sf ( f )df (A.45)

where

Sf ( f ) = lim
T→∞

1

T
· |FT ( f )|2 (A.46)

is called the Power Spectral Density.

It must be noted that both definitions lead to exactly the same result. The first
calculationmethod is often called the indirect calculationmethod; the second, direct,
calculation method has no need for calculating the autocorrelation first. The unit of
the PSD is watt per hertz, W/Hz. For practical reasons mostly the single-sided PSD
is used, as will be indicated throughout the work.

A.3 Generalized and Special Functions

In this section some of the commonly used functions are defined in order to avoid
any confusion with other definitions which are sometimes used. The definitions used
are the same as in [34].

A.3.1 The Dirac Delta Function

Definition A.9 The Dirac delta function δ(x) is defined by:

∞∫

−∞
w(x) · δ(x) = w(0) (A.47)

where w(x) is a continuous function at x = 0.
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Depending on the application x can be time or frequency or some other variable. An
alternative definition of δ(x) is:

Definition A.10 The Dirac delta function δ(x) is defined by:

∞∫

−∞
δ(x) = 1 (A.48)

and:

δ(x) =
{

∞ for x = 0

0 for x �= 0
(A.49)

Since the Dirac function is not a real function (it contains singularities), it is called
a singular function. In some situations, it can be useful to use the equivalent integral
of the δ function:

δ(x) =
∞∫

−∞
e±j·2·ω·x·ydy (A.50)

This can be proven by noting that the Fourier transform of the delta function is equal
to 1. By calculating the inverse Fourier transform, the equivalent integral is obtained.

A.3.2 The Step Function

The step or Heaviside function is often used when calculating Laplace transforms.

Definition A.11 The unit step function u(t) is

u(t) =
{
1 for t > 0

0 for t < 0
(A.51)

The relation between the unit step function and the Dirac function is:
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t∫

−∞
δ(x)dx = u(t) (A.52)

du(t)

t
= δ(t) (A.53)

The Fourier transform of the unit step function is equal to:

F [u(t)] = 1

2
· δ( f ) + 1

j · 2 · π · f
(A.54)

A.3.3 A Rectangular Pulse

A rectangular pulse is often used to consider a function only over a certain interval.

Definition A.12 Let Π [·] denote a single rectangular pulse with duration T ,
then:

Π

[
t

T

]
�
{
1, |t| ≤ T

2

0, |t| > T
2

(A.55)

The Fourier transform of this function is equal to the sinc function:

sinc(x) = sin(x)

x
(A.56)

which makes:

F
[
Π

(
t

T

) ] = T · sinc(π · T · f ) (A.57)

Note that the definition of a Dirac impulse sometimes uses this rectangular pulse:

δ(t) = lim
T→0

1

T
· Π

[
t

T

]
(A.58)

It is easy to confirm that the properties mentioned above indeed hold for this defini-
tion.

A.3.4 A Triangular Pulse

The triangular function is defined as follows.
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Definition A.13 Let Λ[·] denote the triangular function:

Λ

[
t

T

]
�
{
1 − |t|

T , |t| ≤ T

0, |t| > T
(A.59)

The Fourier transform of this function is equal to:

F
[
Λ

(
t

T

)]
= T · sinc(π · T · f )2 (A.60)

Indeed, a triangular pulse can be constructed by the convolution of two rectangular
pulses. Also this function is sometimes used to define the Dirac impulse:

δ(t) = lim
T→0

1

T
· Λ

[
t

T

]
(A.61)

A.3.5 The Derivative Triangular Pulse

A last function is the derivative of the triangular pulse. It is defined as:

Definition A.14 Let Ξ [·] denote the derivative triangular function:

Ξ

[
t

T

]
�

⎧⎪⎨
⎪⎩

1
T , T ≤ t ≤ 0
−1
T , 0 < t ≤ T

0, |t| > T

(A.62)

The Fourier transform of this function is equal to:

F
[
Ξ

(
t

T

)]
= 2 · T · sin(π · T · f )2

−j · π · T · f
(A.63)



Appendix B
Influence of a Nonlinear Amplifier

This appendix explains some parts of the discussion in Sect. 4.2 on the influence of a
nonlinear amplifier on the frequency of a harmonic oscillator. Especially the lengthy
mathematical derivations are omitted in the text and derived here.

B.1 Derivation of Eq. (4.37)

In Sect. 4.2 it is shown thatwhen the applied currentwaveform is known, the resulting
frequency shift for a certain feedback network is given by (4.27):

� [Z1] +
∞∑
2

� [k · Zk] · δ2k = 0 (B.1)

where δk = Ik/I1 is the ratio of the harmonics and the fundamental component of the
applied current. Zk is the impedance of the tuned feedback network at the frequency
k · ω0 where ω0 is the fundamental angular frequency of the oscillator. Assume a
parallel RLC network with transfer function (2.66):

HP(s) =
s
C

s2 + 1
C·RP

· s + 1
L·C

=
ωn ·

√
L
C · s

s2 + ωn
Q · s + ω2

n
(B.2)

When substituting s = j · k · ω0, the imaginary part of the resulting impedance is
equal to:

�[Zk] = −k · ω0 · Q2 · (k2 · ω2
0 − ω2

n)

C · (k4 · ω4
0 · Q2 − 2 · k2 · Q2 · ω2

0 · ω2
n + ω4

n · Q2 + k2 · ω2
0 · ω2

n)
(B.3)
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When k = 1, this equation simplifies to:

�[Z1] = −ω0 · Q2 · (ω0 + ωn) · (ω0 − ωn)

C · (ω4
0 · Q2 − 2 · Q2ω2

0 · ω2
n + ω4

n · Q2 + ω2
0 · ω2

n)
(B.4)

= −ω0 · Q2 · (ω0 + ωn) · Δω0

C · (ω4
0 · Q2 − 2 · Q2ω2

0 · ω2
n + ω4

n · Q2 + ω2
0 · ω2

n)
(B.5)

where Δω0 = ω0 − ωn. Apart from the factor Δω0, which is close to zero, it can be
assumed that ω0 ≈ ωn:

�[Z1] ≈ 2 · Q2 · Δω0

C · ω2
n

(B.6)

When k �= 1, it can also be assumed that ω0 ≈ ωn:

�[Zk] = −k · ω3
n · Q2 · (k2 − 1)

C · (k4 · ω4
n · Q2 − 2 · k2 · Q2 · ω4

n + ω4
n · Q2 + k2 · ω4

n)
(B.7)

= −k · (k2 − 1)

C · ωn · ( k2

Q2 + k4 − 2 · k2 + 1)
(B.8)

= −k · (k2 − 1)

C · ωn · ( k2

Q2 + (k2 − 1)2)
(B.9)

When Q � 1 this simplifies to:

�[Zk] = −k · (k2 − 1)

C · ωn · (k2 − 1)2
= −k

C · ωn · (k2 − 1)
(B.10)

The estimated frequency deviation, using (4.27), results in Eq. (4.37):

Δω0

ωn
= − 1

2 · Q2 ·
∞∑

k=2

k2

k2 − 1
· δ2k (B.11)

B.2 Waveform in a Nonlinear Harmonic Oscillator

In this section the waveform of a harmonic oscillator with a softly nonlinear amplifier
is calculated. This, however, is not an easy task. Instead of the linear oscillator in
Fig. B.1a, an oscillator with a linear feedback network (which is mostly the case) and
with a nonlinear amplifier is studied, Fig. B.1b. The representation of this oscillator,
using s-functions, is not correct since the amplifier is no longer a linear building block.

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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Vl(s)

H(s)

G Vnl(s)

H(s)

G(v)

(a) (b)

Fig. B.1 Typical block diagram of a harmonic (linear) oscillator (a). An oscillator with a linear
feedback network and a nonlinear amplifier (b)

Similar to the calculations in Sect. 4.2.2, the calculations start with the Fourier
series of the nonlinear, but periodic, output waveform:

v(t) =
+∞∑

k=−∞
ck · e j·k·ω0·t (B.12)

where, for real waveforms, c−k = ck and ω0 is the fundamental frequency. This ex-
pressionwill be used to calculate the output current of the transconductance amplifier,
which is the input current of the feedback network.

B.2.1 The Feedback Network

This waveform results from the injection of a current into the feedback network
H(s). Since the feedback network is assumed to be completely linear, the injected
current can easily be calculated by dividing each frequency component ck of the
output voltage by the complex impedance H(s) of the feedback network:

V(s) = I(s) · H(s) (B.13)

⇒ i(t) =
+∞∑

k=−∞

ck

H(j · k · ω0)
· e j·k·ω0·t (B.14)

For a parallel RLC feedback network, the transfer function can be written as:

H(s) =
s
C

s2 + ωn
Q · s + ω2

n
(B.15)

where ωn is the natural frequency of the feedback network and Q represents the
quality factor. Since, for the steady-state behavior of the network:

http://dx.doi.org/10.1007/978-3-319-09003-0_4
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1/H(j · k · ω0) =
[

j · k · ω0 · C + ωn · C

Q
+ C · ω2

n

j · k · ω0

]
(B.16)

= ωn · C

Q
·
[
1 + j ·

(
k · ω0 · Q

ωn
− Q · ωn

k · ω0

)]
(B.17)

when the frequency deviation due to the nonlinearity of the amplifier is small com-
pared to the natural frequency ωn, this results in:

1

H(j · k · ω0)
≈ ωn · C

Q
·
[
1 + j · k · Q

(
1 − 1

k2

)]
(B.18)

= ωn · C

Q
·
√
1 + k2 · Q2 ·

(
1 − 1

k2

)2

· e j arctan(kQ(1−1/k2)) (B.19)

The complex impedance (conductance) experienced by each harmonic can be calcu-
lated with this formula.

B.2.2 The Nonlinear Amplifier

Another relationship between the voltage over the feedback network and the injected
current is the amplifier characteristic. Although the Barkhausen criterion (Theorem
2.2) is only valid for linear systems, similar conclusions can be drawn for nonlinear
systems. Since it is assumed that the oscillator’s output signal is periodic and has
a stable amplitude, the current-voltage relationship of both the feedback network
and the amplifier must be the same! This equality results in, similar to what the
Barkhausen criterion does for linear systems, the oscillator equation:

G(v(t)) = i(t) =
+∞∑

k=−∞

ck

H(j · k · ω0)
· e j·k·ω0·t (B.20)

Solving this equation, if possible, results in the steady-state waveform of the oscil-
lator. Note that startup behavior and transition effects are not taken into account in
this equation. An amplifier with the following transfer characteristic is assumed:

G(v) = A1 · v + A3 · v3 (B.21)

where A1 and A3 are real coefficients determining the gain and nonlinearity of the
amplifier and v is the input voltage. In order to obtain a stable output waveform,
limited by the nonlinearity in the amplifier, A1 must be positive and A3 negative.
Furthermore, to guarantee the startup of the oscillator, the gain for small input sig-
nals A1 needs to compensate for the attenuation in the tank around the oscillation
frequency ω0. This amplifier characteristic, which is perfectly symmetric, is typical
for differential circuits. It results in only odd harmonics in the output waveform.

http://dx.doi.org/10.1007/978-3-319-09003-0_2
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B.2.2.1 Signals with an Infinite Bandwidth

In a first attempt to calculate the resulting waveform, one can try to insert the Fourier
series of the voltage output signal into the amplifier characteristic. This, however,
results in an infinite sum of cross products which is rather difficult to handle:

G(v(t)) = A1 ·
+∞∑

k=−∞
ck · e j·k·ω0·t + A3 ·

+∞∑
k=−∞

c3k · e j·3·k·ω0·t (B.22)

+ 3 · A3 ·
+∞∑

k=−∞

{
ck · e j·k·ω0·t ·

+∞,l �=k∑
l=−∞

c2l · e j·2·k·ω0·t
}

(B.23)

This means that an infinite set of equations is needed to be solved to obtain all Fourier
coefficients ck . An alternative method is calculating the coefficients numerically in
an iterative way. As will be shown, however, limiting the bandwidth of the output
signal results in a solution with an acceptable accuracy.

B.2.2.2 Bandwidth-Limited Signals

A smarter approach is to assume that the output signal is band limited. A periodic
voltage waveform, containing only the first, third and fifth harmonic, is assumed:

v(t) =
∑

k=−5,−3,...5

ck · e j·k·ω0·t (B.24)

G(v(t)) = A3 · c5
3 · e−15·ω0·t + 3 · A3 · c3 · c5

2 · e−13·j·ω0·t

+ 3 · A3 · (c3
2 · c5 + c1 · c5

2) · e−11·j·ω0·t

+ A3 · (c3
3 + 3 · c1 · c5

2) · e−9·j·ω0·t

+ 3 · A3 · (c1
2 · c5 + c1 · c3

2 + c3 · c5
2) · e−7·j·ω0·t

+[A1 · c5 + 3 · A3 · (c1
2 · c3 + c1 · c3

2 + c5 · c5
2)] · e−5·j·ω0·t

+[A1 · c3 + A3 · c1
3 + 3 · A3 · (c21 · c5 + c3 · c3

2)] · e−3·jω0·t

+[A1 · c1 + 3 · A3 · (c1 · c1
2 + c3

2 · c5)] · e−1·j·ω0·t

+[A1 · c1 + 3 · A3 · (c1 · c21 + c23 · c5)] · e1·j·ω0·t

+[A1 · c3 + A3 · c31 + 3 · A3 · (c1
2 · c5 + c3 · c23)] · e3·jω0·t

+[A1 · c5 + 3 · A3 · (c21 · c3 + c1 · c23 + c5 · c25)] · e5·j·ω0·t

+ 3 · A3 · (c21 · c5 + c1 · c23 + c3 · c25) · e7·j·ω0·t

+ A3 · (c33 + 3 · c1 · c25) · e9·j·ω0·t

+ 3 · A3 · (c23 · c5 + c1 · c25) · e11·j·ω0·t

+ 3 · A3 · c3 · c25 · e13·j·ω0·t + A3 · c35 · e15·ω0·t (B.25)

where x is the complex conjugate of x. Since the signals in the oscillator are real
signals, c−k = ck . It appears from this expression that in the real system all odd
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harmonics will be present due to the up-conversion in the nonlinear network. How-
ever, except for the harmonics from −5 to 5, higher harmonics are neglected in this
derivation. Since the current input of the feedback network is assumed to be equal
to the output of the amplifier, using (B.19), this results in 3 independent complex
equations. Due to the fact the signals are real, the complex conjugate equations can
be left out:

c1 · ω0 · C

Q
= [A1 · c1 + 3 · A3 · (c1 · c21 + c5 · c23)] (B.26)

c3· ω0·C
Q ·

√
1 + 9 · Q2 ·

(
8

9

)2

· e
j·arctan

(
3·Q· 89

)

= [A1 · c3 + A3 · c31 + 3 · A3 · (c5 · c1
2 + c3 · c23)] (B.27)

c5 ·ω0·C
Q ·

√
1 + 25 · Q2 ·

(
24

25

)2

· e
j·arctan

(
5·Q· 2425

)

= [A1 · c5 + 3 · A3 · (c3 · c21 + c1 · c23 + c5 · c25)] (B.28)

This set of equations can be solved for a certain feedback network and amplifier in
order to obtain the outputwaveform. The bandwidth limitation of the signal, however,
requires a careful approach, certainly for a high gain in the amplifier and/or networks
with a lowQ factor. A high Q results in a sharper peak in the transfer function; hence,
this results in a suppression of the harmonics.

B.2.3 Application to a Known Network

Let us illustrate this now with an example. Suppose an oscillator with a feedback
network similar to Fig. 2.9a (a parallel RLC-tank). The resonant angular frequency
is normalized and therefore equal to 1 rad/s. The Q-factor is assumed to be equal to
10. The transfer function then looks as follows:

H(s) = s/C

s2 + 1
10 · s + 1

(B.29)

At the resonant frequency, this transfer function is a real function with a value of
(B.19):

H(j · ωn) = Q

ωn · C
= 10

C
(B.30)

which means that the higher the value of the capacitor in the network (for a certain
resonant frequency and Q-factor), the lower the impedance at resonance. Note that,
using ωn = 1/

√
L · C and Q = RP · √

C/L (2.64), this equation equals RP. For the
sake of keeping the problem simple and understandable, the value of the capacitor
is chosen equal to 10, which makes the impedance of the network 1 at the resonant

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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frequency. This means that the gain of a linear amplifier must also be equal to 1,
according to Barkhausen. Therefore, the following characteristic is assumed:

G(v) = 1.1 · v − 0.1 · v3 (B.31)

This means, for an input voltage of ±1 V, that the gain indeed decreases to 1. As a
result, an output amplitude slightly higher than 1V is expected. Solving the oscillator
Eqs. (B.26–B.28), results in the following solution:

c1 = 2.0301 × 10−1 + j · 5.4048 × 10−1 (B.32)

c3 = 4.5033 × 10−6 − j · 7.6881 × 10−6 (B.33)

c5 = −1.8225 × 10−8 + j · 3.5200 × 10−9 (B.34)

It is clearly visible that the impact of the harmonics in the resulting signal is low
compared to the fundamental waveform. This, however, changes when the (small-
signal) gain, A1, becomes higher. The resulting coefficients for different values of
the gain are shown in Table B.1. Because of the ‘soft’ distortion in the amplifier,
the influence on the frequency is rather low. The case of an amplifier with strong
distortion is discussed in Sect. 4.2.2. The waveform of the output voltage over the
tank and the output current of the amplifier are shown in Fig. B.2. In this figure,
the impact of the nonlinearity is clearly visible in the applied current. The resonant
feedback network, however, hides most of these nonlinearities in the output voltage
signal.

Note that this method to calculate the harmonics in the output waveform starts
from the assumption that the center frequency is fixed. By doing this, one degree of
freedom is taken away in the set of equations.When the frequency is left as a variable,
another variable (such as the initial phase shift of the fundamental frequency) has to
be chosen freely. Furthermore, due to this assumption, this method only works for
circuits with a limited amount of harmonics. Increasing the number of harmonics in
the output waveform increases the accuracy but also causes an explosion of terms in
the output waveform.

B.3 Proof of Eq. (4.42)

The sum of the infinite series in Sect. 4.2.2 can be written as:

∞∑
k∈{3,5,...}

1

k2 − 1
=

∞∑
k=1

1

(2 · k + 1)2 − 1
(B.35)

= 1

4
·

∞∑
k=1

1

k · (k + 1)
(B.36)

The sum can be calculated using the following formula:

http://dx.doi.org/10.1007/978-3-319-09003-0_4
http://dx.doi.org/10.1007/978-3-319-09003-0_4
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Table B.1 Coefficients of the different harmonics of the output waveform for the example oscillator

Q = 10 Q = 1

i(v) = 1.1 · v − 0.1 · v3

c1 2.030 × 10−1 + j · 5.405 × 10−1 4.638 × 10−1 + j · 3.438 × 10−1

c3 4.503e − 6 − j · 7.688e − 6 −2.156 × 10−5 − j · 1.816 × 10−5

c5 −1.823e − 8 + j · 3.520e − 9 1.611 × 10−7 − j · 9.622 × 10−8

Δω0/ωn −3.572 × 10−10 −3.577 × 10−9

i(v) = 1.3 · v − 0.1 · v3

c1 5.676 × 10−1 − j · 8.233 × 10−1 4.314 × 10−1 − j · 9.022 × 10−1

c3 1.265 × 10−5 − j · 4.454 × 10−5 1.816 × 10−5 − j · 1.454 × 10−4

c5 −2.692 × 10−8 − j · 2.881 × 10−7 −1.231 × 10−6 − j · 2.658 × 10−6

Δω0/ωn −3.215 × 10−9 −3.223 × 10−8

i(v) = 1.5 · v − 0.1 · v3

c1 4.601 × 10−1 + j · 1.206 × 100 −6.181 × 10−1 + j · 1.133 × 100

c3 4.901 × 10−5 − j · 8.673 × 10−5 −8.824 × 10−5 + j · 3.026 × 10−4

c5 −1.012 × 10−6 + j · 2.314 × 10−7 1.896 × 10−6 + j · 1.035 × 10−5

Δω0/ωn −8.934 × 10−9 −8.971 × 10−8

i(v) = 2.0 · v − 0.1 · v3

c1 −6.213 × 10−1 + j · 1.717 × 100 7.372 × 10−1 − j · 1.670 × 100

c3 1.332 × 10−4 + j · 2.483 × 10−4 2.870 × 10−5 − j · 8.913 × 10−4

c5 5.772 × 10−6 + j · 1.059 × 10−6 −3.532 × 10−5 − j · 4.815 × 10−5

Δω0/ωn −3.577 × 10−8 −3.622 × 10−7

Also the influence of the harmonics on the center frequency is shown in the table

Theorem B.1
l∑

k=1

1

k · (k + 1)
= l

l + 1
(B.37)

Proof This proof uses induction: first it is shown that the explicit formula holds for
l = 1; afterwards it is shown that, if the formula holds for l, it will also hold for l +1.

• l = 1
It can easily be seen that:

l=1∑
k=1

1

k · (k + 1)
= 1/2 = l

l + 1
(B.38)

• l + 1
When the formula holds for l, the sum of the series from 1 to l+1 can bewritten as:

l+1∑
k=1

1

k · (k + 1)
=

l∑
k=1

1

k · (k + 1)
+ 1

(l + 1) · (l + 2)
(B.39)
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Fig. B.2 Output voltage waveform and injected current for different transconductance amplifiers
with soft distortion. The nonlinearity is necessary to control the amplitude but causes harmonics in
the output waveform. The harmonics, on their turn, cause a small frequency drop. a Q = 10, i(v) =
1.5 · v − 0.1 · v3. b Q = 10, i(v) = 2.0 · v − 0.1 · v3

= l

l + 1
+ 1

(l + 1) · (l + 2)
(B.40)

= l2 + 2 · l + 1

(l + 1) · (l + 2)
(B.41)

= l + 1

l + 2
(B.42)

which proves Theorem B.1. �
It can easily be seen that:

lim
l→+∞

l∑
k=1

1

k · (k + 1)
= lim

l→+∞
l

l + 1
= 1 (B.43)

which is used to obtain the result of (4.42).

http://dx.doi.org/10.1007/978-3-319-09003-0_4


Appendix C
Measurement Issues for Jitter and Phase Noise

Measuring jitter and phase noise in an oscillator output signal is a difficult task. It is
mainly the colored noise which complicates the measurements because of the ultra-
slow frequency variations, which causes frequency drift. A possible consequence of
this, when measuring the cycle-to-cycle jitter, is that the subsequent measurements
do not converge! Due to the frequency drift, the measured period ‘drifts away’ from
the average period depending on themoment at which themeasurement is performed.
In [92, 180] different methods are discussed to overcome these problems.

C.1 White Noise Jitter Divergence

Different measures are available to express the instabilities in an oscillator output
signal.Most of them are based on the variance of variations in the frequency, phase or
phase-time. The phase deviation φ(t) of an oscillator modulated with white noise is
given by a random walk about the ideal phaseω0 · t (the resulting PSD is proportional
to 1/f 2). When considering the variance σφ of the phase fluctuations, this causes a
continuous increase with the observation time (this is similar to the absolute jitter,
Definition 3.1; the uncertainty of the next clock edge will increase over time). This
can be understood by the knowledge that the VCO is an ideal integrator, of which
the output (the phase) can grow forever. It is this very same integration that shapes
the PSD of the phase fluctuations Sφ( f ), which makes the PSD go to infinity. This
integration operation is the same as the so-called superposition integral in Hajimiri’s
theory, Eq. (3.20).

To bound this error, the VCO can be put in a phase-locked loop (PLL), which
limits the phase deviation compared to a reference clock. In the time domain, this can
be interpreted as a periodical reset of the phase deviation. In the frequency domain,
this means that the low-frequency content of the output phase deviation is filtered.
The transfer function of a PLL acts as a high-pass filter on the oscillator output.
In this configuration, the jitter can easily be measured, because it does not drift
away from the ideal (reference) phase. Furthermore this technique allows to measure
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the frequency deviation of the oscillator by means of the VCO input signal, which
is proportional to the frequency deviation between the oscillator and the reference
input. The carrier frequency is not present in this control signal, which allows to
exploit the full dynamic range of the measurement setup (if a strong carrier signal is
present, the phase noise or frequency is dominated by the carrier signal). The main
drawback of this closed-loop, clock-referenced technique is the fact the output is
filtered by the PLL transfer function, which needs to be corrected afterwards [92,
180, 181].

Another method to avoid the divergence of frequency stability measures in the
time domain is limiting the time interval over which they are measured. So-called
open-loop, self-referenced techniques [180] start a measurement at a certain clock
edge and measure the jitter of the following clock edges compared to the first clock
edge. When starting a newmeasurement, (t = 0) the phase error is reset. In this way,
the phase error can only drift away during the measurement interval. When the jitter
of the subsequent clock cycles is uncorrelated, the following standard deviation as a
function of the measurement interval t can be expected (3.59):

σabs,OL(t) = √
c · √

t (C.1)

which is equivalent to Eq. (3.59) and valid when only white noise is injected in the
oscillator (1/f 2 in the oscillator spectrum). This means that the cycle-to-cycle jitter
is an open-loop, self-referenced jitter measurement for which the measurement time
is equal to the oscillator period, t = 1/fosc. c is an important Figure of Merit of
an oscillator, which is related to the shape of the Lorentzian noise spectrum (3.50).
Although the cycle-to-cycle jitter is a straightforward measurement to quantify the
phase noise, a high time resolution or a specialized measurement setup is needed
to do these measurements [92]. An interesting question is how both measurements,
closed-loop and open-loop, can be related.

The measured jitter of a closed-loop measurement strongly depends on the band-
width of the PLL. In [180] it is illustrated that, for a PLL of which the transfer
function can be approximated by the low-pass characteristic:

H(s) = 2 · π · fL
s + 2 · π · fL

(C.2)

where fL is the loop bandwidth of the PLL, the measured jitter stabilizes when the
measurement time is high compared to 1/(2·π ·fL). This can be understood as follows:
when performing a self-referenced measurement starting at t = 0, the jitter increases
with the square root of the measurement interval. At the moment the measurement
time approaches

tL = 1

2 · π · fL
, (C.3)

the PLL is able to compensate for higher phase deviations and the jitter becomes
constant as a function of time. When the absolute jitter of a clock edge, compared

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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to the reference clock, is called σx , than the jitter between two clock edges, which
are separated a period Δt � tL from each other, is equal to

√
2 · σx , assuming that

this jitter is uncorrelated. In [180, 282] this characteristic, which is a function of the
PLL bandwidth fL , is analyzed. It is shown that:

σx = √
c ·
√

1

4 · π · fL
(C.4)

Indeed: the resulting jitter is a factor
√
2 different from the jitter at the −3 dB

(=1/
√
2) bandwidth fL of the PLL. These conclusions are important when perform-

ing the closed-loop, clock-referenced measurement discussed earlier to compensate
for the PLL behavior. The jitter can be reduced in two ways: by improving the os-
cillator jitter (c) and by increasing the PLL bandwidth (fL). This clearly shows the
relationship between a closed-loop and an open-loop measurement.

C.1.1 Frequency Fluctuations as a Noise Measure

The instantaneous relative frequency fluctuations are represented by (2.41):

y(t) =
dφ(t)

dt

ω0
(C.5)

As a matter of fact, the frequency cannot be measured instantaneously (opposite to
phase measurements, in the absence of amplitude noise), which makes it necessary
to measure the frequency drift over a certain time span τ :

〈y〉t0,τ = 1

τ
·

t0+τ/2∫

t0−τ/2

y(t)dt. (C.6)

Using (2.41), this equation can be written as:

〈y〉t0,τ = φ(t0 + τ/2) − φ(t0 − τ/2)

ω0 · τ
= 1

τ
· [x(t0 + τ/2) − x(t0 − τ/2)] (C.7)

This means that the averaged instantaneous frequency fluctuations over a certain
time interval can be calculated as the normalized phase-time x(t) error over the very
same time interval. Since y(t), φ(t) and therefore also x(t) are random processes, this
averaged error is a random variable with a mean value and a standard deviation. The
mean value is equal to zero,whichmakes the variance equal to themean-square value:

σ 2〈y〉,τ = E[〈y〉2t0,τ ] (C.8)

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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where E[·] stands for the expected value calculated over an infinite set of samples.
It can therefore be stated that σ 2〈y〉,τ is the true variance of 〈y〉t0,τ . In a practical sit-
uation, however, it is not possible to create an infinite set of samples, which makes
the variance itself a random variable over the different (limited) sample sets. It is
considered to be an estimator for the true variance (based on a limited set). A good,
unbiased, estimator is an estimator of which the average value converges to the true
variance. An unbiased estimator for the variance is given by:

s2〈y〉,τ = 1

N − 1
·

N∑
i=1

⎛
⎝〈y〉ti,τ − 1

N
·

N∑
j=1

〈y〉tj,τ

⎞
⎠

2

(C.9)

where N is the number of samples of 〈y〉 in the subset and N ≥ 2 [217]. This estima-
tor holds as long as the samples are uncorrelated. Note also the difference in notation
between the true variance of an infinite set σ 2

x and the estimated variance of a subset
s2x . The relationship between this variance and the cycle-to-cycle jitter is:

σ〈y〉,T0 = σc

T0
(C.10)

C.1.2 Relation Between the Variance and the PSD

The link between the PSD and the variance of the fractional frequency fluctuations
is obtained by considering the fact that the time interval τ over which the frequency
fluctuations are averaged, can be treated as a filter in the time domain. In this way,
the samples of 〈y〉t0,τ are considered to be a moving average operation:

〈y〉t0,τ = 1

τ
·

t0+τ/2∫

t0−τ/2

y(t)dt (C.11)

= 1

τ
·

∞∫

−∞
y(t) · Π

(
t

τ

)
dt (C.12)

= 1

τ
·

∞∫

−∞
y(t) · Π

(
t0 − t

τ

)
dt (C.13)

which is a convolution integral. The variance is then obtained by integrating over the
PSD of the resulting waveform:
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σ 2〈y〉,τ =
∞∫

−∞
Sy( f ) ·

(
sin(π · f · τ)

π · f · τ

)2

df (C.14)

=
∞∫

−∞

f 2

f 20
· Sφ( f ) ·

(
sin(π · f · τ)

π · f · τ

)2

df (C.15)

where the factor
(
sin(π ·f ·τ)

π ·f ·τ
)2

is called the transfer function of the time-domain mea-

sure of frequency stability [92, 217]. Using (C.10) it can be seen that this equation is
equivalent to (3.67). In case of a 1/f 2 phase noise profile, this integral will converge.

The previous discussion assumeswhite, uncorrelated noise. In Sect. 3.6 it has been
shown that in the case of correlated or colored noise sources, the linear increase over
time for an open-loop measurement does not hold. Only measuring the jitter over a
certain time interval to obtain the cycle-to-cycle jitter, is therefore not sufficient to
do a jitter characterization. In the frequency domain, this is comparable to charac-
terizing the noise based on only one frequency value of the PSD. The influence of
the frequency noise shaping (1/f α) is closely related to the evolution of the absolute
jitter over time (3.65).

C.2 Colored Noise Jitter

When colored noise is injected in an oscillator, this results in an 1/f α region in the
phase spectrum. α is in this case greater or equal to 3. In this case, the absolute jitter
does no longer increase proportionally to the square root of the observation time,
but also a term proportional to the observation time appears, (3.65). As explained in
Sect. 3.6.3, the noise injected during subsequent time intervals is therefore correlated,
which causes the phase to drift faster away than in the case of uncorrelated noise
sources. As stated in [104], it can be assumed in this case that the standard deviation
adds instead of the variance.

C.2.1 Frequency Fluctuations as a Colored Noise Measure

As previously shown, the fractional frequency fluctuations are an interestingmeasure
to measure the frequency stability in the time domain. Moreover, due to its relation
to the cycle-to-cycle jitter, it gives an intuitive insight in the behavior and the effects
of the jitter on for instance the performance of a clocked circuit. Problems arise,
however, when the integral (C.15) is calculated for a colored noise spectrum.Keeping
in mind that the transfer function of the time-domain measure of frequency stability
is equal to 1 around f = 0, it is clear that this integral will diverge, see (2.47) with

http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_3
http://dx.doi.org/10.1007/978-3-319-09003-0_2
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α ≤ −1. Typically, this is solved by limiting the minimum frequency to which this
integral is calculated around the carrier. Often this is explained as a limit which comes
forth from the limited observation time. This, however, is not satisfactory since the
calculated variance strongly depends on this value and therefore does not converge
when a larger observation time is used [41].

A solution can be to use the PLL measurement method described above: the
frequencies within the bandwidth of the PLL, fL , are suppressed as a result of the PLL
feedbackmechanism. In this way, as a result of the continuous tuning of the oscillator
to the nominal frequency of the frequency reference, the variance of the frequency
fluctuations (and the jitter) converges for an increasing number of samples 〈y〉t0,τ

when the total observation time is larger than the inverse of the loop bandwidth [92].

C.2.2 The Allan Variance

A different way to overcome these convergence problems, is the use of an alternative
measure instead of the variance. Instead of using the complete set of average fre-
quency fluctuations 〈y〉t0,τ , one can combine the subsequent averages instead. The
Allan variance, which is also an IEEE-recommendedmeasure for frequency stability,
is defined as [5]:

σ 2
A,〈y〉,τ = E

⎡
⎣ 2∑

i=1

(
〈y〉ti,τ − 1

2
·

2∑
j=1

〈y〉tj,τ

)2
⎤
⎦ (C.16)

= 1

2
· E[(〈y〉t2,τ − 〈y〉t1,τ )

2] (C.17)

where 〈y〉ti,τ is defined as:

〈y〉ti,τ = 1

τ
·

ti+τ/2∫

ti−τ/2

y(t)dt (C.18)

and ti+1 − ti = τ , which means that there is no dead time between the subsequent
samples. Similar to (C.7), also this equation can be expressed in terms of the phase-
time x(tk) (2.40):

σ 2
A,〈y〉,τ = 1

2 · τ 2
· E
[
[x(tk+2) − 2 · x(tk+1) + x(tk)]2

]
(C.19)

which shows the tight connection between the Allan variance and the alternative
definition of the cycle-to-cycle jitter, (3.62). Although the difference between the
Allan variance and the classic variance is subtle, it has a huge impact on the correlated
noise. The correlation between the subsequent samples is, due to the definition of the

http://dx.doi.org/10.1007/978-3-319-09003-0_2
http://dx.doi.org/10.1007/978-3-319-09003-0_3
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Allan variance, canceled. The linear trend in the jitter is compensated by combining
several samples. To demonstrate the convergence in case of a colored (1/f ) noise
source, the transfer function of this frequency measure has to be determined. The
Allan variance is the variance of the random variable:

1√
2

· (〈y〉tk+1,τ − 〈y〉tk ,τ ) = 1√
2 · τ

·
∞∫

−∞
y(t) · hA

(
tk+1 − t

τ

)
dt (C.20)

where hA(tk+1−t) is equal to the derivative triangular function (see definitionA.14):

hA(t) = Ξ(t/τ) �

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1

τ
, τ ≤ t ≤ 0

−1

τ
, 0 < t ≤ τ

0, |t| > τ

(C.21)

The resulting PSD, after performing the filtering operation, can then be integrated to
obtain the resulting Allan variance of the oscillator signal:

σ 2
A,〈y〉,τ =

∞∫

−∞
Sy( f ) · 2 ·

(
sin(π · f · τ)2

π · f · τ

)2

df (C.22)

=
∞∫

−∞

f 2

f 20
· Sφ( f ) · 2 ·

(
sin(π · f · τ)2

π · f · τ

)2

df (C.23)

Because of the low-frequency filtering operation of the Allan variance, the integral
is convergent also when 1/f noise is injected in the oscillator. However, an upper
limit for the noise integration is still needed for white and flicker noise. Typically
this bound is taken at the cutoff frequency fh which is existing in each system. In
a nonlinear oscillator, it is reasonable to integrate until 1.5 times the oscillation
frequency; every higher frequency is also represented in this bandwidth. In Table
C.1 an overview is given of the resulting Allan variance for different slopes of the
frequency (phase) spectrum, as a function of the observation time τ . It is clearly seen
that only for flicker frequency fluctuations the Allan variance is independent of the
observation time.

An interesting conclusion after using the Allan variance is the observation that by
combining measurements of subsequent periods, the low-frequency content can be
filtered away. However, from Table C.1 it appears that the Allan variance is only able
to compensate for the first-order colored noise contributions. In the following section,
a methodology is demonstrated to also compensate for the higher-order contributions
in order to quantify them in the time domain.



348 Appendix C: Measurement Issues for Jitter and Phase Noise

Table C.1 The Allan variance for different slopes of the (single-sided) PSD

Sy( f ) Sφ( f ) σ 2
A,〈y〉,τ Description

h−2 · f −2 f 20 · h−2 · f −4 2·π2·h−2·τ
3 Random walk frequency fluctuations

h−1 · f −1 f 20 · h−1 · f −3 2 · ln(2) · h−1 Flicker frequency fluctuations

h0 · f 0 f 20 · h0 · f −2 h0
2·τ White frequency fluctuations

h1 · f 1 f 20 · h1 · f −1 h1
4·π2·τ 2 · [1.038 + 3 ·
ln(2 · π · fh · τ)]

Flicker phase fluctuations

h2 · f 2 f 20 · h2 · f 0 3·h2·fh
4·π2·τ 2 White phase fluctuations

It is clearly seen that only for 1/f noise injected in the oscillator, a constant value is obtained [5,
217]

C.2.3 The Use of Structure Functions

The use of structure functions in the area of oscillator phase noise analysis was first
introduced by Lindsey and Chie [164]. It will be shown below that this theory suc-
ceeds in capturing the previously discussed time-domain noise measures (variances)
in a unifying methodology. Structure functions are a mathematical tool which can be
used to avoid the singularities which appear at low frequencies in the case of colored
noise sources. The underlying idea is that the structure functions are able to de-trend
the measurement data, similar to what the Allan variance does for first-order colored
noise sources.

C.2.3.1 Increments of a Function

The increment of a random process x(t) is defined as follows:

Definition C.1 Let ΔN x(t, τ ) denote the N-th increment of x(t) with time
step τ . The first-order increment of a random process x(t) is defined as:

Δ1x(t, τ ) = x(t + τ) − x(t) (C.24)

The N-th-order increment of a function can recursively be defined as:

ΔN x(t, τ ) = ΔN−1[Δ1x(t, τ )] = Δ1[ΔN−1x(t, τ )] (C.25)

or can be written explicitly as:

ΔN x(t, τ ) =
N∑

k=0

(−1)k ·
(

N

k

)
· x[t + (N − k) · τ ] (C.26)

where
(N

k

)
denotes the combinations of k samples out of N .



Appendix C: Measurement Issues for Jitter and Phase Noise 349

Note that this definition results in the same formulas as used to approximate the
N-th-order derivative of x(t) using only forward differences. This observation helps
to understand the working principle of this method. When calculating the N-th-order
increment, N + 1, τ -spaced samples of the function are needed. Moreover, when
M, τ -spaced samples are available, M − N N-th-order increments can be calculated,
which results in a high data utilization for large numbers of samples. Because the
adjacent samples are combined, the increments are able to detect or cancel trends or
correlations between the different data points. Generally speaking, the variance of
the result of a certain increment is larger for uncorrelated samples than for correlated
data samples. This is the same working principle of the Allan variance for adjacent
oscillation periods! Note that the N-th increment of a polynomial of an order smaller
than N , is equal to zero. This corresponds to the fact that these increments are an
estimator of the N-th derivative.

C.2.3.2 Structure Functions

Based on these increments, structure functions can be defined:

Definition C.2 The N-th-order structure function DN
x (ts, τ ) is defined as the

autocorrelation function of the N-th increment:

DN
x (ts, τ ) �

〈
(ΔN x(t, τ )) · (ΔN x(t + ts, τ ))

〉
(C.27)

= lim
T→∞

T/2∫

−T/2

(ΔN x(t, τ )) · (ΔN x(t + ts, τ )dt (C.28)

When the time shift ts is equal to zero, this can shortly be written as:

DN
x (τ ) =

〈
(ΔN x(t, τ ))2

〉
(C.29)

In thiswork, the term structure function refers to the structure functionwith ts = 0,
which is in fact the variance of the N-th-order increment of x(t). In [164] it is shown
that these functions can easily be related to the output PSD of the oscillator [92].

DN
x (τ ) = 22·N ·

∞∫

−∞
Sx( f ) · sin2·N (π · f · τ)df (C.30)

DN
x (τ ) = 22·N−2 ·

∞∫

−∞
Sy( f ) · sin

2·N (π · f · τ)

(π · f )2
df (C.31)

DN
x (τ )

τ 2
= 22·N−2 ·

∞∫

−∞
Sy( f ) · sin

2·N (π · f · τ)

(π · f · τ)2
df (C.32)
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where the last equation is just the structure function normalized to the observation
interval τ . These equations can be obtained by using the gated integration approach
as previously demonstrated for the variance and the Allan variance. If f is close to
zero, the transfer function of the timing measure can be approximated by:

|HD,N ( f )| =
∣∣∣∣ sin

N (π · f · τ)

(π · f · τ)

∣∣∣∣ ≈ (π · f · τ)N−1 (C.33)

This means that the singularities in the spectrum can be compensated by using the
correct structure function. Since:

Sy( f ) · sin
2·N (π · f · τ)

(π · f · τ)2
∼ f α · f 2N−2 (C.34)

the integration of the spectrum is convergent as long as α > −(2·N −1) orN > 1−α
2 .

This indicates that it is always possible to take a high enough order of increment N
to obtain a bounded structure function. The effect of taking a higher-order structure
function is demonstrated in Table C.2. Interesting to note is the fact that the structure
functions have a close relationship with the previously defined time-domain jitter
measures:

σ 2〈y〉,τ = 1

τ 2
· D1

x(τ ) (C.35)

σ 2
A,〈y〉,τ = 1

2 · τ 2
· D2

x(τ ) (C.36)

C.2.3.3 Structure Functions to Measure Polynomial Drift

Colored or correlated noise sources result in a polynomial drift in for instance the
phase-time error. It is interesting to compare the results of the random noise process

Table C.2 Values of the different structure functions, corresponding to the different areas in the
power-law noise spectrum

Sφ( f ) D1
x(τ ) D2

x (τ ) D3
x(τ )

f 20 · h−2 · f −4 Non-convergent 4
3 · π2 · h−2 · τ 3 2 · π2 · h−2 · τ 3

f 20 · h−1 · f −3 Non-convergent 4 · ln(2) · h−1 · τ 2 6.75 · h−1 · τ 2
f 20 · h0 · f −2 1

2 · h0 · τ h0 · τ 3 · h0 · τ

f 20 · h1 · f −1 1
2·π2 · h1 · [ln(π · τ ·
fh) + 1.27]

3
2·π2 · h1 · [ln(π · τ ·
fh) + 1.04]

6
π2 ·h1 ·[ln(π ·τ ·fh)+
0.96]

f 20 · h2 · f 0 1
2·π2 · h2 · fh

3
2·π2 · h2 · fh

5
π2 · h2 · fh

A single-sided (positive) PSD is assumed, which requires integration form 0 to infinity. It can clearly
be seen that, although it has an impact on the convergence, the dependence on τ does not change
as a function of the order of the structure function [92, 164]
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as it was previously analyzed to the outcome of structure functions of a deterministic
function. Assume the following deterministic phase time error:

x(t) =
M∑

k=0

Ak

k! · tk (C.37)

where M denotes the maximum polynomial drift order. Since the N-th increment
of this function corresponds to the N-th derivative (or at least its numerical approx-
imation), the outcome of the increment is equal to zero. This means that the drift
on the time-domain measurement of the phase error can completely be suppressed
by choosing a high order of the structure function. If N = M the outcome will be
independent of t and be equal to:

ΔMx(t) = τN · AN =
√

DM
x (τ ) (C.38)

which only depends on the observation time τ . The τ -dependency of this determin-
istic increment looks very similar to the previously obtained values of the stochastic
process in Table C.2. Can a distinction be made between these types of processes?
Table C.3 compares the τ -dependency of the structure functions for different orders
of polynomial drift. This shows that the dependency to τ of the structure functions is
always different for deterministic and stochastic processes. This allows to determine
unambiguously the highest polynomial phase drift order. By subtracting the resulting
orders, it is possible to determine the lower-order terms and even the complete poly-
nomial. In this way, noise measurements can completely be detrended and analyzed
in detail.

In [164] an algorithm to determine the highest-order of frequency drift and for
the presence of (higher order) Flicker-noise:

• [Initialize] Set order i = 1

Table C.3 τ -dependency of structure functions of deterministic and stochastic processes

Deterministic Stochastic

M
√

DM
x (τ )

τ
αm

√
DM

x (τ )

τ

2 A2 · τ −2 ∼τ 1/2

3 A3 · τ 2 −4 ∼τ 3/2

4 A4 · τ 3 −6 ∼τ 5/2

In the left column, the maximum order of the polynomial is given. The second column shows the
outcome of the structure function of order N = M. The third column shows the lowest α, αm for
which the stochastic process Sy( f ) = hα · f α has a bounded structure function of order M. The last
column shows the outcome of the normalized structure function for the particular αm power-law in
Sy( f ) [92, 164]
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• [Test for stationarity] Calculate D̂(i)
φ (τ ) and check whether it is stationary (time-

independent), using several samples. If not, increase i by 1 and try again. If yes,
set order of frequency drift to i − 1 and go further.

• [Test for boundedness] If D̂(i)
φ (τ ) is not bounded; increase i by 1 and try again. If

yes, set M = i and go further.
• [End] Calculate Sφ(ω) from D̂(i)

φ (lτ), l = 1, ..., lmax .

The last step, however, appears to be a difficult task; in [164] two approaches are
demonstrated. One can also use D̂(i)

φ (lτ), l = 1, ..., lmax to do a curve-fitting using
the terms in Table C.2.



Appendix D
Comparison to the State of the Art

This appendix contains four tables containing a comparison of oscillator implemen-
tations from literature. The reported specifications of all references are spread over
4 tables, Tables D.1, D.2, D.3 and D.4. The specifications of the implementations
which have been discussed in Part II of this work are found at the bottom of every
table. Values and references printed in italic, are based on simulations only.

Some of the phase noise FoM values are calculated using (3.63) when only the
jitter is reported. Note that this results in an overestimate of the noise spectrum, since
this also includes jitter coming from the output circuitry (which is not accumulated
in the oscillator).

Table D.1 Comparison to the state of the art

References Tech. (µm) ftank( fout) (MHz) Topology Voltage (V) Power (mW)

[178], JSSC 0.35 1,536 (96) LC harm. 5 (3.3) 31.35

0.35 1,536 (12) LC harm. 5 (3.3) 31.35

[177], ISCAS 0.25 900 (25) LC harm. 3.3 59.4

0.25 900 (25) LC harm. 3.3 59.4

[175], FCS 0.13 3,000 (6–133) LC harm. 3.3 6.6

[281], ISSCC 0.35 9,800 LC harm. 2.2 11.88

0.35 9,800 LC harm. 2.2 11.88

[252], MWCL 0.18 4,610 LC harm. 1.5 3

0.18 5,000 LC harm. 1.5 3

[117], MWCL 0.18 5,600 LC harm. 1.2 2.4

[165], EL 0.18 5,470 LC harm. 1.2 5.04

0.18 5,470 LC harm. 1.2 5.04

[166], EL 0.18 5,500 LC harm. 1.2 3

[77], WAS 0.25 1,800 LC harm. 1.1 0.17

0.25 1,800 LC harm. 1.1 0.17

(continued)
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Table D.1 (continued)

References Tech. (µm) ftank( fout)(MHz) Topology Voltage (V) Power (mW)

[150], MWCL 0.18 2,300 LC harm. 1.5 0.97

0.18 2,300 LC harm. 1.5 0.97

[148], MWCL 0.18 2,630 LC harm. 0.45 0.43

0.18 2,645 LC harm. 0.45 0.43

[119], ICECS 0.25 2,400 LC harm. 1.5 0.08

0.25 2,400 LC harm. 1.5 0.08

[155], JSSC 0.13 5,121 LC Ring 0.5 4.01

0.13 5,341 LC harm. 0.5 1.01

[234], FCS 0.18 1,700 (1–133) LC harm. 3.3 23.1 (25 MHz)

[3], FCS 0.18 −(1–133) LC harm. 3.3 23.43 (25 MHz)

[238], ISSSE Bip. 0.01–10 LR – –

[250, 251], JSSC 0.18 14 RC rel. 1.8 45 µ

0.18 14 RC rel. 1.8 45 µ

[29], ISSCC 0.13 3.2 IV-C rel. 1.5 38.4 µ

[94], JSSC 0.8 1.5 IV-C ring 5 1.8

[90], ISSCC 65 n 12 IV-C rel. 1.2 90 µ

[192], SBCCI 0.5 12.8 IV-C rel. 3 0.4

[275], SBCCI 0.5 11.6/21.4 IV-C rel. 3 0.4

[195], ISCAS 0.13 2 IV-C rel. 1.8 3 µ

[162], ESSCIRC 0.18 31.25 k IV-C rel. 1.8 360 n

[254], ICECS 0.18 6.66 k IV-C rel. 1.5 940 n

0.18 6.66 k IV-C rel. 1.5 940 n

[197], ISSCC 65 n 9–30 k IV-C rel. 1 120 n

65 n 9–30 k IV-C rel. 1 120 n

[244], JSSC 0.25 7 Ring 2.4 1.5

[149], VLSI 0.18 10 Ring 1.2 80 µ

[257], ESSCIRC 0.35 2–100 Ring 1.8 0.18 (30 MHz)

0.35 2–100 Ring 1.8 0.18 (30 MHz)

[225], JSSC 65 n 0.1 MV-C rel. 1.2 41 µ

[227], JSSC 65 n 0.15 (20 Hz) MV-C rel. 1.2 51 µ

65 n 0.15 (20 Hz) MV-C rel. 1.2 51 µ

[71], TCAS-I 0.35 3.3 k MV-C rel. 1 11 n

[126], JSSC 0.7 1.6 ETF-FLL 5 7.8

T-Wien bridge 65 n 6 RC harm. 1.2 66 µ

65 n 6 RC harm. 1.2 66 µ

V-Wien bridge 0.13 24 RC harm. 0.9 33 µ

Pulsed oscillator 0.13 48–1,540 Pulsed LC 1.1 46 µ

Inj.-locked 1 0.13 950–1,150 RC harm. 1.0 127 µ

Inj.-locked 2 40 n 23–36 RC harm. 1.0 72 µ
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Table D.2 Comparison to the state of the art: noise

References Jit. PN (Δf ) FoMPN Tuning (Range) FoMPN,tuned

(ps) (dB) (MHz) (dB) (%/V) (V) (dB)

[178] 6.78 – 128.6a – –

8.96 – 135.2a – –

[177] 3.927 −114(0.1) 136.4a – –

3.927 −143(1) 153.2 – –

[175] 2 −73.97 (12 k) 152.0a – –

[281] – −93 (0.1) 182.1 1.37 (2) 183.5

– −118 (1) 187.1 1.37 (2) 188.5

[252] – −120.99 (1) 189.5 3.38 (2.4) 194.8

– −120.42 (1) 189.6 3.38 (2.4) 194.9

[117] – −119.13 (1) 190.3 8.93 (1.2) 199.8

[165] – −102 (0.1) 190.2 – –

– −122.4 (1) 189.7 – –

[166] – −121.3 (1) 191.1 – –

[77] – −126.2 (1) 199.0 – –

– −144.4 (8) 199.1 – –

[150] – −111 (1) 179.2 8.99 (1.5) 188.7

– −133 (1, locked) 200.4 – –

[148] – −105.9 (0.4) 185.9 7.30 (1.05) 194.6

– −106.4 (0.4) 184.8 7.30 (1.05) 193.4

[119] – −73.62 (0.6) 156.6 5.19 (1.5) 163.8

– −82.44 (1) 161.0 5.19 (1.5) 168.2

[155] – −121.6 (0.6) 194.2 – –

– −116.1 (0.6) 195.1 – –

[234] 2.8 (100 MHz) −82 (0.01) 148.4 – –

[3] 2 (125 MHz) −82 (0.01) 150.2 – –

[238] – – – – –

[250, 251] – – (4, 100 k) 146.0 – –

– – (10 k) 148.0 – –

[29] 455 – 135.9a – –

[94] 65 −102 (10 k) 150.7 – –

[90] – −82.125 (10 k) 162.0 – –

[192] <0.1 % – – – –

[275] <0.1 % – – – –

[195] – – – – –

[162] – – – – –

[254] – −50 (10 Hz) 136.7 – –

– −89 (1 kHz) 137.4 – –

[197] – – – – –

– – – – –

[244] – – – – –

(continued)
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Table D.2 (continued)

References Jit. PN (Δf ) FoMPN Tuning (Range) FoMPN,tuned

(ps) (dB) (MHz) (dB) (%/V) (V) (dB)

[149] – – – – –

[257] – −32 (1 k) 129.0 – –

– −96 (1) 133.0 – –

[225] 52 n – 109.6a – –

[227] – – – – –

– – – – –

[71] – – – – –

[126] 320 – 119.2a – –

T-Wien bridge 127a −73.7 (10 k) 141.1 – –

127a −94.6 (100 k) 142.0 – –

V-Wien bridge – – – – –

Pulsed oscillator 49.6 – 142.7a – –

Inj.-locked 1 – – – – –

Inj.-locked 2 – – – – –
a Calculation based on the reported jitter/phase noise value, using (3.63)

Table D.3 Comparison to the state of the art: voltage dependency

References V-range Rel. V-range Sensitivity Sensitivity Remarks

(V) (%) (ppm/V) (ppm/%)

[178] 4.5–5.5 20.0 38 1.85 Bandgap reg.

4.5–5.5 20.0 38 1.85 Bandgap reg.

[177] 2.97–3.63 20.0 91 3.00 Open loop, bandgap

2.97–3.63 20.0 91 3.00 Open loop, bandgap

[175] 3.0–3.6 18.2 3.3a 0.11a Bandgap reg.

[281] – – – – –

– – – – –

[252] – – – – –

– – – – –

[117] – – – – –

[165] – – – – –

– – – – –

[166] – – – – –

[77] – – – – –

– – – – –

[150] – – – – –

– – – – –

(continued)
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Table D.3 (continued)

References V-range Rel. V-range Sensitivity Sensitivity Remarks

(V) (%) (ppm/V) (ppm/%)

[148] – – – – –

– – – – –

[119] – – – – –

– – – – –

[155] – – – – –

– – – – –

[234] 3–3.6 18.2 100 3.3 T-Null

[3] 3–3.6 18.2 167 5.5 T-Null

[238] – – – – –

[250, 251] 1.7–1.9 11.1 16,000 288 V-avg. feedback

1.7–1.9 11.1 16,000 288 V-avg. feedback

[29] 1.4–1.6 13.3 40,000 600 Offset canceling

[94] – – – – –

[90] – – – – –

[192] 2.5–5.5 75.0 5,500 222 Bandgap reg.

[275] 3.0–5.5 58.8 6,400 272 Bandgap reg.

[195] 1.8–2.5 32.6 2.8e5 6140 Self-biasing

[162] – – 50,000 900 Self-biasing

[254] 0.8–1.8 76.9 9,800 127 PN-resistor

0.8–1.8 76.9 9,800 127 PN-resistor

[197] 1.5–3.3 75.0 10,000 240 Bandgap ref.

1.5–3.3 75.0 10,000 240 Bandgap ref.

[244] 2.4–2.75 13.6 17,700 456 Bandgap reg.

[149] 1.2–3.0 85.7 556 11.7 Bandgap reg.

[257] 1.8–3.0 50.0 40,000 960 Ext. voltage,

1.8–3.0 50.0 40,000 960 PN-resistor

[225] 1.12–1.4 22.2 7,140 90 Ext. PTAT

[227] – – – – –

– – – – –

[71] 1.0–2.5 85.7 35,000 613 MOS PTAT

[126] – – – – –

T-Wien bridge 1.08–1.32 20 25,000 300 PN-resistor

1.08–1.32 20 25,000 300 PN-resistor

V-Wien bridge 0.4–1.4 111 104 0.94 Dual. reg.

Pulsed oscillator 0.6–1.6 91 74 0.81 (External) Self-biasing

Inj.-locked 1 0.7–1.6 78 0 0 Inj. locked

Inj.-locked 2 0.7–1.5 73 0 0 AM-Inj. locked
a Estimated value from total reported frequency deviation
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Table D.4 Comparison to the state of the art: temperature dependency

References T-Range Sensitivity Trimming/ Area (core) (mm2) Abs. accuracy

(◦C) (ppm/◦C) Calibration (ppm)

[178] −10–85 12.3 (8.1) Digital (0.22) ±100

−10–85 12.3 (8.1) Digital (0.22) ±100

[177] −5–75 5.25 (3.8) Digital – ±152a

−5–75 5.25 (3.8) Digital – ±152a

[175] 0–70 2.3 Digital 0.81 ±277a

[281] – – – 0.40 (0.14) –

– – – 0.40 (0.14) –

[252] – – – 0.41 –

– – – 0.41 –

[117] – – – 0.60 –

[165] – – – – –

– – – – –

[166] – – – 0.30 –

[77] – – – – –

– – – – –

[150] – – – 0.79 –

– – – 0.79 –

[148] – – – 2.00 –

– – – 2.00 –

[119] – – – 0.59 –

– – – 0.59 –

[155] – – – 0.73 –

– – – 0.73 –

[234] −40–85 3.5 (1.6) Dig.ext.wobble – ±40

[3] 0–70 1 (0.29) Dig.ext.wobble – ±50

[238] – – – – –

[250, 251] −40–125 150 (91) No (0.04) ±4,000

−40–125 150 (91) No (0.04) ±4,000

[29] 20–60 125 Digital, 1-pt. (0.073) ±1,500

[94] – – – (1.17) –

[90] – – – (0.03) –

[192] −40–125 625 (424) Digital, 1-pt. (0.18) –

[275] −40–125 303 Digital, 1-pt. (0.19) –

[195] −35–85 417 1-Point 2.9 (0.015) –

(continued)
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Table D.4 (continued)

References T-Range Sensitivity Trimming/ Area (core) (mm2) Abs. accuracy

(◦C) (ppm/◦C) Calibration (ppm)

[162] −45–80 4,000 1-Point (0.016) ±155

[254] −40–120 56.9 No (0.09) ±8,000

−40–120 56.9 No (0.09) ±8,000

[197] 0–90 22.2 No (0.032) –

−40–90 38.5 No (0.032) –

[244] −40–125 315 (60–102) No 1.6 ±22,000

[149] −20–120 66.7 No (0.22) –

[257] −20–100 90 No (0.08) ±27,000

−20– 100 90 No (0.08) ±27,000

[225] −40–85 320 1-Point (0.11) ±37,00

[227] −55–125 55.6 2-Point (0.2) ±60,000b

−55–125 300 1-Point (0.2) ±60,000b

[71] −20–80 500 No (0.1) ±2e5

[126] −55–125 11.2 1-Point 6.75 ±1,000

T-Wien bridge 0–120 86.1 (75) No (0.03) ±8,800

0–120 33 No (0.03) ±8,800

V-Wien bridge – 1e4 No (0.03) ±4,600

Pulsed oscillator −40–100 48–1,540 No 2.63 ±7,600

Inj.-locked 1 −20–100 950–1,150 No 0.18 (0.0022) –

Inj.-locked 2 −20–100 23–36 No 0.165 (0.0017) –
a Including all external variations
b Uncompensated, before trimming
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