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v

 The concept of stem cells was fi rst postulated more than a century ago, and over the last 
few years it has become a focus of interest and discussion even in nonscientifi c circles. The 
fact that this book is dedicated to Mammary Stem Cells refl ects the attention that these cells 
have recently received and, as a consequence, many of the variety of approaches that 
researchers are using to investigate their properties and function are discussed here. Studying 
stem cells from the healthy mammary gland may not appear as relevant as the intriguing 
work presently being carried out with adult stem cells from other tissues, such as the heart 
or the nervous system, which epitomizes the great hope and potential for regenerative 
medicine in the future. However, understanding the role that stem cells play during devel-
opment and in the physiology of the mammary gland is not only interesting in its own right 
but also essential to understand the molecular mechanisms underlying the alterations that 
lead to breast cancer, particularly when considering the hypothesis that the molecular basis 
of tumorigenesis is a stem/progenitor cell gone awry. Thus, the identifi cation of normal 
and breast cancer stem cells more than a decade ago has offered a new vision of this hetero-
geneous disease and new hopes for its prognosis and treatment. 

 The collection of chapters in this book aims to guide the researcher interested in mam-
mary stem cells, to isolate them and characterize them, at various different levels. Max 
Wicha, one of the protagonists in the fi eld, opens the book with an extensive introduction 
to the subject that takes us from the nineteenth century to the current state of the art and 
a look into the future implications of targeting these cells in the clinic. Mammary cell lin-
eage specifi cation occurs during embryogenesis and thus Chapter   2     presents a protocol that 
allows the study of progenitor cells during embryonic mammary development ex vivo. The 
following two chapters provide guidance and experimental details that should help a 
researcher to start isolating stem cells using fl uorescent-activated cell sorting. Once the 
stem/progenitor cells have been identifi ed and isolated, there is a wide variety of methods 
to study them. Omics techniques are quickly becoming very informative tools, and there 
are three chapters that discuss DNA and mRNA sequencing, as well as proteomics tech-
niques to assist in profi ling cells in a more effi cient manner. Chapter   8     focuses on lentiviral 
cell transduction, which provides an invaluable method to stably modify gene expression 
and facilitate functional studies. Transplantation studies have been considered the gold 
standard to demonstrate normal and cancer stem cell potential, and there are two chapters 
that provide detailed protocols to investigate mammary gland development and tumori-
genesis by taking advantage of the mammary fat pads of mice. A more recent addition to 
the experimental alternatives to study stem cells is in vivo lineage tracing, which allows the 
researcher to track cell fate in situ, and this is discussed in detail in Chapter   11    . Cancer stem 
cells not only function as tumor initiating cells but also can be implicated in resistance to 
therapy and disease dissemination. The fi nding that these cells display properties that allow 
them to establish themselves in a different environment is investigated in two chapters, 
which aim to follow stem cells from their initial niche to the new microenvironment at their 
metastasis site, to study their metastatic re-initiation capabilities and to establish an 
 experimental system that allows monitoring of the survival, dormancy, and proliferation of 
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disseminated cancer cells. Finally, the last chapters are striking examples of how scientists 
are reaching out into other areas, from biology to physics and mathematics and back to 
biomedicine. 

 I hope that this book, by including some of the most basic techniques and exciting new 
developments, will help members of the scientifi c community new to the fi eld to explore 
the behavior of stem cells and to learn how to tackle them. This knowledge should guide 
the design of new and complimentary strategies to be applied in the clinic with the fi nal aim 
of fi ghting breast cancer.  

  Derio, Spain     Maria     del     Mar     Vivanco     

Preface
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    Chapter 1   

 Breast Cancer Stem Cells: Current Advances 
and Clinical Implications 

           Ming     Luo    ,     Shawn     G.     Clouthier    ,     Yadwinder     Deol    ,     Suling     Liu    , 
    Sunitha     Nagrath    ,     Ebrahim     Azizi    , and     Max     S.     Wicha    

    Abstract 

   There is substantial evidence that many cancers, including breast cancer, are driven by a population of cells 
that display stem cell properties. These cells, termed cancer stem cells (CSCs) or tumor initiating cells, not 
only drive tumor initiation and growth but also mediate tumor metastasis and therapeutic resistance. In 
this chapter, we summarize current advances in CSC research with a major focus on breast CSCs (BCSCs). 
We review the prevailing methods to isolate and characterize BCSCs and recent evidence documenting 
their cellular origins and phenotypic plasticity that enables them to transition between mesenchymal and 
epithelial-like states. We describe in vitro and clinical evidence that these cells mediate metastasis and treat-
ment resistance in breast cancer, the development of novel strategies to isolate circulating tumor cells 
(CTCs) that contain CSCs and the use of patient-derived xenograft (PDX) models in preclinical breast 
cancer research. Lastly, we highlight several signaling pathways that regulate BCSC self-renewal and 
describe clinical implications of targeting these cells for breast cancer treatment. The development of strat-
egies to effectively target BCSCs has the potential to signifi cantly improve the outcomes for patients with 
breast cancer.  

  Key words     Cancer stem cells (CSCs)  ,   Breast cancer  ,   Circulating tumor cells (CTCs)  ,   Phenotypic 
plasticity  ,   Patient-derived xenograft (PDX)  

1      Introduction 

 The mammary epithelium is mainly composed of two distinct lin-
eages: an inner layer of luminal epithelial cells and an outer layer of 
basal/myoepithelial cells. At puberty, the rudimentary mammary 
epithelial trees, under the infl uence of sex hormones including 
estrogen and progesterone, expand considerably to form an elabo-
rate branching network terminating in small lobular structures 
called terminal ductal lobular units (TDLU, for women) [ 1 ,  2 ]. 
In late pregnancy, the epithelium compartment attains maximal 
development, and luminal epithelial cells in TDLU undergo robust 
proliferation and differentiation to form lobular-alveolar buds called 



2

secretory alveoli that produce milk during lactation [ 3 ]. After 
weaning, these lobular-alveolar structures regress with massive 
apoptosis, and the mammary glands remodel to a virgin-like state 
for the next pregnancy cycle [ 3 ,  4 ]. The dynamic features of the 
mammary gland strongly suggest the existence of stem-like cells 
with the mammary epithelium. Indeed, early transplantation stud-
ies using mouse mammary fat pad segments as well as retroviral 
labeling of mammary epithelial cells revealed that the mammary 
epithelium is maintained by a multipotent mammary stem cell 
compartment [ 5 ,  6 ]. Recent prospective isolation and character-
ization of mammary stem cells and progenitor populations in the 
mouse [ 7 – 10 ] and human [ 11 – 15 ] mammary gland provide further 
evidence that the mammary epithelium is organized in a hierarchi-
cal manner, and that a single mammary stem cell (MaSC), which 
resides in the basal/myoepithelial layer, can functionally reconsti-
tute a mammary gland by giving rise to differentiated progenies 
through various lineage-restricted progenitor cells [ 8 ,  9 ,  16 ]. 

 Despite a longstanding relationship between tumorigenesis 
and stem cell biology, it is only recently that advances in stem cells 
biology have enabled direct testing of this hypothesis. Only 
recently, John Dick’s team provided the fi rst evidence that human 
acute myeloid leukemia is organized as a hierarchy that originates 
from a primitive hematopoietic cell with self-renewal capacity [ 17 ]. 
Breast cancer, analogous to the hierarchical organization of the 
normal mammary epithelium, is also characterized as a highly 
heterogeneous disease. The heterogeneity of breast cancers is man-
ifested by their classifi cation into a number of distinct subtypes, 
each with a characteristic transcriptome and molecular expression 
signature [ 16 ]. There is now substantial evidence that breast can-
cer is hierarchically organized and driven by a small fraction of 
tumor cells that display stem cell properties [ 18 – 20 ]. This small 
population of breast cancer stem cells (BCSCs), also termed breast 
cancer initiating cells, were fi rst identifi ed among solid tumors by 
virtue of their expression of the cell surface markers EpCAM + , 
CD24 − , and CD44 +  [ 21 ]. As few as 100 cells bearing this pheno-
type were able to produce tumors in immune defi cient NOD/
SCID mice, whereas over 100-fold greater cells that did not bear 
this phenotype was non-tumorigenic. Furthermore, tumors gener-
ated from EpCAM + CD24 − CD44 +  BCSCs recapitulated the cell 
type heterogeneity of the initial tumor with a small fraction of 
tumor cells express the same stem-like signature, while the major-
ity of bulk tumor cells do not. More recently, it has been shown 
that both normal and malignant breast stem cells express high level 
of the enzyme aldehyde dehydrogenase (ALDH) as assessed by the 
Aldefl uor assay (Stem Cell Technologies, Inc., Vancouver, British 
Columbia, Canada). Moreover, ALDH1 expression serves as a pre-
dictor of poor clinical outcome in breast cancers [ 22 ]. Interestingly, 
the EpCAM + CD24 − CD44 +  and ALDH +  populations across different 
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subtypes of breast cancers identify anatomically distinct BCSCs with 
respective EMT (epithelial-to-mesenchymal transition) and MET 
(mesenchymal-to-epithelial transition) gene expression profi les, 
and they dynamically transition between the mesenchymal and epi-
thelial states refl ective of their normal counterparts in the mam-
mary epithelial hierarchy [ 23 ]. 

 The cancer stem cell (CSC) hypothesis and the prospective 
isolation and identifi cation of a small fraction of highly tumori-
genic cells with stem cell properties in leukemia, breast cancers and 
subsequently from a wide variety of other malignancies including 
that of the brain [ 24 ], prostate [ 25 ,  26 ], colon [ 27 ,  28 ], pancreas 
[ 29 ], liver [ 30 ,  31 ], lung [ 32 ], and head and neck [ 33 ] in the past 
decade has led to a paradigm shift in terms of how cancers form, 
progress and relapse. In this chapter, we provide a historical review 
and current state of knowledge on CSCs with a major focus on 
BCSCs, especially regarding the prevailing methods to isolate and 
characterize these cells, their potential cellular origin and pheno-
typic plasticity, and the role of BCSCs in promoting metastasis 
and treatment resistance of breast cancer. We also highlight the 
use of circulating tumor cells (CTCs) and patient-derived xeno-
graft (PDX) models in preclinical breast cancer research, the main 
signaling pathways regulating BCSC self-renewal, and potential 
therapeutic approaches and clinical implications of targeting these 
cells for breast cancer treatment.  

2    Stemness as a Concept in Cancer Biology 

   Although oncology researchers have only recently began to 
probe cancers for tumor stem cells, the concept of stem-driven 
carcinogenesis dates back to the middle of the nineteenth cen-
tury [ 34 ]. The German pathologist Rudolf Virchow proposed in 
1855 that cancer arises from newly activated embryonic-like cells 
resident in a once dormant state in mature tissue [ 34 – 36 ]. More 
than 150 years later direct evidence for the existence and impor-
tance of CSCs in tumor biology emerged. For years, clinicians 
and research scientists have recognized that the behavior of met-
astatic cancers is highly reminiscent of that of stem cells. However, 
CSCs could not be identifi ed until specifi c cell surface protein 
markers became available for distinguishing a rare population of 
cells present in acute myeloid leukemia [ 17 ]. These CSCs resi-
dent in the peripheral blood of patients with leukemia were 
found to be capable of initiating leukemia—at approximately 1 in 
every 250,000 cells—when transferred into immune-compromised 
mice. Moreover, subsequent analysis of populations of leukemia-
initiating cells from various subtypes of the disease indicated that 
these cells are primitive, in other words, they are most closely related 
to nascent hematopoietic blood-forming cells rather than to more 

2.1  CSC Model 
as a Cellular 
Mechanism 
of Carcinogenesis 
and Tumor 
Heterogeneity
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differentiated, function-specifi c blood cells. The identifi cation of 
leukemia- initiating cells subsequently fostered attempts to isolate 
and characterize CSCs in solid tumors. Particularly, during the past 
decade stem cell-like populations have been identifi ed in benign 
and malignant tumors of the breast, colon, brain, pancreas, liver, 
prostate, head and neck, and many other tissues and in melanoma 
[ 21 ,  22 ,  24 – 33 ,  37 – 41 ]. The inability to identify reliable markers 
capable of reliably discriminating CSCs was a major impediment to 
progress within this fi eld particularly when there is ample evidence 
that a presumptive CSC population exists for many tissue malig-
nancies. In other cancers in which CSCs remain to be identifi ed, 
researchers are beginning to investigate known stem cell markers in 
the various cancer cell populations in an effort to derive novel tar-
geted therapeutics. Through this approach solid evidence support-
ing the role of CSCs in various cancers has materialized in recent 
years. These fi ndings provide strong supporting rationale in favor 
of the hypothesis that a stem/early primitive progenitor cell gone 
awry could explain the molecular basis of tumorigenesis. 

 The reemergence and establishment of the CSC model as a 
cellular mechanism to probe tumor heterogeneity represents one 
of the major advances in cancer biology over the past decade. The 
CSC model of tumorigenesis is fundamentally different from the 
classic stochastic or clonal evolution model, which proposes that 
tumors arise via random mutation and clonal selection. According 
to the stochastic model, all cells within a tumor have equal possi-
bility to acquire genetic mutations necessary to drive tumor initia-
tion and growth. Random accumulation of genomic abnormities 
may lead to the generation of divergent, but coexisting tumor 
cell clones, which may account for intratumoral heterogeneity. 
However, this view of tumorigenesis is hard to reconcile with 
recent discoveries that only a small fraction of tumor cells harboring 
a “tumor initiating signature” can effi ciently generate secondary 
tumors that recapitulate the same heterogeneous cell populations 
as the initial tumor. Distinct from the stochastic model, the CSC 
hypothesis postulates that, in the breast as well as other tissues, 
cancer arises from stem-like cells with dysregulated self- renewal 
capability. Based on this model, cancer is derived from cells harbor-
ing tumorigenic mutations and/or epigenetic modifi cations, which 
endow deregulated self-renewal capacity in these cells. Tumorigenic 
mutations and/or epigenetic modifi cations are more likely to occur 
and accumulate in tissue stem cells and/or their early progenitor 
cells due to their relatively long lifespan, leading to formation of CSCs. 
Alternatively, these genetic and epigenetic aberrations could hit more 
terminal differentiated cell populations, leading to a dedifferentia-
tion process and endowing these cells with stem cell properties. 
In both scenarios, CSCs are at the top of the hierarchy to drive 
tumor initiation, growth, and progression. Like their normal 
counterparts, being able to self-renew and differentiate are two 
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hallmarks of CSCs regardless of their cellular origins. The self-renewal 
process drives tumor initiation and growth, while differentiation 
helps to generate the bulk tumor cells and maintain tumor cell 
heterogeneity.  

   Several studies have questioned the rarity of tumor cells with stem 
cell properties and tumor-initiating capacity as well as the xeno-
transplantation assay used to assess these cell populations. A recent 
publication by Sean Morrison’s group suggested that melanoma 
cells did not in fact follow a stem cell model [ 42 ]. Therein they 
discovered through the use of a highly immune-compromised 
NOD/SCID Interleukin-2 Receptor gamma chain defi cient 
(IL-2Rγ −/− ) mouse model that tumor-initiating cell frequency 
rose dramatically (up to 25 % versus one in a million when using 
conventional NOD/SCID mice). The IL-2Rγ −/−  NOD/SCID 
(NSG) mice lack NK function and are less able to reject tumor 
xenografts than the parental NOD/SCID mice. Another study 
supported Morrison’s contention that melanoma does not arise 
from stem cells. Using the H3K4 demethylase JARID1B as a bio-
marker, Roesch and colleagues characterized a small subpopula-
tion of slow-cycling melanoma cells that cycle with doubling times 
of more than 4 weeks within the rapidly proliferating main tumor 
population [ 43 ]. Knockdown of JARID1B led to an initial accel-
eration of tumor growth followed by exhaustion, suggesting that 
the JARID1B-positive subpopulation was essential for continuous 
tumor growth. Furthermore, JARID1B negative cells could 
become positive and a single melanoma cells irrespective of selec-
tion were found to be tumorigenic, suggesting that melanoma 
heterogeneity and maintenance are a dynamic process mediated 
by a temporarily distinct subpopulation [ 43 ]. However, this study 
used only established melanoma cell lines rather than primary 
tumors. Using primary melanoma cells as well as melanoma cell 
lines, Fang et al. showed that melanomas can contain a subpopu-
lation of stem- like cells that contribute to heterogeneity and 
tumorigenesis [ 41 ]. Recently, Weissman’s lab further demon-
strated that human neural crest nerve growth factor receptor 
CD271 enriched for tumor initiating cells and transplantation of 
isolated CD271 + , but not CD271 − , melanoma cells into engrafted 
human skin or bone in T-, B-, and natural-killer-defi cient 
 Rag2  −/−  γc  −/−  mice resulted in melanoma and metastasized [ 44 ]. 
Besides CD271 as a marker for melanoma CSCs, recently the 
expression of ALDH1 has been shown to enrich human melanoma 
stem cells [ 45 ] suggesting that tumorigenic cancer stem cells do 
exist in human melanomas. Additional CSC research will undoubtedly 
shed more light on this line of inquiry. 

 Similar to melanomas, CSCs may not necessarily constitute a 
minor component of the tumor in other tissue malignancies. Kelly 
et al. (2007) showed that, when lymphoma and leukemia of mouse 
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origin are transplanted into histocompatible mice, a very high 
frequency (at least 1 in 10) of the tumor cells can seed tumor 
growth, suggesting that the low frequency of tumor-sustaining 
cells observed in xenotransplantation studies may refl ect the lim-
ited ability of human tumor cells to adapt to growth in a foreign 
mouse environment [ 46 ]. In breast cancer, poorly differentiated 
and high-grade tumors displayed higher content of BCSCs than 
did low-grade well-differentiated tumors such as luminal breast 
cancers. In terms of ALDH marker expression, the basal breast 
carcinoma cell lines contain a higher content of Aldefl uor-positive 
cells compared to luminal breast cancer cell lines [ 47 ]. Moreover, 
ALDH1 expression in human breast cancer tissues is associated with 
poor clinical outcome [ 22 ] and the content of ALDH1- positive 
cancer stem cells also predict engraftment of primary human breast 
tumors in NOD/SCID mice [ 48 ]. Using transcriptional profi le of 
PKH26-label-retaining mammary epithelial cells (human MaSC 
signature), a recent study also supported the notion that the het-
erogeneous phenotypical and molecular traits of human breast 
cancers are a function of their CSC content [ 49 ]. Thus, in high-
grade or advanced stages of breast tumors, the pool of BCSCs is 
greatly increased and they may not represent the minor population 
of cells found in the early-staged tumors.   

3    Isolation and Identifi cation of BCSCs 

 In order to study the basic attributes of CSCs, it is necessary to 
fi rst identify, isolate, purify, and characterize these cells by employ-
ing techniques that enable one to distinguish them from the bulk 
tumor cell population. This objective remains extremely chal-
lenging because CSCs often constitute a small fraction of the 
total cell population of a tumor and may express the same cell 
surface markers as their more differentiated counterparts. A major 
challenge in the fi eld today is to defi ne specifi c CSC markers that 
are not expressed on differentiated bulk tumor cells. Nevertheless, 
the functional characteristics of CSCs including self-renewal 
capability and differentiation potential can be exploited by vari-
ous in vitro and in vivo assays in order to identify and characterize 
this important cell population. Among the most useful tech-
niques for identifi cation and enrichment of BCSCs are side popu-
lation (SP) dye exclusion, specifi c expression of cell surface 
markers, aldehyde dehydrogenase activity, tumorsphere culture 
and label-retention assays such as PKH staining. The putative 
BCSCs enriched by these techniques can be further validated 
functionally by the serial transplantation assay in vivo to evaluate 
their tumorigenic and  self- renewal potential. 

 Dye exclusion relies on the observation that stem cells, as 
opposed to differentiated cells, have the ability to effl ux lipophilic 
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dyes including Rhodamine or Hoechst owing to their increased 
expression of the ATP-binding cassette transporter proteins such as 
ABCG2/BCRP1. This dye exclusion activity results in a so- called 
SP fraction that can be further quantitated by fl ow cytometry [ 50 ]. 
Several studies have demonstrated that the SP component is 
enriched in cells capable of recreating the whole cell population [ 51 ]. 
These observations suggest that the SP fraction may contain stem 
cells capable of recapitulating a tumor. To date, SP cells have been 
found in bone marrow, normal solid tissues, tumors, and various 
cancer cell lines [ 52 ,  53 ]. In human and mouse mammary epithelial 
cells, SP cells have been reported to contain stem/progenitor cell 
compartment [ 54 – 57 ]. SP cells have also been identifi ed in differ-
ent subtypes of human breast cancer cells, which display a more 
tumorigenic phenotype than the cells do not readily effl ux vital 
dyes [ 52 ,  58 – 60 ]. 

 Another useful tool for identifying CSCs including BCSCs is 
fl ow cytometry utilizing expressed cell surface antigens. In breast 
and pancreatic cancers, the cell surface markers CD44 and CD24 
are commonly used to defi ne a population enriched in CSCs 
[ 21 ,  29 ,  61 ,  62 ]. The CD24 − CD44 +  BCSCs cells possess the abil-
ity to self-renew and to differentiate when injected into the mam-
mary fat pad of NOD/SCID mice, resulting in engrafted mammary 
tumor formation and progression [ 21 ]. Although the CD24 − CD44 +  
phenotypic markers have been extensively used to isolate BCSCs in 
different cancer subtypes especially basal-like tumors [ 63 ], a recent 
study showed that both CD24 − CD44 +  and CD24 + CD44 +  cell pop-
ulations in ERα–negative breast tumors are tumorigenic in murine 
xenograft models, and a third population of tumor-initiating cells 
enriched in CD44 + CD49f hi CD133/2 hi  subset displays heightened 
tumorigenicity and self-renewal in vivo, and the capacity to give 
rise to functional and molecular heterogeneity [ 64 ]. The use of cell 
surface markers CD49f (α6 integrin) and CD29 (β1 intergrin) 
together with CD24 (heat stable antigen) or EpCAM (epithelial 
specifi c antigen), have been shown to enrich for mammary stem/
progenitors in the mouse and human mammary gland [ 8 ,  9 ,  13 ]. 
In breast cancer, elevated CD49f expression is associated with 
reduced survival [ 65 ] and knockdown of its partner CD104 
decreases in vivo tumorigenicity [ 66 ]. Thus, CD49f + , combined 
with CD44 + CD24 −/low  expression signature, may better identify 
and enrich BCSCs in different breast cancer subtypes. 

 BCSCs can also be segregated from mixed cell populations 
using the Aldefl uor assay which relies upon aldehyde dehydroge-
nase (ALDH) activity [ 67 ]. ALDH is an enzyme responsible for 
the oxidation of intracellular aldehydes; it plays a vital role in 
stem cell differentiation via retinoic acid metabolism [ 68 ,  69 ]. 
The  commercially available Aldefluor kit (StemCell 
Technologies, Inc., Vancouver, British Columbia, Canada) con-
tains a BODIPY- aminoacetaldehyde (BAAA) substrate labeled 
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with a fl uorochrome that is converted into BODIPY-aminoacetate 
(BAA) by ALDH catabolism [ 68 ]. Cells expressing high ALDH 
activity have brighter fl uorescence and can be enumerated on a 
standard cytometer when DEAB (an inhibitor of the enzymatic 
reaction) is used as the isotype control for FACS analysis. The 
Aldefl uor assay has been used for both murine and human stem/
progenitor populations in many different cancers. Those cancers 
known to harbor an Aldefl uor positive population with stem 
properties include acute myeloid leukemia [ 70 ], breast [ 22 ,  47 ], 
lung [ 71 ], colon [ 72 ,  73 ], head and neck [ 38 ], prostate [ 74 ], 
and others. ALDH immunohistochemistry on a number of iso-
forms can readily identify CSCs within formalin-fi xed, paraffi n-
embedded tissues with the ALDH1-A1 and ALDH1-A3 isoforms 
being the most preferentially expressed [ 22 ]. The combination 
of Aldefl uor positivity with other unique stem cell surface mark-
ers such as CD133 +  and CD24 − CD44 +  has been shown to fur-
ther label and locate ovarian CSCs and BCSCs in their respective 
tumor tissue slides [ 39 ,  47 ]. 

 BCSCs can subsequently be sorted and assayed for clonogenic 
potential in vitro and tumorigenicity in vivo by xenotransplanta-
tion using immune-compromised mice. The latter is the gold stan-
dard for assessing BCSC activity. Tumorsphere assays have also 
been frequently used to examine stem/progenitor activity in vitro 
for many cancers including breast cancer, glioblastoma and other 
tissue malignancies. Tumorspheres are generated by plating cells in 
a petri dish or fl ask under low attachment, serum-free conditions 
supplemented with B27, hydrocortisone, insulin, fi broblast growth 
factor (FGF), and epidermal growth factor (EGF) [ 75 ]. Those few 
cells that self-renew under this anchorage-independent condition 
divide and form tumorspheres. Notably, cells isolated from tumor-
spheres exhibit multi-lineage differentiation potential when given 
serum and extracellular matrix such as collagen [ 75 ]. 

 A more recent method to characterize CSCs in vitro is the cell 
membrane label-retaining assay. This assay uses the PKH fl uores-
cent dye series, which consist of a fl uorophore attached to a pep-
tide backbone that irreversibly binds to the lipid bilayer of cell 
membranes [ 76 ]. The PKH67/PKH26 dyes that irreversibly 
bound to the lipid bilayer on cell membranes get equally parti-
tioned among daughter cells during cell division; thus the intensity 
decreases in an exponential manner with each round of cell cycle 
[ 77 ]. Stem cells including CSCs are usually maintained via an 
asymmetric self-renewal process, where a stem cell and a daughter 
cell are formed. Following asymmetric cell division, the stem cell 
enters a quiescent state, while the daughter cell (known as the tran-
sient amplifying cell) undergoes rapid proliferation and differentia-
tion. As a result, the stem cell retains the PKH dye and can thus be 
identifi ed and isolated by fl ow cytometry. This method has, for 
example, been used to label murine hematopoietic stem cells [ 78 ]; 
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it has also been used to track the homing of short- and long-term 
repopulating cells in bone marrow [ 79 ] and to detect labeled cells 
by fl uorescence microscopy [ 80 ]. The use of PKH dye label- 
retaining mammosphere assay has recently been used to identify 
both normal MaSCs and BCSCs [ 49 ,  81 ]. In these studies, normal 
or malignant mammary epithelial cells were stained with PKH26, 
grown in primary and secondary mammosphere culture, and sub-
sequently dissociated and sorted for PKH high, low, or negative 
cell populations. These distinct cell populations were further tested 
for mammary epithelial repopulating or tumorigenic capacities, 
and as expected, only the PKH26 high  cell population was found to 
enrich for stem cell activities [ 49 ,  81 ]. This method is useful for 
labeling cells of interest, but these dyes can inadvertently be trans-
ferred to surrounding cells confounding results [ 82 ]. Therefore, 
the technique of PKH dye exclusion is most useful when combined 
with another stem cell characterization assays to validate stem cell 
phenotypes.  

4    Cellular Origins and Phenotypic Plasticity of BCSCs 

   In primary breast xenografts, the CD24 − CD44 +  and ALDH +  
BCSCs identify minimally overlapping, largely separate cell popu-
lations, with each capable of initiating tumors in NOD/SCID 
mice [ 22 ]. However, whether these different phenotypic popula-
tions identify distinct or independent BCSCs in the tumor remains 
an interesting question. Recently, using gene expression profi ling 
of ALDH +  and CD24 − CD44 +  BCSCs isolated across different sub-
types of human breast cancer tissues together with multi-marker 
immunofl uorescence including CD24, CD44 and ALDH1, it was 
determined that CD24 − CD44 +  and ALDH +  cell populations iden-
tify anatomically distinct BCSCs with distinct EMT and MET 
gene-expression profi les respectively. The EMT-like CD24 − CD44 +  
BCSCs are primarily quiescent and localized at the tumor invasive 
front, while the MET-like BCSCs expressing ALDH1 are recy-
cling, proliferative cells located mainly in the central part of pri-
mary tumors [ 23 ]. Importantly, the epithelial and mesenchymal 
states of BCSCs are not static; instead they display a cellular plasticity 
allowing them to transit between the EMT and MET states [ 23 ]. 
The interconversion of BCSCs from the EMT-like (which is 
EpCAM − CD49f +  that expresses the stem cell markers CD24 − CD44 + ) 
and MET-like (which is EpCAM + CD49f +  that expresses the CSC 
marker ALDH) state, as illustrated in Fig.  1 , has been shown to be 
regulated by microRNA networks including EMT-inducing mir-9, 
mir-100, mir-221, and mir-155 as well as MET-inducing mir-200, 
mir-205, and mir-93 [ 83 ].  

 These studies, together with the fi ndings that distinct microR-
NAs regulate the transition of BCSCs between the CD24 − CD44 +  

4.1  BCSCs Transition 
Between EMT- 
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and ALDH +  phenotypes [ 83 ,  84 ], led to a hypothetical model 
(Fig.  2 ) highlighting the role of different BCSC states in tumor 
growth and metastasis. As illustrated in Fig.  2a , the CD24 − CD44 +  
BCSCs exist in an EMT-like state that are E-cadherin and EpCAM 
negative, Vimentin positive, and relatively quiescent, whereas the 
MET-like ALDH+ BCSCs are cycling, and E-cadherin and EpCAM 
positive, and Vimentin negative. The transition between these 
states is most likely dictated by the tumor microenvironment. For 
example, TGF-β generated in the tumor milieu can induce EMT 
by downregulation of epithelial markers such as E-cadherin and 
upregulation of EMT-inducing factors, such as Twist and Snail 
[ 85 – 87 ]. Both the infl ammatory immune response [ 87 ] and the 
hypoxic tumor environment [ 88 ] have also been reported to 
induce EMT in cancers. On the other hand, BMP signaling has been 
reported to induce MET via induction of miR-205 and the miR-
200 family of microRNAs that are key regulators of MET [ 89 ].  

 The demonstration that BCSCs exist in two interchangeable 
epithelial and mesenchymal states also helps defi ne a model of how 
BCSCs drive primary tumor growth and metastasis. As illustrated 
in Fig.  2b , in primary breast cancer, the CD24 − CD44 +  mesenchymal- 
like BCSCs mediate the tumor invasion toward the basal membrane 
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  Fig. 1    Breast cancer stem cells can exist in at two interchangeable states, one EMT-like (EpCAM −  CD49f +  that 
expresses the stem cell markers CD44 +  CD24 − ) and a MET-like population (which is EpCAM +  CD49f +  and 
expresses the CSC marker ALDH). These stem cells states are interconvertible and are regulated by microRNAs       
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surrounding the tumor and into the blood, where they survive due 
to their intrinsic quiescence and anoikis resistance. After extravasa-
tion of the blood circulation system, these mesenchymal- like 
BCSCs form micro-metastasis in distant organs, where tumor 
microenvironment in the remote sites induces MET, which is 
required for BCSC self-renewal and generation of macro- metastasis. 
The plasticity of BCSCs from a quiescent mesenchymal state to a 
proliferative epithelial-like state plays a critical role for these cells to 
establish sizable metastatic nodules in distant organs. Indeed, there 
is increasing experimental evidence to suggest that such transition, 
termed colonization, is essential for development of successful 
macrometastasis [ 90 ]. For example, using a spontaneous squamous 
cell carcinoma mouse model, Tsai et al. recently demonstrated 
that turning off Twist1 to allow reversion of EMT is essential for 
disseminated tumor cells to proliferate and form metastases [ 91 ]. 

  Fig. 2    ( a ) Breast cancer stem cells may exist in an EMT-like state (that are relatively quiescent, E cadherin and 
ESA negative, Vimentin positive and expresses the stem cell markers CD44 +  CD24 − ) or MET-like states (that 
are cycling, E cadherin and ESA positive, Vimentin negative and expresses the stem cell marker ALDH+). A 
small fraction of stem cells express both EMT and MET markers and these appear to be the most highly 
tumorigenic population of cancer stem cells. ( b ) BCSCs located inside the tumor mass exist chiefl y as MET 
cells which are highly proliferative and ALDH+. In contrast, EMT CSCs are located at the tumor invasive front 
and are characterized by CD44 +  CD24 −  markers. EMT cells are highly invasive and mediate metastasis. An 
intermediary CSC state (CD44 +  CD24 −  ALDH + ) that is highly proliferative with invasive potential also resides 
inside the tumor         
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In another study, Ocaña et al. demonstrated that temporal loss of 
the EMT inducer Prrx1 is required for cancer cells to form lung 
macrometastasis [ 92 ]. In breast cancer, the content of CD24 − CD44 +  
BCSCs in the primary tumor correlates with increased risk of dis-
tant metastasis. However, distant metastases formed from these 
tumors frequently show a higher differentiation rate compared to 
the primary tumor, as manifested by increased expression of the 
luminal epithelial marker CD24 [ 11 ]. Similarly, in mouse model of 
breast cancer driven by  MMTV-PyMT  oncogene, it has been shown 
that CD90 +  circulating tumor cells are responsible for lung metas-
tasis, however, the proportion of CD90 +  tumor cells decreases 
again in differentiating and growing metastatic nodules [ 93 ]. 
Furthermore, reexpression of miR-200 family members and subse-
quently epithelial differentiation was found to promote metastatic 
colonization of breast cancer cells [ 94 ]. Most recently, specifi c 
expression of Id1 gene in breast cancer cells undergone EMT has 
been shown to induce MET through antagonism of Twist1, and 
this phenotypic switching is required for metastatic colonization in 
the lung [ 95 ].  

   Breast cancers are highly heterogeneous with several distinct 
subtypes characterized by their distinct histological and molecu-
lar expression features. These include luminal breast cancers that 
express steroid hormone receptors including estrogen receptor (ER) 
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and progesterone receptor (PR); HER2 positive breast cancers 
characterized by amplifi cation of the  ErbB2  gene; and basal breast 
cancers that are triple negative (TN) for the expression of ER, PR, 
and HER2. Clinically, the classifi cation of breast cancers into these 
major molecular subtypes greatly facilitates the use of treatment 
strategies and helps predict treatment response and prognostic 
relevance. Recent advancement in global gene expression profi ling 
of breast cancers have further subdivided this heterogeneous 
disease into six different subtypes, including luminal A, luminal B, 
HER2 overexpressing, basal-like, claudin-low, and normal breast-
like [ 96 – 99 ]. The existence of these distinct breast cancer subtypes 
suggests that mammary oncogenesis may be derived from different 
cellular origins in the mammary epithelial hierarchy. Alternatively, 
different subtypes of breast cancers may arise from a common pre-
cursor in the mammary epithelium, but different oncogenic events 
play a major role in determining the distinct tumor subtype. 

 An intriguing fi nding from recent gene expression profi ling is 
that, both the CD24 − CD44 +  and ALDH +  BCSC subsets isolated 
in different subtypes of primary breast cancers exhibit a remark-
able similarity in their patterns of gene expression, although 
whole- tumor gene expression profi les are distinct across different 
subtypes [ 23 ]. This fi nding, coupled with the knowledge that 
BCSCs transit between the EMT and MET states, suggests a 
potential common cell of origin for BCSCs across different breast 
cancer subtypes. Previous studies suggested a potential common 
cell origin for breast cancer cells that are resistant to chemother-
apy [ 100 ,  101 ]. In these studies, gene expression pattern of pri-
mary tumors obtained from breast cancer patients after treatment 
with docetaxel showed a similar genetic profi le, irrespective of 
their original histological phenotype [ 100 ]. Furthermore, it has 
been shown that molecular profi le of breast tumors obtained after 
chemotherapy closely resembles the gene expression profi le of 
untreated CD24 − CD44 +  BCSCs [ 101 ]. This BCSC signature was 
found in TN and hormone sensitive breast cancers treated with neo-
adjuvant chemotherapy and endocrine therapy respectively [ 101 ]. 
This study suggested that hormone-sensitive luminal breast cancers 
also contain a subpopulation of mesenchymal-like CD24 − CD44 +  
BCSCs, which are hormone-resistant and are enriched following 
neoadjuvant endocrine therapy. 

 The relationship between different BCSC populations and 
their corresponding normal counterparts in the mammary epi-
thelial hierarchy remains controversial. In women carrying  BRCA1  
germ line mutations, the relative proportion of EpCAM − CD49f hi  
basal epithelial cells that containing basal stem cells was shown to 
be decreased, whereas the proportion of EpCAM + CD49f +  lumi-
nal progenitor cells increased. This aberrant luminal progenitor 
cell population also showed increased clonogenic activity com-
pared to non- BRCA1  mutation carriers. Moreover, genome-wide 
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transcriptome analyses of different subtypes of breast cancers as 
well as different mammary epithelial subpopulations in human 
 BRCA1  mutation carriers revealed that the luminal progenitor 
gene signature was most strongly associated with the basal subtype 
of breast cancer, while the basal/mammary stem cell signature was 
correlated to tumors classifi ed as Normal-like and Claudin-low 
subtypes [ 13 ]. These studies, although suggested aberrant luminal 
progenitors as the cell origin of  BRCA1  basal breast cancer, could 
not directly demonstrate a cell origin of  BRCA1  mutation - associ-
ated basal breast cancers. Using a mouse model carrying condi-
tional  BRCA1  alleles, Molyneux et al. have further demonstrated 
that  BRCA1  basal-like breast cancer originates from luminal epi-
thelial progenitors but not from basal mammary stem cells [ 102 ]. 
In this study, specifi c deletion of  BRCA1  in luminal progenitor 
cells by  Blg-Cre  led to mammary tumors that are predominantly 
high grade invasive ductal carcinomas of no special type (IDC-
NST), which closely phenocopies human basal  BRCA1  tumors. 
In contrast, cell- type specifi c deletion of  BRCA1  in basal stem/
myoepithelial compartment by  K14-Cre  generated tumors that are 
predominantly malignant adenomyoepitheliomas. Several other 
studies using mouse models and isolated mammary epithelial cell 
populations also indicated that basal stem cells and mature luminal 
epithelial cells are not important targets for tumor initiation, but 
rather luminal progenitor cells are emerging as key players in breast 
tumorigenesis [ 103 ,  104 ]. 

 Although the aforementioned studies strongly suggest luminal 
progenitor cells as the origin of basal breast cancer, the relationship 
of between BCSCs and the stem/progenitor cells in the normal 
mammary gland remains to be defi ned. Recent lineage tracing 
studies of the mouse mammary gland suggested that distinct basal 
and luminal stem cells give rise to cells restricted to the basal and 
luminal lineage respectively under normal developmental condi-
tions [ 105 ]. However, transplantation of the basal CD24 med CD49f hi  
and luminal CD24 hi CD49f low  populations into cleared mammary 
fat pad of recipient mice induces their plasticity and enables either 
of the stem cell populations to regenerate an entire mammary epi-
thelial tree [ 106 ]. The existence of distinct luminal and basal stem 
cells in the mouse mammary gland prompted us to evaluate if dis-
tinct luminal and basal stem cells with regenerative capability exist 
in the human mammary tissue, and if these stem cell populations 
are refl ective of the ALDH +  and CD24 − CD44 +  BCSCs isolated in 
different subtypes of breast cancers. Indeed, recent studies have 
demonstrated that the human mammary gland displays a similar 
hierarchy organization, containing functional luminal stem cells 
located in the terminal lobules that are EpCAM + CD49f + ALDH + , 
and basal stem cells located in the mammary ducts that are 
CD24 − CD44 + EpCAM − CD49f +  [ 23 ]. Interestingly, in the luminal 
compartment, only EpCAM + CD49f + ALDH +  luminal stem cells, 
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which constitute 6 % of total EpCAM + CD49f +  population, have 
high colony-forming activity and generate ductal/alveolar structures 
in 3D Matrigel [ 23 ]. These studies suggest that ALDH serves as a 
functional marker of the luminal stem cells and the self- renewing/
proliferative state of ALDH +  luminal stem cells may increase their 
susceptibility to carcinogenic mutations, making them a logical cell 
of origin for breast cancer. This notion was supported by studies 
showing that expansion of lobules containing ALDH1-expressing 
cells is associated with loss of heterozygosity in  BRCA1  muta-
tion carriers [ 107 ]. These studies also suggest that it is the luminal 
stem cells instead of luminal progenitors that are involved in the 
tumorigenesis of  BRCA1  basal breast cancer. 

 The studies from Liu et al. together with recent observations 
of luminal progenitor cells as the key players in breast tumorigen-
esis led to a model of breast oncogenesis in which luminal stem 
cells serve as a common cell origin of breast cancers, but distinct 
oncogenic events dictate the individual tumor subtype. For exam-
ple, loss of  BRCA1  or  BRCA1  mutation in the luminal stem cells 
promotes their tumorigeneis leading to the so-called basal breast 
cancer. However, further oncogenic events, such as loss of P53 and 
Pten, may drive EMT and promote the mesenchymal-like claudin- 
low phenotype. The EMT process could also be induced by the 
tumor microenvironment, leading to the mesenchymal-like 
claudin- low phenotype. On the other hand, oncogenic mutations 
such as the PIK3CA and HER2 amplifi cation in luminal stem cells 
may promote the luminal and HER2 phenotype respectively.   

5    BCSCs and Treatment Resistance 

   Current antitumor strategies are mainly aimed at shrinking tumor 
mass by targeting the rapidly proliferating bulk tumor cells. These 
therapeutic strategies, albeit effective in reducing the size of pri-
mary tumors, frequently fail to eradicate advanced tumors and are 
associated with tumor relapse. The CSC hypothesis suggests that 
conventional antitumor strategies targeting rapidly proliferating 
cells may fail to target CSCs that divide infrequently in the tumor. 
A plethora of studies have indicated that BCSCs are relatively 
resistant to both ionizing radiation and chemotherapy [ 108 – 111 ] 
in cultured breast cancer cell lines, in primary mammary tumor 
cells derived from different mouse models of human breast cancer 
[ 112 – 114 ], and in patient derived tumor xenografts in mice 
[ 109 ,  115 ,  116 ]. 

 The intrinsic resistance of BCSCs to neoadjuvant chemother-
apy in the clinical setting has also been documented in a number 
of studies. Using primary breast cancer cells isolated from 
tumors treated with neoadjuvant chemotherapy and those resected 
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from chemotherapy-naive patients, Yu and colleagues examined 
mammosphere forming activity as well as CD24 − CD44 +  BCSC 
content in corresponding tumor samples. This study revealed a 
14-fold increase in mammosphere forming activity (5.8 % vs. 
0.4 %) and eightfold increase in CD24 − CD44 +  enriched popula-
tion (74 % vs. 9 %) after neoadjuvant chemotherapy [ 115 ]. The 
intrinsic resistance of BCSCs to neoadjuvant chemotherapy was 
also reported in paired breast cancer core biopsies obtained from 
31 patients before and after 12 weeks of treatment with docetaxel 
or doxorubicin/cyclophosphamide [ 117 ]. This study revealed that 
the percentage of CD24 − CD44 +  BCSCs and tumorsphere forming 
activity in the residual tumor tissues signifi cantly increased follow-
ing neoadjuvant chemotherapy. Interestingly, in a separate group 
of patients with HER2 amplifi cation, treatment with HER2 and 
EGFR inhibitor Lapatinib following chemotherapy did not 
increase, but rather slightly decreased the content of CD24 − CD44 +  
BCSCs as well as tumorsphere forming activity [ 117 ]. Since HER2 
overexpression has been show to drive BCSC activity [ 118 ], this 
clinical study suggests that strategies combining BCSC targeting 
agents (e.g., Trastuzumab and Lapatinib) with conventional che-
motherapy hold the potential to overcome BCSC associated treat-
ment resistance and achieve better therapeutic outcomes. 

 BCSCs can also be enriched by virtue of their expression of 
ALDH activity and ALDH1 expression in human breast tumors is 
associated with poor prognosis [ 22 ]. Consistent with this observa-
tions, a clinical study examining ALDH1 expression in a cohort of 
primary breast cancer samples treated with sequential paclitaxel 
and epirubicin-based chemotherapy revealed that ALDH1 positiv-
ity was signifi cantly associated with a low pathological complete 
response (pCR) rate and resistance to the therapy [ 119 ]. This 
study suggests that ALDH1 positive BCSCs also share the proper-
ties of resistance to conventional chemotherapy.  

     One mechanism that has been described to explain the innate resis-
tance of BCSCs to neoadjuvant chemotherapy is the elevated effl ux 
activity found in BCSCs. In the mouse mammary gland, a popula-
tion of long-term BrdU label retaining cells has been shown to 
enrich for stem cell antigen-1 (Sca-1) and Hoechst dye-effl uxing 
“side population” properties associated with increased regenera-
tive potential when transplanted into the cleared mammary fat 
pads of host mice [ 57 ]. SP cells with stem/progenitor activity have 
also been identifi ed in human mammary tissue which constitute 
0.2–5.0 % of the total cell population [ 54 – 56 ]. Transcriptional 
profi ling of mammary gland SP cells has revealed an upregulation 
of genes associated with multidrug resistance [ 120 ]. BCSCs, like 
the normal mammary stem/progenitor cells, may share this “side 
population” property and thus contribute to their intrinsic capacity 
for multidrug resistance. Indeed, SP cells have been identifi ed in 
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different subtypes of human breast cancer cells, which display a 
more tumorigenic phenotype than the cells do not readily effl ux 
vital dyes [ 52 ,  58 – 60 ]. These studies further identifi ed an increased 
expression of ABC transporter genes, especially the breast cancer 
resistance protein BCRP (also named as ABCG2) and the multi-
drug resistance protein 1 (also named ABCB1), in the SP cells that 
containing BCSC activities. The expression of ABC transporter 
proteins in BCSCs suggests that these cells play important roles in 
development of drug resistance in breast cancer. Interestingly, the 
SP phenotype was found to be more prevalent in luminal subtype 
of breast cancer cells compared to the triple negative (ER−, PR−, 
and HER2−) subtype, and HER2 expression, which specifi cally 
upregulates ALDH +  luminal BCSCs [ 121 ], was signifi cantly cor-
related with the occurrence of SP phenotype [ 60 ]. The strong 
association of SP phenotype with luminal BCSCs may contribute 
to the increased resistance of chemotherapy found in ALDH1 +  
breast cancers [ 119 ].  

   Aldehyde dehydrogenases (ALDH) are a family of NAD(P)-
dependent enzymes involved in detoxifying a wide variety of 
endogenous and exogenous aldehydes [ 122 ]. Mounting evidence 
suggests that ALDH activity can be utilized either alone or in 
combination with different cell surface markers to identify CSCs 
in a wide varieties of tissue malignancies including leukemia [ 70 ] 
and solid tumors, ranging from those of the breast [ 22 ], colon 
[ 72 ,  73 ], bladder [ 123 ], prostate [ 74 ], lung [ 71 ], pancreas [ 124 ], 
head and neck [ 38 ], ovary [ 125 ], and melanoma [ 45 ]. Recent 
studies have indicated that ALDH enzymes can directly regulate 
resistance of cancer cells to many cytotoxic drugs. The role of 
ALDH in drug resistance was fi rst observed for the alkylating 
agent, cyclophosphamide. Overexpression of the ALDHA1 gene 
resulted in a signifi cant increases in cyclophosphamide resistance 
in transduced L1210 and U937 cells [ 126 ] and K562 leukemic 
cell lines [ 127 ]. Conversely, downregulation of ALDH1A1 by 
antisense RNA resulted in increased sensitivity of tumor cells to 
4- hydroperoxycyclophosphamide (4-HC), an active derivative of 
cyclophosphamide [ 128 ]. Overexpression of ALDH1 has been 
observed in many drug resistant cancer cell lines as well as in 
patients with drug resistant cancers including breast cancer [ 119 , 
 129 ]. In a retrospective study, ALDHA1 activity was signifi cantly 
higher in breast cancer metastatic cells, which developed resis-
tance to cyclophosphamide, compared with sensitive cells [ 130 ]. 
Most recently, Croker and Allan showed that ALDH hi CD44 +  
BCSCs isolated from MDA-MB-231 and MDA-MB-468 cell lines 
are more resistant to chemotherapy (doxorubicin/paclitaxel) or 
radiotherapy than ALDH lo CD44 −  cells, and that inhibiting ALDH 
activity through all-trans retinoic acid (ATRA) or the specifi c 
ALDH inhibitor diethylaminobenzaldehyde (DEAB) sensitizes 
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ALDH hi CD44 +  BCSCs to treatment [ 131 ]. Together, these studies 
strongly suggests that ALDH activity expressed in BCSCs plays an 
important role in mediating BCSC resistance to conventional 
cancer therapy, and inhibitors of ALDH enzymes may serve as 
potential therapeutic agents to prevent treatment resistance in 
breast cancer.  

   Increased production of reactive oxygen species (ROS) has long 
been described as a critical mediator of radiation and chemother-
apy induced cytotoxicity to cancer cells by inducing DNA damage 
such as single-stranded and double-stranded breaks [ 132 – 134 ]. 
In neural stem cells (NSCs) and hematopoietic stem cells (HSCs), 
protection from oxidative stress is critical for the maintenance of 
their self-renewal [ 135 – 137 ], and mice defi cient in ATM kinase or 
 FoxO1 ,  FoxO3 , and  FoxO4  transcription factors exhibit elevated 
ROS levels in the HSC compartment which result in a rapid extinc-
tion of HSCs [ 136 ,  138 ,  139 ]. Similar to the paradigm found in 
NSCs and HSCs, a recent study by Diehn et al. convincingly dem-
onstrated that human and mouse BCSCs, similar to their normal 
tissue counterparts, have increased expression of free radical scav-
enging systems and maintain low levels of ROS that result in less 
DNA damage and radioprotection [ 114 ], providing a possible 
explanation for tumor recurrence after radiation therapy. These 
fi ndings also suggest that the self-renewal potential of CSCs in dif-
ferent tumor tissues may be exquisitely sensitive to ROS levels, and 
this liability might represent a CSC “Achilles’ heel” for future ther-
apeutic exploitation to eliminate these lethal seeds of cancer. 
Indeed, pharmacological depletion of ROS scavengers in BCSCs 
markedly decreases their clonogenicity and results in radiosensiti-
zation [ 114 ]. Accordingly, treatment of human acute myeloid leu-
kemia (AML) with parthenolide, a naturally occurring compound 
that induces ROS, effectively targets AML stem and progenitor 
cells for apoptosis [ 140 ].  

   A number of studies have suggested that resistance to chemo or 
radiation therapy observed in CSCs or tumor-initiating cells is 
mediated by altered DNA damages responses. The Ataxia 
Telangiectasia Mutated (ATM) gene maintains genomic stability 
by activating a key cell-cycle checkpoint response to DNA damage, 
telomeric instability or oxidative stress. In glioblastoma following 
radiation, increased activation of ATM kinase pathway has been 
reported in CD133 +  CSCs, contributing to tumor radioresistance 
through preferential activation of the DNA damage checkpoint 
response and an increase in DNA repair capacity [ 141 ]. Blocking 
the checkpoint kinases Chk1 and Chk2 led to enhanced killing of 
CSCs by ionizing radiation [ 141 ], suggesting that pharmacological 
approaches targeting DNA damage checkpoint kinases may over-
come this intrinsic resistance. The enhanced ATM signaling activity 
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in CD24 − CD44 +  BCSCs compared to non CD24 − CD44 +  tumor 
cells following radiation was also found in breast cancer cell lines 
and primary human breast cancer cells [ 142 ], and treatment with 
an ATM inhibitor effectively decreased the radiation resistance of 
CD24 − CD44 +  BCSCs [ 142 ], suggesting that targeting ATM sig-
naling may provide a new tool to abolish the radiation resistance of 
BCSCs. In mouse models of breast cancer, BCSCs defi cient in p53 
showed accelerated DNA repair activity, as well as high levels of 
Akt and Wnt signaling [ 143 ] and pharmacological inhibition of the 
Akt pathway by perifosine, an Akt inhibitor, reduced the content of 
BCSCs in the p53 null tumor and sensitized BCSCs to radiation 
treatment [ 143 ].    

6    BCSCs and Tumor Metastasis 

 In human breast cancer tissues, one of the fi rst identifi ed markers 
to enrich BCSCs was CD44, a transmembrane glycoprotein serv-
ing as a major adhesion molecule and receptor for the extracellular 
matrix especially extracellular glycosaminoglycan hyaluronic acid 
[ 144 ]. CD44 and its alternative splicing variants have been shown 
to form co-receptor complexes with various receptor tyrosine 
kinases to modulate diverse cellular signaling events and regulate 
cell proliferation, migration, and invasion [ 144 – 148 ]. In line with 
these studies, expression of CD44 in breast cancer cells has been 
demonstrated to potentiate the adherence of cancer cells to bone 
marrow endothelial cells [ 149 ] and promotes bone metastasis by 
enhancing tumorigenicity, cell motility, and hyaluronan produc-
tion [ 150 ]. Besides a direct role in promoting tumor cell motility, 
CD44 has been implicated to play a role in EMT, a process critical 
for embryogenesis but abnormally activated during cancer metas-
tasis and recurrence. In a recent study, Brown et al. demonstrated 
that a shift in CD44 expression from variant isoforms (CD44v) to 
the standard isoform (CD44s) was essential for mammary epithe-
lial cells to undergo EMT, and was required for the formation of 
breast tumors that display EMT characteristics in mice [ 151 ]. The 
role of CD44 in promoting EMT and mammary tumorigenesis is 
in agreement with another report showing that EMT generates 
cells with stem cell properties [ 61 ]. The nature of CD44 +  BCSCs 
as the cells undergo EMT strongly suggests these cells are likely to 
play critical role in tumor metastasis. 

 The increased expression of the cell adhesion/invasion mole-
cule CD44 in BCSCs suggests that these cells not only play impor-
tant roles in tumor initiation (by defi nition, BCSCs are highly 
tumorigenic cells when implanted into immunodefi cient mice), 
but also act as major players for tumor progression and metastasis. 
Indeed, several other cell adhesion molecules including CD29 (β1 
integrin), CD49f (α6 integrin), and CD61 (β3 integrin) are later 
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identifi ed to enrich both normal and malignant mammary stem/
progenitor cells [ 8 ,  9 ] in human and mouse mammary epithelium. 
In mouse breast cancer model derived by  MMTV-PyMT  oncogene, 
the subset of tumor cells defi ned by CD24 + CD29 hi CD61 +  is not 
only highly tumorigenic but also has signifi cantly higher motility as 
shown in Boyden chamber assay [ 152 ]. 

 In contrast to elevated expression of adhesion molecules 
including CD44, CD29, and CD49f in BCSCs, another marker of 
BCSCs is the negative or low expression of heat stable antigen, 
CD24 [ 21 ]. Interestingly, high levels of CD24 expression have 
been shown to suppress CXCR4 activity [ 153 ], whereas the 
CXCL12 / CXCR4 signaling axis has been implicated in traffi cking 
of breast cancer cells to sites of metastasis [ 154 ]. The negative or 
low expression of CD24 in BCSCs may enable these cells to have 
high CXCL12 / CXCR4 signaling activity and facilitate their meta-
static spreading and ability to colonize distant organs. 

 In addition to the roles of BCSC markers in regulation of can-
cer cell migration, invasion and metastasis, the CD24 − CD44 +  
BCSCs isolated from a variety of breast cancer lines have been 
shown to express higher levels of infl ammatory cytokines and 
proteins associated with invasion and bone metastasis, including 
IL-1α, IL-6, IL-8, and urokinase plasminogen activator [ 155 ]. 
Recent gene profi ling studies also suggested that BCSCs possess an 
“invasiveness” gene signature that is associated with decreased 
metastasis-free survival [ 156 ]. In support of these fi ndings, Balic 
et al. have demonstrated that micrometastasis isolated from the 
bone marrow of early-stage breast cancer patients are highly 
enriched for the cells displaying the CD24 − CD44 +  BCSC pheno-
type [ 157 ]. Using human-in-mouse breast cancer orthotopic mod-
els combined with noninvasive imaging techniques, Liu et al. 
further showed that CD24 − CD44 +  BCSCs isolated from human 
breast tumors are involved in spontaneous metastasis [ 158 ]. Recent 
studies of CTCs in breast cancer blood samples also revealed that 
these CTCs share a BCSC phenotype [ 159 ]. 

 Although BCSCs were initially identifi ed with an 
EpCAM + CD24 − CD44 +  phenotype [ 21 ], subsequently it was 
determined that human normal and malignant mammary epithe-
lial cells with increased ALDH activity have mammary stem/pro-
genitor properties [ 22 ]. In breast carcinomas, high ALDH activity 
identifi es the tumorigenic cell fraction, capable of self-renewal and 
of generating tumors which recapitulate the heterogeneity of the 
parental tumor [ 22 ]. ALDH1 expression represents the fi rst inde-
pendent prognostic marker to predict metastasis and poor patient 
outcome in infl ammatory breast cancer (IBC), an angio-invasive 
form of breast cancer associated with a high incidence of early 
nodal and systemic metastasis [ 160 ]. ALDH +  cells as assessed by 
Aldefl uor assay from various mammary carcinoma cell lines also 
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display increased invasive characteristics as well as an increased 
ability to metastasize following intra-cardiac injection in NOD/
SCID mice [ 161 ]. 

 The properties of two BCSC states, including their invasive 
capacity assessed by Matrigel invasion assay, have recently been 
characterized [ 23 ]. These studies demonstrate that MET-like 
ALDH +  BCSCs are proliferative, while EMT-like CD24 − CD44 +  
BCSCs are more dormant in cell cycling. Within the two BCSC 
populations, CD24 − CD44 +  cells were signifi cantly more invasive 
than ALDH +  cells and cells that displayed all three stem cell mark-
ers have the greatest invasive capacity. These fi ndings support the 
proposed model (Fig.  2b ) in which EMT BCSCs that are found at 
the tumor invasive front enter the blood circulation where ulti-
mately they may metastasize to distant sites. These micro- metastases 
are non-proliferative and remain dormant until they are induced 
into a transitional state to convert back to an MET “self-renewing” 
phenotype which can generates additional BCSCs as well as the 
more differentiated cells which form the tumor bulk. This model is 
further supported by studies which have demonstrated that both 
CTCs as well as disseminated tumor cells (DTCs) in the bone 
marrow of breast cancer patients show signifi cant increase in the 
CD44 + /CD24 −/low  cell population that are non-proliferative [ 155 , 
 157 ]. One of the characteristics of EMT BCSCs is very low or 
absent expression of the epithelial marker EpCAM. Therefore, 
using anti-EpCAM antibodies to capture CTCs in methods such as 
the CellSearch™ assay may miss important populations of CTCs 
which display an EMT phenotype. The importance and implica-
tions of CTCs as well as alternative CTC capture technologies are 
discussed below.  

7    Circulating Tumor Cells (CTCs) 

   More than 100 years ago, CTCs were fi rst described by Thomas 
Ashworth, an Australian physician. In 1889, Steve Paget proposed 
“the seed and soil hypothesis” that explains the existence of cross 
talk between the seed (cancer cells) and the soil (microenviron-
ment of distant organ) during the process of metastasis [ 162 ]. 
Prior to distant organ metastasis, cancer cells must route from pri-
mary tumor tissue to the blood stream. These so called CTCs have 
been documented to be enriched in CSCs [ 163 – 165 ]. Fortunately, 
most of cancer cells that enter the bloodstream from a primary 
tumor die as a consequence of shear force or anoikis, or are elimi-
nated by the immune system. Therefore, only a small number of 
CTCs survive to extravasate to a distant organ. Successfully dis-
seminated cancer cells may either grow to form metastatic colonies 
or remain dormant for many years [ 164 ]. 
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 Initially most studies focused on identifying CTCs of an 
epithelial phenotype [ 166 ,  167 ], but subsequent studies revealed 
that CTCs consist of several subpopulations including CSCs 
with different characteristics. Overall, the concept of a noninvasive 
liquid biopsy to explore mechanisms involved in metastasis makes 
CTCs an active area of cancer research. In xenograft models, 
metastasis initiating cells (MICs) within the CTCs have been 
shown to be CD44 positive. These CD44 +  MICs also have been 
demonstrated to express other markers such as MET and CD47 
[ 158 ]. In a cohort study, it has been reported that the number of 
CTCs with an EpCAM + /CD44 + /MET + /CD47 +  expression pro-
fi le increased with the clinical progression without signifi cant alter-
ations in the bulk CTC numbers [ 168 ]. These fi ndings that CD47 
and MET are expressed in both MIC-containing CTCs and meta-
static disease may have implications for developing new therapies. 
In another animal study, it was demonstrated that EpCAM − /
ALDH1 + /CD45 −  CTCs isolated from blood sample of breast can-
cer patients were capable of metastasizing to brain and lung tissues 
of recipient mice [ 169 ]. These CTCs showed a HER2 + /EGFR + /
HPSE + /Notch1 +  gene expression profi le that are enriched in brain 
metastasis. They further showed that these EpCAM-negative 
breast cancer CTCs with overexpression profi le of brain metastasis 
markers increased brain metastatic capabilities and frequency. 
These data on metastatic potential of EpCAM-negative CTCs may 
explain the reason for undetectable CTCs by the CellSearch™ 
(Veridex LLC) method in a majority of breast cancer patients who 
developed brain metastasis [ 169 ]. 

 Recent studies suggest that the CTCs and primary tumors may 
display different phenotypes which may refl ect tumor evolution as 
well as differential expression of markers. In a serial CTCs moni-
toring study in human breast cancer, mesenchymal cells were found 
to be highly enriched in patients’ CTCs. These isolated CTCs 
demonstrated expression of TGFβ pathway components and the 
FOXC1 transcription factor [ 170 ]. Interestingly, the same study 
showed that changes in the CTCs content and type in serial blood 
samples was correlated with primary response to therapy followed 
by resistance and fi nally disease progression. 

 It has been reported that HER2 plays a prominent regulatory 
role in the breast CSCs [ 118 ]. Moreover, in luminal breast cancers, 
HER2 may be selectively expressed in CSCs in the absence of HER2 
gene amplifi cation [ 121 ]. These fi ndings might account for the 
reports of detection of HER2 expressing CTCs isolated from 
blood sample of women with HER2 “negative” breast cancers [ 171 ]. 
This can also explain the surprising observation that the clinical 
benefi t of HER2 blockade in the adjuvant setting may be extended 
to woman whose breast tumors do not display HER2 gene ampli-
fi cation. In an artifi cial neural network (ANN) analysis of CTCs 
from metastatic breast cancer (MBC) patients, a linear increase of 
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risk of death was reported with increasing CTC counts across a 
panel of molecularly different tumor subtypes [ 172 ]. However, the 
CTCs prognostic effect was less evident in the HER2 +  patients fol-
lowing targeted therapy [ 172 ]. These fi ndings support the concept 
that the number of CTCs along with the biologic characteristics 
may have prognostic signifi cance.  

   A wide variety of methods has been developed to isolate and char-
acterize CTCs. Most of these techniques are either based on immu-
nodetection of surface markers on CTCs or size and morphology 
of cancer cells. Of these approaches, immunoaffi nity based capture 
devices are more widely used for CTC isolation. In these methods, 
distinct antibodies are used against surface markers that are 
expressed exclusively on tumor cells but not present on the blood 
cells. Anti-EpCAM antibody is the most commonly used antibody 
for isolation of CTCs. In these techniques, the antibody may be 
chemically tethered to magnetic beads or a capture surface, ulti-
mately allowing isolation of CTCs. These immunoaffi nity based 
techniques which are highly specifi c for CTCs isolation have dem-
onstrated the prognostic, monitoring, and molecular diagnostic 
potentials of CTCs. Immunocapture systems have evolved from 
the macroscale operation to a host of microfl uidic devices being 
developed today. 

 A successful example of macroscale immunocapture system is 
the CellSearch™ (Veridex LLC), which is FDA approved for use 
with metastatic breast [ 164 ], colon [ 173 ], and prostate cancer 
patients [ 174 ]. The antibody in this system is raised against an 
epithelial surface marker, EpCAM, allowing for the separation of 
epithelial cancer cells from the blood. A study on blood samples 
from metastatic patients, patients with nonmalignant disease and 
healthy volunteers showed the ability of CellSearch to detect as few 
as 2 CTCs/7.5 ml blood in 36 % of metastatic patients versus only 
0.3 % of healthy and nonmalignant samples [ 175 ]. Despite being 
suffi ciently robust for FDA approval, the CellSearch™ system lacks 
high purity, recovery and sensitivity that new and improved cell 
capture systems need to be developed. Considering the advantages 
of minimized footprint, cost, and reagent expenditures coupled 
with a library of well-documented fabrication methods [ 176 ], it is 
not surprising that the fi eld of CTC research turned to microfl uid-
ics. Microfl uidic devices have been used for biological analysis in 
the form of “labs-on-a-chip” for the polymerase chain reaction 
(PCR), molecular separation, and immunosensing [ 177 ,  178 ] 
through the construction of systems with small scale mixers, 
pumps, reservoirs, and valves [ 179 ]. 

 Microfl uidics fi rst appeared in fi eld of CTC isolation in 2007 
with the introduction of the CTC-chip [ 167 ]. The main advan-
tages of this device include isolation of viable cells for further 
potential downstream analysis, and the ability to use the whole 
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blood without further processing. This device has been used in the 
clinical setting by processing 116 samples with CTCs detected in 
99 % (115 of 116) of patient samples. The immunocapture-based 
microfl uidic CTC separation devices have been further engineered 
with respect to capture antibodies, geometries, and materials. The 
circular posts in the CTC-chip have been developed in the geo-
metrically enhanced differential immunocapture (GEDI) chip 
[ 180 ]. In addition, the use of the transparent and inexpensive 
PDMS bonded to a transparent glass slide facilitates imaging that 
allows on-chip FISH (fl uorescence in situ hybridization). Polymers 
that are cheap and easy to pattern and mold can also be used as a 
capture substrate in microfl uidic devices such as high-throughput 
microsampling unit (HTMSU) [ 181 ] and the “Herringbone- chip” 
[ 182 ]. More recently, a novel nanomaterial graphene oxide (GO) 
patterned onto a silicon capture surface and conjugated with anti- 
EpCAM antibody that yielded both high CTC capture effi ciency 
and unprecedented purity has been developed [ 183 ]. 

 Although immunoaffi nity techniques have the advantage of 
high specifi city, they are limited to only isolate cells with the speci-
fi ed antigens. Therefore, these methods may not be appropriate 
for isolating all different types of CSCs at the same time from 
whole blood due to lack of unique surface marker that can distin-
guish CSCs from hematopoietic cells. Considering these limita-
tions, researchers have focused on development of “label–free” 
isolation methods based on the biophysical properties of the CTCs 
including membrane potential, dielectric properties, size of cancer 
cells relative to blood cells, and their difference in adhesion 
preferences. 

 In order to move away from immunoaffi nity based isolation 
methods, researchers focused on size based technologies to iso-
late CTCs derived from solid tumors that are large enough to be 
distinguished from blood cells. Size based fi ltration methods 
have emerged [ 184 ,  185 ] in which the cells are passed through 
pores etched in membranes, physically retaining larger cells on 
the top of the membrane. In this respect, an effi cient membrane 
microfi lter device was made of parylene-C for the isolation of 
prostate cancer cells from whole blood [ 186 ]. Moreover, 
researchers used two- layer membranes to fi lter viable prostate 
and breast cancer cells [ 187 ]. Two problems associated with size 
based methods when increasing volumes of blood are (1) easy 
clogging and (2) the requirement for diluting whole blood before 
fi ltering. To address these issues, a microfl uidic fi ltration system 
consisting of a serpentine channel interconnected with two outer 
fi ltrate channels with rectangular apertures was developed which 
could isolate breast cancer cells spiked into whole blood with 
50–90 % recovery rate [ 188 ]. Despite improved processing speed 
as compared to immunoaffi nity capture methods, the volume of 
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blood sample that can be processed without sacrifi cing effi ciency 
and purity is still limited. Different approaches have been used 
to improve high throughput analysis of blood samples that are 
based on shape, geometry and distribution of microchannels 
[ 189 – 191 ]. Inertial sorting has been coupled with both positive 
and negative cell sorting in the CTC- iChip [ 192 ]. In this case, 
as with the negative sorting approach that does not require label-
ing of the CTCs, researchers can isolate cells from multiple can-
cers and phenotypes. Although these inertial microfl uidics based 
techniques offer high throughput and sensitivity, they suffer 
from a lack of suffi cient specifi city of isolated cells. An array of 
precisely spaced posts has been introduced to capture cells that 
are not fl exible enough to travel through the gaps. These cancer 
cells were shown to have CD44 + /CD24 − /claudin low  gene expres-
sion pattern and tumor initiating capacity [ 193 ]. Because of the 
fl exibility of blood cells, this approach can be used as a secondary 
enrichment step following CTC separation from the blood using 
other label-free methods. Despite these limitations in microfl u-
idic devices, this class of techniques offers the ideal platform for 
the label-free isolation of CSCs within the CTCs. 

 Future methods for CTC capture will aim to solve these prob-
lems, ideally increasing the specifi city, yield, and throughput. These 
approaches will in all likelihood take the direction of integrated 
modules that allow the advantages of multiple techniques and the 
use of nanomaterials. Integrated devices such as the CTC-iChip 
use both inertial and immunomagnetic sorting, making feasible 
the selection of cells of multiple tissue types, stages, and transi-
tional phenotypes. These devices can integrate preprocessing into 
the device and increase throughput while simultaneously increas-
ing the populations of cells targeted. 

 The ultimate goal of CTC isolation and characterization is to 
achieve maximal clinical utility. Therefore, it is essential for the iso-
lation technologies to provide consistent results optimized for 
yield and purity. More importantly, the isolated CTCs should rep-
resent the heterogeneity of the primary tumor cells as well as the 
alterations necessary to allow the disseminated cells to survive 
within the blood circulation and fi nally form metastases at second-
ary sites. The sensitivity and specifi city of isolation methods are key 
factors to isolate CTCs that are free from blood cells to allow use-
ful downstream experiments. Furthermore, the quantity of isolated 
CTCs is important for functional analysis and meaningful biologi-
cal assays. Currently the clinical utility of CTCs is hindered by the 
low number of CTCs, and hence, the ability to process larger vol-
ume of blood sample can change this paradigm. To achieve these 
goals, isolation methods should be rapid and be able to provide 
reliable data with respect to the number and cellular phenotypes of 
CTCs to predict the disease status and treatment response.   
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8    Patient Derived Xenograft Models for Cancer Stem Cell Research 

 Despite marked progress in our understanding of cancer biology, 
the translation of research fi ndings into new therapies for cancer 
remains an enormous barrier with a failure rate of about 90 % for 
new oncology drugs in the clinical settings. Part of this high failure 
rate is due to the lack of in vivo preclinical models that authenti-
cally refl ect patient tumor biology. Historically, in vivo experimental 
therapeutic research has been largely dependent on either genetically 
engineered mouse models, or “xenograft” transplantation models, 
wherein established human cancer cell lines are transplanted into 
immune-compromised host mice. These models, although useful 
and informative, only partially recapitulates the primary tumors in 
patients. To overcome these limitations, use of patient derived 
xenograft (PDX) models through engraftment of actual tumor 
tissues into immune-defi cient mice is increasing in cancer biology 
and preclinical drug testing. These tumor xenografts generally 
retain the morphology, cellular heterogeneity, genetic background 
and molecular expression profi les of the original patient tumors. 
In addition, serial passage and expansion of patient tumors through 
immune-defi cient murine hosts permits ongoing propagation of 
tumor lines and the study of tumor biology without subjecting 
PDX tumor cells to the stressful and compromising culture condi-
tions encountered in vitro. 

 Early attempts to establish human primary breast cancer tissue 
xenografts used athymic (nude) mice that lack T cell immunity or 
NOD/SCID mice that lack both T- and B-cell function but retain 
innate cellular immunity. However, a technical hurdle frequently 
presented in these studies is the low engraftment rate and the dif-
fi culty to maintain the transplantable tumor xenografts over time. 
The use of “humanized” NOD/SCID mice by introducing an 
immortalized human fi broblast cell line into the mammary fat pad 
before transplantation has greatly increased the effi ciency to estab-
lish PDX models of human breast cancer [ 194 ]. Using primary 
tumor cells transplanted orthotopically in humanized cleared fat- 
pad of NOD/SCID mice, many serially transplantable tumor 
xenotransplants have been established. For example, our group 
has established several widely used xenotransplants derived from 
independent human breast cancers including MC1, UM1, UM2, 
and UM3. The ER − PR − ErbB2 −  MC1 and ER + PR + ErbB2 −  UM2 
xenotransplants were derived from metastatic tumors of pleural 
effusion and ovarian metastasis respectively, while the UM1 and 
UM3 were from ER − PR − ErbB2 −  primary tumors [ 22 ]. Taking 
advantage of these PDX models, Ginestier et al. (2007) showed 
that the Aldefl uor-positive tumor cell population isolated from 
human breast tumors xenografts has CSC properties [ 22 ]. 
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 The development and use of PDX models represents the gold 
standard to assess tumor stem cell activities. Although BCSCs can 
be propagated in vitro through non-adherent culture conditions, 
these culture conditions cannot recapitulate the tumor microenvi-
ronment in vivo. Tumor xenograft assays in mice measure not only 
tumorigenic activity but also the self-renewal and maintenance of 
tumor stem cell component presented in the original tumor. In the 
landmark study, Al Hajj et al. (2007) transplanted a number of 
patient tumors into the thoracic mammary fat-pad of etoposide- 
and estrogen-pretreated NOD/SCID mice and successfully identi-
fi ed a tumorigenic subpopulation in breast cancers with stem cell 
activities [ 21 ]. More recently, Liu et al. established additional 
models from primary and metastatic tumors, with the majority of 
these PDXs generating lung micrometastases [ 158 ]. 

 In contrast to the use of immortalized human fi broblast cell 
line to “humanized” NOD/SCID mice, Derose et al. (2011) 
have showed that implantation of human mesenchymal stem cells 
(MSCs) with tumor transplants into cleared fat pad of NOD/
SCID mice increased tumor growth and stability of the tumor 
grafts by promoting angiogenesis [ 195 ]. These studies of PDX 
models are in line with the studies of Liu et al. (2011) who dem-
onstrated that ALDH +  stem cells in patient breast tumors are 
regulated by MSCs, and co-transplantation of MSCs via intrati-
bial injection accelerated tumor growth by increasing the breast 
CSC population [ 161 ]. Besides the frequently utilized NOD-
SCID mice, use of SCID/Beige and NSG mice that lack T-cell, 
B-cell, and NK cell function for xenotransplantation has been 
proved to increase the effi ciency to establish tumor xenografts of 
human breast cancers. Recently, Michael Lewis’ team at Baylor 
College in Houston established a large cohort of 32 stably 
transplantable xenograft lines in SCID/Beige and NSG mice. 
These tumor xenograft lines represent different breast cancer sub-
types including triple negative (ER − PR − HER2 − ), HER2-positive 
(ER − PR − HER2 + ), ER-positive (ER + PR − HER2 − ), ER/PR double 
positive (ER + PR + HER2 − ), and triple-positive (ER + PR + HER2 + ), 
and provide a renewable, quality-controlled tissue resource for 
preclinical studies to investigate treatment response and metasta-
sis [ 196 ]. In another study, Charafe-Jauffret et al. (2013) have 
also established primary breast tumor-derived xenografts in NSG 
mice that encompass the main diversity of human breast cancers and 
retain the major clinicopathologic features of primary tumors [ 48 ]. 
In this study, 20 PDXs were established from 74 primary breast 
tumors with an engraftment rate of 27 %, and 13 PDX lines were 
successfully maintained through serial passages with a transplant-
able rate of 17.5 %. Interestingly, successful engraftment of patient 
tumor was found to correlate with the presence of ALDH +  BCSCs, 
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which predicted poor prognosis in patients. The correlation of 
ALDH+ BCSC content with increased tumor engraftment rate is 
in agreement with a number of other studies showing that high 
grade TNBCs and metastatic tumors (which contain higher BCSC 
content) have higher graft take rates than low grade ER+ luminal 
tumors [ 196 – 200 ]. These studies have further strengthened a crit-
ical role of BCSCs in initiating and maintaining tumor growth. 

 Endocrine therapy has proven very successful and yet only 
50 % of all estrogen receptor-positive breast cancers respond to 
endocrine therapies [ 201 ]. Recent development of PDX models of 
hormone-driven breast cancer has provided a valuable assay to 
study hormone dependence and resistance of luminal breast can-
cers. Historically, tumor xenograft strategies for hormone-driven 
luminal breast cancers have generated limited success. This is 
largely due to fact that luminal tumors inherently have lower path-
ological grades and slower growth rates. Recent efforts focusing on 
generation of ER-positive luminal tumors has increased the number 
of stable luminal PDXs. DeRose and colleagues established four 
luminal B PDXs with co-transplantation of human MSCs [ 195 ]. 
Cottu et al. (2012) established a panel of eight luminal breast car-
cinoma xenografts by engrafting 423 tumors including 314 ER+ 
tumors, with a tumor take rate of 2.5 %, which is much lower than 
for non-luminal tumors (2.5 vs. 24.7 %,  P  < 0.0001). Histological 
and immunohistochemical studies on patient’s tumors and xeno-
grafts revealed striking similarities in the tumor morphology as well 
as in the expression level of ER, PR, and HER2. In addition, six 
luminal models had different sensitivities to hormone therapy, thus 
exhibiting heterogeneity similar to what is observed in the clinic 
[ 202 ]. Kabos et al. (2012) recently described the development and 
characterization of fi ve transplantable luminal ER +  breast cancer 
xenografts, derived from both primary untreated tumors and late 
stage metastases. Four of the tumor xenografts were found to be 
estrogen-dependent and tamoxifen or estrogen withdrawal abro-
gated estrogen-dependent growth [ 203 ]. Interestingly, examina-
tion of the BCSC population in the fi ve ER +  PDX models revealed 
that tumor xenografts from untreated primary tumors generally 
contained low CD24 −/low CD44 +  BCSCs. In contrast, xenograft 
derived from late stage metastases contained a signifi cant higher 
CD24 −/low CD44 +  population [ 203 ]. These studies further evi-
denced an important role of BCSCs in promoting tumor metastasis 
in luminal tumors. 

 PDX models of human breast cancer are increasingly used in 
preclinical study to evaluate the impact of potential breast cancer 
therapies to eliminate BCSCs. Ginestier et al. (2010) demon-
strated that reparixin, a small-molecule inhibitor of the IL8 
receptor CXCR1, has the potential to selectively target BCSCs. 
Administration of reparixin together with Docetaxel, but not 
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Docetaxel alone, selectively decreased BCSC population in tumor 
xenografts from three different patients (MC1, UM2, and UM3) 
and reduced tumor growth and metastasis [ 204 ]. The signal trans-
ducer and activator of transcription 3 (Stat3) serves as an oncogene 
activated in many cancers including breast, prostate, lung, head 
and neck and colon, liver, pancreas, and multiple myeloma [ 205 –
 207 ]. Dave et al. (2012) recently showed that targeting the SH2 
domain of Stat3 with a novel small molecule inhibitor decreased 
the percentage of cells expressing BCSC markers (CD24 −/low CD44 +  
and ALDH + ) and mammosphere formation in phospho-Stat3 
overexpressing human breast cancer xenografts in SCID-beige 
mice [ 208 ]. Moreover, treatment of Stat3 inhibitor plus docetaxel 
resulted in a fourfold improvement in recurrence-free survival rela-
tive to docetaxel alone in the chemo-resistant tumor model [ 208 ]. 
These fi ndings provide a strong impetus for the development of 
selective Stat3 inhibitors to target BCSCs in phospho-Stat3 over-
expressing breast cancers. 

 The delta-like 4 ligand (DLL4) is an important component of 
the Notch pathway and contributes to stem cell self-renewal and 
vascular development. Previous studies have indicated that inhibi-
tion of DLL4 resulted in broad spectrum antitumor activity in can-
cer cell line-based xenograft models [ 209 – 211 ]. Using specifi c 
antibodies targeting DLL4, Hoey et al. (2009) demonstrated that 
specifi cally inhibiting human DLL4 in the tumor xenograft mod-
els, either alone or in combination with the chemotherapeutic 
agent irinotecan, reduced CSC frequency, as shown by fl ow cyto-
metric and in vivo tumorigenicity studies [ 212 ]. In another study, 
treatment with a gamma secretase inhibitor, GSI, has been shown 
to reduce BCSCs in MC1 and other tumorgrafts by inhibition of 
the Notch pathway [ 213 ]. In addition, treatment with GSI 
enhanced effi cacy of docetaxel and reduced BCSCs [ 213 ]. Using 
PDX model of breast cancer, effect of erythropoietin (EPO) on 
sensitivity of chemotherapy on BCSCs was also evaluated. EPO 
administration counteracted the effects of chemotherapeutic 
agents on BCSC-derived orthotopic tumor xenografts and pro-
moted metastatic progression both in the presence and in the 
absence of chemotherapy treatment. This suggested that EPO acts 
directly on BCSC by activating specifi c survival pathways, resulting 
in BCSC protection from chemotherapy and enhanced tumor pro-
gression [ 214 ]. Taken together these studies suggest that PDX 
models of human breast cancers, which recapitulate the complexity 
and heterogeneity of patient tumors, have the advantages that 
more accurately refl ect human breast cancer biology than other 
existing models. These PDX models also have great potential to 
facilitate the next phase of drug discovery designed to target 
BCSCs, and ultimately cure this disease .   
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9    Key Signaling Pathways Regulating the Self-Renewal of CSCs 

 Several signal transduction pathways such as Wnt, Notch, and 
Hedgehog and molecules such as Bmi-1 are known to regulate 
self-renewal pathways in normal stem cells, while in CSCs these 
pathways are normally dysregulated due to accumulated mutations 
and epigenetic changes. Understanding the signaling pathways 
through which CSCs regulate their self-renewal and maintenance 
and hence tumor growth and metastasis is important for develop-
ing targeted therapies to abrogate CSCs. Conventional cancer 
therapies normally target aberrant pathways in the rapidly prolifer-
ating bulk tumor cells, but often spare the CSCs leading to tumor 
recurrence and metastasis. Therefore, the design of new therapies 
must be based on targeting the signaling pathways that affect both 
CSCs as well as bulk tumor cells. Here, we discuss the main path-
ways that are involved in CSC self-renewal along with their poten-
tial therapeutic implications. 

   Hedgehog (Hh) is a family of secreted ligands including Sonic, 
Indian, and Desert which activate Gli transcription factors through 
interaction with HIP1, Ptch-1, and Ptch-2. Hh signaling regulates 
body pattern formation, cell proliferation, cell fate determination, 
and stem/progenitor cell maintenance [ 215 ]. Increased expres-
sion of Bmi-1 as well as the Hh pathway components Ptch1, Gli1, 
and Gli2 has been shown in CD24 − CD44 +  BCSCs compared to 
non-stem cells [ 216 ]. Moreover, overexpression of the Hh target 
Gli2 in human mammary stem/progenitor cells enriched in mam-
mosphere culture produces ductal hyperplasias when these cells are 
implanted into the humanized fatpads of NOD-SCID mice [ 216 ]. 
These studies indicate that the hedgehog pathway and Bmi-1 play 
important roles in regulating self-renewal of normal and tumori-
genic MaSC/progenitor cells. 

 Initially, the Hh pathway was targeted using cyclopamine, a 
steroidal alkaloid that downregulates Gli1 by binding to Smo 
and hence suppressing the growth of breast cancer cells [ 217 ]. 
Subsequently, new Hh inhibitors have been developed by chem-
ically modifying cyclopamine [ 218 ]. At present, GDC-0449 
(Vismodegib, trade name: Erivedge), the fi rst Hh pathway 
inhibitor approved by FDA [ 219 ], is undergoing clinical trials 
in combination with the Notch signaling inhibitor RO4929097 
(a gamma-secretase inhibitor, GSI) for metastatic breast cancers 
where tumors cannot be surgically removed (  http://clinicaltrials.
gov/    ). It would be particularly interesting to see the effect of 
these Hh inhibitors on CSCs as the Hh pathway may be activated 
in CSCs in response to chemotherapy or during recurrence. Since 
Hh signaling also imparts chemoresistance [ 220 ], the most effec-
tive cancer therapy would likely include a Hh inhibitor along with 
cytotoxic chemotherapy.  
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   Notch signaling involves four homologous transmembrane receptors 
Notch1-4. Upon binding to their cognate ligands (Delta, Delta-like, 
Jagged1, and Jagged2), the intracellular domain (ICD) of Notch is 
cleaved which then translocates into the nucleus to activate its tar-
get genes. Notch signaling has emerged as a key regulator involv-
ing stem cell maintenance, cell-fate specifi cation, and differentiation 
[ 221 ] and dysregulated Notch signaling has been implicated in a 
number of human malignancies [ 222 ,  223 ]. In a MMTV mouse 
model, expression of an activated Notch-related int-3 transgene 
was shown to interfere with cell differentiation and induce neo-
plastic transformation in the mammary gland [ 224 ]. In a recent 
study, knockdown of the canonical Notch effector Cbf-1 in MaSC- 
enriched population was found to increase stem cell activity whereas 
constitutive Notch signaling specifi cally targeted luminal progenitor 
cells for expansion, leading to hyperplasia and tumorigenesis [ 225 ]. 
In human breast cancers, coexpression of JAG1 and NOTCH1 is 
associated with poor overall survival [ 226 ]. In ESA +  CD24 − CD44 +  
BCSCs, Notch-4 and Notch-1 activity was found to be eight-fold 
and four-fold higher respectively compared to the differentiated 
bulk tumor cells [ 227 ]. Expectedly, pharmacologic or genetic inhi-
bition of Notch1 or Notch4 reduced stem cell activity in vitro and 
reduced tumor formation in vivo [ 227 ]. Elevated Notch-1 signal-
ing also contributes to drug resistance as downregulation of 
Notch-1 signaling in human breast cancer cells increases chemo-
sensitivity to doxorubicin and docetaxel [ 228 ]. 

 Several important oncogenic pathways such as ErbB2, Jak/
Stat, TGF-β, NF-κB, Wnt, and Hedgehog interact with the Notch 
pathway [ 229 ]. For example, ErbB2 has been shown to induce 
Notch-1 activity through Cyclin D1 induction [ 230 ]. Combined 
treatment of DAPT, a Notch inhibitor with ErbB2 inhibitor 
Lapatinib effectively targets stem/progenitor cells both in vitro 
and in vivo in breast ductal carcinoma in situ (DCIS) [ 231 ]. 
Another study showed that Notch-1 signaling is decreased in 
ErbB-2 overexpressing SKBR3, BT474 and MCF7/HER2 cells 
and that HER2-targeted therapies using trastuzumb or lapatinib 
reactivated Notch-1 and rendered them sensitive to GSIs [ 232 ]. 
These studies suggest that combined treatment of GSI with HER2 
targeted therapies may be more benefi cial and could potentially 
reverse the resistance of HER2 targeted therapies especially in 
CSCs. The Wnt pathway also interacts with Notch through Wnt/
TCF target Jagged-1, a Notch ligand, and Mel-18, a negative reg-
ulator of Bmi-1. Knockdown of Mel-18 has been shown to enhance 
the self-renewal of BCSCs whereas its overexpression inhibited the 
number and self-renewal activity of BCSCs. Mel-18 blockade 
upregulated Jagged-1 expression and consequently activated the 
Notch pathway [ 233 ]. The activation of Notch activity further 
activates the Hedgehog pathway and increases expression of Ptch 
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and Gli [ 216 ]. Together these studies suggest that treatments 
aimed at molecules that affect multiple stem cell pathways could 
present a novel strategy for targeted therapies.  

   Recent studies have indicated an association between HER2 and 
ALDH1 BCSC marker expression [ 118 ]. In clinical setting, one- 
third of HER2 +  patients do not respond to HER2-targeting agents 
such as trastuzumab and further resistance could develop after 
long term treatments. This resistance has been attributed to loss of 
PTEN, somatic mutations of PI3K, truncation of extracellular 
domain of HER2, engagement of alternate signaling pathways, 
alterations in antibody binding to HER2, loss of the apoptotic 
response, and evasion of the immunomodulatory effects conferred 
by trastuzumab [ 234 ,  235 ]. Korkaya et al. (2009) mechanistically 
demonstrated the role of the PI3K/AKT pathway in BCSC regula-
tion whereby AKT activation upregulates the WNT pathway 
through phosphorylation of GSK-3β and β-catenin on Ser552 
leading to localization of β-catenin to the nucleus [ 236 ]. Therefore, 
targeting AKT pathway may be an additional approach to target 
the BCSCs. In support of this notion, Perifosine, an AKT inhibi-
tor, effectively reduced BCSCs in tumor xenografts [ 236 ]. 

 In HER2 +  breast cancers, the combination of a PI3K inhibitor 
with trastuzumab is known to be effective to overcome trastu-
zumab resistance [ 237 ,  238 ]. Another approach to overcome the 
resistance to HER2 therapy is to target downstream nodes of 
PI3K/AKT pathway. It has been shown that blockade of mTOR 
downstream of HER2 with everolimus (a TORC1 inhibitor) in 
combination with trastuzumab and a taxane resulted in signifi cant 
clinical response in metastatic HER2 +  breast cancers [ 239 ]. 
Recently, a study by Chakrabarty et al. (2013) demonstrated that 
combined treatment of the pan-PI3K inhibitor, XL147, and trastu-
zumab reduced proliferation and triggered apoptosis of trastu-
zumab resistant breast cancer cells [ 240 ]. Further, the CSC fraction 
within trastuzumab-resistant cells was also reduced both in vivo 
and in vitro [ 240 ], providing the proof of principle that HER2 is 
involved in stem cell maintenance. Recently, Ithimkain et al. (2013) 
demonstrated that HER2 is selectively expressed in and regulates 
self-renewal of CSC population in ER + , HER2 −  luminal breast can-
cers [ 121 ]. In addition, HER2 expression is increased in luminal 
tumors grown in mouse bone xenografts, as well as in breast cancer 
bone metastases as compared with matched primary tumors. This 
increased expression of HER2 in luminal tumor grown in bone 
xenografts was mediated by receptor activation of NF-κB (RANK)-
ligand in the bone microenvironment [ 121 ].  

   The Wnt family is a group of secreted glycoproteins that binds to 
the protein complex of Frizzled and low density lipoprotein 
receptor related protein 5 or 6 (LRP5 or LRP6). Downstream of 
LRP5/LRP6 is GSK3β which phosphorylates β-catenin leading 
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to its ubiquitin- mediated degradation. Activation of the Wnt path-
way phosphorylates GSK3β and hence stabilizes β-catenin which 
then translocates to the nucleus activating several oncogenes such 
as ID2, MMP7, and c-Myc [ 241 ]. The noncanonical Wnt pathway 
is known to act through Rho family small GTPase, calcium and 
protein kinase A signaling. The Wnt pathway regulates cell fate 
determination in several tissues including the mammary gland [ 242 ]. 
In LRP5 knockout mammary glands, very few stem or progenitor 
cells were present compared to wild type mammary glands [ 243 ]. 
Activation of Wnt signaling and its components have been impli-
cated in variety of cancers including breast [ 244 – 247 ]. A recent 
study further indicated that increased expression of stemness gene 
Sox2, by activating the Wnt signaling pathway, promotes resistance 
in breast cancer cells [ 248 ]. 

 Transgenic mice overexpressing Wnt-1 in mammary glands 
were enriched for epithelial cells expressing progenitor cell markers 
keratin 6 and Sca1 and tumors that developed in these mice con-
tained cells expressing keratin 6 [ 249 ]. This suggests that mam-
mary stem cells and/or progenitors may be the targets for 
oncogenesis by Wnt pathway. Furthermore, the transforming 
activity of Wnt effectors was shown to be correlated with their 
 ability to induce accumulation of mammary progenitor cells [ 250 ]. 
The AKT/β-catenin pathway is also activated by antiangiogenic 
agents such as sunitinib and bevacizumab which drives CSCs 
expansion through HIF1 alpha [ 251 ]. Targeting of the Wnt path-
way could be achieved by several approaches. For example, 
methylation- associated silencing of SFRP1 was shown to inhibit 
Wnt signaling in breast cancer [ 252 ]. In breast cancer cell lines 
including MCF7, HuL100 and SKBR3, incubation with Wnt1 
monoclonal antibody has been used to inhibit Wnt-1 signaling and 
induce apoptosis [ 253 ]. The redundancy between different ligands 
may suggest that antibody directed Wnt inhibition would not be a 
successful approach. However, since some cancers have been 
shown to rely heavily on specifi c Wnt isoforms, it may be a viable 
approach in those cancers. For tumors which do not rely on spe-
cifi c Wnt, the use of pan-Wnt inhibitor may be more effi cacious. A 
recent study demonstrated that a soluble ligand binding domain of 
Fzd8, Fzd8-CRD- Fc, inhibited autocrine Wnt signaling in vitro, as 
well as in multiple xenograft models [ 254 ].  

   The tumor microenvironment involves diverse elements including 
cancer cells, fi broblasts, endothelial cells, infl ammatory cells, and 
MSCs. Since the tumor microenvironment plays a pivotal role in 
regulating stem cells; it has been collectively called the stem cell 
niche [ 255 ]. The tumor microenvironment, through paracrine 
interactions or cytokine networks, may activate the signal trans-
duction pathways described above to regulate CSCs. It has been 
shown that MSCs recruited from breast stroma or bone marrow 
[ 161 ,  256 ] interact with BCSCs through cytokine loops involving 
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IL-6 and CXCL7 stimulating the self-renewal of BCSCs [ 161 ]. 
It has been reported that estrogen signaling in the ERα +  non-stem 
cell compartment stimulates the proliferation of cells within the 
ERα −  stem cell compartment [ 257 ]. Similarly, in luminal breast 
cancers, estrogen signaling expands the pool of ERα −  BCSCs 
through a paracrine FGF/FGFR/Tbx3 signaling which was 
inhibited by tamoxifen [ 258 ]. 

 Circulating markers of infl ammation such as serum C-reactive 
protein (CRP) and amyloid A (SAA) have been shown to correlate 
with increased risk of breast cancer recurrence in women after pri-
mary therapy [ 259 ]. Infl ammation is known to be mediated by 
IL6, IL8, IL-1β, and many other cytokines [ 260 ]. Gene profi ling 
studies conducted by our group suggested a role of IL8 in promot-
ing tumor stemness in breast cancer cell lines [ 47 ]. Indeed, block-
ade of IL8 signaling through Reparixin, a small molecular inhibitor 
of the IL-8 receptor CXCR1, has been shown to selectively target 
BCSCs both in vitro and in breast cancer xenografts, leading to 
signifi cantly inhibited tumor growth and metastasis [ 204 ]. 
Reparixin is currently being evaluated in a Phase 2 clinical trial at 
The University of Michigan. In another recent study, Chakrbarty 
et al. (2013) showed that the combined treatment of Trastuzumab 
resistant cells with trastuzumab and PI3K inhibitor, XL147, 
reduced the CSC stem cell population by inhibiting IL-8 [ 240 ]. 

 Besides IL8, several preclinical studies have shown that IL6 
expression is associated with tumorigenicity and treatment resis-
tance in breast cancer cells [ 261 ,  262 ]. An epigenetic switch involv-
ing NF-κB, Lin28, Let-7 MicroRNA, and an IL6 feedback loop 
has been reported to link infl ammation to mammary epithelial cell 
transformation [ 263 ]. Korkaya et al. (2012) further showed that 
trastuzumab resistant PTEN knockout breast cancer cell lines had 
an activated IL6 infl ammatory feedback loop leading to expansion 
of the EMT-like CSCs [ 264 ]. This suggests that in addition to the 
NF-κB, IL6 could also serve as a molecular target to eliminate 
BCSCs. The Stat3 protein plays a central role in relaying extracel-
lular signals initiated by cytokines and growth factors [ 205 ,  265 ]. 
Therefore, in addition to IL6 targeting, inhibition of Stat3 could 
serve as an alternative therapeutic strategy. In ALDH +  and ALDH + /
CD44 + /CD24 −  BCSCs, higher level of phosphorylated Stat3 
(P-STAT3, Y705) compared to bulk tumor cell populations has 
been demonstrated [ 266 ]. Furthermore, a novel Stat3 inhibitor, 
LLL12, suppresses ALDH +  and ALDH + /CD44 + /CD24 −  BCSCs 
in vitro and inhibits tumor growth in mouse xenograft and mam-
mary fat pad models in vivo [ 266 ]. Thus, Stat3 may represent a 
target for therapeutic intervention in BCSCs and inhibition of con-
stitutive Stat3 signaling may provide a novel therapeutic approach.  

   Recently, MicroRNAs (miRNAs or Mirs) have emerged as master 
regulators of stem cell pathways. Mir93 expression has been associ-
ated with downregulating TGFβ signaling along with multiple 
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stem cell regulatory genes including JAK-1, STAT3, AKT3, SOX4, 
EZH1, and HMGA2 and thus inhibiting stem cell populations [ 83 ]. 
Yu et al. (2007) cell demonstrated that breast tumor initiating 
cells (TICs) and differentiated cells have low and high levels of 
let-7 expression respectively [ 115 ]. Let-7 overexpression in TICs 
reduced mammosphere formation in vitro and tumor formation 
and metastasis in NOD/SCID mice [ 115 ]. The same group fur-
ther showed that miR-30 decreases BCSCs through ubiquitin- 
conjugating enzyme 9 (UBC9) and integrin β3 [ 267 ]. The genomic 
analysis between BCSCs and bulk cancer cells identifi ed 37 Mirs 
differentially expressed with miR200c-141, miR-200b- 200a-429, 
and Mir 183-96-182 downregulated in human BCSCs, normal 
human and murine stem cells. MiR200c expression decreased 
clonal expansion of breast cancer cells by targeting BMI both 
in vitro and in vivo [ 268 ]. Thus, targeting of Mirs could provide a 
better approach for eliminating BCSCs since a single Mir could 
affect multiple pathways.   

10    Therapy Implications of CSC-Targeted Approaches 

   Cancer is a leading cause of disease-related mortality worldwide 
[ 269 ]. According to the World Health Organization there were 
more than 1.6 million new cases of breast cancer in 2010, a dra-
matic increase as compared to 640,000 cases reported in 1980 
[ 270 ]. Better early detection methods are unlikely to fully account 
for such a dramatic rise in incidence in three decades. Over this 
timeframe progress in the treatment of advanced forms of the most 
common cancers including those of the breast have shown modest 
gains in terms of survival metrics. In stark contrast, spectacular 
advancements have been achieved in the fi elds of genetics and stem 
cell biology to characterize and understand the molecular mecha-
nisms that foster cancer. These innovations hold the potential to 
transform cancer treatment only as long as this growing detailed 
understanding of the molecular basis of cancer can be translated 
into clinical benefi ts. Molecular analyses of tumors reveal a far 
greater genetic complexity leading to more variation in the path-
ways that drive tumor growth and metastasis than heretofore rec-
ognized. The discovery of genes directly linked to cancer and the 
molecular pathways infl uenced by these genes has allowed scien-
tists to draw more precise maps of cancer progression and tautolo-
gies. Future drug development efforts will need to put to use this 
novel understanding to focus targeted therapies that tackle cancer- 
specifi c events with unparalleled precision. Currently, the overall 
5-year survival rate for all cancers, relative to the anticipated survival 
from a comparable cohort of people without cancer is 65 % [ 271 ]. 
Statistics like these are sobering, albeit survival and recurrence 
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rates following diagnosis vary greatly and mostly as a function of 
cancer type and stage at detection. For example, the relative sur-
vival rate 5 years following diagnosis of melanoma is greater than 
90 % whereas that of cancers of the brain and nervous system is 
about 35 % [ 272 ]. Once a cancer has metastasized, the survival rate 
declines dramatically. When melanoma is diagnosed at the local-
ized stage, 99 % of patients will survive beyond 5 years. However 
survival rates drop to 65 % for those diagnosed with regionally 
metastasized melanoma and to 15 % for those whose melanoma 
has spread to distant sites [ 272 ]. Once a cancer has been diag-
nosed, conventional treatments vary according to cancer type and 
severity. Resection, radiotherapy, and systemic treatments such as 
chemotherapy or hormone therapy represent traditional approaches 
designed to remove or eradicate rapidly dividing cancer cells [ 97 , 
 273 ,  274 ]. These methods all have limitations for clinical use. 
Cancer surgeons may not be able to fully remove all of the tumor 
tissue due to its location, extent of spreading or degree of interca-
lation with healthy tissue. Radiation and chemotherapy are inher-
ently nonspecifi c cytotoxic strategies that result in extensive 
collateral damage to healthy tissue despite their targeting rapidly 
dividing cancer cells. Recently, several new immune modulating 
agents that target specifi c proteins implicated in cancer molecular 
pathways have been developed for clinical use. These include 
trastuzumab, a HER2-targeting monoclonal antibody in breast 
cancer [ 275 ], bevacizumab which targets VEGF in colorectal and 
lung cancer [ 276 ], erlotnib and gefi tinib which target epidermal 
growth factor receptor (EGFR) in lung cancer [ 277 ], imatinib 
which targets BCR-ABL in CML [ 278 ], and panitumumab and 
cetuximab which target EGFR in colorectal cancer [ 276 ]. These 
agents demonstrate that a targeted approach is feasible, but they 
are most often effective only in patients who display specifi c sub-
classes of the respective cancers, hence justifying the efforts to 
develop more personalized medicine. Furthermore, patients can 
become resistant to these therapies and most systemic immune 
treatments are only moderately successful unless the cancer is local-
ized. With few exceptions, these agents fail to provide signifi cant 
clinical benefi t at the advanced metastatic stage of the disease. 
Therefore, a new paradigm is needed for the treatment of resistant 
and advanced disease. CSC-directed therapies offer the possibility 
for disease remission without recurrence. In the fi nal section we 
discuss implications of the CSC hypothesis, supporting evidence 
for CSC clinical trials and perspectives on how CSCs could impact 
the development of future cancer therapy.  

   The presence of and the molecular events triggered by CSCs within 
tumors has important implications for the development of cancer- 
targeting therapeutics. The CSC hypothesis suggests that tumor 
regrowth following traditional resection and/or chemo/radio 
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approaches can be arrested if the repopulating cells are destroyed 
with a selective CSC targeting agent. This is fundamentally impor-
tant because CSCs are generally found to be more aggressive, inva-
sive and prone to promote metastasis than the bulk tumorigenic 
cells [ 83 ]. Aldefl uor +  cells from mammary carcinoma cell lines dis-
play increased invasive characteristics as well as an increased ability 
to metastasize following intra-cardiac injection in NOD/SCID 
mice [ 161 ]. Similarly, Balic et al. observed an increase in the 
CD24 − CD44 +  breast CSC population in bone marrow metastases 
in patients with breast carcinomas [ 157 ]. As a result, targeting of 
the CSC clinically could lead to a reduction in metastasis. CSCs are 
presumed to be responsible for both the radiation- and chemo-
therapeutic- resistance commonly observed in many cancers [ 116 ]. 
Since stem cells are quiescent and typically cells with slower cycles 
than differentiated cells, stem cells are intrinsically more resistant 
to cell cycle altering chemotherapeutic drugs [ 279 ]. CSCs also 
possess a high level of drug transporters and particularly exporters 
such that the intracellular effective chemotherapuetic concentra-
tions in these cells is lower than in differentiated cells resulting in 
the apparent decreased overall effi cacy of the chemotherapeutic 
agent administered. Furthermore, the activity of the enzyme 
ALDH is high in CSCs, and this enzyme has been demonstrated 
to metabolize certain common chemotherapeutic drugs including 
cyclophosphamide into forms of metabolites with lower cytotoxic-
ity [ 69 ]. To maximize the clinical benefi ts of drugs that target 
CSCs, these drugs should thus be used in combination with radia-
tion or standard chemotherapy since CSC-targeting agents are 
typically not designed to clear the vast majority of differentiated 
bulk tumor cells and complications from tumor burden alone 
might adversely complicate patient prognosis. Because the CSC 
subpopulation of a tumor often constitutes a minor portion of the 
tumor mass, novel methods need to be implemented such as new 
trial designs for accurately measuring success and outcome of CSC- 
targeting agents. Current clinical trials use the so-called RECIST 
(Response Evaluation Criteria in Solid Tumors) criteria to measure 
tumor shrinkage. However, tumor regression frequently fails to 
correlate with improved survival rates [ 280 ]. CSC treatment alone 
would not be expected to elicit major reductions of the parameters 
that are measured using the RECIST evaluation criteria [ 19 ,  280 ]. 
CSC clinical trials thus need to be designed to directly measure the 
effect that the new drug under investigation has on CSCs. This 
objective could be met by conducting neo-adjuvant CSC trials. 
For example, CD24 − CD44 +  breast CSCs have been observed to 
increase after chemotherapy, however combination therapy using 
BCSC targeting agent such as HER2 and EGFR inhibitor Lapatinib 
with chemotherapy prevented the increase of BCSCs [ 117 ]. A sim-
ilar outcome could also be accomplished by providing the CSC- 
targeting agent prior to surgery followed by a CSC biomarker 
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profi ling step performed on selected patient biopsies. Practically, 
cells from these very biopsies could be grown as tumorspheres in 
order to determine not only a drug’s ability to target CSCs but also 
which signaling pathways are involved. For effectively destroying 
CSCs, it is necessary to understand how the various signaling path-
ways of these cells interact to regulate CSC-specifi c processes of 
growth, renewal, differentiation and apoptosis. The Notch, 
Hedgehog, HER-2/PI3K/Akt/ PTEN, p53 and Wnt signaling 
pathways have been shown to regulate normal and malignant stem 
cells [ 236 ,  281 ]. Notably, inhibitors of Notch, Hedgehog, Akt and 
Wnt targeting agents have been developed by several pharmaceuti-
cal companies [ 19 ,  282 ,  283 ]. Emerging evidence suggests that 
microRNAs (miRNAs) may play a pivotal role in regulating the 
genes that control self-renewal, differentiation and division of nor-
mal stem and CSC signaling pathways [ 83 ].   

11    Future Perspectives 

 The critical roles of CSCs in tumor initiation, progression and 
recurrence has sparked enormous interest among oncology 
researchers to explore key signaling pathways that regulate their 
self-renewal and to develop novel therapeutic strategies to eradi-
cate these lethal seeds of cancer. The combination of conventional 
cancer therapies together with specifi c CSC targeted therapies 
brings the promise of eradicating a cancer with no possibility of 
recurrence. Yet, a multitude of surmountable barriers exist before 
CSC therapeutics can be fully deployed and clinical benefi ts 
derived. First and foremost, close cooperation between industry 
and academia is urgently needed to foster early stage drug discov-
ery, biomarker characterization, unique animal model generation, 
target/pathway validation and clinical trial translation. As the fi eld 
is less than a decade old, more basic CSC research is prerequisite to 
comprehensive understanding of the molecular basis of disease and 
the signaling pathways underlying each cancer and unique disease 
subtype. Another chief impediment to CSC therapeutic develop-
ment is the exceptionally high cost to translate promising basic 
science discoveries in stem cell biology into meaningful clinical 
interventions. The lack of federal mechanisms large enough to sup-
port highly innovative research is at present a signifi cant deterrent 
to translational science. New funding mechanisms must be devel-
oped to bring together academic researchers, disease foundations, 
donors, philanthropists, angel investors, government sponsors and 
industry stakeholders. Since existing RECIST criteria are not suit-
able endpoints for CSC trials [ 19 ], novel trial designs are vitally 
important at this juncture. 

 The most promising CSC therapeutic agents to date that tar-
get Notch, Hedgehog, Wnt, NFkB, Her2, Pten, Akt, Stat3, IL6R, 
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CXCR1 and many other CSC self-renewal pathways afford ample 
opportunities for new partnerships and trials. Dual or multiple 
pathway inhibitors will be at a signifi cant advantage since many 
cancers appear to be driven by multiple cellular regulators. Novel 
separation methods and characterization assays for better discrimi-
nation and quantifi cation of CSCs are desperately needed. Imaging 
methods either ultrasonic, magnetic resonance or conventional 
microscopy-based are needed to better visualize CSCs before and 
after treatment to assess patient response. In addition, partnerships 
working toward CTC capture and characterization, nanoparticle 
delivery mechanisms and improvement of devices capable of sensi-
tizing CSCs to chemotherapy and/or radiation clearance (e.g., low 
temperature hyperthermia induction) may be of great use in the 
fi ght against cancer in the near term. Similarly, business ventures 
that are able to develop clinical trial protocols capable of clearly 
elucidating CSC therapeutic targeting is urgently needed. Stem 
cell targeting approaches that can be co-administered with conven-
tional debulking agents are most apt to quickly gain regulatory 
approval and yield the best results. Especially promising approaches 
would be those that take advantage of unique cell cycling aspects, 
apoptosis programs, epigenetics, miRNA regulation of EMT/
MET states or other features of tumor initiating cells that would 
spare normal stem cells and the bodies’ innate regenerative 
capabilities.     
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    Chapter 2   

 A Protocol for Studying Embryonic Mammary Progenitor 
Cells During Mouse Mammary Primordial Development 
in Explant Culture 

           Naoko     Kogata     and     Beatrice     A.     Howard    

    Abstract 

   Embryonic explant culture is a powerful technique to observe tissue morphogenesis ex vivo, and is particularly 
useful for monitoring embryonic mammary gland development. It has been established that mammary cell 
lineage specifi cation occurs during embryogenesis, although much remains to be elucidated with respect 
to how this occurs. During mammary specifi cation, mammary progenitor cells are formed. Embryonic 
mammary development can proceed and be monitored in embryonic explant culture. Studies using explant 
culture will greatly enhance our understanding of the cellular mechanisms that regulate embryonic mam-
mary primordial development and mammary progenitor cell specifi cation. We present a protocol for cul-
turing explants from mid-gestation mouse embryos so that morphogenetic processes and mammary 
epithelial progenitor cells can be studied during embryonic mammary development ex vivo.  

  Key words     Embryonic explant culture  ,   Embryonic mammary progenitor cell  ,   Mammary primordium  , 
  Mammary-forming region  ,    s-SHIP-GFP  reporter mice  

1      Introduction 

 The mammary gland is a skin appendage as the organ originates 
from local thickening of the epidermis at the mammary-forming 
region that fi rst appears in the mid-gestation mouse embryo [ 1 ]. 
The thickened epidermis is called the mammary placode and 
subsequently assembles into an epithelial spheroidal cell cluster, 
which are present as fi ve pairs of mammary buds by embryonic day 
(E) 12 in C57Bl6/J (B6) mice. The mammary bud epithelium 
together with the associating mesenchyme is known as the mam-
mary primordium, which plays a pivotal role in regulating the mor-
phogenesis of the mammary gland via tissue interactions. Lineage 
tracing studies have shown that embryonic mammary epithelial 
cells give rise to both basal and luminal postnatal mammary epithelial 
cells [ 2 ,  3 ]. The embryonic mammary epithelial cells also exhibit 
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ability to self-renew, when assessed by limiting-dilution transplan-
tation assays [ 4 ]. Self-renewing multi-potential mammary stem 
cells are found at a higher incidence in embryonic compared to 
adult mammary tissue. Some markers that are highly expressed in 
mammary epithelial stem cell-enriched populations in the adult are 
also expressed by the embryonic mammary epithelium; one example, 
Keratin 14 is shown expressed in embryonic mammary primordia 
(Fig.  1 ). Embryonic mammary progenitor cell behavior is receiv-
ing increasing interest since their study may pave the way to under-
stand mechanisms in breast cancer initiation and progression.  

 The formation of the primary mammary placode is thought to 
be driven predominantly by epithelial progenitor cell migration 
rather than epithelial mitosis [ 5 ,  6 ]. This early mammary develop-
mental phase (E10-E13) is highly distinct from the subsequent 
stages of placode enlargement, which mainly rely on increased 
mitosis from E13.5-stage onwards [ 5 ]. Excellent methods exist for 
ex vivo culture of microdissected murine mammary buds from 
E13-13.5 stages [ 7 ,  8 ]. To date, robust methodology to study cel-
lular dynamics and molecular mechanisms of initial mammary plac-
ode assembly remains to be established. Here, we describe a novel 
protocol for embryonic mammary placode formation in cultured 
fl ank explants, based on traditional Trowell-style ex vivo organoid 
culture that has been optimized for study of the earliest stages of 
mammary placode development [ 9 ]. We also discuss fl uorescent- 
reporter mouse models that may be suitable for labelling and mon-
itoring the formation and expansion of mammary epithelial 
progenitor cells during embryonic explant culture. The advantage 
of using a reporter strain of mice for the short isoform of the pro-
tein SH2 domain-containing 5′-inositol phosphatase ( s-SHIP ) -
GFP , which expresses EGFP specifi cally in epithelial stem cell 
lineage, is highlighted.  

2    Equipment and Materials 

       1.    Small water bath.   
   2.    Sterilization Box (FST, Heidelberg, Germany, cat no. 20810-01).   
   3.    Hydrophilic and autoclavable fi lter membranes (Sigma, St. 

Louis, MO, cat. no. P9699-100EA).   
   4.    Two Cell Cavity slides (Hawksley, Lancing, Sussex, UK, cat. 

no. 2CS000).   

2.1  Preparation 
of Culture Medium

Fig. 1 (continued) cells in embryonic mammary tissue. Mammary primordium 3 
from E11.0  s-SHIP-GFP  embryonic explant cultured for 24 h ( a ), mammary pri-
mordium 3 in E12.5  s-SHIP-GFP  ( b ,  c ) and mammary gland 4 in E16.5 B6 ( d ) 
were examined by whole-mount immunostaining       
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  Fig. 1    Examples of mammary epithelial marker expression in embryonic mammary 
tissue in vivo and ex vivo. Keratin 15 (K15) and keratin 14 (K14) co- expression 
with s-SHIP-GFP shows the localisation of presumptive mammary basal stem 
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   5.    0.2 μm hydrophilic syringe fi lter.   
   6.    50 mL syringe.   
   7.    50 mL plastic tube.   
   8.    Micropipetter and disposable tips.   
   9.    KSOM medium: EmbryoMax ®  KSOM Embryo Culture 

Medium (1×), Powder, w/o Phenol Red (Millipore, Watford, 
Hartfordshire, UK).   

   10.     L -Ascorbic acid.   
   11.    EmbryoMax ®  Ultra Pure Water, sterile.   
   12.    (Optional) Any supplements, growth factors, and inhibitors to 

be studied for effect on mammary primordial development.      

       1.    Stereomicroscope for dissecting embryo fl ank (e.g., Leica 
MZ16 from Leica microsystems, Milton Keynes, Bucks, UK).   

   2.    Uplight fl uorescent microscope (e.g., Leica DM5000B) 
equipped with a color CCD camera (e.g., Leica DFC 500) and 
an image acquisition software (e.g., Leica Application Suite 
ver. 2.8.1).   

   3.    Desired mouse strain ( see   Note 1 ).   
   4.    Sterilized DPBS (Dulbecco’s PBS), with Calcium and 

Magnesium.   
   5.    10 cm diameter plastic petri dishes.   
   6.    Dissection Scissors (FST, cat. no.14084-08).   
   7.    Dumont #5 forceps (FST, cat. no. 11251-20).   
   8.    Wecker Spring Scissors (FST, cat. no. 15010-11).   
   9.    Round-head microspatula.   
   10.    Tübingen Spring Scissors (FST, cat. no. 15003-08).      

       1.    CO 2  Incubator for tissue culture use, equilibrated to 37 °C, 
5 % CO 2  atmosphere.   

   2.    Falcon 60 mm Centre Well Organ Culture dish (VWR 
International, Lutterworth, Leicestershire, UK, cat. no. 
353037).   

   3.    Nunc Square BioAssay Dishes.       

3    Methods 

 All materials and equipment should be sterile. However, experi-
mental procedures may be carried out in the normal laboratory 
atmosphere instead of under a laminar fl ow cabinet. In this 
manner, we have never experienced contamination within 2 days 
of organ culture. 

2.2  Dissection 
of Embryo Flank

2.3  Embryonic 
Explant Culture
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       1.    Set up matings of suitable mouse strains to obtain pregnant 
female mice. Vaginal plug monitoring after the pairing is 
performed on daily basis and the morning of the day the plug 
is considered as E0. We describe here the procedure using 
 s-SHIP-GFP  reporter mice [ 10 ] ( see   Note 1 ).   

   2.    Autoclave fi lter membranes and sterilize cavity slides using 
Sterilization Box.   

   3.    Add 1.33 mL of EmbryoMax pure water into a 100 mg vial of 
 L -Ascorbic acid to make 75 mg/mL Ascorbic acid stock solu-
tion. Store 100 μl aliquots at −20 °C for single-use purpose.   

   4.    The KSOM medium is provided as a dry powder format with 
sterile diluent. Reconstitute the medium by adding exact 
50 mL of sterile diluent into a vial of powdered medium 
( see   Note 2 ).   

   5.    Incubate the medium in a water bath at 37 °C for 15 min, with 
occasionally rocking the vial upside down for a few times to 
gently mix the media.   

   6.    Pass the medium through a 0.2 μm syringe fi lter attached to a 
50 mL syringe and collect the fi ltered medium in 50 mL tube. 
The fi ltered medium can be kept as 10 mL aliquots at 4 °C for 
up to 1 week.   

   7.    Prepare the priming medium by adding  L -Ascorbic acid solu-
tion into the KSOM medium at a 1:1,000 dilution (75 μg/mL 
fi nal), just prior to dissect embryos ( see   Note 3 ). 9 mL of the 
priming medium is enough to set up fi ve embryos in each 
organ culture dish. Investigator’s choice of additives, i.e., cul-
ture supplement, growth factors, immobilized antibodies, and 
chemical inhibitors, can be included in the priming medium.      

       1.    Sacrifi ce plugged female mouse in the morning, 11 days after 
the plug was observed ( see   Note 4 ). Dissect out the whole 
uterus carefully using Dissection scissors and forceps (Fig.  2a ).    

   2.    Transfer the uterus into a petri dish fi lled in cold DPBS. Carefully 
make a small cut parallel to muscle fi ber alignment of the 
uterus using a Wecker Spring Scissors so that the conceptus 
containing the intact embryo inside will slowly slide out from 
the uterus (Fig.  2b ). Take care to do this in this manner other-
wise embryos will be squeezed by high contractile force gener-
ated from the uterus and may be damaged. Repeat this  step 1  
at a time to collect all concepti.   

   3.    Using two Dumont forceps, separate yolk sac containing 
embryo from the Reichert’s membrane, the umbilical vessels 
and placenta (Fig.  2c ). Carefully tear yolk sac and then the 
vitelline vessels to isolate embryo intact (Fig.  2d ). Hereafter, 
do not damage surface epithelium around the mammary- 
forming region, the thoracic and inguinal region between 

3.1  Preparation 
of Materials 
and Equipment 
for Explant Culture

3.2  Dissection 
of Embryo Flanks
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Dumont forceps Tubingen Spring Scissors

Inner chamber (filled with medium)
Outer chamber (filled with sterile water)
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  Fig. 2    Dissection of embryo fl anks that mammary progenitor cells around mammary-forming region. ( a ) The 
whole uterus dissected out from plugged female on the morning of E11.0. ( b ) Making a cut alongside the 
uterine smooth muscle to isolate each conceptus-containing embryo in the yolk sac. ( c ) Embryos in yolk sacs 
cleared of Reichert’s membrane, the umbilical vessels and placenta. ( d ) Intact embryos after removal of yolk 
sacs and the vitelline vessels. ( e ) Sequential steps of dissecting embryo fl ank.  Red solid line  indicates the fi rst 
cut made at the lower side of a hindlimb, and  red dotted line  indicates a sequential incision to extract the fl ank 
from the embryo. Mammary-forming region is shown as  yellow-dotted area  which contains mammary pro-
genitor cells. ( f ) A dissected embryonic fl ank and an embryo body which will be dissected to extract fl ank. 
( g ) Both left and right embryonic fl anks placed on a membrane in Organ Culture dish, which is ready for pho-
tograph fl uorescent images and incubation       
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forelimb and hindlimb where the mammary epithelial pro-
genitor cells reside in embryo. Also make sure that the 
embryo is entirely soaked in DPBS in order to keep it hydrated 
at all times.   

   4.    Next, examine the stage of mammary placode formation. 
Inspect the distribution of mammary epithelial progenitor 
cells over mammary-forming region by checking fl uores-
cence under fl uorescent microscope. Typical distribution of 
 s-SHIP- GFP  -positive mammary progenitor cells is shown in 
Fig.  3a . Embryos in which any mammary placode had not 
formed yet are suitable to use and should proceed to embry-
onic fl ank dissection, if researcher wishes to observe mam-
mary placode 3 formation. Embryos which have already 
formed mammary placode 3 can be used to study the forma-
tion of mammary placode 2 and 4. Local progenitor cell 
migration is thought to a major driver of initial mammary 
placode formation [ 5 ,  6 ], which is disturbed by sample dehy-
dration and scratches or other damage to the epidermis 
(Fig.  3b ). Damaged samples should be excluded from culture 
as they will not develop mammary placodes.    

   5.    Transfer embryos using microspatula into a petri dish fi lled 
with fresh ice-cold DPBS and keep them on ice until dissection 
( see   Note 5 ).   

   6.    Prepare organ culture dish: place 1.5 mL of the priming 
medium or medium containing growth factors or inhibitors in 
the center reservoir of Centre Well Organ Culture dish. Add 
approximately 2 mL of sterile water in the outer reservoir of 
dish for humidifying purpose. Pre-incubate the dish within 
small water bath or in CO 2  incubator.   

   7.    Preparations for fl ank dissection: Filter membranes have a dull 
surface on one side and a shiny surface on the other side. Soak 
suitable number of membranes with the dull side upward in a 
petri dish fi lled with DPBS. Prepare another petri dish fi lled with 
DPBS, containing one cavity slide and one hydrated membrane 
with the dull side facing upward at outer area of the slide.   

   8.    Dissect embryonic fl anks (Fig.  2e ): Transfer one embryo onto 
the membrane; this makes dissection easier as the dull surface 
of the membrane prevents embryo moving around in 
DPBS. Cut tail off at the bottom side of the hindlimb using 
Tübingen Spring Scissors, while fi rmly holding the embryo 
head with a Dumont forceps. Insert Tübingen Spring Scissors 
from the incision, and gradually expand a lengthwise cut 
toward the top of forelimb on both dorsal and ventral side so 
that embryonic fl ank including both limbs (Fig.  2f ). Again, pay 
great attention not to disrupt epidermis of mammary- forming 
region during dissection. Turn the remaining embryo and repeat 
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  Fig. 3    Examples of E11.0 embryonic fl anks that are suitable and unsuitable for use in mammary placode cul-
ture. ( a ) GFP photographs of embryonic fl ank displaying typical distribution of  s-SHIP-GFP -positive mammary 
progenitor cells at E11.0. ( b ) Damaged embryonic fl anks should be excluded from further experimental use. 
 Arrows  indicate damage on epidermis. ( c ) Typical result of E11.0 embryonic explant culture photographed at 
0 h and 24 h, showing de novo mammary placode 3 formation. Mammary placode is numbered in images. ( d ) 
Typical result of E11.5 embryonic explant culture photographed at 0 h and 24 h, showing de novo mammary 
placode 2 and 4 formation       
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for the other side of embryonic fl ank. Assemble the isolated 
fl anks in the center of membrane.   

   9.    Bring one Organ Culture dish fi lled with culture medium out 
from incubator. Using a Dumont forceps, move the membrane 
with the fl anks on a cavity slide (make sure the fl anks are still 
completely soaked in DPBS). Slowly lift the membrane with 
the fl anks using a Dumont forceps from the cavity slide, so that 
surface tension at the air–liquid interface is gradually reduced 
and fl ank stays put. Gently place the membrane with fl anks on 
the center chamber of Organ Culture dish without making any 
bubbles (Fig.  2g ). The size difference between the membrane 
and the center chamber allows some medium to escape to the 
upside of membrane. Gently rock the Culture dish to enhance 
embryonic fl ank merging with medium. Finally, the fl anks 
should be placed at the interface of air–liquid, but should nei-
ther be fl oating nor completely submerged in the medium.   

   10.    Repeat  steps 7 – 9  for the remaining embryos ( see   Note 5 ).      

       1.    Photograph GFP image of  s-SHIP-GFP  embryonic explant as 
0 h.   

   2.    After imaging, incubate embryonic fl anks in humidifi ed 5 % 
CO 2  incubator. Check explants 3 h after incubation and gently 
rock the culture dish for a few times to rehydrate explants with 
medium if necessary. Photograph GFP image of  s-SHIP-GFP  
embryonic explant at 24 h as generally mammary placode is 
formed by that time. Typical results of de novo mammary plac-
ode 3 and mammary placode 2, 4 are shown in Fig.  3c, d , 
respectively. A comparison of mammary progenitor cell mitosis 
in different explant culture medium is shown in Fig.  4 .        

4    Notes 

     1.    Mammary placode is morphologically visible under the stereo-
microscope from only E11.5 onward in B6 mice. Use of a 
suitable model mouse expressing a fl uorescent protein in 
mammary progenitor cells is highly recommended for this pro-
tocol. The distribution of those cells not only can be traced at 
several time- points during culture but also will be a good indi-
cator to judge whether each sample is suitable for culture. 
 s-SHIP-GFP  mice developed in the Rohrschneider laboratory 
is so far the most characterized model to study mammary epi-
thelial stem and progenitor cells [ 10 ], which express EGFP in 
a variety of epithelial stem cell lineages. We routinely cross this 
strain with mouse models of interest, including gene-targeted 
mice to study gene function in mammary placode formation. 

3.3  Embryonic 
Explant Culture
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  Fig. 4    Comparison of mammary progenitor cell mitosis in different explant culture medium. ( a ) GFP images of 
E11.0 embryonic explants cultured with either KSOM medium or DMEM/F-12 medium. Explant cultured with 
KSOM develops mammary placode 3 comprising compacted cells within 24 h. Mammary placode 3 developed 
in DMEM/F-12 at 24 h is rather faint when compared to that in KSOM and E12.0 mammary placode, and 
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images. ( b ) Phospho-Histone 3 staining on E11.0 explant mammary placode cultured for 24 h. Note that 
explant culture using DMEM/F-12 medium facilitates mammary progenitor cell mitosis, which is consistent 
with increased size in mammary placode ( a ). Scale, 50 μm       
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 Wnt signalling-reporter models, listed below, are also favorable 
for studying embryonic mammary gland development:

    Axin2   CreERT2   mice [ 3 ] ( B6.129(Cg)-Axin2   tm1(cre/ERT2)
Rnu   /J ) available from The Jackson Laboratory, Maine, USA. 
This model is expected to label mammary epithelial pro-
genitor cells during embryonic mammary placode formation 
when bred to reporter mice harboring  Cre-loxP –inducible 
fl uorescent protein gene, for example, B6;129-Gt(ROSA)
26Sortm1Joe/J from The Jackson Laboratory.  

   ins-TOPEGFP mice  [ 11 ] ( B6;CBA-Tg(Axin2-d2EGFP)5Cos/
Mmnc , stock number 015749-UNC) available from Mutant 
Mouse Regional Resource Centers at The Jackson Laboratory.  

   TCF/Lef:H2B-GFP mice  [ 12 ] ( Tg(TCF/Lef1-HIST1H2BB/
EGFP)61Hadj/J ) available from The Jackson Laboratory.      

   2.    Accurate measurement when withdrawing the diluent is 
required for optimal medium performance with precise pH 
and osmolality.   

   3.    In our experience, the success of explant culture is highly infl u-
enced by  L -Ascorbic acid that is rapidly oxidized and expires 
under in vitro circumstance.  L -Ascorbic acid is essential for the 
synthesis and hydration of various extracellular matrix compo-
nents (i.e., Collagen).   

   4.    If researcher wishes to observe mammary placode 3 formation 
in explant culture, 7–8 AM is an ideal time to start collect 
embryos in B6 background as at this time they will not have 
developed any mammary placode. To study the formation of 
mammary placode 2 and 4, researcher can collect embryos 
between 10 AM–1 PM as mammary placode 3 is forming and 
the others will follow shortly.   

   5.    Ex vivo whole embryos often progress through the stages of 
mammary formation rapidly and develop the mammary plac-
ode within 2–4 h. Therefore, the dissection of embryonic 
fl anks should be performed as speedily as possible, ideally 
within 2 h. Keep embryos to be dissected on ice in order to 
prevent the developmental progress of placode formation from 
occurring prior to starting culture of the embryonic explant.         
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    Chapter 3   

 FACS Sorting Mammary Stem Cells 

           Oihana     Iriondo    ,     Miriam     Rábano    , and     María     d.    M.     Vivanco    

    Abstract 

   Fluorescent-activated cell sorting (FACS) represents one of the key techniques that have been used to 
isolate and characterize stem cells, including cells from the mammary gland. A combination of approaches, 
including recognition of cell surface antigens and different cellular activities, has facilitated the identifi ca-
tion of stem cells from the healthy mammary gland and from breast tumors. In this chapter we describe 
the protocol to use FACS to separate breast cancer stem cells, but most of the general principles discussed 
could be applied to sort other types of cells.  

  Key words     FACS  ,   Immunostaining  ,   Sorting  ,   Stem cells  ,   Cell surface antigens  

1      Introduction 

 For decades researchers have been taking advantage of the specifi c 
presence of a particular combination of cell surface antigens to 
identify and isolate stem cells using fl uorescent-activated cell sort-
ing (FACS). Following pioneering work in the 1970s, hematopoi-
etic stem cells (HSCs) were the fi rst tissue-specifi c stem cells to be 
purifi ed and characterized [ 1 ]. Isolation of HSCs and progenitor 
cells has served as a template for the isolation of adult stem cells 
from different tissues. 

 The striking regenerative capacity of the mammary gland, 
which undergoes dramatic changes during puberty, pregnancy, 
lactation, and involution, had been considered indicative of the 
presence of a pool of stem cells that are able to maintain the tissue 
architecture of the mammary gland. Support for the presence of 
stem cells in the human breast emerged from transplantation [ 2 ] 
and X chromosome inactivation studies [ 3 ]. Further evidence for 
the presence of stem cells originated from studies based on in vitro 
analyses of FACS-sorted mammary epithelial cells exhibiting 
 distinct phenotypes. These were based on combinations of markers 
from differentiated breast cells. The differentiated epithelial cells 
that form the mammary epithelium, luminal, and myoepithelial 
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cells can be identifi ed by their expression of various cell surface 
proteins. The expression of epithelial membrane antigen (EMA, 
also known as MUC-1) and epithelial specifi c antigen (ESA or 
EpCAM) is characteristic of luminal cells, while common acute 
lymphoblastic leukemia antigen (CALLA or CD10) represents a 
myoepithelial cell surface marker. Two putative mammary 
 progenitors were proposed based on the morphology and marker 
expression of colonies grown at low clonal density in culture, 
EMA + CALLA − ESA +  cells as candidate alveolar progenitors and 
EMA +/ ∓CALLA∓ /+ ESA +  as bipotent ductal progenitors [ 4 ]. 
Additionally, EMA − ESA +  cells within the epithelium lineage were 
suggested as precursor cells of terminal duct lobular units in the 
human breast [ 5 ]. Adopting approaches to identify stem cells in 
the human breast based on the knowledge of HSCs, and the obser-
vation that only EMA and CALLA were shown to separate the 
luminal and myoepithelial cell types, respectively, to high purity 
using FACS [ 6 ], double-positive (DP) and double-negative (DN) 
cells for EMA and CALLA were shown to generate mixed colonies 
containing both luminal and myoepithelial cells from a single cell 
and, therefore, represent candidate multipotent stem cells [ 7 ]. 
When defi ned by another combination of cell surface markers, 
CD49f hi ESA −/low , a subset of human breast cells showed mammary 
regenerative capacity in vivo [ 8 ,  9 ]. 

 Reinforcing the cancer stem cell (CSC) hypothesis, which pro-
poses that tumors arise from transformed normal stem cells, CSCs 
that exhibit a CD44 + CD24 −/low Lin −  phenotype demonstrated to 
form tumors in the mammary fat pad of immunocompromised 
mice. Furthermore, this tumorigenic population could be serially 
passaged to generate new tumors containing additional 
CD44 + CD24 −/low Lin −  tumorigenic cells, as well as the phenotypi-
cally diverse mixed populations of non-tumorigenic cells present in 
the initial tumor [ 10 ]. This fi nding supports the hypothesis that 
mammary tumors are initiated in mutated stem cells, or by more 
differentiated cells that acquire stem cell-like properties. 
Importantly, the presence of CD44 + CD24 −/low Lin −  cells within the 
tumors of breast cancer patients is signifi cantly associated with 
poor prognosis, shorter disease-free interval, and overall survival 
[ 11 ,  12 ], suggesting that the presence and frequency of the CSC 
population have prognostic relevance. It is particularly noteworthy 
that other phenotypes, also identifi ed by FACS, have contributed 
to support the association between the presence of tumor cells 
with a CSC phenotype and patient prognosis. Increased aldehyde 
dehydrogenase activity was found to identify malignant mammary 
stem cells and to correlate with poor clinical outcome [ 13 ]. 
Furthermore, it was shown that poorly differentiated tumors 
 contain more CSCs than well-differentiated tumors [ 14 ,  15 ]. The 
corollary of the presence of cells with a CSC phenotype within the 
tumor is that these properties may facilitate the development of 
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resistance to current therapies and lead to enrichment of breast 
CSCs. Indeed, increases in the proportion of cells with CSC 
features have been described after radiotherapy [ 16 ], chemother-
apy [ 17 ,  18 ], and tamoxifen treatment [ 19 ]. These fi ndings 
highlight the need to consider CSCs as targets of novel and com-
plementary forms of therapy.  

2    Materials 

     1.    TrypLE™.   
   2.    Phosphate-buffered saline (PBS) without calcium and magnesium.   
   3.    Staining buffer: PBS, 1 % bovine serum albumin (BSA). Weigh 

1 g BSA and add PBS to a volume of 100 ml. Dissolve by 
stirring and fi lter using 0.2 μm pore size fi lter. Store at 4 °C.   

   4.    Blocking buffer: PBS, 40 % FBS.   
   5.    FACS Flow: PBS, 1 % BSA, 25 mM Hepes pH 7, 5 mM 

EDTA. Weigh 1 g BSA and add 2.5 ml Hepes 1 M pH 7, 1 ml 
EDTA 0.5 M, and 96.5 ml PBS. Dissolve, fi lter, and store as in 
previous step.      

3    Methods 

   Several protocols for fl ow cytometric analyses have been published 
and, to date, the way the results are reported is still inconsistent 
and often unclear. For a recent discussion on data reporting guide-
lines the reader can refer to [ 20 ].

    1.    Direct vs. indirect staining: Protocols for direct staining are 
simpler and less time consuming than those for indirect stain-
ing. Under some circumstances, indirect staining can be useful 
because it amplifi es the signal. However, background noise can 
also be increased in indirect staining.   

   2.    Selection of fl uorochromes: Take into account the following 
factors when choosing the fl uorochromes to be used in an 
experiment: (a) know your instrument. The combinations of 
the fl uorochromes to be used in the experiment depend on the 
type and number of lasers and fi lters. (b) Try to minimize the 
spectral overlap among the different fl uorochromes ( see   Note 1 ). 
(c) Use high-effi ciency fl uorochromes to detect antigens with 
low expression levels ( see   Note 2 ).   

   3.    Titration ( steps 3 – 7 ): Stain a mixture of cells containing cells 
that express and cells that do not express the antigen of 
interest with the different antibody concentrations to be 
tested ( see   Note 3 ). Follow the same protocol that you will 
use for the experiment.   

3.1  Setting 
Up the Experiment 
(Antibody Selection 
and Titration)

FACS Sorting Mammary Stem Cells
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   4.    Select the population of interest using the standard gating 
strategy (see below).   

   5.    In a mono-dimensional histogram, set two gates, one for the 
negative population and another one for the positive popula-
tion, and request the median fl uorescence intensity (MFI) of 
each population ( see   Note 4 ).   

   6.    For each sample, calculate the signal-to-noise ratio dividing 
MFIpos by MFIneg.   

   7.    Draw a scatterplot of concentration vs. signal-to-noise ratio 
and choose the concentration that gives the maximum ratio 
( see   Note 5 ).   

   8.    Compensation controls: In order to calculate compensations, 
you will need unstained cells and cells single-stained with each 
of the fl uorochromes used in the experiment ( see   Note 6 ).    

         1.    Prepare a single-cell suspension from primary tissue or cultured 
cells ( see   Note 7 ).   

   2.    Count cells ( see   Note 8 ).   
   3.    Add PBS to wash the cells.      

   Unless otherwise specifi ed, carry out all procedures at 4 °C. Use 
the same exact procedure for compensation controls, FMO con-
trols, and samples.

    1.    Centrifuge cell suspension at 400 ×  g  for 5 min.   
   2.    Discard the supernatant and add blocking buffer. Resuspend 

cells and incubate for 15 min at room temperature ( see   Note 9 ).   
   3.    Wash by adding staining buffer on top of the blocking buffer, 

mix by pipetting, and centrifuge at 400 ×  g  for 5 min. Discard 
the supernatant.   

   4.    Add staining buffer to a fi nal concentration of 2.5 × 10 6  cells 
per ml, and distribute cells in the wells of a conical bottom 
96-well plate (Vee bottom), 100 μl per well ( see   Note 10 ).   

   5.    Centrifuge at 800 ×  g  for 5 min and discard supernatant ( see  
 Note 11 ).   

   6.    Add the primary antibodies diluted in staining buffer, in a total 
volume of 100 μl per well ( see   Note 12 ). In this case, cell 
concentration would be 2.5 × 10 6  cells per ml ( see   Note 13 ).   

   7.    Incubate for 30 min at 4 °C. Cover the plate with aluminum 
foil to protect from light if using fl uorescence-conjugated 
primary antibodies ( see   Note 14 ).   

   8.    Add 100 μl staining buffer on top of the diluted antibodies, 
mix by pipetting, and centrifuge at 800 ×  g  for 5 min. Discard 
the supernatant.   

3.2  Cell Preparation

3.3  Cell Staining
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   9.    Add 200 μl staining buffer, resuspend by pipetting, and centri-
fuge at 800 ×  g  for 5 min. Discard the supernatant.   

   10.    For indirect staining of cells, repeat  steps 7 – 9  with a 
fl uorochrome- conjugated appropriate secondary antibody 
( see   Note 15 ).   

   11.    Resuspend cells in FACS Flow ( see   Note 16 ).   
   12.    Add the cell viability dye to the appropriate controls and to all 

the samples and incubate as indicated by the manufacturer.      

   Start the FACS sorter following the recommendations of the 
manufacturer. Ideally, by the time cells are stained the FACS sorter 
should be clean and ready to use.

    1.    Start up the computer and the cytometer, as indicated by the 
manufacturer.   

   2.    Install the appropriate size nozzle (use the 100 μm nozzle 
when sorting breast epithelial cells or breast cancer cells).   

   3.    Use the recommended fl uorescent beads to calculate the drop 
delay ( see   Note 17 ).   

   4.    Install the chosen collection device and test the formation of 
side streams.   

   5.    If available, temperature control option should be used 
( see   Note 18 ).   

   6.    Adjust the area scaling for FSC and the lasers to be used.   
   7.    Adjust the FSC threshold to eliminate the debris from the 

analysis.      

       1.    Calculate compensations: Acquire the unstained control and 
gate the population of interest in the SSC-A vs. FSC-A plot. 
Acquire all single-stained control tubes, check the gates 
corresponding to the positive populations, and calculate com-
pensations ( see   Notes 19  and  20 ).   

   2.    Use cells stained with the viability dye to gate the population 
of interest (Fig.  1 ).    

   3.    Acquire the FMO controls and set the gates that will defi ne the 
positive and negative populations (Fig.  2 ).    

   4.    Acquire the sample and gate the populations to be sorted.   
   5.    Select the sort precision mode of interest, if available.   
   6.    Start sorting. During sorting, make sure that abort rates are 

low, to maximize the yield.   
   7.    Once sorting is fi nished, it is recommended to evaluate the 

effi ciency of the sorting. Take a sample of sorted cells, add the 
viability dye, and incubate and acquire them using the same 

3.4  Setting 
Up for Sorting

3.5  Analysis 
and Sorting

FACS Sorting Mammary Stem Cells
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conditions as in the sorting (same PMT voltages, same fl ow 
rate, etc.). This will provide information about the purity of 
the sorted population and viability of sorted cells.       

4    Notes 

     1.    Careful selection of appropriate antibodies, fl uorochromes, 
and controls, as well as titration of antibodies, is absolutely 
essential for the success of any FACS analysis and sorting 
experiment. Time used in this fi rst step is time well invested. 
Spectral overlaps of the fl uorochromes used in fl ow cytometry 
can be found in different online resources (see for example 
   http://www.bdbiosciences.com/research/multicolor/spectrum_
viewer/index.jsp    ).   

   2.    See for example   http://www.bdbiosciences.com/documents/
Multicolor_Fluorochrome_Guide.pdf    . Choose the weakest 
fluorochrome for the biggest population and, conversely, 
the strongest fl uorochrome for the smallest cell population 
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or for weakly expressed antigens. Although the use of FITC-
conjugated antibodies is very extended, substituting FITC for 
Alexa-488 is another option. Both fl uorochromes have similar 
excitation and emission spectra and brightness, but FITC is 
very sensitive to changes in pH.   

   3.    The objective is to fi nd the concentration of the antibodies 
with which the signal-to-noise ratio is maximum. If the con-
centration of the antibody is too low, positive cells could 
remain unstained, while excess of antibody could increase 
unspecifi c binding. Both situations would lead to a lower sepa-
ration between negative and positive cells. Start with the rec-
ommended antibody concentration given by the manufacturer, 
and do two or threefold serial dilutions.   

   4.    You will need to adjust the gates with each sample.   
   5.    An alternative option is to use the stain index to select the 

optimum concentration of an antibody, because it also consid-
ers the dispersion (W) of the negative population. Stain 
index = (MFIpos-MFIneg)/W.   

   6.    When the available biological material is scarce, BD™ 
Compbeads can be used. However, whenever possible, using 
the same cells as in the experiment is recommended. 
Fluorescence minus one (FMO) controls should be used for 
gating, mainly as the number of fl uorochromes in an experi-
ment increases. FMO controls contain all the fl uorochromes in 
the experiment except for the one that is being measured. An 
isotypic control conjugated with the fl uorochrome being mea-
sured can also be added. The isotypic controls should match 
with the specifi c antibody in terms of concentration, 
fl uorochrome-to- antibody ratio (F/P ratio), and isotype.   

   7.    When working with primary cells, it is important to start with 
a pure preparation of mammary epithelial cells. We use the 
same protocol as described in [ 7 ] for normal breast tissue and 
[ 21 ] for breast tumor samples. When using cells isolated from 
primary tissue or cell culture, the use of mechanic and/or 
enzymatic dissociation will be necessary. However, aggressive 
treatments should be avoided, since they could alter the anti-
gens to be detected. In addition, some cell surface antigens are 
sensitive to trypsin. Therefore, the use of gentle cell dissocia-
tion reagents, such as TrypLE™, is recommended.   

   8.    Always stain more (ideally a minimum of 100,000) cells than 
the number that you are planning to record, because a percent-
age of cells is lost during the staining procedure.   

   9.    Depending on the specifi city of the antibodies, this step can be 
omitted.   

FACS Sorting Mammary Stem Cells
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   10.    Depending on the number of cells to be stained, staining could 
be carried out in conical tubes or in 96-well plates.   

   11.    Depending on the cells we are using, it may be necessary to 
centrifuge cells to a lower speed than indicated. The speed that 
allows a satisfactory recovery of the cells, without compromis-
ing cell viability, should be selected.   

   12.    It is recommended to pre-dilute the antibodies in staining buf-
fer in Eppendorf or 15 ml conical tubes. For example, if a 
CD24-PE/CD44-APC double staining is being performed, 
prepare four tubes, each one with a single antibody (twice as 
concentrated as the desired fi nal concentration). Then add 
50 μl of diluted IgG-PE and 50 μl of diluted IgG-APC to a 
well for the DN control, 50 μl of diluted IgG-APC and 50 μl 
of diluted CD24-PE to a well for the CD24 control, 50 μl of 
diluted IgG-PE and 50 μl of diluted CD44-APC to a well for 
the CD44 control, and 50 μl of diluted CD24-PE and 50 μl of 
diluted CD44-APC to the wells that will be double stained. If 
the number of wells to double stain is high, preparing a premix 
containing both specifi c antibodies could be useful.   

   13.    The optimal cell concentration may vary depending on cell 
type (i.e., primary cells vs. cell lines). Small variations in cell 
concentration do not infl uence the staining. If a considerable 
increase in cell concentration is required, tests should be done 
to ensure that staining intensity is not compromised.   

   14.    The duration and the temperature of the incubation can vary 
depending on the antibodies. Shorter incubations should be 
enough when they are done at room temperature, but this 
could increase the unspecifi c staining. When the incubation is 
long, incubation with the antibodies can be done on a rocker 
to avoid the deposition of cells.   

   15.    When a combination of direct and indirect staining is used, 
care should be taken to avoid cross-reactivity. If the fl uorescent- 
conjugated antibodies originate from the same species as the 
unconjugated primary antibody they could be recognized by 
the fl uorescent secondary antibody. In order to prevent that 
from happening, follow the next procedure: (a) Incubate with 
unlabelled primary antibody. Wash twice. (b) Incubate with 
fl uorescent secondary antibody. Wash twice. (c) Block any 
unreacted sites on the secondary antibodies using IgGs or 
serum from the same species as the primary antibodies. Wash 
twice. (d) Incubate with labeled primary antibody. Wash twice.   

   16.    Optimum cell concentration for sorting will vary depending 
on cell type. Mainly when the duration of the sorting is 
expected to be long, it is recommended to concentrate the 
sample as much as possible, but making sure that the chosen 
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concentration does not result in cell aggregation. Higher cell 
concentrations will shorten the sorting, increasing the viability 
of sorted cells. In addition, increased number of sorted cells 
can be obtained at a lower fl ow rate. Lower fl ow rates result in 
lower coeffi cient of variation (CV), allowing a better separa-
tion between positive and negative signals, and positive signals 
of different intensities.   

   17.    The drop delay is the period of time elapsing from the moment 
at which the cell of interest is detected at the interrogation 
point to the moment the droplet containing this cell of interest 
is charged at the droplet break-off point, so that it is correctly 
sorted.   

   18.    Temperature is one of the factors that infl uence viability of 
sorted cells. The optimum temperature can vary depending on 
cell type, but we usually sort the mammary epithelial cells at 
4 °C. Other factors that affect cell viability are sheath pressure, 
duration of cell sorting, and collection medium.   

   19.    Cells that are positive for each fl uorochrome should be at least 
as bright as anything that will be acquired in the experiment.   

   20.    Depending on their emission spectra, the fl uorescence emitted 
by a fl uorochrome can be detected in a detector designed to 
measure signal from another fl uorochrome. This is called spill-
over. The objective of compensation is to eliminate the signal 
from a given fl uorochrome from other channels where it is also 
detected. For example, to calculate the compensation neces-
sary to correct the spillover of an FITC-stained sample in the 
PE channel, record cells stained with the FITC-conjugated 
antibody, and modify the PE-%FITC value so that the median 
fl orescence in the PE channel is the same for FITC-positive 
and FITC-negative cells. Then repeat the same procedure for 
every combination of fl uorochromes. It is important that PMT 
voltages used for compensation must be the same as the PMT 
voltages that will be used for the sorting experiment. Depending 
on the sorter used, the compensations could be done auto-
matically by the software program.         
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    Chapter 4   

 Side Population 

           Fariba     Behbod       and     Maria     d.    M.     Vivanco   

    Abstract 

   The side population (SP) assay has been utilized as a method for isolation and characterization of normal 
and cancer stem cells from a variety of tissues. However, the SP phenotype may not be a common property 
of all stem cells. This chapter reviews the principle and potential pitfalls of the SP assay with an emphasis 
on mammary gland SP cell analysis.  

  Key words     Side Population (SP)  ,   Fluorescence-activated cell sorter (FACS)  ,   Stem cells  ,   Hoechst 
33342  ,   Breast cancer resistance protein (BCRP1/ABCG2)  

1      Introduction 

 Many years ago, fl ow cytometric analysis of hematopoietic cells 
fi rst showed that Hoechst dye exclusion defi nes a side population 
(SP) of stem cells for the hematopoietic system [ 1 ,  2 ]. Later on it 
was postulated that the SP might represent a universal stem cell 
phenotype [ 2 ]. Indeed, human and mouse breast epithelial SP cells 
were identifi ed and demonstrated that they constitute an undif-
ferentiated subpopulation that can differentiate to form ductal and 
lobular structures as well as myoepithelial and luminal epithelial 
cell types [ 3 ,  4 ]. 

 The side population (SP) assay is based on the ability of cells to 
effl ux the Hoechst dye by the ATP-binding cassette (ABC) family 
of transporter proteins located on their surface membrane. The SP 
phenotype was fi rst described by Goodell and colleagues in 1996, 
using mouse bone marrow cells. Their group showed that the bone 
marrow SP cells were highly enriched in functional hematopoietic 
stem cell activity [ 1 ]. In fact, the bone marrow SP cells could be 
further enriched in stem cell activity by combining SP with other 
known cell surface markers such as CD117 + SCA − 1 + Lin - Thy1 lo . SP 
assay involves staining the cells using Hoechst dye 33342, followed 
by FACS analysis. Cells that effl ux the dye appear on the left side 
of a FACS analysis panel and are referred to as SP cells. Cells that 
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retain the dye appear on the right side and are referred to as non-
 SP cells. The ABC transporters, responsible for Hoechst dye effl ux, 
belong to a superfamily of membrane transporters that use ATP for 
transport of various xenobiotics and endogenous compounds, i.e., 
folate, heme, and porphyrin to the outside of the cell. The ABC 
transporters, ABCB1 (P-glycoprotein, MDR1), ABCC1-5 (MRP1- 
5), and ABCG2 (BRCP1) are the major contributors to the SP 
phenotype [ 5 ]. The contribution of specifi c transporters to the SP 
phenotype may be different in various tissues. For example, in the 
mouse mammary glands, Bcrp1 (Abcg2), Mdr1a (Abcb1a) and 1b 
(Abcb1b) are the major contributors to the SP phenotype, whereas 
in the bone marrow, Bcrp1 is the major contributor to the SP phe-
notype [ 6 ]. 

 Since the introduction of SP as a hematopoietic stem cell phe-
notype, the assay has been adopted as a method for the isolation of 
stem cells from many organ systems including umbilical cord 
blood, skeletal muscle, kidney, mammary glands, and lungs [ 5 ]. 
However, several studies have demonstrated that the SP phenotype 
may not be a common property of all stem cells [ 5 ,  7 – 9 ]. Indeed, 
SP phenotype has been demonstrated in the differentiated cells of 
many organs including small intestine, liver, kidney, brain endothe-
lial cells, blood–brain barrier, blood–testis barrier, and mammary 
gland alveolar cells [ 5 ,  10 ]. Interestingly, Bcrp1 is expressed at low 
levels in virgin mammary glands; however, its expression is highly 
upregulated in late pregnancy and lactation. This may not be sur-
prising since Bcrp1 as well as other members of the ABC transport-
ers play a role in protection against the cytotoxic agents and drugs 
by limiting toxin/drug entry into certain tissues and promoting 
their elimination into bile, urine and milk. 

 The fi rst functional proof that cancer stem cells and normal 
stem cells share a common phenotype came from the studies by 
John Dick and colleagues in 1994 [ 11 ]. By limiting dilution trans-
plantation, this group showed that a rare population of leukemia 
cells, referred to as leukemia initiating cells or stem cells (LSC), 
were capable of recapitulating the original patient’s leukemia in 
SCID mice. LSC shared similar surface markers as the normal 
hematopoietic stem cells (CD34 + CD38 − ). However, the remaining 
subpopulations, CD34 + CD38 +  and CD34 −  fractions, did not con-
tain this property. The knowledge that SP cells may defi ne a sub-
population of cancer stem cells capable of effl uxing chemotherapeutic 
agents raised awareness in their possible role as the underlying cause 
of cancer relapse and chemotherapy resistance. Indeed, many studies 
have shown SP cells to be enriched in tumorigenic potential and the 
SP phenotype to correlate with poor patient outcome [ 12 – 14 ]. However, 
similar to normal stem cells, SP cells may not represent an enriched 
population of cancer stem cells in all tumor types. Therefore, it is 
imperative to evaluate SP cells, derived from various tissues or 
tumors, for stem cell and or cancer stem cell activity/function, i.e., 
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by limiting dilution transplantation,  differentiation assays, colony 
formation assays, etc. 

 The SP phenotype may be regulated by many growth factors, 
signaling pathways, and miRNAs [ 15 ]. For example, in the hema-
topoietic system, SP phenotype is acquired/reactivated in Lin -  cells 
upon interactions with mesenchymal stromal cells through VLA-4/
α4β1 integrin and DC44 [ 16 ]. Furthermore, an integrin- dependent 
activation of SP phenotype in acute myeloid leukemia circulating 
blasts may play a role in adhesion mediated chemotherapy resistance 
[ 16 ]. Another group showed that transforming growth factor-β 
treatment of LX2 cells, a hepatic stellate cell line, decreased the SP 
fraction in a dose-dependent manner [ 17 ]. By utilizing three 
non-small-cell lung cancer cell lines (A549, NCI-H460, H460) as 
well as a colon cancer cell line (LoVo), Liu and colleagues 
 demonstrated that glucose induces a reversible upregulation of SP 
fraction through ATP mediated suppression of AMPK and activa-
tion of the Akt pathways [ 18 ]. Furthermore, BCRP transcription is 
under regulation by a number of transcription factors that bind to 
the cis and trans regulatory elements in the BCRP promoter. These 
include hypoxia-inducible factor 1 (Hif-1α), estrogen receptor, 
progesterone receptor isoform β, Gli, Nrf2, SP1 and SP2 among 
others (reviewed in ref. [ 15 ]). Additionally, a number of miRNAs, 
i.e., miR-519c, miR-520h, and miR-328, bind to the 3′ UTR of 
BCRP gene and negatively regulate the translation of BCRP 
protein [ 19 – 21 ]. 

 Hoechst 33342 is a fl uorescent dye that is taken up by all living 
cells through passive diffusion. While all cells uptake the dye, effl ux 
is through an active energy-driven process requiring the expression 
of a suffi cient number of ABC transporters [ 5 ]. SP resolution 
requires a fl ow cytometer equipped with an ultraviolet (UV) laser. 
Hoechst may be excited with non-UV wavelengths as well. 
However, optimal resolution is only achieved with the traditional 
UV sources [ 5 ]. SP or Hoechst profi le may be visualized in two 
distinct channels, the Hoechst blue (450/50 nm band-pass fi lter) 
and the Hoechst Red (675/20 nm long-pass fi lter). 

 Since many factors can affect the SP phenotype (i.e., glucose 
concentration, stress, and hypoxia) every effort must be taken to 
maintain consistency in the procedure in order to obtain  reproducible 
results. In doing so, it must be noted that the number of con-
taminating cells, i.e., red blood cells, endothelial cells, can affect the 
dye equilibrium with the cells of interest. As discussed previously, 
more than one member of the ABC transporters may contribute to 
the SP phenotype in some tissues. Additionally, different cells within 
the same tissue may express different members of the ABC trans-
porters. There are a number of ABC transporter inhibitors available 
with specifi city towards distinct ABC family members. For example, 
verapamil and cyclosporine A inhibit ABCB1 while fumitremorgin 
C (FTC) is highly specifi c for ABCG2 [ 5 ]. Others such as imatinib 
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are nonspecifi c. Therefore, a Hoechst and transporter inhibitor 
dose–response curve should be performed simultaneously. Some 
tissues may require the use of more than one transporter inhibitor 
to completely eliminate the SP phenotype.  

2    Materials 

     1.    TrypLE™ Select (Life Technologies).   
   2.    Phosphate Buffered Saline (PBS).   
   3.    Medium: Dulbecco’s Modifi ed Eagle Medium (DMEM) 

medium containing 10 % Fetal Bovine Serum (FBS).   
   4.    Hoechst 33342.   
   5.    Verapamil (dissolved in ethanol).   
   6.    TO-PRO-3.   
   7.    FACS Flow: PBS, 1 % BSA, 25 mM Hepes, pH 7, 5 mM 

EDTA. Weigh 1 g BSA and add 2.5 ml Hepes 25 mM, pH 7, 
1 ml EDTA 5 mM, and 96.5 ml PBS. Dissolve, fi lter, and store 
at 4 °C.      

3    Methods 

       1.    Prepare a single cell suspension from primary tissue or cultured 
cells ( see   Note 1 ).   

   2.    Ensure that no contaminating cells are included ( see   Note 2 ).   
   3.    Plan to have three conditions per experiment: control, with 

Hoechst 33342 dye, and with dye plus inhibitor ( see   Note 3 ).   
   4.    Put 1 × 10 6  cells/ml in pre-warmed DMEM medium contain-

ing 8 % FCS in each Eppendorf tube ( see   Note 4 ).   
   5.    Add Hoechst 33342 to a fi nal concentration of 5 μg/ml 

( see   Note 5 ).   
   6.    Add 20 μM verapamil to the control tube containing inhibitor 

( see   Note 6 ).   
   7.    Incubate cells for exactly 90 min at 37 °C with occasional agi-

tation ( see   Note 7 ).   
   8.    Centrifuge cells at 450 ×  g  for 5 min at 4 °C.   
   9.    Wash cells by resuspension in cold DMEM containing 8 % 

FBS.   
   10.    Centrifuge cells at 450 ×  g  for 5 min at 4 °C.   
   11.    Resuspend in 1 ml of DMEM medium containing 8 % FBS.   
   12.    Add 2 μM TO-PRO-3 to the samples to exclude dead cells for 

the FACS analysis ( see   Note 8 ).   

3.1  Hoechst 33342 
Staining of Cells
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   13.    Keep cells on ice at all times after staining with the Hoechst 
33342 dye.   

   14.    If required, after incubation with the Hoechst 3342 dye, cells 
can be labeled for cell surface antigens ( see   Note 9 ).      

       1.    Start the FACS sorter following the recommendations of the 
manufacturer and be ready to start the sort.   

   2.    Cells were analyzed and sorted using a FACSVantage SE fl ow 
cytometer using Cell Quest software (Becton Dickinson) ( see  
 Note 10 ).   

   3.    Exclude dead cells by TO-PRO-3 fl uorescence (Fig.  1 ).    
   4.    Measure Hoechst 33342 fl uorescence at both 424/44 nm and 

above 670 nm (split by a 610 nm short-pass dichroic mirror), 
both from UV excitation ( see   Note 11 ).   

   5.    Sort cells ( see   Note 12 ) either into tubes, onto poly- L -lysine- 
coated slides, or into culture plates, depending on the type of 
analysis to be performed.   

   6.    Characterize the cells as required.       

4    Notes 

     1.    When working with primary cells, it is important to start with 
a pure preparation of single mammary epithelial cells. The 
various methods of solid tissue digestion can affect the SP 
phenotype. The readers are referred to a recent review on 
leading methods used for mammary gland digestion and the 
benefi ts of the different approaches before choosing an appro-
priate method [ 22 ]. The cells to be analyzed must be viable 
and in a single cell suspension (no cell clumps). This is particu-
larly important for solid tissues that require enzymatic and 
mechanical digestion to generate single cells. When using cells 
isolated from primary tissue or cell culture, the use of mechanic 
and/or enzymatic dissociation will be necessary. However, 
aggressive treatments should be avoided, since they could alter 
the antigens to be detected. In addition, some cell surface 
antigens are sensitive to trypsin. Therefore, the use of gentle 
cell dissociation reagents, such as TrypLE, is recommended.   

   2.    Since some stromal cells also express the SP phenotype, the 
simultaneous use of antibodies to exclude stromal cell specifi c 
surface markers needs to be considered. These include endo-
thelial cells (CD31), hematopoietic cells (CD45 and or lineage 
cocktail), and fi broblasts (CD140a). Please note that some 
laboratories exclude fi broblasts from their SP analysis while 
others do not. This is because CD140a may also be expressed 
by some epithelial cells.   

3.2  Analysis 
and Sorting

Side Population
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   3.    Selection of inhibitor: we used verapamil (or Ko143, see 
below) but there are others available (i.e., GF120918). The 
important thing to take into account is that it is essential to 
choose a specifi c inhibitor to demonstrate that the SP observed 
is due to the activity of the membrane pump. Thus, BCRP1 is 
inhibited by Ko143, an analogue of the fungal toxin fumitrem-
orgin C, which is a potent and specifi c inhibitor of BCRP 
(Allen et al., 2002), and therefore represents a better control 
than verapamil (Fig.  2 ).    
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  Fig. 1    Identifi cation of human mammary SP cells and the infl uence of verapamil, a multidrug-resistant (mdr) 
inhibitor, on these cells. ( a ) The total live cell population was again selected (G1) to exclude dead cells from the 
analysis. ( b ) A second gate (G2) was applied to remove persisting debris. ( c ) SP cells are indicated by G3. 
( d ) Addition of 20 μM verapamil resulted in a tenfold reduction in SP cells       
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   4.    Another important factor is keeping a constant cell concentra-
tion, i.e., 1 × 10 6  live cells per ml in order to keep the equilib-
rium between the dye and the intracellular compartment. It is 
essential to count the cells and keep the ratio cell number/dye 
concentration constant.   

   5.    The SP phenotype is infl uenced by the Hoechst dye concentra-
tion. A low concentration may result in unsaturated Hoechst 
staining and the appearance of a false SP population. A stan-
dard Hoechst concentration is 5 μg/ml for bone marrow. 
However, this concentration may be higher for solid tissues 
such as muscle and skin (up to 20 μg/ml). A Hoechst satura-
tion response curve and cellular toxicity curve will need to be 
performed in order to obtain an optimal dye concentration 
where the percentage of SP remains stable. Importantly, the 
Hoechst staining needs to be combined with a transporter 
inhibitor in order to confi rm the specifi city of the dye effl ux. 
The staining time (usually 90–120 min) may also be optimized 
for the tissue of interest. Dye incubation can be performed    in 
a 37 °C shaking incubator. However, the washes, centrifuga-
tion, antibody staining, and data acquisition should be carried 
out in cold at 4 °C and in the dark in order to preserve the SP 
profi le. It should also be kept in mind that Hoechst is toxic, 
and cell viability may be a confounding factor when comparing 
stem cell activity of SP to non-SP subpopulations following 
sorting.   

   6.    Depending on the cell type used verapamil may be toxic to the 
cells. For example, at the concentration used verapamil is more 

G3
0.3%

G3
0.03%

a b

Human breast epithelial
cells (- Ko143)

Human breast epithelial
cells (+ 10 µM Ko143)

  Fig. 2    Infl uence of Ko143, a specifi c BCRP inhibitor, on human mammary SP cells. ( a ) The presence of SP cells 
(G3) on incubation of human breast epithelial cells with Hoechst 33342. ( b ) Addition of 10 μM Ko143 resulted 
in a tenfold reduction in the side population. SP and non-SP cells were gated as described in Fig.  1        
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toxic to mouse mammary SP cells than to bone marrow cells or 
human mammary SP cells.   

   7.    This is a very sensitive assay and the target population is very 
small (often less than 1 %). Therefore, it is important to be as 
consistent as possible in each step. We recommend setting a 
timer and agitating the samples every 15 min to ensure homog-
enous staining and increase reproducibility.   

   8.    Since dead cells appear in the SP region, the use of a dead cell 
exclusion assay, i.e., TO-PRO-3 iodide or LIVE/DEAD 
Fixable Dead Cell Stain, is critical to exclude the dead cells 
from the SP analysis.   

   9.    In order to characterize the SP cell population further, it may 
be interesting to label cells with surface antigens to examine 
potential overlap among different stem cell phenotypes. At this 
point, cells could be labeled for the cell surface antigens 
CD49f, ESA (or any other) and BCRP.   

   10.    The FACSVantage SE fl ow cytometer is equipped with an 
argon laser (488 nm excitation), a HeNe laser (633 nm excita-
tion) and a multi-line UV laser (334–364 nm excitation). 
TO-PRO- 3 is excited by the HeNe laser. Cells incubated with 
Hoechst 33342 were visualized using the UV laser. Hoechst 
33342 fl uorescence was measured at both 424/44 nm 
(Hoechst blue) and above 670 nm (Hoechst red). A 610 nm 
short pass dichroic mirror was used to separate the emission 
wavelengths. Both Hoechst red and Hoechst blue fl uorescence 
are shown on a linear scale.   

   11.    Because Hoechst dye binds cellular DNA, aneuploidy, and cell 
cycle status can affect Hoechst/SP profi le. Therefore, there 
may be a distinct SP tail for aneuploid cancer cells vs. the 
normal diploid cells. In this case, it will be important to adjust 
the SP gate according to the ploidy of the cells.   

   12.    As it is the case after any type of staining, sorting at the lowest 
pressure and maintaining the cells at 4 °C will increase the 
viability of the sorted cells.         
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    Chapter 5   

 Single-Cell Genome and Transcriptome Processing 
Prior to High-Throughput Sequencing 

           Ana     M.     Aransay     ,     Laura     Barcena    ,     Aintzane     Gonzalez-Lahera    , 
and     Nuria     Macias-Camara   

    Abstract 

   Single-cell genome and transcriptome characterizations will probe to be decisive within the stem cells 
research, especially to describe appropriately the genetic impact of the diverse stem cells populations that 
are present in each organism. In the present chapter, we describe in detail how to prepare sequencing 
libraries out of single cells, for whole genome DNA and mRNA sequencing.  

  Key words     Single-cell genome  ,   Single-cell transcriptome  ,   Sequencing library  ,   High-throughput 
sequencing (HTS)  

1      Introduction 

 Stem cells characterization at whole genome level has been one of 
the hottest scientifi c issues during the last few years, especially if 
single-cell studies were considered. In parallel, high-throughput 
sequencing (HTS) technologies [ 1 ,  2 ] have progressed very rapidly 
since the fi rst HTS sequencer was in the market in 2004, as well as 
all the protocols related to DNA and RNA sample processing 
previous to be massively read, which is making feasible this evolu-
tion. Recently, the possibility of sequencing the genome and tran-
scriptome of single-cells is transforming the fi eld of stem cells 
genomics. This is a so much trendy topic, that Nature Methods 
Journal [ 3 ] has nominated the sequencing of DNA and RNA of 
single cells the “Method of the Year 2013.” 

 These procedures allow studies of cell diversity in an organ or 
tissue depending on its location, details of cell development and 
differentiation, tumor evolution as well as many other important 
biological processes that determine the healthy status of a living 
organism. However, due to the polymerase amplifi cation step that 
is considered in these protocols, we should be aware that, at the 
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moment, the information we can get out of them is between 40 to 
70 % accurate, since some genome regions are diffi cult or impos-
sible to replicate with these protocols. Consequently, several 
adjustments should be made to rich 97–100 % precision for whole 
genome information, and thus, several laboratories [ 4 ] are work-
ing hard to develop other strategies to achieve an unbiased ampli-
fi cation of the genome or transcriptome obtained from a single 
cell. This issue will be totally overcome when third and fourth gen-
eration HTS technologies show their potential on processing tiny 
amounts of nucleic acids. 

 This chapter brings up clue steps within the preparation of 
single-cell total DNA and mRNA before sequencing, focused spe-
cially in Illumina Inc.’s library procedures, since it is the most 
world-wide used HTS technology (  http://omicsmaps.com/stats    ), 
but applicable to many other sequencing strategies.  

2    Materials 

 Before starting any procedure, it is important to arrange the pur-
chasing of all the kits accordingly to the needs, and take into 
account that all solutions should be prepared using ultrapure, PCR 
grade water (e.g., SIGMA 1000 cc, Cat. No. W-4502). 
 During all procedures, the user will require:

    1.    Filter tips.   
   2.    Ice bucket.   
   3.    10 % bleach solution.   
   4.    PCR grade Water (e.g., SIGMA 1000 cc, Cat. No. W-4502).   
   5.    Sets of p1000, p200, p10, and p2 Pipettes. It is recommended 

to have a dedicated set of pipettes only for DNA library prepa-
rations and another set to manipulate RNA.   

   6.    Vortexer.   
   7.    Microcentrifuge.     

   The materials and equipment for single-cell whole-genome DNA 
library preparation are:

    1.    REPLI-g Single Cell Kit (QIAGEN, Cat. No. 150343 for 24 
reactions) with the following contents:
   REPLI-g sc DNA Polymerase (blue lid).  
  REPLI-g sc Reaction Buffer (yellow lid).  
  Buffer DLB (clear lid).  
  Stop Solution (red lid).  

2.1  Single-Cell 
Whole-Genome DNA 
Library Preparation
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  PBS sc 1× (clear lid) ( see   Note 3 ).  
  DTT, 1M (lilac lid).  
  H 2 O sc.      

   2.    Qubit ®  dsDNA Broad Range (BR) Assay kit (Life Technologies) 
applicable to concentrations from 2 to 1,000 ng, (Cat. No. 
Q32850 for 100 samples or Q32853 for 500 samples, based 
on an assay volume of 200 μl).   

   3.    Qubit ®  dsDNA High sensitivity (HS) Assay kit (Life 
Technologies) applicable to concentrations from 0.2 to 100 ng 
(Cat. No. Q32851 for 100 samples or Q32854 for 500 sam-
ples, based on an assay volume of 200 μl).   

   4.    Nextera DNA sample preparation kit (Illumina Inc.) are avail-
able for 96 samples (Cat. No. FC-121-1031) and for 24 sam-
ples (FC-121-1030) and the associated reagents are:
   TDE1: Tagment DNA Enzyme.  
  TD: Tagment DNA Buffer.  
  RSB: Resuspension Buffer.  
  NPM: Nextera PCR Master Mix.  
  PPC: PCR Primer Cocktail.      

   5.    Nextera DNA sample preparation Index Kit (Illumina Inc.) 
can be purchase with 96 indexes for 384 samples (Cat. No. 
FC-121-1012) or with 24 indexes for 96 samples (Cat. No. 
FC-121-1011).   

   6.    KAPA library quantifi cation kit (KAPA Biosystems, Cat. No. 
kk4824) whose contents are:
   KAPA SYBR FAST qPCR Master Mix (2×).  
  KAPA SYBR FAST ROX Low (50×).  
  KAPA SYBR FAST ROX High (50×).  
  Library quantifi cation DNA Standards 1–6.  
  Library quantifi cation Primer Premix (10×).      

   7.    ZR96 DNA Clean&Concentrator TM -5 (2 × 96 preps) from 
Zymo Research (Cat. No. D4023) includes:
   DNA Binding Buffer.  
  DNA Wash Buffer (Ethanol must be added to this reagent 
prior to use as indicated on its label).  
  DNA Elution Buffer.  
  Zymo-Spin™ Columns.  
  Collection Tubes.      

   8.    Thin-wall, clear 0.5 ml PCR tubes, Axygen PCR-05-C tubes 
(VWR, Cat. No. 10011-830).   
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   9.    0.2 ml PCR DNase and RNase-free tubes (Deltalab, Cat. No. 
4094.1N).   

   10.    8-well PCR tubes (Durviz, Cat. No. RA0624).   
   11.    8-well PCR caps (Durviz, Cat. No. RA0452).   
   12.    96-well TCY plate (Bio-Rad, Cat. No. HSP-9601).   
   13.    Plate, deep well 0.8 ml (MIDI) (Thermo Scientifi c, Cat. No. 

AB-0765).   
   14.    0.2 ml skirted 96-well PCR plate (Thermo Scientifi c, Cat. No. 

AB-0800).   
   15.    Adhesive sealing sheets (Thermo Scientifi c, Cat. No. AB-0558).   
   16.    Adhesive plate sheets (Thermo Scientifi c, Cat. No. AB-0580).   
   17.    Sterile Troughs (Beckman-Coulter, Cat. No. 372788).   
   18.    Pure molecular biology grade DNase and RNase-free Agarose 

powder.   
   19.    Tris–acetate–EDTA (TAE) Solution 50× DNase, RNase and 

Protease free (the content of TAE buffer 1× is 40 mM Tris–
acetate + 1 mM EDTA).   

   20.    6× Gel Loading Dye.   
   21.    Lambda/ Hind III, concentration 0.5 mg/ml (Biotools, Cat. 

No. 31.011).   
   22.    1 Kb DNA ladder, concentration 0.5 mg/ml (Biotools, Cat. 

No. 31.005).   
   23.    Ethidium bromide (10 mg/ml).   
   24.    High Sensitivity DNA Kit (Agilent Technologies, Cat. No. 

5067-4626).   
   25.    AMPure XP Beads (Beckman Coulter: 5 ml, Cat. No. A63880 

or 60 ml, Cat. No. A63881).   
   26.    Fresh 80 % ethanol: prepare by mixing eight parts of absolute 

ethanol (for molecular biology, general supplier) and two parts 
of ultrapure, PCR grade water. Ethanol gets hydrated with the 
water molecules from the atmosphere, so it is really important 
to prepare the 80 % dilution as fresh as possible.   

   27.    Tris–HCl pH 8.5.   
   28.    Tween-20.   
   29.    Thermal cycler, water bath, or heating block.   
   30.    Centrifuge with 0.2 ml PCR tubes adaptors.   
   31.    Qubit ®  2.0 Fluorometer (Life Technologies, Cat. No. Q32866).   
   32.    NanoDrop 2000 UV–Vis Spectrophotometer.   
   33.    Horizontal agarose gel electrophoresis equipment.   
   34.    UV Transilluminator.   
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   35.    Microplate Centrifuge.   
   36.    96-well thermal cycler (with heated lid).   
   37.    Bioanalyzer 2100 Electrophoresis System (Agilent Technologies), 

which includes: Chip priming station (Cat. No. 5065- 4401), IKA 
vortex mixer—Model MS3 (Cat. No. 5065-9966), and 16-pin 
bayonet electrode cartridge (Cat. No. 5065-4413).   

   38.    High-speed microplate shaker.   
   39.    Magnetic Stand-96 (Ambion, Cat. No. AM10027).      

      1.    The SMARTer Ultra™ Low RNA Kit for Illumina Sequencing 
(Clontech, Cat. No. 634936), which consists of: 
 “Advantage 2 PCR Kit” which contains:
   Advantage 2 Polymerase Mix.  
  Advantage 2 PCR Buffer.  
  Advantage 2 SA PCR Buffer.    
 And “SMARTer Ultra Low RNA Kit” for Illumina Sequencing 
with:

  BOX 1: 

  SMARTer II Oligonucleotide.  
  Control Total RNA.   

  BOX 2: 

  3′ SMART CDS Primer II A  
  IS PCR Primer.  
  5× First-Strand Buffer (RNase-Free).  
  dNTP Mix.  
  DTT.  
  SMARTScribe™ Reverse Transcriptase.  
  Nuclease-Free water.  
  RNase Inhibitor.  
  Dilution Buffer.  
  Purifi cation Buffer.      

   2.    Nextera XT DNA sample preparation kit (Illumina Inc.) is 
available for 96 samples (Cat. No. FC-131-1096) or for 24 
samples (FC-131-1024). This kit contains:

  BOX 1 

  ATM: Amplicon Tagment Mix, 96 RXN.  
  TD: Tagment DNA Buffer.  
  NPM: Nextera PCR Master Mix.  

2.2  Single-Cell 
Whole-Genome mRNA 
Library Preparation
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  RSB: Resuspension Buffer.  
  LNA1: Library Normalization Additives 1.  
  LNW1: Library Normalization Wash 2.  
  HT1: Hybridization Buffer.   

  BOX 2: 

  NT: Neutralize Tagment Buffer.  
  LNB1: Library Normalization Beads 1.  
  LNS1: Library Normalization Storage Buffer 1.      

   3.    Nextera XT DNA sample preparation Index Kit (Illumina Inc.) 
which can be purchase with 96 indexes for 384 samples (Cat. 
No. FC-131-1002) or with 24 indexes for 96 samples (Cat. 
No. FC-131-1001).   

   4.    Illumina’s library quantifi cation is carried out with KAPA 
library quantifi cation kit (KAPA Biosystems, Cat. No. KK4824) 
whose contents are:
   KAPA SYBR FAST qPCR Master Mix (2×).  
  KAPA SYBR FAST ROX Low (50×).  
  KAPA SYBR FAST ROX High (50×).  
  Library quantifi cation DNA Standards 1–6.  
  Library quantifi cation Primer Premix (10×).      

   5.    DNA-OFF Solution (Takara Cat. No. 9036).   
   6.    Thin-wall, clear 0.5 ml PCR tubes, Axygen PCR-05-C tubes 

(VWR, Cat. No. 10011-830).   
   7.    0.2 ml PCR DNase and RNase-free tubes (Deltalab, Cat. No. 

4094.1N).   
   8.    DNA LoBind Tube 1.5 ml (Eppendorf, Cat. No. 022431021).   
   9.    8-well PCR tubes (Durviz, Cat. No. RA0624).   
   10.    8-well PCR caps (Durviz, Cat. No. RA0452).   
   11.    96-well Axygen V-bottom Plate 500 μl (VWR, Cat. No. 

47743-996).   
   12.    MicroAmp Clean Adhesive Seal (Thermo Scientifi c, Cat. No. 

4306311).   
   13.    AMPure XP Beads (Beckman Coulter: 5 ml, Cat. No. A63880; 

60 ml, Cat. No. A63881).   
   14.    Absolute ethanol (for molecular biology).   
   15.    High Sensitivity DNA Kit (Agilent, Cat. No. 5067-4626).   
   16.    RNaseZAP ®  recommended for electrode decontamination 

(Ambion Inc., Cat. No. 9780).   
   17.    Eight channel pipette: p20 and p200, one each.   
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   18.    Microplate centrifuge.   
   19.    QuickSpin minicentrifuge for 1.5-ml tubes.   
   20.    QuickSpin minicentrifuge for 0.2-ml tubes.   
   21.    MagnaBot II Magnetic Separation Device (Promega, Cat. No. 

V8351).   
   22.    Magnetic Stand-96 (Ambion, Cat. No. AM10027).   
   23.    Bioanalyzer 2100 Electrophoresis System (Agilent 

Technologies), which includes: Chip priming station (Cat. No. 
5065- 4401), IKA vortex mixer—Model MS3 (Cat. No. 5065-
9966), and 16-pin bayonet electrode cartridge (Cat. No. 
5065-4413).   

   24.    96-well thermal cycler with heated lid.   
   25.    High-speed microplate shaker.       

3    Methods 

 The aim of this chapter is not to focus on detailed protocols for 
single-cell isolation, since this decision will depend very much on 
the characteristics of the starting material that is being studied, as 
well as the equipment available in the laboratory. However, we 
propose some references to the existing alternatives at the moment 
of writing:

 ●    If complex and heterogeneous tissues are considered, whether 
fresh or frozen, researchers choose laser microdissection tech-
niques [ 5 – 7 ].  

 ●   When target cells are not adherence-dependent, they can be 
suspended in specifi c liquid media, and then, the most afford-
able strategy to get single-cell aliquots is to proceed with serial 
dilutions in microtiter well plates.  

 ●   The previous aim can be also achieved by fl uorescence activated 
cell sorting (FACS) cytometry [ 8 ] if the proper equipment and 
expertise are available.  

 ●   The company Fluidigm Corporation has developed a more 
specialized platform to isolate single cells and perform further 
steps to prepare total DNA or cDNA for HTS in a single-step, 
reducing signifi cantly the variability caused by multi-platform 
and manipulation technical errors. This is the so-called “ C   1   ™ 
Single-Cell Auto Prep System ”, which is based on an innovative 
microfl uidic technology. Additional details and protocols for 
this system can be found at   http://www.fl uidigm.com/c1-single- 
cell-auto-prep-system.html    .    
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 Once the researcher has got single cells isolated, the following 
procedures for whole genome or transcriptome sequencing can be 
considered (Fig.  1 ).  

        1.     See   Notes 1  and  2  before starting any of the described 
procedures.   

   2.    If collecting cells by micromanipulations or dilution, transfer a 
single cell in minimal 1× PBS volume to a PCR tube and com-
plete to 4 μl with PBS sc buffer supplied within the kit. If col-
lecting cells by FACS, collect single cell directly into 4 μl of 
PBS sc buffer ( see   Notes  3 and  4 ).   

   3.    Both DNA extraction from single-cell and whole-genome 
amplifi cation are carried out in two sequential steps but in a 
single tube using  REPLI-g Single Cell Kit  (Qiagen, Cat. 
No.150343 for 24 samples or Cat. No. 150345 for 96 sam-
ples). This kit uses Phi-29 polymerase as well as buffers and 
reagents, for whole genome amplifi cation, using Multiple 
Displacement Amplifi cation, and allowing uniform amplifi ca-
tion of whole genome.   

   4.    Thaw REPLI-g sc Polymerase on ice and all other reagents 
(H 2 O sc, REPLI-g sc Reaction Buffer, Buffer DLB, Stop 
Solution, PBS sc, and DTT) at room temperature (15–25 °C).   

   5.    Add 500 μl H 2 O sc to Buffer DLB (both provided with 
 REPLI-g Single Cell Kit ) mix thoroughly until totally dissolve 
and centrifuge briefl y. It is important to take into account that 
once Buffer DLB is reconstituted, it can be stored only for 6 
months at −20 °C, since it is pH-labile.   

   6.    Vortex all buffers and reagents to ensure thorough mixing and 
spin them down.   

3.1  Single-Cell 
Whole-Genome DNA 
Preparation for High- 
Throughput 
Sequencing

  Fig. 1    Graphic display of the steps required from cell isolation to high-throughput sequencing (HTS) of single-
cell DNA (Subheadings  3.1 – 3.6 ) or RNA (Subheadings  3.7 – 3.10 )       
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   7.    Set a thermal cycler temperature to 65 °C and its heat lid 
temperature to 70 °C. A water bath or a heating block can also 
be used.   

   8.    Prepare suffi cient Buffer D2 for the total number of whole 
genome amplifi cation reactions that will be carried out (3 μl 
Buffer D2/reaction). If performing fewer reactions than 
expected, store residual Buffer D2 at −20 °C, not longer than 
3 months. For 12 reactions is required to mix:   

  3 μl of DTT 1M (provided with the kit) 

 33 μl of reconstituted Buffer DLB 

 36 μl Total volume of Buffer D2 

       9.    Add 3 μl Buffer D2 (denaturation buffer) into the tube con-
taining the 4 μl cell material. Mix carefully by fl icking the tube 
and centrifuge briefl y. Ensure that the cell material does not 
stick to the tube wall above the buffer line.   

   10.    Incubate the samples in the thermal cycler previously set up at 
65 °C, for 10 min.   

   11.    After incubation, add 3 μl of Stop Solution and mix carefully 
by fl icking the tube. Store on ice.   

   12.    For each 10 μl of DNA denatured reaction (from previous 
step) prepare the following master mix (to prepare a master 
mix for multiple reactions, scale up according to the total number 
of reactions plus 10 %), combining in order, on ice:   

  9 μl  H 2 O sc 

 29 μl  REPLI-g sc reaction buffer 

  2 μl  REPLI-g sc DNA polymerase (previously thawed on ice) 

 40 μl  Total reaction volume 

       13.    Mix carefully by fl icking the tube and centrifuge briefl y. It is 
important to notice that once master mix is prepared, it should 
be kept on ice and used immediately upon addition of REPLI-g 
sc DNA Polymerase. If REPLI-g Reaction Buffer forms a pre-
cipitate, vortex for 10 s and spin down.   

   14.    Program thermal cycler, water bath, or heating block and incu-
bate samples:
   8 h at 30 °C  
  3 min at 65 °C (to inactivate REPLI-g sc DNA Polymerase).    

 If the same water bath or heating block is going to be used 
for both incubations, set its temperature to 65 °C after 30 °C 
incubation, and wait to start counting the 3 min until the 
proper temperature is reached.   
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   15.    Pulse-centrifuge and proceed to measure the concentration of 
the amplifi ed DNA with Qubit 2.0 fl uorometer ( steps 17 – 23 ) 
and DNA integrity by agarose gel ( steps 24 – 32 ) ( see   Note 5 ).   

   16.    Store amplifi ed DNA at 4 °C for short-term, or at −20 °C for 
long-term storage.   

   17.    Quantifi cation of total double-stranded DNA at this point 
should be done by fl uorometric methods ( see   Note 6 ).   

   18.    Set up 2 Assay Tubes (Axygen, Cat. No. PCR-05-C) for the 
standards and one tube for each user sample.   

   19.    Prepare the Qubit Working Solution by diluting the Qubit 
reagent 1:200 in Qubit buffer. Prepare a master mix contain-
ing 200 μl of Working Solution for the two standards and all 
the samples that are being measured in parallel.   

   20.       Prepare the Assay Tubes according to the table below: 
 Standard Assay Tubes:

 190 μl  Working solution 

 10 μl  Standard (from kit) 

 200 μl  Total reaction volume 

   User Sample Assay Tubes:   

 180–199 μl  Working solution 

 1–20 μl  User sample 

 200 μl  Total reaction volume 

       21.    Vortex all tubes for 2–3 s and spin down.   
   22.    Incubate the tubes for 2 min at room temperature.   
   23.    Insert the tubes in the Qubit ®  2.0 Fluorometer and take 

readings.   
   24.    Total amplifi ed DNA integrity is evaluated by agarose gel elec-

trophoresis. The DNA degradation level and RNA contamina-
tion determine the qualifi cation of the DNA.   

   25.    Prepare 1× TAE (Tris–acetate–EDTA) buffer by diluting the 
TAE 50× Solution.   

   26.    Prepare 1 % agarose gel with ethidium bromide (fi nal concen-
tration 0.5 μg/ml), for higher resolution, following internal 
safety rules.   

   27.    When the agarose gel is set, put it in the gel electrophoresis 
unit and fi ll the tank with 1× TAE Buffer to the maximum 
fi ll mark.   

   28.    Load 6 μl of the 1 Kb DNA ladder mix (1 μl stock ladder + 1 μl 
6× loading buffer + 4 μl double-distilled water) onto one lane 
of the gel.   
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   29.    Load 6 μl of the Lambda/ Hind III ladder mix (1 μl stock 
ladder + 1 μl 6× loading buffer + 4 μl double-distilled water) 
onto one lane of the gel.   

   30.    Load the samples (10 μl sample with 50 ng of DNA + 2 μl 6× 
gel loading buffer) onto the other lanes of the gel. Depending 
on each sample concentration, this aliquot will be prepared by 
dilution of the total amplifi ed DNA samples to load only 
50 ng.   

   31.    Run gel at 100–120 V (depending on the distance between 
tank electrodes) for 1 h approximately.   

   32.    View the gel on a UV transilluminator and interpret the quality 
of each assayed DNA (Fig.  2 ).       

   For Total genomic DNA library preparation from human or other 
complex genomes, Illumina Inc. has developed a new family of kits 
named Nextera. In case of single-cell DNA sequencing, Nextera 
DNA sample preparation kit (Cat. No. FC-121-1031 for 96 samples 
and Cat. No. FC-121-1030 for 24 samples) is recommended, and 
for small genomes such as bacteria and viruses, there is a special kit 
called Nextera XT Sample Prep Kit (Illumina Inc., Cat. No. 
FC-131-1096 for 96 samples and Cat. No. FC-131-1024 for 24 
samples). Thus, these are the procedures that we recommend for 
single-cell genome sequencing.

    1.    Prepare a diagram with the order of the samples in a 96-well 
plate ( see   Note 7 ).   

   2.    Normalize all amplifi ed DNAs to 2.5 ng/μl.   
   3.    Remove the TD, TDE1, and genomic DNA from −15 to 

−25 °C storage and thaw them on ice.   
   4.    Mix all reagents gently by inverting the tubes 3–5 times and 

give a brief spin.   

3.2  Total DNA Library 
Preparation

1 2-29 30

  Fig. 2    1× TAE, 1 % agarose Gel picture including several examples of total DNA quality.  Lane 1 : 1 Kb DNA 
ladder.  Lane 30 : Lambda/ Hind III ladder.  Lanes 2–29 : 50 ng DNA of each sample. On the gel,  lanes 2–10  show 
good DNA profi les; however, the rest of the samples have no clear bands, but obvious smears due to DNA 
degradation; therefore, samples 11–29 are degraded       
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   5.    Random fragmentation of total DNA ( see   Note 8 ). All steps 
for this procedure are carried out at room temperature.   

   6.    Label a new 96-well TCY plate (Bio-Rad, Cat. No. HSP- 9601) 
“NET1” (Nextera Enrichment Tagmentation plate 1) with a 
smudge resistant pen.   

   7.    Add 20 μl of Genomic DNA at 2.5 ng/μl (50 ng total) to each 
sample well of the “NET1” plate following the project diagram.   

   8.    Calculate the total amount of TD Buffer needed for all the 
wells and divide it in an 8-well PCR strip tube, for using a mul-
tichannel pipette to dispense it into the “NET1” plate.   

   9.    Add 25 μl of TD Buffer to every well containing Genomic 
DNA. Change tips between wells.   

   10.    Add 5 μl of TDE1 to every well containing Genomic DNA 
with TD Buffer. Change tips between wells.   

   11.    Using a multichannel pipette, mix by pipetting ten times. 
Change tips between samples.   

   12.    Cover the plate with an adhesive sealing sheet (Thermo 
Scientifi c, Cat. No. AB-0558).   

   13.    Centrifuge at 280 ×  g  at 20 °C for 1 min.   
   14.    Place the “NET1” plate in a thermal cycler and run the following 

program: 
 55 ºC for 5 minutes.
   Hold at 10ºC.  
  Make sure that the thermal cycler’s lid temperature is set to 
70 ºC during the incubation.      

   15.    Before starting the tagmented DNA purifi cation ( see   Note 9 ), 
remove RSB from −15 °C/−25 °C and thaw it at room tem-
perature and add absolute ethanol to the DNA Wash Buffer 
following manufacturer’s instructions.   

   16.    While the tagmentation incubation is in progress, label a new 
MIDI plate (Thermo Scientifi c, Cat. No. AB-0765) as “NSP2” 
(Nextera Sample Plate 2) and add 180 μL of DNA Binding 
Buffer from ZR-96 DNA Clean & Concentrator™-5 kit (Zymo 
Research, Cat. No. D4023) to each well of the “NSP2” in 
which the samples of the “NET1” plate will be added. A mul-
tichannel pipette can be used if pouring DNA Binding Buffer 
into a trough.   

   17.    Transfer 50 μl of each well of the “NET1” (tagmented DNA) 
plate to the corresponding well of the “NSP2” plate. Mix gen-
tly by pipetting. Change tips between samples.   

   18.    Place the Zymo-Spin™ I-96 Plate on the Collection Plate 
(both included in ZR-96 DNA Clean & Concentrator™-5, 
Zymo Research, Cat. No. D4023).   
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   19.    Using a multichannel pipette, transfer the sample mixture from 
the “NSP2” plate to the corresponding well of the Zymo-
Spin™ I-96 Plate.   

   20.    Centrifuge at 1,300 ×  g  at 20 °C for 2 min. Discard fl ow 
through. Here Illumina recommends the use of open top 
plate-holders for the centrifugation.   

   21.    For washing the Zymo-Spin™ I-96 Plate, add 300 μl of pre-
pared DNA Wash Buffer to each well containing sample. A 
multichannel can be use if pouring the buffer in a trough. 
Change tips between columns to avoid cross-contamination.   

   22.    Centrifuge at 1,300 ×  g  at 20 °C for 2 min. Discard the fl ow 
through.   

   23.    Repeat washing  steps 21  and  22 , for a total of two washes.   
   24.    Centrifuge for an additional 2 min at 1,300 ×  g  at 20 °C to 

ensure no residual buffer is present.   
   25.    Place the Zymo-Spin™ I-96 Plate on a new TCY plate (Bio- Rad, 

Cat. No. HSP-9601), labeled “NSP3” (Nextera Sample Plate 3).   
   26.    Add 25 μl of RSB directly to the column matrix in each well.   
   27.    Incubate the plate for 2 min at room temperature.   
   28.    Centrifuge the plate at 1,300 ×  g  at 20 °C for 2 min.   
   29.    Check the products of the tagmentation reaction by loading 

1 μl of undiluted purifi ed tagmented DNA on a High Sensitivity 
DNA Kit (Agilent Technologies, Cat. No. 5067-4626) and 
resolved in a 2100 Bioanlyzer as described in Subheading  3.9 . 
This should produce a broad distribution of DNA fragments 
with a size range between 150 and 1,000 bp as shown in Fig.  3 .       

  Library enrichment was adapted from Nextera DNA sample prepa-
ration guide, Part # 15027987 Rev. B. In this step the purifi ed 
tagmented DNA is amplifi ed. The PCR step also adds index 1 (i7) 
and index 2 (i5), as well as common adapters (P5 and P7) required 
for cluster generation and sequencing. Before starting library 
enrichment and to ensure high quality libraries, it is critical to use 

3.3  Library 
Enrichment

  Fig. 3    Tagmented total DNA profi le resolved in a 2100 Bioanalyzer (Agilent 
Technologies)       
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full amount of recommended input DNA, as well as avoid adding 
extra PCR cycles. If less than a full set of libraries is pooled for 
sequencing, ensure that the correct index 1 (i7) and index 2 (i5) 
primers have been selected. For the proper selection of indexes 
depending on the multiplexing strategy,  see   Note 10 .

    1.    Remove NPM, PPC, and the index primers from −15 °C/−25 °C 
storage. Thaw them on a bench to room temperature. Allow 
approximately 20 min to reach room temperature.   

   2.    Gently invert the tubes 3–5 times to mix and give a brief spin.   
   3.    Organize indexes according to the number of samples that are 

studied. If running 24 libraries  see   Note 11  and for 96 libraries 
 see   Note 12 .   

   4.    Label a new 0.2 ml 96-well plate (Thermo Scientifi c, Cat. No. 
AB-0800) as “NAP1” (Nextera Amplifi cation Plate 1).   

   5.    Using a multichannel pipette, add 5 μl of index 2 primers 
(white caps) to each column of the “NAP1” plate. Change tips 
between columns.   

   6.    Add 5 μl of index 1 primers (orange caps) to each row of the 
“NAP1” plate. Change tips between rows.   

   7.    Change the original caps in the primers vials for new white or 
orange caps provided with the Illumina kit.   

   8.    Remove all the index primer tubes from the working area and 
store them at −20 °C.   

   9.    Add 15 μl of NPM to each well of the “NAP1” plate contain-
ing index primers. Change tips between samples.   

   10.    Add 5 μl PPC to each well containing index primers and 
NPM. Change tips between samples.   

   11.    Using a multichannel pipette, transfer 20 μl of purifi ed tag-
mented DNA from “NSP3” plate to the corresponding well in 
the “NAP1” plate. Gently mix by pipetting. Change tips 
between samples.   

   12.    Cover the “NAP1” plate with a seal.   
   13.    Centrifuge at 280 ×  g  at 20 °C for 1 min.   
   14.    Perform a PCR using the following program (making sure 

that the thermocycler lid is heated to 100 °C during the 
incubation):
   72 °C for 3 min.  
  98 °C for 30 s.  
  5 (or the appropriate number) cycles of:

   98 °C for 10 s.  
  63 °C for 30 s.  
  72 °C for 3 min.     

  hold at 10 °C.      
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   15.    Transfer the “NAP1” plate to the post-PCR area. SAFE 
STOPPING POINT!! If you are not planning to proceed 
immediately with the Enriched library cleanup step, the plate 
can be stored at 10 °C overnight or between 2 and 8 °C up to 
2 days.    

     Enriched library cleanup was adapted from Nextera DNA sample 
preparation guide (Illumina Inc., Part# 15027987 Rev. B). This 
process aims to obtain DNA fragment size selection, in which very 
short fragments of the library population are removed. For appro-
priate use of AMPure XP Beads (Beckman Coulter: 5 ml, Cat. No. 
A63880; 60 ml, Part No. A63881)  see   Note 13 .

    1.    Before starting Enriched library cleanup remove the AMPure 
XP Beads (Beckman Coulter: 5 ml, Cat. No. A63880 or 60 ml, 
Cat. No. A63881) from the 2–8 °C storage and allow them to 
reach room temperature for at least 30 min.   

   2.    Prepare fresh 80 % ethanol.   
   3.    Label a new deep well 0.8 ml MIDI (Thermo Scientifi c, Cat. 

No. AB-0765) plate “NAP2” (Nextera Amplifi cation Plate2).   
   4.    Centrifuge the “NAP1” plate at 280 ×  g  at 20 °C for 1 min.   
   5.    Transfer the PCR product from the “NAP1” plate to the cor-

responding well of the “NAP2” plate (50 μl). Change tips 
between samples.   

   6.    Vortex the room-temperature AMPure XP beads to ensure a 
proper distribution of the beads in the solution. Transfer an 
appropriate volume of beads to a trough in order to use a mul-
tichannel pipette.   

   7.    Add 30 μl of AMPure XP beads to each well containing sample 
of the “NAP2” plate. For 2 × 250 runs on the MiSeq, add 25 μl 
of AMPure XP beads to each well containing sample of the 
“NAP2” plate.   

   8.    Mix gently by pipetting. Change tips between samples.   
   9.    Incubate at room temperature on the bench for 5 min.   
   10.    Place the “NAP2” plate on a magnetic stand (Ambion, Cat. 

No. AM10027) for 2 min, or until the supernatant has cleared.   
   11.    With the “NAP2” plate on the magnetic stand, remove and 

discard the supernatant. Change tips between samples. If any 
beads are aspirated in the tips, dispense them back and wait for 
2 more minutes on the magnetic stand, or until the superna-
tant has cleared.   

   12.    With the “NAP2” plate on the magnetic stand, wash the beads 
adding 200 μl of 80 % ethanol to each sample well. Do not 
resuspend the beads.   

   13.    Incubate the “NAP2” plate for 30 s on the magnetic stand, or 
until the liquid has cleared.   

3.4  Enriched Library 
Cleanup
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   14.    Carefully remove and discard the supernatant.   
   15.    Repeat  steps 12 – 14  for a total of two ethanol washes. Ensure 

there is no ethanol excess in the well after the second ethanol 
wash.   

   16.    Leave the “NAP2” plate on the magnetic stand air-drying for 
15 min.   

   17.    Remove the “NAP2” plate from the magnetic stand.   
   18.    With a multichannel pipette, add 32.5 μl of RSB to each sam-

ple well of the “NAP2” plate.   
   19.    Resuspend the AMPure XP beads joined to the targeted DNA 

by a gently pipetting.   
   20.    Incubate at room temperature for 2 min.   
   21.    Place the “NAP2” plate on the magnetic stand for 2 min or 

until the liquid appears clear.   
   22.    Label a new 96-well TCY plate (Bio-Rad, Cat. No. HSP- 9601) 

as “NLP” (Nextera Library Plate).   
   23.    Transfer 30 μl of the supernatant from the “NAP2” plate to 

the new “NLP” plate. Make sure you are not taking any 
AMPure XP beads. Change tips between samples.   

   24.    Seal the plate with an adhesive cover seal (Thermo Scientifi c, 
Cat. No. AB-0580). SAFE STOPPING POINT!! If you are 
not planning to proceed immediately with the libraries quality 
control and pooling, the plate can be stored at −15–25 °C.    

     Before pooling and sequencing the libraries, quantifi cation of each 
sample is needed.

    1.    The concentration of the libraries is measured by fl uorometry 
( see  Subheading  3.1 ,  steps 17 – 23 ) for details on measurement 
by Qubit System (Applied Biosystems).   

   2.    The fragment size range of each library is revised with Agilent 
High Sensitivity DNA chips (Cat. No. 5067-4626) in the 
Bioanalyzer 2100 Electrophoresis System (Agilent 
Technologies) ( see  Subheading  3.9  for details).   

   3.    In addition, qPCR quantifi cation is recommended with 
Illumina Library quantifi cation kit of KAPA Biosystems (Cat. 
No. KK4824).   

   4.    First, dilute libraries according to the previous measurements 
to a concentration within the rage of the KAPA Standards 
 picomolarity ( see   Note 14 ).   

   5.    Program the following steps in a Real-Time thermal cycler. 
These are the recommended conditions, but depending on the 
real-time thermal cycler used, some setup could be required 

3.5  Library Quality 
Control 
and Quantifi cation
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(make sure that the block lid is set to 100 °C during the whole 
incubation):
   95 °C for 3 min.  
  40 cycles of:

   95 °C for 30 s.  
  63 °C for 30 s.  
  72 °C for 30 s (Add Fluorescent reading point).     

  95 °C for 1 min.  
  55 °C for 1 min.  
  Melt Curve from 55 to 95 °C, increments of 0.5 °C every 10 s 
(Add plate reading point).  
  Hold at 10 °C.      

   6.       Prepare a Master Mix of the following reagents for as many 
samples as you will study plus 10 %, taking into account that 
the volumes required for one sample are:

 6 μl  ddH 2 O 

 10 μl  2× KAPA SYBR FAST qPCR Master Mix 

 2 μl  (10×) Illumina Primer Premix 

 2 μl  Diluted DNA Template or Illumina DNA Standards 

 20 μl  Total volume per reaction 

       7.    Use 2 μl of each sample dilution in triplicates to run the quan-
tifi cation qPCR.   

   8.    Estimate each fi nal library concentration according to their 
amplification threshold cycle (Ct) in relation to KAPA 
standards concentrations.      

   Pooling libraries was adapted from Nextera DNA sample prepara-
tion guide (Illumina Inc., Cat. No. 15027987 Rev. B). This method 
explains how to mix up libraries in organized pools to be sequenced:

    1.    Before pooling the libraries of each project, label a new deep 
well 0.8 ml MIDI plate (Thermo Scientifi c, Cat. No. AB-0765) 
with an “NDP” barcode.   

   2.    Only if multiplexing of libraries is taking into account, also 
label a new deep well 0.8 ml MIDI plate (Thermo Scientifi c, 
Cat. No. AB-0765) with an “NPP” barcode.   

   3.    If the “NLP” plate was stored at −15 to −25 °C, thaw it at room 
temperature and centrifuge it at 280 ×  g  at 20 °C for 1 min.   

   4.    Remove the adhesive seal from the “NLP” plate.   
   5.    Transfer 10 μl of sample library from the “NLP” plate to each 

corresponding well of the new “NDP” plate. Change tips 
between samples.   

3.6  Pooling Libraries

Single-Cell Genome and Transcriptome Processing…



100

   6.    Normalize each sample in the “NDP” plate to 2 nM using 
Tris–HCl 10 mM, pH 8.5 with 0.1 % Tween 20. Depending 
on the library quantifi cation, the volume in each well may vary 
from 10 to 100 μl.   

   7.    Seal the “NDP” plate.   
   8.    Vortex the plate on a shaker at 1,000 rpm for 2 minutes.   
   9.    Centrifuge the “NDP” plate at 280 ×  g  at 20 °C for 1 min.   
   10.    Remove the adhesive seal.   
   11.    Depending on the type of the libraries you want to generate, 

there are two options here: For non-multiplexed libraries, pro-
tocol stops here. Do one of the following: Proceed to cluster 
generation (following Illumina instructions,  see   Note 15 ) or 
seal the plate and store it at −15 to −25 °C. For multiplexed 
libraries, continue with the next step .    

   12.    To make “NPP”, transfer 5 μl from each sample of the “NDP” 
plate to the corresponding well of column 1 of the “NPP” 
plate following the experimental design established for each 
particular project ( see   Note 7 ).   

   13.    Change tips and transfer 5 μl from each sample in column 2 of 
the “NDP” plate to column 1 of the “NPP” plate.   

   14.    Repeat  step 13  as many times as the number of remaining 
sample columns in the “NDP” plate. Change tips between 
columns. The result will be a “NPP” plate with pooled libraries 
in column 1.   

   15.    Seal the “NPP” plate and shake it at 1,800 rpm for 2 min.   
   16.    Do one of the following: Proceed to cluster generation (follow-

ing Illumina instructions,  see   Note 15 ) or seal the plate and 
store it between −15 and −25 °C.      

    The Subheadings  3.7 – 3.10  describe the preprocessing of single- 
cell RNA prior to cDNA high-throughput sequencing. This proce-
dure was adapted from SMARTer Ultra™ Low RNA Kit for 
Illumina Sequencing User Manual” (Clontech, number 120213). 
For fi rst strand cDNA synthesis, and before starting the retro- 
transcription, there is no need for RNA extraction when starting 
from a single cell, but user should be sure that each cell is eluted in 
1 μl of PBS.

    1.     See   Notes 1  and  2  before starting any of the described 
procedures.   

   2.    Thaw Dilution Buffer and RNase Inhibitor at room temperature 
and place aside on ice.   

   3.    Thaw master mix reagents for  step 8  from  SMARTer Ultra 
Low RNA Kit for Illumina Sequencing  (Clontech, Cat. No. 
634936) and place aside on ice.   

3.7  mRNA 
Preparation 
from Single Cells
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   4.    Prepare the following mix to obtain a stock solution of Reaction 
Buffer (scale-up as needed   ):

 19 μl  Dilution Buffer 

 1 μl  RNase inhibitor 

 20 μl  Total fi nal volume per sample 

   5.    Dispense 2.5 μl of Reaction Buffer in each 0.2 ml RNase-free 
PCR tube of an 8-well strip, and add 1 μl of sample ( see   Note 16 ).   

   6.    Place the samples on ice and add 1 μl of 3′ SMART CDS 
Primer A (12 μM) to each 0.2 ml RNase-free PCR tube. Gently 
vortex the tube(s) and spin briefl y.   

   7.    Incubate reactions at 72 °C for 3 min in a thermal cycler with 
lid heated at 100 °C.   

   8.    Start preparing master mix for the next step at room tempera-
ture while previous incubation is running. The following steps 
are critical for fi rst-strand cDNA synthesis and should not be 
delayed after the end of  step 7 .   

   9.    In a DNA LoBind Tube 1.5 ml (Eppendorf Cat. No. 
022431021) mix the following reagents in the order shown, for 
all the reactions that will be set plus one, at room temperature:

 2 μl  5× First-strand buffer 

 0.25 μl  DTT (100 mM) 

 1 μl  dNTP mix (10 Mm) 

 1 μl  SMARTer IIA Oligonucleotide (12 μM) 

 0.25 μl  RNase inhibitor 

 1 μl  SMARTScribe reverse transcriptase (100 U/μl) 

 5.5 μl  Total volume per reaction 

       10.    Mix well by gently vortexing and pulse-centrifuge. It is impor-
tant to add SMARTScribe Reverse Transcriptase just prior to 
use.   

   11.    Add 5.5 μl of Master Mix ( step 9 ) to each reaction tube, mix 
by pipetting up and down and centrifuge briefl y.   

   12.    Place tubes in a thermal cycler and run the following program 
with heater lid set to 100 °C:
   42 °C for 90 min.  
  70 °C for 10 min.   

      13.    Centrifuge the tubes when incubation ends and continue with 
First-Strand cDNA purifi cation.   
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   14.    Before starting purifi cation of fi rst strand cDNA, allow AMPure 
XP Beads (Beckman Coulter, 5 ml: Cat. No. A63880 or 60 ml: 
Cat. No. A63881) to reach room temperature for at least 
30 min and vortex well ( see   Note 13 ). Ensure that there are no 
precipitates in the beads solution.   

   15.    Then place the tubes in a device that you should set up as the 
one shown in Fig.  4 .    

   16.    Add 25 μl AMPure XP Beads to each sample. Set pipette to 
35 μl and pipette up and down ten times to mix thoroughly. 
Incubate at room temperature for 8 min. It is important to 
pipette the beads slowly because they are viscous. Always check 
tips before discarding them.   

   17.    After incubation, briefl y spin down the tubes to collect any 
residual liquid on the tube wall. Place the tubes on the Promega 
MagnaBot II Magnetic Separation Device for 5 min or until 
liquid appears completely clear.   

   18.    Leaving the samples on the Magnetic Separation Device, 
pipette out with p10 pipette and discard the solution, making 
sure that the beads are not disturbed. Leave the beads in the 
tube and check pipette fi lter tips before discarding them to 
ensure that there are no beads with the supernatant.   

   19.    Spin tubes briefl y and place them back in the Magnabot II 
Magnetic Separation Device for 2 min or until liquid is com-
pletely clear.   

   20.    Using a p10 pipette, discard any residual liquid from the tubes 
again checking the tips very carefully.    

  Fig. 4    The top part of an inverted P20 or P200 tip holder is attached with tape to 
the Magnabot II Magnetic Separator Device (Promega, Cat. No. V8351). This pro-
cedure is extracted from “SMARTer Ultra Low RNA Kit for Illumina Sequencing 
User Manual” (Clontech)       
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      This Procedure was adapted from “SMARTer UltraTM Low RNA 
kit for Illumina Sequencing User Manual” number 120213.

    1.    Thaw Advantage 2 PCR Buffer, dNTP Mix (10 mM), IS PCR 
Primer (12 μM) and 50× Advantage 2 Polymerase Mix from 
 SMARTer Ultra Low RNA Kit for Illumina Sequencing  
(Clontech, Cat. No. 634936) and place them aside on ice.   

   2.       Prepare in a DNA LoBind Tube 1.5 ml a PCR Master Mix 
combining, in order, the following reagents volumes, for all 
reactions that are considered plus one:

 5 μl  10× Advantage 2 PCR buffer 

 2 μl  dNTP mix (10 mM) 

 2 μl  IS PCR primer (12 μM) 

 2 μl  50× Advantage 2 polymerase mix 

 39 μl  Nuclease-free water 

 50 μl  Total volume per reaction 

       3.    Vortex the tube containing the PCR Master Mix and centri-
fuge briefl y.   

   4.    Then add 50 μl of PCR Master Mix to each well containing 
DNA bound to the beads from  Purifi cation of fi rst strand 
cDNA  (Subheading  3.7 ,  step 20 ). Mix well by vortexing and 
spin briefl y.   

   5.    Place the tubes in the thermal cycler with heated lid at 100 °C, 
and run the following program with the recommended num-
ber of cycles for 10 pg of Input amount (1 cell, 18 cycles)

   95 °C for 1 min.  
  18 cycles of:

   95° for 15 s.  
  65 °C for 30 s.  
  68 °C for 6 min.  
  72 °C for 10 min.     

  Holds at 4 °C.   
      6.    When PCR ends, follow the purifi cation of ds- cDNA procedure 

in a POST-PCR area with AMPure XP Beads ( see   Note 13 ).   
   7.    Prepare fresh 80 % ethanol.   
   8.    Bring to room temperature AMPure XP Beads for at least 

30 min and mix well.   
   9.    Take a 96-well V-bottom plate (VWR Cat. No. 47743-996), 

cover it with MicroAmp Clean Adhesive Seal (AB Part No. 
4306311) and uncover only the wells that are going to be used.   

3.8  Double Stranded 
cDNA Amplifi cation 
and Purifi cation
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   10.    Add 90 μl of AMPure XP Beads to the wells that will contain 
the samples.   

   11.    Transfer the entire PCR product including the AMPure XP 
Beads (from  step 5 ) to the wells containing the 90 μl of 
AMPure XP Beads (from  step 10  above), and pipette up and 
down ten times to mix thoroughly.   

   12.    Incubate at room temperature for 8 min to let the DNA bind 
to the beads.   

   13.    Place the plate on the Ambion Magnetic Stand-96 (Ambion, 
Part No. AM10027) for 5 min or until the liquid appears com-
pletely clear.   

   14.    Pipette out the supernatant and check pipette fi lter tips before 
discarding them to ensure that there are no beads within the 
collected supernatant.   

   15.    Keep the 96-well plate on the Ambion Magnetic Stand-96 and 
add 200 μl of freshly prepared 80 % ethanol to each sample 
without disturbing the beads, and wait for 30 s. Then pipette 
out supernatant.   

   16.    Repeat  step 15  one more time.   
   17.    Seal the 96-well V-bottom plate with MicroAmp Clean 

Adhesive Seal and spin it down for 10 s.   
   18.    Place the 96-well plate on the magnetic, stand 30 s and pipette 

out the remaining ethanol.   
   19.    With the 96-well plate on the Ambion Magnetic Stand-96, let 

beads dry at room temperature for 3–5 min until beads appear 
dried ( see   Note 17 ).   

   20.    Once the beads are dried, add 12 μl of Purifi cation Buffer to 
cover the beads, and, afterwards, retire the 96-well plate from 
the magnetic and incubate it for 2 min to rehydrate beads.   

   21.    Mix the beads by pipetting up and down for ten times or until 
beads are completely resuspended.   

   22.    Put the 96-well plate back on the Ambion Magnetic Stand-96 
for 1 min or until solution is completely clear.   

   23.    Set pipette to 10 μl and transfer the supernatant that contain the 
purifi ed cDNA from each well to a nuclease-free nonsticky tube 
labeled with sample information. SAFE STOPPING POINT!! 
Protocol can be stopped here storing samples at −20 °C.      

    Total cDNA for HTS should be non-degraded and free of contami-
nants that could inhibit subsequent reactions. For quantifi cation of 
total cDNA using fl uorometry, please refer to Subheading  3.1 , 
 steps 17 – 23 . For qualifi cation of total cDNA integrity the 
Bioanalyzer 2100 Electrophoresis System (Agilent Technologies) 
is used. For this particular purpose, the High Sensitivity DNA Kit 

3.9  cDNA Quality 
Control

Ana M. Aransay et al.



105

(Agilent, Cat. No. 5067-4626) is required. This kit contains chips 
and reagents designed for analysis of DNA fragments. Make sure 
that Bioanalyzer electrodes are clean ( see   Note 18 ).

    1.    To set up the Chip Priming Station, slide a new syringe into 
the hole of the lock adapter and screw it tightly to the chip 
priming station.   

   2.    Adjust the base plate in position C ( see  Fig.  5 ).    
   3.    Adjust the syringe clip in the lowest position ( see  Fig.  6 ).    
   4.    Before preparing the gel–dye mix, allow the High Sensitivity 

DNA dye concentrate (blue-capped) and High Sensitivity 
DNA gel matrix (red-capped) to equilibrate to room tempera-
ture for 30 min ( see   Note 19 ).   

   5.    Vortex the blue-capped vial with High Sensitivity DNA dye 
concentrate for 10 s and spin down. Make sure that the DMSO 
is completely thawed.   

   6.    Pipette 15 μl of the blue-capped vial with High Sensitivity 
DNA dye concentrate into a red-capped High Sensitivity DNA 
gel matrix vial. Store the remaining dye concentrate at 4 °C in 
the dark again.   

   7.    Cap the tube and vortex for 10 s. Visually inspect proper mix-
ing of gel and dye.   

   8.    Transfer the complete gel–dye mix to the top receptacle of a 
spin fi lter (included in the kit).   

   9.    Place the spin fi lter in the included microcentrifuge tube and 
spin for 10 min at room temperature at 2,240 ×  g  ± 20 %.   

   10.    Discard the fi lter according to good laboratory practices. Label 
the tube containing dyed gel matrix including the date of prep-

  Fig. 5    Image of the base plate from the Chip Priming Station in position C of 
Bioanalyzer System (Agilent Technologies)       
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aration. Each aliquot of gel–dye mix is suffi cient for fi ve chips. 
Protect the gel–dye mix from light and store it at 4 °C in the 
dark when it is not in use for more than 1 h. Use the gel–dye 
within 6 weeks of preparation.   

   11.    Before loading the gel–dye mix into a chip, allow the gel–dye 
mix to equilibrate to room temperature for 30 min. Protect 
the gel–dye mix from light during this time.   

   12.    Take a new High Sensitivity DNA chip out of its sealed bag 
and place it on the chip priming station (confi rm that the chip 
priming station is in position C).   

   13.    Pipette 9.0 μl of the gel–dye mix at the bottom of the well 
marked as  G    . When pipetting the gel–dye mix, make sure 
not to draw up particles that may sit at the bottom of the gel–
dye mix vial. Insert the tip of the pipette to the bottom of the 
chip well when dispensing. This prevents a large air bubble 
forming under the gel–dye mix. Placing the pipette at the edge 
of the well may lead to poor results.   

   14.    Make sure that the plunger of the syringe is set at 1 ml and 
then close the priming station. The lock of the latch will click 
when the priming station is closed correctly.   

  Fig. 6    Image of the syringe clip in the lowest position of Bioanalyzer System 
(Agilent Technologies)       
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   15.    Press the plunger of the syringe down until it is held by the 
clip positioned at the lowest option.   

   16.    Wait for exactly 60 s and then release the plunger with the clip 
release mechanism.   

   17.    Wait for 5 s, then slowly pull back the plunger to the 1 ml 
position.   

   18.    Open the chip priming station.   
   19.    Pipette 9.0 μl of the gel–dye mix in each of the wells marked as 

 G    . Store the remaining gel–dye mix at 4 °C when it is not 
in use for more than 1 h.   

   20.    For loading the High Sensitivity DNA Marker, pippette 5 μl of 
the High Sensitivity DNA marker (green-capped) into the well 
marked with the ladder symbol and into each of the 11 sample 
wells. Do not leave any well empty because the chip will not 
run properly.   

   21.    For loading the ladder and samples, pipette 1 μl of each sample 
into wells 1–11 and 1 μl of High Sensitivity DNA ladder 
(yellow- capped), which should be kept on ice until stored at 
4 °C, into the well marked with the ladder symbol. Unused 
wells must be fi lled with 1 μl of Purifi cation Buffer 
(Subheading  3.8 ) in which the samples are diluted.   

   22.    Put the chip horizontally in the IKA vortex mixer and vortex 
for 1 min at 2,400 rpm.   

   23.    Run the chip within 5 min after preparation.   
   24.    Open the lid of the Agilent 2100 Bioanalyzer instrument.   
   25.    Place the chip carefully into the receptacle. The chip fi ts only 

one way.   
   26.    Carefully close the lid, when the electrodes in the cartridge 

should fi t into the wells of the chip.   
   27.    The 2100 Expert software screen ( see  Fig.  7 ) indicates auto-

matically that you have inserted a chip and closed the lid by 
displaying the chip icon at the top left of the Instrument 
context.    

   28.    To start the Chip process, select the appropriate assay from the 
Assay menu, in this case, “High Sensitivity DNA assay” option 
(Fig.  7 ).   

   29.    Enter sample information like sample names and comments in 
“Chip Summary” tab.   

   30.    Accept the current File Prefi x or modify it. Data will be saved 
automatically to a fi le with a name using the prefi x you have 
just entered. At this time, you can also customize the fi le stor-
age location and the number of samples that will be analyzed.   
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   31.    Click the Start button in the upper right of the window to start 
the chip. The incoming raw signals are displayed in the 
Instrument context.   

   32.    After the chip run is fi nished, remove the chip from the recep-
tacle of the Agilent 2100 Bioanalyzer instrument and dispose 
it according to good laboratory practices. Do not leave the 
chip in the Bioanalyzer after a run due to risk of electrode con-
tamination after long periods of time (e.g., overnight).   

   33.    Then slowly pour 350 μl RNase-free water through one of the 
wells of the Electrode Cleaner Chip.   

   34.    Open the lid and place the Electrode Cleaner Chip in the 
Agilent 2100 Bioanalyzer’s receptacle.   

   35.    Close the lid and leave it closed for about 1 min.   
   36.    Open the lid and remove the electrode cleaner.   
   37.    Wait another 1 min to allow the water on the electrodes to 

evaporate before closing the lid.   

  Fig. 7    Screen-shot of Bioanalyzer’s 2100 Expert Software (Agilent Technologies) showing the assay selection 
that should be done in this procedure (“High Sensitivity DNA assay”)       
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   38.    To interpret the results of cDNA integrity, one must compare 
the results of the samples and controls. Successful cDNA syn-
thesis and amplifi cation should yield no product in the nega-
tive control (Fig.  8a ), and a distinct mountain spanning 
400–9,000 bp and peaked at ~2,000 bp for the control RNA 
sample (Fig.  8b ), yielding approximately 2–7 ng of cDNA 
(depending on the input). Contaminated samples will have a 
broader peak, and abnormally high yield (Fig.  8c ).     

     The procedure for library preparation of amplifi ed total cDNA is 
equal to the described in Subheadings  3.2 – 3.6 , but using  Nextera 
XT sample preparation kit  (Illumina Inc.), using as input 1 ng of 
purifi ed cDNA (5 μl of 0.2 ng/μl dilution), tagmenting during 
10 min instead of the 5 min is recommended in the protocol and 
with a library enrichment cycle as follows ( see   Note 20 ):

3.10  cDNA Library 
Preparation

  Fig. 8    2100 Bioanalyzer (Agilent Technologies) output electropherograms: ( a ) Example of non-RNA control 
cDNA library, ( b ) positive control cDNA library, or ( c ) contaminated amplifi cation product obtained after cDNA 
synthesis and amplifi cation       
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   72 °C for 3 min.  
  95 °C for 30 s.  
  12 cycles of:

   95 °C for 10 s.  
  55 °C for 30 s.  
  72 °C for 1 min.     

  72 °C for 5 min.  
  Hold at 10 °C.      

4    Notes 

     1.    General notes for good laboratory practice when performing 
PCR are as follow. Pre-PCR and Post-PCR Lab Procedures: 
PCR products can contaminate reagents, equipment and 
genomic DNA samples. To prevent that from happening there 
are some recommendations:

 ●    Physically separate PRE and POST PCR areas in the lab, 
ideally in two different rooms.  

 ●   Keep the reagents for Pre-PCR and Post-PCR stored 
separately.  

 ●   Use dedicated equipment for Pre-PCR and Post-PCR 
products as pipettes, centrifuges, heat blocks, etc., and 
never exchange them between processes.  

 ●   It is highly recommended to clean all the supplies and sur-
faces with 0.5 % Sodium Hypoclorite (10 % bleach) before 
starting and after fi nishing daily work.  

 ●   In addition, the use of DNAse/RNase-free supplies (tips, 
plates, tubes, strips, troughs, etc.) is compulsory for all the 
described procedures.      

   2.    It is recommended to have a dedicated set of pipettes only for 
DNA library preparations and another set to manipulate total 
RNA before obtaining cDNA.   

   3.    The  Repli-g Single Cell Kit  is not supplied with enough PBS sc 
to prepare serial dilutions of cell material, and therefore, the 
user should perform serial dilu tions with a different  PBS buffer 
(general supplier) aliquot.   

   4.    Optional: Control DNA sample is prepared by diluting a 
control DNA stock with 5 mM Tris–HCl (pH 8.0) to 1 ng/μl 
and subsequently to 15 pg/μl by taking 3 μl of 1 ng/μl prepa-
ration into 197 μl of 5 mM Tris–HCl (pH 8.0). Use 1 μl plus 
3 μl of PBS sc buffer as if it were one more single-cell sample.   
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   5.    Be aware that the expected resulting product length is usually 
more than 10 Kbp, with a range between 2 and 100 Kbp, and 
with a concentration of approximately 40 μg per 50 μl of 
amplifi cation reaction, but, depending on the quality of the 
input DNA, concentration may be lower. If using a negative 
(no-template) control, high-molecular-weight product can be 
generated by random extension of primer-dimers (10–40 μg 
per 50 μl). This DNA will not affect the quality of actual sam-
ples or specifi c downstream genetic assays.   

   6.    Sample quality control is imperative since purity and integrity 
of DNA are critical for the overall success of HTS. Total DNA 
should be non-degraded and free of contaminants that could 
inhibit subsequent reactions. Appropriate quantifi cation of 
double-strand DNA is made by specifi c fl uorometric methods. 
Depending on the number of samples that are being handled, 
Quant-iT™ PicoGreen ®  dsDNA Assay Kit (Life technologies) 
or Qubit ®  2.0 Fluorometer (Life technologies) methodologies 
can be chosen for accurate measurement of double-stranded- 
DNA concentration. Herein, we have described Qubit ®  2.0 
Fluorometer DNA concentration measurement for low to 
medium throughput projects. Qubit ®  Assay Kits provide con-
centrated assay reagent, dilution buffer, and prediluted stan-
dards. The assay is performed at room temperature, and the 
signal is stable for 3 h. It is important that the concentration of 
samples is inside of “assay range”. This range is from 2 to 
1,000 ng for the dsDNA Broad Range (BR) Assay and from 
0.2 to 100 ng for the dsDNA High Sensitivity (HS) Assay. If it 
is possible, it is recommended to measure previously an aliquot 
of the samples with a NanoDrop (NanoDrop 2000 UV–Vis 
Spectrophotometer, Thermo Scientifi c). This way, one can 
approximate the samples to the required concentration range.   

   7.    Before starting library preparations, it is compulsory to have 
ready a complete experimental design since the way in which 
the libraries will be prepared, indexed and pooled is decided 
depending on the aims of each particular HTS project.   

   8.    During this step, total genomic DNA is tagmented (tagged 
and fragmented) by an engineered transposome, which also 
adds adapter sequences to the generated fragment ends. The 
steps described were adapted from Nextera DNA sample prep-
aration guide, Part # 15027987 Rev. B. It is important that all 
steps are followed in the order described.   

   9.    In this step, tagmented DNA is isolated from the Nextera 
transposome complex, which can bind tightly to the DNA and 
could interfere later on if not removed.   

   10.    Low plexity pools indexing tip: Illumina’s HTS systems use a 
green laser to read Gs and Ts and a red laser for As and Cs. 
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Thus, at every cycle of the index read, at least one nucleotide 
for each color channel should be present to avoid errors during 
the data generation. For more details about Illumina’s libraries 
pooling guidelines visit:   http://res.illumina.com/documents/
products%5Ctechnotes%5Ctechnote_nextera_low_plex_pooling_
guidelines.pdf    .   

   11.    If running 24 libraries, organize the index primers using the 
following arrangement: Arrange Index 1 (i7) primers (orange 
caps) in order horizontally, so N701 is in column 1 and N706 
is in column 6. Arrange index 2 (i5) primers (white caps) in 
order vertically, so N501 is in row A and N504 is in row 
D. Record these positions on a lab tracking form.   

   12.    For 96 libraries arrange the index primers using the following 
arrangement: Arrange Index 1 (i7) primers (orange caps) in 
order horizontally, so N701 is in column 1 and N712 is in 
column 12. Arrange index 2 (i5) primers (white caps) in order 
vertically, so N501 is in row A and N508 is in row H. Record 
these positions on a lab tracking form.   

   13.    Handling Magnetic Beads:
 ●    Vortex until well resuspended and dispense an adequate 

volume in a trough with cap. The trough needs to be 
capped because you will need to vortex the beads before 
each addition to the samples without altering the original 
beads concentration.  

 ●   After the addition of beads to the samples, mix them thor-
oughly by pipetting up and down ten times or until the 
solution appears homogeneous.  

 ●   After the incubation of the mixes on the magnetic stand, 
beads bind to the wall of the well. Keep the plate on the 
magnetic stand for the time indicated in each protocol or 
until the solution appears clear and then aspirate the 
cleared supernatant slowly not to take beads with you. It is 
recommended the use of tips with thin ending.      

   14.    For proper library quantifi cation, it is necessary to have your 
sample concentrations within the range of the standard used 
for the standard curve. Illumina DNA standards for KAPA 
quantifi cation kit are between 20 and 0.0002 pM. Therefore, 
based on the concentration estimated in the region table that 
can be exported from the Bioanalyzer 2100 Electrophoresis 
System (Agilent Technologies), one can estimate the required 
dilution of the obtained libraries.   

   15.    If sequencing Nextera libraries with HiSeq2000/1000, 
HiScanSQ or GAIIx, you must be sure to use the TruSeq Dual 
Index Sequencing primer Boxes (Single read or paired End), 
Not required if sequencing with MiSeq System.   

Ana M. Aransay et al.
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   16.    If using the positive control provided with the kit, add 1 μl of 
the diluted Control RNA that matches with the concentration 
of your test sample. In general, a single cell is supposed to con-
tain 10 pg of total RNA. Dilute Control RNA in nuclease- free 
water. For negative control add 1 μl of Nuclease-free water.   

   17.    You may see a tiny crack that indicates that the beads are dried. 
If you over-dried the beads there will be many cracks in the 
pellet. If you under-dried the beads, the DNA recovery rate 
will be lower because of the remaining ethanol.   

   18.    It is highly recommended to clean the Bioanalyzer every 
month by decontaminating the electrodes with RNaseZAP. In 
order to do this, the following steps should be followed:

 ●    Slowly fi ll one of the wells of an electrode cleaner with 
350 µl RNaseZAP.  

 ●   Open the lid and place electrode cleaner in the Agilent 
2100 Bioanalyzer.  

 ●   Close the lid and leave it closed for about 1 min.  
 ●   Open the lid and remove the electrode cleaner. Label the 

electrode cleaner and keep it for future use. You can reuse 
the electrode cleaner for 25 chips.  

 ●   Slowly fi ll one of the wells of another electrode cleaner 
with 350 µl RNase-free water.  

 ●   Place electrode cleaner in the Agilent 2100 Bioanalyzer.  
 ●   Close the lid and leave it closed for about 10 s.  
 ●   Open the lid and remove the electrode cleaner.  
 ●   Wait another 10 s for the water on the electrodes to 

evaporate.  
 ●   Repeat three or four times the previous fi ve steps for a 

complete electrodes decontamination.  
 ●   Close the lid and keep the water electrode cleaner for fur-

ther use.      
   19.    Be aware that High Sensitivity DNA Kit (Agilent, Cat. No. 

5067-4626) components contain DMSO. Because the 
included dye binds to nucleic acids, it should be treated as a 
potential mutagen and used with appropriate care. It is impor-
tant that all the reagents (except the ladder) are equilibrated to 
room temperature before starting the next step. While prepar-
ing the reagents at room temperature, protect the dye concentrate 
from light.   

   20.    Although library preparation procedures are described in detail 
in the present chapter, we suggest the user to revise them 
within Illumina web (  http://www.illumina.com/index- c.
ilmn    ) since the HTS fi eld is in continuous developing, and 
therefore, updates are introduced monthly.         

Single-Cell Genome and Transcriptome Processing…
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    Chapter 6   

 Shotgun Proteomics on Tissue Specimens Extracted 
with Acid Guanidinium-Thiocyanate-Phenol-Chloroform 

           René     B.  H.     Braakman    ,     Anieta     M.     Sieuwerts    , and     Arzu     Umar    

    Abstract 

   Protein-containing organic fractions of acid guanidinium thiocyanate-phenol-chloroform-extracted tissues 
are an interesting source of proteins as this method is widely used for RNA extraction for gene expression 
analysis. However, due to diffi culties in redissolving pelleted proteins from the organic phase, protein 
analysis has only been limitedly reported. Current shotgun mass spectrometry-based methods, however, 
require minute amounts of sample, and methods have been developed that allow SDS to be removed from 
an extraction buffer prior to protein digestion. The limited volume of starting material needed for shotgun 
proteomics facilitates redissolving proteins in SDS-containing buffers, allowing proteins to be readily 
extracted. Here we describe a protocol for an SDS-DTT-based extraction of proteins from the organic 
fraction of acid guanidinium-thiocyanate-phenol-chloroform-extracted tissues that remain after RNA iso-
lation for shotgun MS analysis.  

  Key words     Breast cancer  ,   Sample preparation  ,   Proteomics  ,   Genomics  ,   Acid guanidinium-thiocyanate- 
phenol-chloroform extraction  

1      Introduction 

 Acid guanidinium thiocyanate-phenol-chloroform extraction 
(AGPC, commercially available as TRI reagent, TRIzol, RNA-Bee, 
RNAzol B, RNA STAT-60, etc.) is a commonly and widely used 
method for the extraction of RNA from both clinical tissue speci-
mens and cell lines [ 1 ,  2 ]. Next to RNA, DNA and protein can also 
be recovered, and thus AGPC allows integrative analyses from fully 
identical material. As the method is widely used, archived organic 
DNA/protein fractions provide a rich source of samples for pro-
tein extraction that can be matched with gene expression data 
obtained from the same tissue. However, protein analysis, most 
notably shotgun proteomics, from AGPC fractions has only limit-
edly been reported [ 3 – 9 ]. In part, this is the result of diffi culty in 
recovering proteins from the organic fraction. To recover proteins, 
usually an excess of a precipitating agent, such as acetone or 
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 isopropanol, is added, and precipitated proteins are pelleted 
through centrifugation. The pellet is then thoroughly washed and 
redissolved using a chaotrope or surfactant compatible with down-
stream analysis, such as urea or SDS. With the large amount of 
proteins (several milligrams) typically recovered from the organic 
fraction, the pellet will be large, dense, and diffi cult to redissolve. 
Several groups have attempted to improve resolubilization using 
minor variations of precipitation methods, resolubilization buffers 
and methods [ 6 ,  8 – 12 ] or avoiding precipitation by using dialysis 
[ 13 ]. For example, methanol-chloroform precipitation [ 14 ] has 
been reported to result in a less compact pellet, facilitating resolu-
bilization in high concentrations of SDS [ 15 ]. For mass 
spectrometry- based proteomics an additional diffi culty is that high 
concentrations of SDS will interfere with the downstream process 
of digestion, separation of peptides, and peptide ionization in the 
mass spectrometer [ 16 – 18 ]. Attempts to redissolve pelleted pro-
teins in Rapigest, a mass spectrometry-compatible detergent, 
required the use of high-intensity ultrasound during the wash step 
of the pellet in order to disperse the pellet and increase its surface 
area [ 4 ,  5 ]. However, we could not consistently redissolve the pel-
let in a buffer with 0.1 % Rapigest, even when high-intensity ultra-
sound was applied. While SDS in high concentrations in the 
digestion buffer will interfere with downstream mass spectrometry 
(MS), several robust methods have been developed to remove SDS 
both prior to [ 19 ,  20 ] or after digestion [ 21 ] that challenge or 
outperform traditional in-solution digests [ 22 ,  23 ]. Furthermore, 
current quantitative MS-based proteomics approaches require 
input material in the low-microgram region, equivalent to just a 
few microliters of the organic fraction. Instead of focusing on the 
precipitation method or detergent for resolubilization, we 
attempted to scale the volume of the starting material down to 
reduce the pellet size to a volume that is readily dissolved in a buf-
fer with a high concentration of SDS. We have found that a pellet 
corresponding to 50–100 μg of protein is consistently dissolved 
within 15 min of heating to 95 °C. To remove SDS, we have used 
a fi lter-assisted sample preparation (FASP) method, where SDS is 
displaced on an MWCO fi lter using high concentrations of urea 
[ 19 ,  24 ]. Next to SDS, any other minor low-molecular-weight 
contaminants that may interfere with digestion will be removed 
prior to the digestion step. FASP therefore matches well with sam-
ples extracted with AGPC. Furthermore, high-molecular-weight 
substances that may interfere with downstream peptide analysis 
remain on the fi lter after collection of the peptides. The result is a 
pure population of peptides that can be readily analyzed, or further 
processed, e.g., for fractionation or chemical labeling. Here we 
describe the procedure to precipitate proteins from AGPC- 
extracted breast cancer tissues and redissolve the protein pellet in 
an SDS-containing buffer, exchanging the buffer and digesting the 
proteins using the FASP method.  

René B.H. Braakman et al.
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2    Materials 

 Prepare all solutions using MilliQ water and analytical grade 
reagents. Prepare and store all reagents at room temperature 
(unless indicated otherwise). Guanidinium thiocyanate, phenol, 
and chloroform are a health hazard if not handled properly. Avoid 
direct contact with the reagents, because contact to skin, eyes, or 
respiratory tract may cause chemical burns to the exposed area. 
Always work in a fume hood during AGPC extraction and wear a 
lab coat, gloves, and safety glasses. Redissolve (dithiothreitol) and 
alkylation (iodoacetamide) buffers are unstable and should be pre-
pared just before use. Cleanup buffer should be used within a day. 
All reagents should be molecular biology grade certifi ed to be free 
of DNases, RNases, and proteases.

    1.    RNA-Bee (Tel-Test, Inc.).   
   2.    Chloroform (should not contain isoamyl alcohol or any other 

additives).   
   3.    Ethanol.   
   4.    Isopropyl alcohol.   
   5.    Redissolve buffer: 4 % SDS, 100 mM DTT in 100 mM Tris/

HCl pH 8.   
   6.    Cleanup buffer: 8 M urea in 100 mM Tris/HCl pH 8.   
   7.    Alkylation buffer: 50 mM iodoacetamide in cleanup buffer.   
   8.    Digestion buffer: 50 mM tetraethyl ammonium bicarbonate in 

HPLC water.   
   9.    Lys-C: 20 μg/mL in digest buffer.   
   10.    Trypsin: 1 μg/μL in 50 mM acetic acid in HPLC water.   
   11.    RNase/DNase-free tubes.   
   12.    Protein LoBind tubes.   
   13.    30 kDa MWCO cutoff fi lters (Millipore Microcon or Sartorius 

Vivacon).      

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. The AGPC procedure described below applies to RNA- 
Bee. Other brands may require a slightly different procedure; con-
sult the manufacturer’s instructions. 

  Snap-frozen tumor tissues were used from our liquid N 2  biobank, 
which were selected based on high tumor percentage (based on 
invasive tumor cell nuclei as described before [ 25 ]). This study was 
approved by the Medical Ethics Committee of the Erasmus MC 

3.1  Patients 
and Tumor Tissue

Shotgun Proteomics on AGPC Protein Fractions
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Rotterdam, The Netherlands (MEC 02.953), and was performed 
in accordance to the Code of Conduct of the Federation of Medical 
Scientifi c Societies in the Netherlands. For experimental purposes, 
tissues were stored at −80 °C (midterm) or on dry ice (short term).  

      1.    Tissue cryostat sections are prepared in a properly cleaned 
cryostat ( see   Note 1 ).   

   2.    Set the microtome blade at −23 °C and the tissue holder at 
−25 °C as a starting point, and adjust the temperature if 
needed.   

   3.    Place deep-frozen tissue on the holder using Tissue-Tek 
mounting material but do not fully embed the tissue.   

   4.    Cut 5 μm sections before and after sectioning for RNA and 
mount these 5 μm sections on regular glass slides for hema-
toxylin/eosin (HE) staining. These slides are kept at room 
temperature (overnight at 37 °C if desired) for drying prior to 
HE stain.   

   5.    For RNA and subsequent protein isolation, prepare 10 × 30 μm 
sections (~30 mg) and place in chilled RNase/DNase-free 
tubes on dry ice.   

   6.    Proceed with AGPC extraction directly or store prepared 
30 μm tissue sections at −80 °C until downstream processing.      

      1.    Add 1 mL RNA-Bee to the frozen tissue sections (enough for 
up to 100 mg tissue).   

   2.    Incubate for 12–15 min at room temperature. This includes the 
time to resuspend the solution by pipetting up and down through 
a 1 mL pipette tip with fi lter. Do not vortex ( see   Note 2 ).   

   3.    Add exactly 150 μL chloroform to the homogenate ( see   Note 3 ).   
   4.    Close tubes tightly and shake vigorously by hand for at least 

20 s. Do not vortex ( see   Note 2 ).   
   5.    Check if samples are completely homogenized; continue shak-

ing for 10 s if this is not the case.   
   6.    Allow samples to stand for 5 min at room temperature.   
   7.    Centrifuge for 15 min 12,000 ×  g  4 °C.   
   8.    Following centrifugation, the sample forms a lower blue 

phenol- chloroform phase, a white interphase, and an upper 
colorless aqueous phase. RNA remains exclusively in the aque-
ous phase whereas DNA and proteins are in the interphase and 
organic phase. The volume of the aqueous phase is about 50 % 
of the initial volume of RNA-Bee plus sample volume. Carefully 
 transfer the aqueous phase to an RNase-free 1.5 mL tube and 
immediately proceed with RNA extraction. The organic (lower 
and inter) phase can be stored at −80 °C for at least a year until 
protein extraction.      

3.2  Tissue Cryostat 
Sectioning

3.3  AGPC Extraction

René B.H. Braakman et al.
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      1.    Add 300 μL 100 % ethanol per 1 mL of AGPC solvent initially 
used for tissue extraction to the organic fraction.   

   2.    Incubate at room temperature for 2–3 min, and then pellet 
DNA at 2,000 × g for 5 min at 4 °C.   

   3.    Collect the phenol-ethanol supernatant and optionally pro-
ceed with DNA extraction from the remaining pellet according 
to the manufacturer’s instructions.   

   4.    Proceed with an aliquot of approximately 50 μL of the organic 
fraction for protein extraction.   

   5.    Precipitate proteins by addition of 3 volumes of isopropanol, 
and incubate for 10 min at room temperature followed by cen-
trifugation at 14,000 ×  g  for 15 min at 4 °C.   

   6.    Wash pellet twice with 500 μL 95 % ethanol, and air-dry for 
10 min ( see   Note 4 ).   

   7.    Redissolve and reduce proteins by adding 25 μL redissolve 
buffer and heating the sample to 99 °C for 15 min and agita-
tion at 600 rpm ( see   Note 5 ).      

  FASP digestion of the protein pellet is performed according to 
Wiśniewski et al. [ 19 ] with minor modifi cations:

    1.    Dilute sample to 0.5 % SDS by addition of 175 μL cleanup buf-
fer and load onto a 30 kDa MWCO fi lter ( see   Notes 6  and  7 ).   

   2.    Spin at 14,000 ×  g  for 15 min at 20 °C ( see   Notes 8  and  9 ).   
   3.    Add 200 μL cleanup buffer to the fi lter and centrifuge once 

more.   
   4.    Add 100 μL alkylation buffer to the fi lter.   
   5.    Briefl y agitate in a thermoblock at 600 rpm, and then incubate 

at room temperature for 20 min in the dark to alkylate 
proteins.   

   6.    Centrifuge the fi lter at 14,000 ×  g  for 10 min.   
   7.    Wash by adding 100 μL cleanup buffer and centrifugation for 

10 min at 14,000 ×  g . Repeat once.   
   8.    Exchange the buffer by adding 100 μL digestion buffer and 

centrifugation for 10 min at 14,000 ×  g . Repeat once.   
   9.    Replace collection tube with a fresh tube.   
   10.    Add 1 μg lys C in 50 μL 50 mM TEAB and digest for 4 h in a 

wet chamber at 37 °C ( see   Note 10 ).   
   11.    Add 2 μg trypsin in 2 μL 50 mM acetic acid, briefl y agitate at 

600 rpm, and continue digestion for another 16 h.   
   12.    Spin at 14,000 ×  g  for 15 min at 20 °C to collect peptides.   
   13.    Add 50 μL digest buffer and spin at 14,000 ×  g  for 15 min to 

maximize recovery.   

3.4  Protein Isolation

3.5  FASP Digestion

Shotgun Proteomics on AGPC Protein Fractions
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   14.    Measure peptide concentration using a nanodrop UV spectro-
photometer. A 1 mg/mL solution has 1.1 AU at 280 nm.    

  The sample can now be acidifi ed for HPLC-MS analysis or can 
be further processed for, e.g., labeling and/or fractionation.   

4    Notes 

     1.    Make sure to clean the inside of the cryostat and the cutting 
blade with lint-free wipes instead of normal wipes. This is to 
avoid fi bers sticking to your materials. Also, avoid using a hair-
brush to place sections on the slides. In both cases, keratin 
contamination may be introduced that interferes with future 
proteomic applications. Use of steel needles and an antiroll 
plate is a good alternative. Also, use non-powdered, latex-free 
gloves, preferably nitrile.   

   2.    Vortexing may not result in a clear phase separation and may 
result in shearing of DNA.   

   3.    Higher volumes of chloroform increase the risk of concomi-
tant DNA extraction.   

   4.    There is no need to break up the pellet to facilitate solubiliza-
tion; the pellet is small and will readily dissolve in SDS. Minor 
traces of interfering solvents will be removed downstream in 
the FASP procedure.   

   5.    To obtain an indication of the total protein amount recovered 
from the organic fraction, process a 25 μL aliquot in parallel. 
Most accurate results are obtained using tryptophan fl uorescence 
emission at 350 nm using an excitation wavelength of 295 nm. 
Alternatively, use a compatible colorimetric assay, e.g., Pierce 
660 nm assay with detergent compatibility kit. A bicinchoninic 
acid (BCA) assay can be used when the pellet is dissolved in a 
buffer free of reducing agents; however minor traces of phenol 
will interfere and a more thorough washing may be required.   

   6.    Filtration properties of Millipore Microcon 30 kDa MWCO 
fi lters vary between batches. It is recommended to test the per-
formance of each batch using a standard cell or tissue lysate.   

   7.    Occasionally a fi lter will leak due to a perforated or loose mem-
brane. Leaking or damaged fi lters can be recognized by fi lters 
running completely dry between steps. Check for leakage prior 
to loading samples by applying 100 μL of urea buffer, centrifu-
gation at 14,000 ×  g , and checking the volume that passed the 
fi lter after a minute. A leaking fi lter will run completely dry 
after a minute.   

   8.    A too high loading of extracted proteins may result in clogging 
of the fi lters, resulting in longer fl ow-through times and 

René B.H. Braakman et al.



121

incomplete buffer exchange. Typically, up to 200 μg protein 
can be loaded on a Millipore Microcon 30 kDa MWCO fi lter.   

   9.    These centrifugation times are normally suffi cient to reduce the 
loaded volume down to approximately 10 μL between each 
step. Longer or shorter required centrifugation times indicate a 
too high sample amount or damaged fi lter, respectively.   

   10.    The spin fi lter assembly is not airtight, and the sample will 
evaporate during prolonged incubation at 37 °C. Use a humid-
ifi ed chamber or oven in order to prevent evaporation during 
digestion.         
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    Chapter 7   

 Antibody-Based Capture of Target Peptides 
in Multiple Reaction Monitoring Experiments 

           Tommaso     De     Marchi    ,     Eric     Kuhn    ,     Steven     A.     Carr     , and     Arzu     Umar     

    Abstract 

   Targeted quantitative mass spectrometry of immunoaffi nity-enriched peptides, termed immuno-multiple 
reaction monitoring (iMRM), is a powerful method for determining the relative abundance of proteins in 
complex mixtures, like plasma or whole tissue. This technique combines 1,000-fold enrichment potential 
of antibodies for target peptides with the selectivity of multiple reaction monitoring mass spectrometry 
(MRM-MS). Using heavy isotope-labeled peptide counterparts as internal standards ensures high levels of 
precision. Further, LC-MRM-MS selectivity allows for multiplexing; antibodies recognizing different 
peptides can be added directly to a single mixture without subjecting to interferences common to other 
multiple antibody protein assays. Integrated extracted ion chromatograms (XIC) of product ions from 
endogenous unlabeled “light” peptide and stable isotope-labeled internal standard “heavy” peptides are 
used to generate a light/heavy peak area ratio. This ratio is proportional to the amount of peptide in the 
digestion mixture and can be used to estimate the concentration of protein in the sample.  

  Key words     Targeted mass spectrometry  ,   MRM-MS  ,   Protein quantifi cation  ,   Proteomics  ,   Immuno-
affi nity enrichment  

1      Introduction 

 Targeted mass spectrometry (MS) has made rapid advancements 
during the last decade and has begun to demonstrate the sensitivity 
and selectivity of highly developed immunoassays. These advance-
ments make it possible to simultaneously measure concentration of 
10s of proteins or more in a single biological sample (e.g., body 
fl uid, tissue lysate) reproducibly [ 1 – 3 ]. Using a scan type called 
multiple reaction monitoring (MRM) (also referred to as selected 
reaction monitoring (SRM)) on a triple-quadrupole mass spec-
trometer (QqQ), mixtures of digested peptides derived from bio-
logical samples separated by nanofl ow reversed-phase liquid 
chromatography (nano-RPLC) are detected and analyzed. Eluted 
peptides are ionized from liquid to the gas phase by a combination 
of applied voltage (typically 2,000 V in nanospray) and drying 
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gases (N 2 ). Electrospray ionization generates gas-phase ions that 
are introduced into the mass spectrometer. In the fi rst quadrupole 
(Q1) target ions are fi ltered and accelerated toward quadrupole 
two (Q2) which is set to a higher pressure and acts as a collision 
cell. Peptides are fragmented in Q2 by collision-induced dissocia-
tion (CID) and accelerated toward quadrupole three (Q3) which 
scans for the predetermined corresponding product ions. This 
transition ion, a Q3 detected mass of a peptide fragment that cor-
responds to a selected mass of a peptide precursor, is acquired in 
approximately 10 ms. Depending on the number of transition ions 
in a method and the chromatographic peak width, between 6 and 
20 scans are collected for each transition. To confi rm identifi cation, 
typically 3–5 transition ions are monitored per peptide. To increase 
precision of quantifi cation, stable isotope-labeled peptides, peptides 
containing an amino acid or acids with  13 C or  15 N ( 2 H is not pre-
ferred as chromatographic retention time is affected), can be syn-
thesized and added to the mixture prior to nano-RPLC- MRM-MS 
analysis. This method, termed stable isotope dilution mass spec-
trometry (SID-MS), can account for variability in chromatographic 
retention time and ionization, which can be affected by variable 
amounts of background (peptidic and otherwise) in a mixture 
from run to run and sample to sample [ 4 – 8 ]. 

 To determine the assay performance of each peptide, serial 
dilutions of concentration standard peptides are added to a back-
ground mixture of peptides prepared to mimic the expected matrix 
of the patient or study-derived sample. So-called reverse curves are 
curves comprising a variable concentration of stable isotope stan-
dard peptide and a fi xed or singular concentration of correspond-
ing unlabeled peptide is prepared to determine the lower limit of 
quantitation (LLOQ) and limit of detection (LOD) [ 9 ,  10 ]. This 
confi guration, while generating measurements with a peak area 
ratio inverse to that of the intended “forward” measurement, 
reduces the interference that endogenous peptide can introduce. 
Depending on the analytes selected for MRM, background matrix 
of cell lysates or plasma may contain suffi cient quantity of endog-
enous peptide to interfere with the determination of lower limits 
for the assay. 

 LC-MRM-MS-based techniques have proven useful for deter-
mining the relative amounts of proteins in a complex sample [ 1 ], 
but the sensitivity for analyte peptides present in lower abundance 
is also affected by high amounts of the background proteome 
derived from a complex sample. Therefore enrichment of target 
analytes is necessary to determine quantities of peptides present 
at lower concentrations (e.g., <1 μg/mL in plasma) [ 5 ,  8 ,  9 ]. 
Immunoaffi nity enrichment of proteins from cell lysates, for exam-
ple, is a well-established method for extracting the protein out of 
the mixture [ 11 ]. Recently, this methodology has been applied to 
the peptide-level enrichment using antibodies generated against 
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the analyte peptides from proteins of interest directly without a 
pre-enrichment step such as fractionation or depletion [ 12 ]. 
Anderson et al. were the fi rst to describe the use of this approach 
coupled with SID-MRM-MS, and called it stable isotope standards 
and capture by anti-peptide antibodies (SISCAPA, [ 12 ]). Here we 
refer to the method by the more generic name of immunoMRM or 
iMRM. The antibodies used for peptide immunoaffi nity enrich-
ment are typically polyclonal [ 2 ,  3 ,  12 ,  13 ] but can also be gener-
ated as monoclonals [ 14 ]. Polyclonal antibodies are purifi ed by 
peptide affi nity chromatography from anti-sera generated by 
immunizing rabbits with KLH-conjugated peptides unique for a 
target protein that have been selected from MRM public reposito-
ries (e.g., SRM atlas, GPM) [ 15 ]. The most reliable method to 
obtain a peptide list to quantitate proteins in biological samples is 
to generate an in silico library from previous MS experiments using 
software packages such as Skyline [ 16 ]. Skyline is frequently used 
to generate a peptide library which can be derived from spectra 
that have been searched using Mascot [ 17 ] or Spectrum Mill 
(Agilent Technologies Inc., Santa Clara, CA). Peptide ion intensi-
ties can also be ranked in silico using the ESP algorithm [ 18 ]. 
Further selection of peptides with fragment ions best suited for 
MRM-MS can be made by matching the in silico digest of a target 
protein with previously generated MS/MS spectra. Generating an 
antibody of suffi cient titer and affi nity is also dependent on amino 
acid sequence of the peptide. Algorithms for determining the 
hydrophilicity of a section of peptide sequence within the context 
of the full-length protein sequence exist; however, specialized 
algorithms to rank the immunogenicity of single peptides are not 
currently available. To increase the success rate of antibody genera-
tion, rabbits are immunized in pairs with three to fi ve peptides per 
protein [ 13 ]. To evaluate antibody affi nity, stable isotope-labeled 
counterparts for peptides against which an antibody was generated 
are synthesized and purifi ed from commercial sources (New 
England Peptide, Thermo, 21st Century Biochemicals). Antibody 
performance is then assessed by capture effi ciency (percent of avail-
able peptide in a mixture) and LOD (from calibration curves). 
Immunoaffi nity enrichment combined with high-sensitivity 
MRM-MS makes iMRM particularly well suited for quantifying 
analyte peptides (surrogates for relative abundance of protein) in 
complex samples, such as plasma, tissues, or cell lysates. Due to 
the selective properties of MRM-MS, antibodies can be used indi-
vidually or within a multiplex without diminishing their perfor-
mance [ 2 ,  19 ]. Linking antibodies onto protein G magnetic beads 
makes the assay more amenable to robotic automation and the 
potential to increase throughput and robustness. We herein 
describe a method for relative precise quantifi cation of analyte pep-
tides from breast cancer whole-tissue lysate samples through 
iMRM-MS (Fig.  1 ).   
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2    Materials 

       1.    From either previous tandem MS experiments or public repos-
itories select a minimum of two unique tryptic peptides per 
target protein ( see   Note 1 ).      

       1.    Antibody wash solution 1: 1× PBS (137 mM NaCl, 2.7 mM 
KCl, 10 mM Na 2 HPO 4 -2H 2 O, 2 mM KH 2 PO 4 )—0.03 % w/v 
CHAPS. Dissolve 300 mg of CHAPS in 1 L of 1× PBS.   

   2.    Antibody wash solution 2: 0.1× PBS—0.03 % w/v 
CHAPS. Dilute 1× PBS 1:10 in HPLC-grade water and dis-
solve 300 mg of CHAPS in 1 L of 0.1× PBS.   

   3.    Stable isotope-labeled (heavy) peptide high-concentration 
diluent: 30 % v/v ACN/0.1 % v/v FA. Dissolve 300 mL ace-
tonitrile (ACN) and 10 mL formic acid (FA) in 1 L HPLC-
grade water.   

2.1  Selection 
of Target Peptides

2.2  Peptides 
and Antibody Buffers

Isotope-labeled 
peptide

Trypsin 
digestion
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Antibody-based 
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  Fig. 1    Outline of an immuno-MRM experiment. Once target peptides have been selected, they are captured 
along with a known amount of their isotope-labeled counterpart through anti-peptide antibodies. Heavy and 
endogenous peptides are eluted and analyzed on a triple-quadrupole mass spectrometer in MRM mode. 
Capturing a fi xed amount of endogenous peptide with decreasing concentrations of its isotope-labeled version 
enables determination of the limit of detection (LOD) and lower limit of quantitation (LLOQ) of the method. 
Quantifi cation of target peptide/protein in biological samples is derived from peak area ratio (PAR) determina-
tion between endogenous peptide level and its heavy counterpart       
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   4.    Stable isotope-labeled (heavy) peptide low-concentration 
diluent—MS blank buffer—Antibody elution buffer: 3 % v/v 
ACN/5 % v/v acetic acid (AcOH). Dissolve 30 mL ACN and 
50 mL AcOH in 1 L HPLC-grade water ( see   Note 2 ).      

       1.    Heavy peptide high-concentration stocks: Prepare serial dilu-
tions of heavy peptide stocks to a fi nal concentration of 
100 pmol/μL using 30 % ACN/0.1 % FA as diluent.   

   2.    Combine equivalent volumes of heavy peptide high- 
concentration stocks in one tube. Do not dilute. Concentration 
depends on the number of peptides in the fi nal mixture.   

   3.    Heavy peptide low-concentration mixtures: Dilute the high- 
concentration stocks such that the fi nal concentration is 
100 fmol/μL; use 3 % ACN/5 % AcOH as diluent ( see   Note 3 ).      

       1.    Antibody high-concentration mixture: Combine equivalent 
amounts of antibody stock solutions to a fi nal concentration of 
20 μg/mL for each antibody is. Use PBS 0.03 % CHAPS as 
diluent ( see   Note 4 ).   

   2.    Antibody titration solutions: Prepare a serial dilution from the 
high-concentration antibody mixture into 1× PBS 0.03 % 
CHAPS to generate a series of fi nal concentrations for each 
antibody per capture of 4, 2, 1, 0.5, 0.25, and 0.125 μg per 
50 μL ( see   Note 5 ).      

       1.    Cross-linking solution: 200 mM Triethanolamine (TEA) 
pH 8.5. Dissolve 10 mL of neat triethanolamine into 400 mL 
HPLC-grade water; adjust pH with 5 M HCl ( see   Note 6 ).   

   2.    Cross-linking solution: 20 mM Dimethyl pimelimidate (DMP) 
in 200 mM TEA. Dissolve 1.03 g of DMP in 200 mL of 
200 mM TEA.   

   3.    Cross-linking quenching solution: 150 mM Monoethanolamine 
(MEA) pH 9.0: dissolve 3.15 mL of pure monoethanolamine 
in 400 mL HPLC-grade water; adjust pH with 5 M HCl.   

   4.    Cross-linking washing solution: 5 % v/v AcOH/0.03 % w/v 
CHAPS: Dissolve 50 mL acetic acid and 30 mg of CHAPS in 
1 L HPLC-grade water.   

   5.    Resuspension buffer: 1× PBS/0.03 % w/v CHAPS/0.1 % w/v 
NaN 3 . Dissolve 30 mg CHAPS and 1 g of NaN 3  in 1 L PBS 
( see   Note 7 ).   

   6.    Magnetic rack and KingFisher Flex Magnetic Particle Processor 
(Thermo Scientifi c, Rockford, IL USA).   

   7.    MyOne Protein G 1 μm magnetic beads (Dynal/Invitrogen/
Life Technologies/Thermo).       

2.3  Heavy Peptide 
Standard Stock 
Solutions 
and Mixtures

2.4  Anti-peptide 
Antibody Master-Mix 
Solutions

2.5  Cross-Linking 
Solutions
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3    Methods 

       1.    Add volumes of protein G (ProG) magnetic beads into antibody 
mixes to a fi nal bead:antibody ratio of 2:1 (μL to μg). Tumble 
mix solutions overnight at 4 °C ( see   Note 9 ).   

   2.    Add 900 μL/well of cross-linking solution onto a 1 mL 
KingFisher plate ( see   Note 10 ).   

   3.    Set KingFisher method as follows:
 ●    Plate 1: Antibody-bead solutions.  
 ●   Plate 2: Cross-linking solution (900 μL/well), rinse 30′.  
 ●   Plate 3: Cross-linking quenching solution (900 μL 

150 mM MEA), rinse 30′.  
 ●   Plate 4: Cross-linking washing solution (900 μL 5 % 

AcOH/0.03 % CHAPS), rinse 5′.  
 ●   Plate 5: Cross-linking washing solution (900 μL 5 % 

AcOH/0.03 % CHAPS), rinse 5′.  
 ●   Plate 6: PBS washing solution (900 μL PBS 0.03 % 

CHAPS), rinse 5′.  
 ●   Plate 7: Resuspension buffer (900 μL PBS/0.03 % 

CHAPS/0.1 % NaN 3 ), rinse 5′.  
 ●   Plate 8: Magnetic tip cover plate. 
 ●  Note: Make sure that the volumes in the wells on plates 2–7 

match the location of the volumes in the wells of plate 1.         

         1.    Prepare a 1× PBS-0.03 % CHAPS stock solution. Resuspend 
the amount of digested lyophilized protein to target concen-
tration per capture well as desired (e.g., cell lysates 100–
500 μg/200 μL, plasma 10 μL equivalent = 600 μg/200 μL) in 
1× PBS-0.03 % CHAPS-0.5 fmol/μL heavy mix ( see   Note 11 ).   

   2.    Add 100 fmol heavy peptide (e.g., to fi nal concentration of 
0.5 fmol/μL for 200 μL). Transfer 200 μL of reconstituted 
background or sample in each well of a KingFisher 250 96-well 
plate. Add 50 μL of antibody mix to each well. Seal plate with 
aluminum adhesive foil and tumble mix plate overnight at 
4 °C.   

   3.    Set KingFisher magnetic particle processor method as follows:
 ●    Plate 1: Antibody capture plate.  
 ●   Plate 2: Washing (250 μL/well), 1.5′ rinse.  
 ●   Plate 3: Washing (250 μL 1× PBS/0.03 % CHAPS), 1.5′ 

rinse.  
 ●   Plate 4: Washing (250 μL 0.1× PBS/0.03 % CHAPS), 1.5′ 

rinse.  

3.1  Antibody 
Cross-Linking Using 
KingFisher (Optional) 
( See   Note 8 )

3.2  Antibody Capture 
Effi ciency Evaluation
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 ●   Plate 5: Elution (25 μL 3 % ACN/5 % AcOH), 5′ rinse 
( see   Note 12 ).  

 ●   Plate 6: Bead collection (200 μL 1× PBS/0.03 % 
CHAPS/0.1 %NaN 3 ), 5′ rinse.  

 ●   Plate 7: Magnetic tip comb. 
 ●  NB: Make sure that the volumes in the wells on plates 2–6 

match the location of the volumes in the wells of plate 1. 
Elution plate 5 solutions should be placed in a 96-well 
PCR plate.      

   4.    Once KingFisher method has completed, remove elution plate 5 
and place on a magnetic plate holder on wet ice ( see   Note 13 ).   

   5.    Place a fresh 96-well PCR plate on wet ice and add 5 μL of 3 % 
ACN/5 % AcOH per well.   

   6.    Using a multichannel pipet, transfer 25 μL of the supernatant 
from elution plate 5 into the fresh PCR plate.   

   7.    Centrifuge plate briefl y (30 s) to eliminate air bubbles and 
place plate onto autosampler for analysis on TQMS.   

   8.    Analyze by MRM for preselected optimized transitions for 
light and heavy peptide masses by nano-RPLC-MRM-MS.   

   9.    Export results fi le to Skyline to integrate data. Select optimal 
capture concentrations per each antibody (i.e., maximum 
heavy peptide signal, least noise).      

        1.    Prepare three replicates of antibody capture at a fi xed antibody 
mix concentration. Add equivalent amounts of heavy peptide 
mix per each replicate capture. Depending on the type of back-
ground matrix prepared (digested cell lysate, tissue, or plasma) 
add 1:200 to 1:500 diluted background per each replicate cap-
ture ( see   Note 11 ).   

   2.    Perform overnight capture and peptide elution as in  step 3 , 
Subheading  3.2 .   

   3.    Analyze on a triple-quadrupole MS instrument confi gured 
with nanofl ow liquid chromatograph and autosampler.   

   4.    Export results in Skyline and evaluate the presence of light 
peptide in captures with undiluted vs. diluted background.      

          1.    Prepare serial dilutions of heavy peptide mixtures for a 7- or 
8-point curve with concentrations from 0.3 to 200 fmol in 
200 μL volume of 1× PBS/0.03 % CHAPS/100–500 μg back-
ground digested protein per capture. Include a comparable 
solution without heavy peptide. Mixtures may be made in bulk 
for total number of replicates (e.g., 600 μL for 3 replicates).   

   2.    Transfer 200 μL into wells on a KingFisher 250-well plate.   

3.3  Evaluation 
of Passenger Peptide

3.4  Generation 
of Reverse Curve 
(Fig.  2 )

Antibody Affi nity Enrichment of Peptides for LC-MRM-MS



130

   3.    Based on capture effi ciency data ( see  Subheading  3.2 ) prepare 
the antibody mix (cross-linked or non-cross-linked as desired) 
and add 50 μL of antibody mix to each well.   

   4.    Cover with aluminum adhesive foil and tumble mix overnight 
at 4 °C.   

   5.    Set KingFisher magnetic particle processor method as follows:

 ●    Plate 1: Antibody capture plate.  
 ●   Plate 2: Washing (250 μL/well), 1.5′ rinse.  

Heavy 
peptide mix

MCF7 cell lysate tryptic
digest (200ug/capture)

Cross-linked 
Ab-mix

Solution ID Conc [fmol/capt]
1 200
2 66.67
3 22.22
4 7.41
5 2.47
6 0.82
7 0.27
8 0

Antibody-capture (ON)

Kingfisher-based peptide 
elution

MRM-MS
C18, 75µm ID x 10cm
3µm particle size
38min gradient – 300nl/min

MRM (unscheduled)
C18, 75µm ID x 10cm
3µm particle size
38min gradient – 300nl/min

  Fig. 2    Figure represents typical reverse curve experiment for determination of LOD/LLOQ of an iMRM assay. 
Heavy peptides are captured at different concentrations by antibodies in the presence of digested protein 
background (plasma or digested cell line proteins). Peptides are immunoaffi nity enriched by tumble mixing 
96-well plates overnight at 4 °C. Plates are transferred to the KingFisher magnetic particle handler the next 
day and peptides are eluted from the beads. MRM-MS is performed after transfer of captured peptides onto a 
new plate and results are imported and analyzed in Skyline       
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 ●   Plate 3: Washing (250 μL 1× PBS/0.03 % CHAPS), 1.5′ 
rinse.  

 ●   Plate 4: Washing (250 μL 0.1× PBS/0.03 % CHAPS), 1.5′ 
rinse.  

 ●   Plate 5: Elution (25 μL 3 % ACN/5 % AcOH), 5′ rinse 
( see   Note 12 ).  

 ●   Plate 6: Bead collection (200 μL 1× PBS/0.03 % 
CHAPS/0.1% NaN 3 ), 5′ rinse.  

 ●   Plate 7: Magnetic tip comb. 
 ●  NB: Make sure that the volumes in the wells on plates 2–6 

match the location of the volumes in the wells of plate 1. 
Elution plate 5 solutions should be placed in a 96-well 
PCR plate.      

   6.    Analyze on a triple-quadrupole MS instrument confi gured 
with nanofl ow liquid chromatograph and autosampler.   

   7.    Import results in a Skyline version containing QuaSAR ( see  
 Note 14 ). In the Result Grid tab fi ll in “SampleGroup” and 
“Concentration,” which refer, respectively, to the sample rep-
licate ID and to the concentration of the analyte. The “IS 
spike” fi le refers to the concentration of light peptide present 
in each capture. If a light version of each peptide is used then 
fi ll light peptide concentration in “IS spike,” while fi ll in “1” if 
light peptide is not detected or not being used (area-only 
curve, not based on peak area ratio) (  https://skyline.gs.wash-
ington.edu/labkey/announcements/home/software/
Skyline/tools/thread.view?rowId=5436    ).    QuaSAR analysis 
refers to an experiment in which only heavy peptides are used.   

   8.    Perform a QuaSAR analysis, setting “Analyte” and “Standard” 
fi elds as heavy area and light area, respectively. Un-tick 
“Standard present” option if not using light peptides. Tick all 
options in the “Generate” submenu. LOD and LOQ of the 
method will be generated.   

   9.    Export linear and log plots of concentration curves, tables of 
LOD and LOQ, and plots of CVs for all peptides in the group.       

4    Notes 

     1.    Target peptides to be analyzed in an iMRM experiment should 
be derived from trypsin digestion without missed cleavages, be 
unique to target protein, and not contain cysteine or methio-
nine residues. Sequences containing serial arginine (R) or lysine 
(K) residues (e.g., RR or KK) would be cleaved randomly at 
one of the basic residues and the whole peptide would change 
in mass, making its detection and quantifi cation problematic. 
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Nonunique peptides would make the quantitation less accurate, 
since their intensities would derive from different proteins, 
while sulfur-containing amino acids are targets for covalent 
modifi cations that could change the total molecular weight of 
the peptide. Therefore it is advised to select sequences, in which 
these are absent.   

   2.    An aqueous solution containing a low percentage of organic 
solvent and a small percentage of acid is well suited to be used 
as a blank in MS experiments. Running blank solutions before 
and after each sample (duplicate/triplicate) would assess the 
presence of carryover but would not solve it. A sawtooth gradi-
ent with multiple ramps of high organic solvent concentration 
is advised to remove/minimize any carryover. Antibody affi n-
ity is optimal at neutral pH, based on a combination of non-
covalent interactions. These interactions are removed or 
inhibited under acidic conditions (pH < 2.5) and the bound 
peptide is released from the antibody. A small amount of 
organic solvent (3 % ACN) aids in peptide solubility in the 
absence of matrix and antibody.   

   3.    Preparation and dilution of heavy peptide mixtures reduce the 
need for potential additional freeze-thaw cycles of original 
stocks, thereby reducing the possibility of degradation of pep-
tides. With these solutions it is possible to evaluate the capture 
effi ciency of the anti-peptide antibodies, comparing a captured 
heavy peptide with its spiked-in counterpart.   

   4.    CHAPS is a non-denaturing, nonionic detergent which makes 
it more amenable to downstream mass spectrometry. It is 
added primarily to keep magnetic beads from settling on the 
KingFisher magnetic bead handler. It also helps re-solubilize 
protein digests prepared under denaturing conditions (e.g., 
urea). Other detergents may be used to solubilize proteins 
prior to digestion, but additional detergent removal steps may 
be necessary to avoid irreversible binding onto C18 packing 
material as well as contaminating the mass spectrometer.   

   5.    Typical concentration range for antibodies in immuno- 
purifi cation experiments varies between 0.5 and 2.0 μg per 
capture for polyclonal antibodies (lower for monoclonals), but 
in order to determine the optimal concentration for each anti-
body, a titration curve above and below that range should be 
prepared. Seven concentration levels from to 0.125 to 4 μg 
were chosen, but further considerations at the extremes are 
advised. To maintain antibody concentration at the low end 
(0.125 μg), use immediately after preparing dilution series and 
do not store for long periods of time. At the high end, depend-
ing on the number of antibodies in the multiplex, signifi cant 
amounts of magnetic beads may be needed which could be 
nonspecifi cally lost during wash and elution steps on KingFisher. 
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The target volume for each capture is typically 250 μL per 
well—which consists of 200 μL 1× PBS, 0.03 % CHAPS, 2 μL 
100 fmol/μL heavy mix, and 50 μL of antibody mix. Try not 
to exceed 300 μL per well in the KingFisher 96-well plates.   

   6.    TEA is viscous and care should be used to accurately pipet vol-
umes ensuring that mixing is complete once added to HPLC-
grade water. Prepare DMP fresh and use immediately. pH of 
TEA and MEA solutions is critical (8.5 and 9.0, respectively). 
Use a pH meter when adjusting pH by addition of 5 M HCl.   

   7.    Sodium azide (NaN 3 ) is a preservative and a bacteriostatic 
agent. Resuspending cross-linked antibody beads into a NaN 3 - 
containing solution allows storage at 4 °C for several months 
or longer.   

   8.    Protein G is the recommended ligand for binding antibodies 
derived from rabbit. It is a bacterial derived protein that binds 
the Fc of antibodies leaving the variable regions accessible to 
bind and release peptide epitopes. It is commercially available 
conjugated to agarose (Agarose Bead; ABT Technologies, 
Tampa, FL, USA), sepharose (Sepharose 4B ® ; Sigma-Aldrich 
Corporation, St. Louis, MO, USA), POROS (POROS ® ; Life 
Technologies, Foster City, CA, USA), and magnetic beads 
(Dynabeads ® , Life Technologies, Foster City, CA, USA). Each 
bead has a different size. Magnetic beads were chosen to make 
the process more amenable to automation. Smaller bead sizes 
yield more surface area per volume of bead. In addition to 
analyte peptides, intact IgG will also elute from protein G 
under acidic conditions which can overload and foul the LC 
column used in nanofl ow conditions (1 μg total capacity). 
Therefore, it is recommended to cross-link antibodies with 
DMP (in addition to the benefi t of removing passenger pep-
tides ( see  Subheading  3.3 )) to reduce nonspecifi c background 
for reducing the overall signal in the mass spectrometer.   

   9.    Optimal ratio of antibody to magnetic bead ranges from 1:1 to 
1:10 (according to the manufacturer’s specifi cations) depend-
ing on the antibody. Cross-linking after capture at different 
ratios to determine the optimal one is advised.   

   10.    The maximum volume per well in a deep well plate (max vol-
ume 2 mL/well) is limited on the KingFisher to 
0.9 mL. Volumes above 0.9 mL will exceed the capacity of the 
well with the magnetic head and tip comb inserted during mix-
ing and transfer of magnetic beads. For these cases, use a mag-
net to readjust the fi nal volume below 0.9 mL prior to 
cross-linking on KingFisher.   

   11.    The choice of background material depends on the nature of 
the samples that have to be analyzed, while the amount to be 
added to each capture has to be determined experimentally. 
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The aforementioned capture was performed adding 500 μg of 
digested proteins from MCF7 breast cancer cell line to each 
capture. Generating a reverse curve in the presence of a back-
ground that best simulates the biological sample matrix and 
complexity will help determine the most representative LOD 
and LLOQ for the samples being analyzed. Each capture 
should be performed at least in triplicate. The concentration of 
nonspecifi c background peptides is proportional to the amount 
of antibodies used in each capture. These levels may vary inten-
tionally (as in the titration experiment) or systematically 
(between a mock sample background and the real samples 
themselves). To minimize these effects on the analytical pro-
cess, it is advised to cross-link antibodies onto magnetic beads.   

   12.    Elution into small volumes (less than 50 μL) into the 250 
KingFisher plates is not advised, Therefore elution plate 5 is a 
150 μL 96-well PCR plate to increase the recovery from mag-
netic beads.   

   13.    Small amounts of magnetic beads may elute with the captured 
peptides. A magnetic plate holder would allow transferring the 
supernatants from the PCR elution plate onto a fresh plate 
without transferring the beads as well. Putting the plate on ice 
decreases evaporation of organic solvents and preserves cap-
tured peptides during handling.   

   14.    QuaSAR is a Skyline add-on which can be downloaded at   https://
brendanx-uw1.gs.washington.edu/labkey/announcements/
home/software/Skyline/tools/thread.view?rowId=5436    . And 
may not be available directly through Skyline without add-on.         
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    Chapter 8   

 Lentiviral Transduction of Mammary Epithelial Cells 

           Richard     Iggo      and     Elodie     Richard   

    Abstract 

   Lentiviral vectors are the workhorses of modern cell biology. They can infect a wide variety of cells 
including nondividing cells and stem cells. They integrate into the genome of infected cells leading to 
stable expression. It is easy to transduce 100 % of the cells in a culture and possible to infect cells simul-
taneously with multiple vectors, greatly facilitating studies on malignant transformation. We present simple 
protocols to produce and titrate lentiviral vectors, infect mammary epithelial cells, and check for 
 contamination with replication-competent viruses.  

  Key words     Lentivirus  ,   Transfection  ,   Infection  

1      Introduction 

 Lentiviral vectors are convenient tools to express transgenes in a 
wide variety of cultured cells. At fi rst glance it might seem some-
what risky to use vectors derived from HIV as basic research tools, 
but the labs that conceived them were aware of the risks and went 
to great lengths to make them safe [ 1 – 4 ]. Additional information 
on safety is given in  Notes 1  and  2 . Minimally, you should famil-
iarize yourself with level 2 biosafety precautions and make the 
requisite declarations to the authorities before starting to work 
with lentiviral vectors. 

 Unlike transgenes in transfected DNA, transgenes in lentiviral 
vectors are immediately integrated stably into the genome of the 
target cell, greatly increasing the chance that they will be expressed 
stably. Unlike simple oncoretroviral or gamma retroviral vectors, 
lentiviral vectors can infect nondividing cells. The critical differ-
ence is that the cDNA produced by reverse transcription of 
lentiviral RNA is professionally imported into the nucleus, whereas 
cDNA from simple retroviruses must wait for the nuclear envelope 
to break down at mitosis to gain access to the chromosomes. 
This simplifies the protocol because it is not necessary to pas-
sage the target cells immediately after infection to make them divide. 
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A second advantage is that titers tend to be higher and virus can be 
frozen with minimal loss of titer. The vectors are normally pseudo-
typed with vesicular stomatitis glycoprotein (VSV G), which 
broadens the tropism because it works by inducing fusion with the 
plasma membrane. This works well for mammary epithelial cells, 
which are normally easy to infect with VSV G pseudotyped lentiviral 
vectors.  

2    Overall Strategy 

 The basic approach to make lentiviral vectors is to transfect 293T 
cells with a vector plasmid and two or three helper plasmids. The 
protocol below uses calcium phosphate transfection because it is 
cheap and highly effective in 293T cells. The transfection effi ciency 
should be close to 100 %; if you fi nd it diffi cult to achieve this, try 
commercial transfection reagents instead, such as Fugene (Promega).  

3    Packaging Vectors 

 Most labs use so-called second-generation plasmids, in which one 
helper plasmid contains all the lentiviral helper genes and a second 
helper plasmid contains VSV G. Other than tat and rev, the lentiviral 
accessory genes (vif, vpr, vpu, and nef) are all deleted from the 
helper plasmids. In third-generation systems the lentiviral genes 
are split between two plasmids, with the gag, polymerase, protease, 
and integrase genes on one plasmid and rev on another. In this 
confi guration the tat gene is deleted, which means the vector plas-
mid requires a tat-independent promoter. A plasmid expressing 
VSV G is still required, meaning a total of four plasmids must be 
transfected. The third-generation system is considered safer but 
the need to transfect an additional plasmid may reduce the titer. In 
practice, most users choose the second-generation psPAX2 and 
pMD2.G packaging vectors developed by the Naldini and Trono 
labs (Fig.  1a, b , Addgene 12259 and 12260).   

4    Lentiviral Expression Vectors 

 There is a much wider choice of vector plasmids. In addition to 
deletion of all complete HIV genes, current vectors have partial 
replacement of the 5′-LTR by a heterologous promoter to make 
transcription in the packaging cell independent of tat; a deletion in 
the 3′-LTR to make both LTRs inactive as promoters after integration; 
and the presence of an RNase H-resistant central polypurine tract 
that primes reverse transcription and promotes nuclear import of 
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  Fig. 1    Lentiviral plasmids. ( a ) psPAX2 contains the main lentiviral genes required 
for packaging: gag, protease, polymerase, integrase, tat, and rev. ( b ) pMD2.G 
expresses VSV glycoprotein, which replaces the normal envelope protein. VSV G 
fuses directly with the plasma membrane, allowing the viral particles to infect 
cells indiscriminately. ( c ) pSD-82 is a typical lentiviral expression vector. The 
genomic transcripts made in the packaging cells initiate at a hybrid RSV/HIV 
promoter. The RSV enhancer is deleted in integrated proviruses because the 
3′-LTR is copied to the 5′-LTR during reverse transcription. There is a deletion 
removing the enhancer in the U3 region in the 3′-LTR. This deletion is copied to 
the 5′-LTR after reverse transcription to create integrated proviruses with defec-
tive promoters in both LTRs (a so-called self-inactivating or SIN vector). This 
means the fi rst transcripts from the integrated proviruses initiate at the human 
PGK promoter. Since this is located after the packaging signal (psi), no transcripts 
from the integrated provirus can be packaged. The transgene, ESR1, is located 
between two Gateway attB sites and expressed from the human PGK promoter. 
The WPRE located after the attB2 site increases the level of the ESR1 RNA. The 
puromycin resistance gene is expressed from the murine PGK promoter. The viral 
RNAs all terminate in the 3′-LTR. It is important to delete polyA signals from the 
transgene to avoid cleaving the 3′-end off the genomic RNA that is packaged in 
the viral particles           
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the preintegration complex. Many companies now sell lentiviral 
vectors but a cheap and convenient option for academic labs is to 
use vectors from Addgene. In addition to specifi c vectors that have 
been described in publications, Addgene contains an impressive 
collection of vectors deposited by Eric Campeau, many of which 
are based on the Gateway cloning system (  http://www.addgene.
org/Eric_Campeau/    ). The Campeau vectors systematically offer 
antibiotic resistance cassettes for puromycin, neomycin, hygromy-
cin, blastomycin, and zeomycin, making it possible to select for 
multiple different vectors in the same cell. We have had diffi culty 
selecting for hygromycin in primary mammary epithelial cells but 
the other markers all work well. 

 The choice of promoter is dictated by the propensity of some 
promoters to become silenced more easily than others (cellular 
promoters are often better than viral promoters), and by the char-
acteristics of the cells transduced (PGK works well in mammary 
progenitors and stem cells). The vector we have used most exten-
sively in mammary epithelial cells has a human PGK promoter 
driving the transgene and a mouse PGK promoter driving the 
puromycin resistance gene ( pac ) (Fig.  1c ) [ 5 ]. Note that the vector 
contains a Woodchuck hepatitis virus RNA stability element 
(WPRE) between the two expression cassettes, so the WPRE is 
only present in the RNA produced by the promoter driving expres-
sion of the transgene. This is a good idea in the sense that it 
increases the chance of the transgene being expressed well, but 
careful titration of puromycin is required to avoid killing the cells 
if they are infected at single copy. Many of the Campeau vectors 
have the same promoters in the same confi guration and express 
transgenes well in mammary epithelial cells.  
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5    Materials 

      293T/17 cells (ATCC CRL-11268).  
  Dulbecco’s modifi ed Eagle medium, 10 % FBS.  
  Phosphate-buffered saline.  
  0.05 % trypsin/EDTA.  
  TE buffer, pH 8.0.  
  DNase/RNase-free water.  
  Polylysine.  
  2.5 M CaCl 2 , 18.4 g for 50 ml; fi lter sterilize (0.22 μm) and store 

aliquots at −20 °C.  
  2 M HEPES, 52.6 g for 100 ml; fi lter sterilize (0.22 μm) and store 

aliquots at −20 °C.  
  OptiMEM (Life Technologies); add 2 M HEPES to make 

OptiMEM 20 mM HEPES.  
  HEPES-buffered saline (2× HeBS, Sigma 51558—50 ml).  
  10 cm tissue culture dishes.  
  15 and 50 ml conical base tubes.  
  0.45 and 0.22 μm syringe fi lters.  
  Vivaspin 20 MWCO 100,000 (GE Healthcare #28-9323-63).  
  5 % CO 2 , 37 °C incubator.  
  1 % Virkon (50 g sachets, Dupont).  
  70 % (v/v) ethanol.   

  Plasmids to make a simple GFP expression vector 

  pRRLSIN.cPPT.PGK-GFP.WPRE (classic GFP expression vector, 
Addgene 12252).  

  pMD2.G (for pseudotyping with VSV G protein, Addgene 12259).  
  psPAX2 (contains the main HIV-1 helper genes: Gag, Pol, Tat, 

and Rev, Addgene 12260).    

 Many other useful plasmids can be obtained from Addgene. 
 See   Notes 3  and  4  for information on construction and production 
of plasmids. All plasmid maxipreps should be “endotoxin-free” 
(Qiagen EndoFree or Nucleobond Xtra EF). For convenience, 
adjust the concentration of plasmids to 1 mg/ml.  

      Target cells (e.g., MCF7 cells).  
  Cell culture medium (RPMI 10 % FCS for MCF7 cells).  
  Viral suspension.  
  Phosphate-buffered saline.  

5.1  Components 
for Lentiviral 
Production

5.2  Components 
for Titration of Viruses

Lentiviral Transduction of Mammary Epithelial Cells
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  0.05 % trypsin/EDTA.  
  6-Well plates.  
  FACS tubes (polypropylene).  
  5 % CO 2 , 37 °C incubator.     

     Cold DMEM/F12, phenol red-free, 2× Pen/Strep = minimal 
medium (MM).  
  Phosphate-buffered saline.  
  Collagenase A: Make 100 mg/ml in PBS, and store aliquots at 

−20 °C.  
  Trypsin solution 0.25 %.  
  Dispase: Make 5 mg/ml in PBS, fi lter sterilize (0.22 μm), and 

store aliquots at −20 °C.  
  Deoxyribonuclease 1 (DNase): Make 1 mg/ml in PBS, fi lter steril-

ize (0.22 μm), and store aliquots at −20 °C.  
  Cell strainer 40 μm.  
  Sterile forceps.  
  Sterile scalpels.  
  Sterile chopping board.  
  10 cm cell culture dishes.  
  15 and 50 ml conical base tubes.     

     Single cells from reduction mammoplasty.  
  Cell culture medium (according to individual lab preference).  
  Viral stock.  
  Phosphate-buffered saline.  
  0.05 % trypsin/EDTA.  
  6-Well plates.  
  5 % CO 2 , 37 °C incubator. Use 5 % O 2  for primary cultures.     

     Viral suspension.  
  HIV genomic RNA (if available).  
  293T/17 cells (ATCC CRL-11268).  
  Dulbecco’s modifi ed Eagle medium, 10 % FBS.  
  Phosphate-buffered saline.  
  0.05 % trypsin/EDTA.  
  Trizol LS.  
  RNeasy kit.  
  6-Well plates.  
  5 % CO 2 , 37 °C incubator.   

5.3  Components 
for Isolation 
of Mammary Epithelial 
Cells

5.4  Components 
for Lentiviral 
Transduction 
of Mammary Cells

5.5  Components 
for RCL Test
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  Reagents for routine molecular biology 

  Superase inhibitor, 20 U/μl.  
  DNase I (RNase-free) 10 U/μl.  
  Restriction buffer M (Roche 11417983001).  
  DNase/RNase-free water.  
  10 % SDS.  
  Phenol/chloroform/isoamyl alcohol.  
  NaOAc 3 M pH 5.5.  
  Glycogen 20 mg/ml.  
  Ethanol 70 and 100 % (molecular biology grade).  
  Oligo-dT 0.5 mg/ml.  
  dNTPs (10 mM each).  
  Superscript II (reverse transcriptase, fi rst-strand buffer, DTT).  
  Sybr Green qPCR master mix 2× (Life Technologies 4344463).  
  Forward primer PAXpolF: tggcagaaaacagggagatt.  
  Reverse primer PAXpolR: tgcccctgcttctgtatttc.  
  qPCR machine.      

6    Methods 

 Follow national biosafety level 2 guidelines when working with 
lentiviral vectors. If you are unsure what to do you are almost cer-
tainly not legal, so seek advice on local regulations from more 
experienced colleagues before starting the project.  See   Note 1  for 
additional information on biosafety of lentiviral vectors. 

   293T cells grow rapidly and detach easily. Coating the dishes with 
polylysine helps to prevent the cells falling off the dish during 
medium changes. The protocol below differs from some classic 
protocols in that cells are plated 3 days before transfection. This is 
designed for a plate on Friday–transfect on Monday–harvest on 
Wednesday strategy. Despite the relatively high density at the time 
of transfection, the yields are excellent. 293T cells should be main-
tained in DMEM and 10 % FCS and split 1:10 twice a week. Take 
care always to passage the stock plates before the medium is 
exhausted. Replace the cultures at least every 3 months from fro-
zen stocks that have been checked for mycoplasma. If none of the 
vectors contains GFP it is helpful to set up an additional transfec-
tion with GFP to check the effi ciency of transfection.

    1.    Coat tissue culture plates with polylysine by briefl y pipetting 
5 ml of polylysine onto 10 cm plates.   

6.1  Production 
of Lentiviral Particles

Lentiviral Transduction of Mammary Epithelial Cells
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   2.    Plate 2 × 10 6  293T cells per 10 cm dish 3 days before transfection.   
   3.    On the day of transfection, replace the medium with 5 ml 

DMEM and 10 % FCS. Cells should be about 80 % confl uent 
when transfected ( see   Note 7 ).   

   4.    For each 10 cm plate, prepare the following plasmid cocktails 
in 1.5 ml Eppendorf tubes:
   4 μg pMD2.G (VSV-G viral envelope)  
  10 μg psPAX2 (packaging construct)  
  10–20 μg of your expression vector, adjusted according to the 

size of the plasmid (10 μg <7,000 bp, 15 μg 7,000–10,000 bp, 
20 μg >10,000 bp)  

  Add sterile water to 450 μl.      
   5.    Add 50 μl CaCl 2  to the plasmid cocktails and mix thoroughly. 

Prepare 15 ml Falcon tubes containing 500 μl 2× HeBS.   
   6.    Add the plasmid cocktails drop by drop to the Falcon tubes 

containing the 2× HeBS while shaking them on a vortexer at 
low speed.   

   7.    Wait for 5 min to allow the precipitate to form.   
   8.    Add the precipitate to the cells by pipetting it drop by drop, 

trying to homogeneously cover the whole plate. Ensure even 
spreading of the precipitate by gently swirling the dish. Return 
the dish to the 37 °C 5 % CO 2  incubator.   

   9.    6–14 h after transfection, remove the medium and replace it 
with 8 ml OptiMEM 20 mM HEPES.   

   10.    38–46 h after starting the transfection, harvest the medium, 
which now contains lentiviral particles. Centrifuge at 2,500 rpm 
for 3 min to remove debris, and then fi lter with a 0.22 μm 
syringe fi lter. The titer will drop if the medium becomes very 
acid, so it is not worth waiting an extra day before harvesting 
the virus in the hope that the yield will go up.   

   11.    Optional: To concentrate the virus 10- to 100-fold, use a 
Vivaspin column ( see   Note 7 ). This is only possible if you used 
serum-free medium (OptiMEM) as described above (if you 
use FCS the fi lter will concentrate unwanted proteins from 
the serum and become clogged). Before you embark on 
extensive centrifugation of virus, check that you have taken 
reasonable steps to contain aerosols that might be released by 
leakage of viral supernatant.   

   12.    Aliquot virus in freezing vials and store at −80 °C.      

   Cells differ in their infectability, so viral titers are only strictly valid 
on the cell line used to calculate the titer. Since it is often not 
possible to perform a titration on the cells you are most interested 

6.2  Titration 
of Lentiviral Vectors
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in, you need to bear in mind that there may be a systematic error 
when you do the experiment (the effective multiplicity of infection 
[moi] may be higher or lower than you intended).  See   Note 5  for 
more information on calculating viral titers. 

   This is the simplest approach. It only gives a rough idea of the titer 
but this is good enough for most experiments. A dilution series is 
performed and the titer is based on fi nding the fi rst well with no 
dead cells after antibiotic treatment. This well is conventionally 
taken to have been infected at an moi of 1. This approach works 
best for antibiotics that kill fairly quickly, in particular puromycin, 
blastomycin, and hygromycin.

    1.    Plate cells at a relatively low density to ensure that they can be 
left for a week without becoming overgrown. For MCF7 
use 1 × 10 5  cells per well in 6-well plates, one plate per virus to 
be titered.   

   2.    Infect cells. The following day, prepare six Eppendorf tubes 
each with a fi nal volume of 1 ml medium containing:

       A.    1 μl virus   
     B.    10 μl virus   
     C.    100 μl virus   
   D.    100 μl virus (control for toxicity of virus)   
     E.    No virus (control for toxicity of virus)   
      F.    No virus (control for antibiotic effi cacy)       

   3.    Replace the medium on the cells with the 1 ml dilutions in the 
Eppendorfs.   

   4.    Incubate for 6 h, then remove the medium, and add 2 ml of 
fresh medium.   

   5.    Antibiotic selection: 48 h after infection, remove medium and 
add 2 ml of fresh medium containing antibiotic to wells A, B, 
C, and F. Add 2 ml of fresh medium without antibiotic to wells 
D and E. 

 The concentration of antibiotic required depends on the 
cells, so before testing the virus you should titrate the antibiotic 
to fi nd the concentration that kills uninfected cells in a reason-
able time—for MCF7 it is likely to be around 2 μg/ml puromycin, 
200 μg/ml hygromycin, 5 μg/ml blasticidin, 750 μg/ml G418, 
and 1 mg/ml zeomycin. The time to kill 100 % of the cells 
should be around 3 days for puromycin, 5 days for blasticidin 
and hygromycin, 10 days for zeomycin, and 14 days for G418.   

   6.    Calculate viral titer. Observe the cells and score them when 
there is obvious death in well F. This will be 2–3 days for puro-
mycin, and up to 1 week for the other antibiotics. G418 is so 
slow that it may be hard to interpret the results because the 

6.2.1  Titration by 
Antibiotic Selection
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cells are too confl uent. The goal is to fi nd the well with the 
lowest amount of virus giving no death. Compare wells D and 
E to check that death is due to antibiotic rather than a direct 
toxic effect of the virus. 

 Titer (infectious particles/ml) = number of cells at infection/ 
volume of virus in ml in the fi rst well with no death. 

 If you used the amounts above, the titers will be: 
    1 × 10 5 /0.001 = 1 × 10 8  infectious particles/ml if there is no death 

in well A  
  1 × 10 5 /0.01 = 1 × 10 7  infectious particles/ml if there is no death in 

well B  
  1 × 10 5 /0.1 = 1 × 10 6  infectious particles/ml if there is no death in 

well C     
 Good titers are 10 7 –10 8  infectious particles/ml in unconcentrated 

viral supernatant. This approach will slightly underestimate the 
titer ( see   Note 5  for the reason why).      

  It is possible to titer viruses accurately by fl ow cytometry provided 
they express a fl uorescent protein such as GFP. It is the percentage 
of cells positive not the intensity of expression that matters.

    1.    Plate 1 × 10 5  MCF7 cells per well in 6-well plates, one plate per 
virus to be tested. Seed two additional wells that will not be 
infected, so you can use one to count the exact number of cells 
at the time of infection and the other as a negative control to 
set the fl ow cytometer gates.   

   2.    Infect cells. The day after plating the cells, prepare Eppendorf 
tubes containing serial twofold dilutions of virus. In the fi rst 
tube mix 64 μl virus with 1,934 μl medium. Then set up fi ve 
tubes containing 1 ml medium and make serial dilutions by 
transferring 1 ml sequentially to each tube.   

   3.    Remove the medium from the cells and add 1 ml of each virus 
dilution per well. Harvest one uninfected well to count the 
number of cells at the moment of infection (this lets you cor-
rect for the plating effi ciency and for cells that have divided 
since they were plated).   

   4.    Incubate for 6 h, then remove the medium, and add 2 ml of 
fresh medium.   

   5.    Three days after infection, aspirate the medium, add 0.5 ml 
trypsin/EDTA to each well, including the control uninfected 
well, and incubate at 37 °C until the cells detach.   

   6.    Add 1 ml medium to neutralize the trypsin, pipette up and 
down to ensure that the cells are dissociated, and then transfer 
the suspension to 5 ml polypropylene FACS tubes.   

6.2.2  Titration by Flow 
Cytometry
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   7.    Pellet the cells by centrifuging for 5 min at 1,500 rpm and 
discard the supernatant. 

 Optional: If your fl ow cytometry facility does not accept 
cells recently transduced with level 2 viruses, kill residual virus 
by resuspending the pellet in 0.5 % formaldehyde in PBS and 
incubating at room temperature for 5 min. Then pellet the 
cells again by centrifuging for 5 min at 1,500 rpm and discard 
the supernatant. Note that formaldehyde is compatible with 
GFP fl uorescence but may abolish the fl uorescence of other 
markers.   

   8.    Resuspend the cells in 200 μl of PBS, store them at 4 °C, and 
perform fl ow cytometry within a few hours. Use the  uninfected 
control well to set the gate for background fl uorescence.   

   9.    Record the percentage of infected cells in each well.   
   10.    In Excel, make a table with the volume of virus in ml in one 

column and the percentage of fl uorescent cells in another col-
umn. Add a column called “moi” in which you enter a formula 
for the “negative log of the fraction of cells not infected.” The 
formula should look like this: 

   
= - -( )( )LN POS100 100/

   

where POS refers back to the column with the percentage of 
fl uorescent cells, and LN() takes the natural log. 

 The “moi” column now contains the moi achieved with 
the specifi ed amount of virus.   

   11.    Make a graph with volume of virus in ml on the x-axis and 
“moi” on the y-axis. Exclude any obvious outliers (they may 
occur at the most extreme virus concentrations), then invite 
Excel to draw a straight line through the points, and ask it to 
display the slope and intercept of the line. The viral titer in 
infectious units per ml is given by 

   titer slope cell number intercept= ´( ) -( )/ 1    

where cell number is the number of cells present in the well at 
the time of infection.  See   Note 5  for additional information on 
calculation of titers.      

  It is possible to titer lentiviral vectors by ELISA for p24, a capsid 
protein derived from the gag polyprotein. This approach measures 
the amount of p24 in pg, which depends on the number of physi-
cal virus particles. The ratio of infectious units to physical particles 
(typically 1 in 100 to 1 in 1,000) is used to assess the quality of 
viruses, for example to detect batch-to-batch variation in the qual-
ity of preps destined for clinical use. Since the quality of typical 
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academic lab virus preps is highly questionable, it is necessary to 
make some very large assumptions when extrapolating from physi-
cal titers to infectious titers. The approach is only useful if you have 
a burning desire to know the titer and there is no other way to do 
it (no antibiotic marker, no fl uorescent marker, no transgene that 
can be detected in transduced cells by IF or IHC). When forced to 
measure physical titers we use the Innotest HIV Antigen mAb P24 
ELISA kit (#80563,   http://www.fujirebio-europe.com    ) accord-
ing to the manufacturer’s instructions.   

  The protocol can conveniently be split into two parts separated by 
the freezing of the organoids.

    1.    Place reduction mammoplasty tissue on chopping board.   
   2.    Remove yellow fatty tissue by scraping it off with a scalpel.   
   3.    Shear and chop the remaining tissue using two scalpels until it 

reaches a mushy consistency.   
   4.    Add 1 g tissue to 10 ml MM + 100 μl Collagenase in 50 ml 

tube.   
   5.    Incubate at 37 °C with agitation (roller) for 3–16 h.   
   6.    Spin at 1,400 rpm (~400 ×  g ) for 4 min.   
   7.    Wash pellet twice with warm PBS and 2 % FCS.   
   8.    Resuspend pellet (“organoids”) in 2 ml freezing medium 

(10 % DMSO, 90 % FBS; or Cryo3).   
   9.    Aliquot into cryotubes and freeze in isopropanol box (Mr. 

Frosty, Nalgene) at −80 °C overnight and then transfer to liq-
uid nitrogen.   

   10.    Thaw organoids and transfer to 15 ml tube containing 4 ml 
prewarmed MM medium.   

   11.    Spin at 1,400 rpm (~400 ×  g ) for 1 min.   
   12.    Eliminate the supernatant carefully.   
   13.    Add 500 μl prewarmed trypsin 0.25 % and resuspend 

organoids.   
   14.    Incubate for 2 min at room temperature.   
   15.    Pipette the organoid suspension repeatedly against the tube 

wall for 1 min (the suspension becomes viscous because of 
DNA released by dead cells).   

   16.    Add 1 ml prewarmed Dispase and 50 μl DNase. Filter sterilize 
Dispase immediately before use because Dispase granules pre-
cipitate with cells and are toxic if present in the culture medium.   

   17.    Pipette the cell suspension repeatedly against the tube wall for 
2 min (aggregates should dissolve and the suspension should 
become clear; if not, add 50 μl of DNase and pipette for 1 
more minute).   

6.3  Isolation 
of Mammary 
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   18.    Pass cells through a 40 μm cell strainer into a new 15 ml tube.   
   19.    Spin at 1,400 rpm (~400 ×  g ) for 3 min and remove the 

supernatant.   
   20.    Resuspend cells in the selected culture medium, count cells, 

and plate as appropriate.   
   21.    Incubate in a 37 °C, 5 % CO 2 , 5 % O 2  incubator.      

  The protocol below describes infection at an moi of 10, but it is 
often helpful to test a range of multiplicities, in case the titer was 
wrong or the cells are unusually sensitive to the virus. Always 
include a mock-infected well to check the effi ciency of the antibi-
otic selection and an infected well that is not selected in antibiotic 
to check for toxicity of the virus. We normally grow primary cells 
in 5 % O 2  but if using established cell lines this is not necessary. The 
viral suspension is in serum-free medium (OptiMEM). At com-
monly achieved titers (>10 7  IU/ml) this means <10 % of the 
medium in an infection will be OptiMEM. If you are using special 
media (for example mammosphere or WIT medium) whose com-
position you do not wish to modify even transiently, concentrate 
the virus by Vivaspin ( step 10  of the lentiviral production proto-
col) and reduce the time of infection. If you do not achieve the 
expected results,  see   Notes 3 – 6  for possible reasons. For other 
options  see   Note 7 .

    1.    Trypsinize cells. Stain with trypan blue and count the living 
cells with a hemocytometer.   

   2.    For infection in suspension, plate 3 × 10 5  cells per 35 mm well 
in 1 ml of medium. Immediately add 3 × 10 6  infectious units of 
virus (for an moi of 10).   

   3.    For infection of adherent cells, plate 3 × 10 5  cells per 35 mm 
well in 1 ml of medium. The following day when the cells have 
adhered to the plastic, add 3 × 10 6  infectious units of virus (for 
an moi of 10). 

 Infection in suspension is more effective but if you are 
worried about viability or toxicity it is easier to work out what 
is going on if the cells have adhered before they are assaulted 
with virus.   

   4.    Incubate at 37 °C in a 5 % CO 2 , 5 % O 2  incubator for at least 
6 h, then replace the medium with 2 ml of fresh medium, and 
continue incubation at 37 °C, 5 % CO 2 , 5 % O 2 .   

   5.    Add antibiotics ( see   Note 6 ). If the viruses carry antibiotic 
selection genes, add fresh medium containing antibiotics for 
selection 2 days after infection (if the vector contains a strong 
promoter [e.g., SV40] driving the expression of the antibiotic 
resistance gene it is possible to add the antibiotics already on 
day 1 after infection). The concentration required depends on 

6.4  Infection 
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the cells, so you should perform a titration to fi nd the concen-
tration of antibiotic that kills uninfected cells in a reasonable 
time—it is likely to be around 1 μg/ml puromycin, 100 μg/ml 
hygromycin, 2 μg/ml blasticidin, 300 μg/ml G418, and 
1 mg/ml zeomycin. The time to kill 100 % of the cells should 
be around 3 days for puromycin, 5 days for blasticidin and 
hygromycin, 10 days for zeomycin, and 14 days for G418.    

     See   Note 2  for a discussion of possible mechanisms leading to the 
formation of replication-competent lentivirus (RCL). The proto-
col below is used to test concentrated virus stocks but the superna-
tant of any cells could be tested if required. The goal is to show 
that infected cells do not release replication-competent viruses. In 
some jurisdictions you may be asked to perform an RCL test before 
removing cells from the level 2 lab. It is rarely done now because 
RCL has not emerged as a signifi cant problem after over a decade 
of widespread use of lentiviral vectors. It is also extremely diffi cult 
to prove a negative (not a single replication-competent virus pres-
ent in a prep containing 10 9  replication-incompetent viruses). 
Furthermore, proving that an RCL test is truly effective requires 
the use of live virus as a positive control. In principle, this virus 
should contain VSV G instead of the normal envelope gene but 
this would be a monster that no one should deliberately create, 
least of all in the pursuit of biosafety. It would require level 3 con-
tainment and would expose large numbers of non-virologists to a 
wholly unjustifi able risk of contracting AIDS or worse. We com-
promise by using pure HIV RNA from our colleagues as a positive 
control, but if you do not have access to this you can use psPAX2 
plasmid, which will at least allow you to confi rm that the qPCR 
works.

    1.    Infect    293T cells. This approach will detect recombinant 
viruses that can infect 293T cells (we assume that a recombi-
nant would use VSV G instead of the normal envelope gene, 
which is not present in the vectors). To detect viruses using the 
normal envelope, Escarpe et al. (ref.  6 ) recommend using the 
C8166-45 cell line.   

   2.    Plate 5 × 10 4  293T cells per well in 12-well tissue culture plates 
in 400 μl fi nal volume of DMEM and 10 % FCS medium.   

   3.    Immediately add 100 μl of viral supernatant to infect the cells 
as they adhere.   

   4.    Remove virus from cells after 6 h.   
   5.    Wash the cells twice with fresh medium.   
   6.    Incubate at 37 °C 5 % CO 2  for 6 days.   
   7.    Split each well into 35 mm wells in 1 ml medium per well.   
   8.    Incubate at 37 °C 5 % CO 2  for 6 days.   

6.5  Replication- 
Competent Lentivirus 
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   9.    Harvest the medium (supernatant) containing putative RCL.   
   10.    Mix 1 ml of supernatant with 500 μl Trizol LS.   
   11.    Incubate for 5 min at room temperature.   
   12.    Add 100 μl chloroform, and vortex for 15 s.   
   13.    Incubate for 3 min at room temperature.   
   14.    Centrifuge for 15 min at 4 °C, 12,000 ×  g .   
   15.    Transfer the upper phase to a new tube, add 600 μl of ethanol 

70 %, and vortex to mix.   
   16.    Load the mixture on an RNeasy Mini spin column.   
   17.    Centrifuge for 15 s. Discard the fl ow-through.   
   18.    Add 500 μl Buffer RPE and centrifuge for 15 s. Discard the 

fl ow-through.   
   19.    Add 500 μl Buffer RPE and centrifuge for 2 min.   
   20.    Place the spin column in a new 2 ml collection tube and cen-

trifuge for 1 min.   
   21.    Place the spin column in a new 1.5 ml collection tube and add 

30 μl RNase-free water.   
   22.    Wait for 1 min and then centrifuge for 1 min to elute the RNA.   
   23.    To treat with DNase I, to each 30 μl RNA prep add: 

 1 μl  Superase inhibitor 

 5 μl  Roche restriction buffer M 

 13 μl  RNase-free water 

 1 μl  DNase I (RNase-free) 10 U/μl 

       24.    Incubate at 37 °C for 30 min to digest DNA.   
   25.    Add 1 μl 10 % SDS.   
   26.    Add 50 μl phenol/chloroform/isoamyl alcohol.   
   27.    Vortex, and spin for 10 min.   
   28.    Take the upper phase and add: 

 4 μl  NaOAc 3 M pH 5.5 

 1 μl  Glycogen 

 120 μl  Ethanol 100 % 

       29.    Put on dry ice for 5 min, spin for 20 min, and discard the 
supernatant.   

   30.    Add 100 μl ethanol 70 %, spin for 5 min, and discard the 
supernatant.   

   31.    Dry the pellet for 3 min, and add 10 μl RNase-free water.   
   32.    Put on ice for 5 min to resuspend the RNA then store at 

−80 °C   

Lentiviral Transduction of Mammary Epithelial Cells



152

   33.    To reverse transcribe add 1 μl oligo-dT to 5.25 μl RNA from 
supernatant or positive control.   

   34.    Heat to 65 °C for 10 min, then chill on ice, and spin briefl y.   
   35.    Prepare the reaction mix: 

 2 μl  5× fi rst-strand buffer 

 1 μl  100 mM DTT 

 0.5 μl  dNTPs (10 mM each) 

 0.25 μl  Superscript II reverse transcriptase 

       36.    Add 3.75 μl of the reaction mix to the 6.25 μl of RNA/oligo-
dT mix.   

   37.    Incubate for 1 h at 46 °C and then store at −80 °C.   
   38.    Perform quantitative PCR. Set up standard Sybr Green qPCR 

reactions using PAXpolF and PAXpolR primers according to 
your normal protocol with 40 cycles and annealing at 
60 °C. The product length is 94 bp. You should get no signal 
after 40 cycles in the absence of the positive control template.    

7       Notes 

     1.     General safety issues  
 Modern lentiviral vectors are classifi ed in most jurisdictions 

as level 1 or level 2. Importantly, the viral particles used to 
transduce target cells contain no complete gene coding for HIV 
proteins. Furthermore, in common with all retroviruses, HIV 
vector particles have a lipid envelope that renders them sensitive 
to inactivation by simple detergents. Thanks to their fragility, 
lentiviruses can only be transmitted by direct contact with pen-
etration, for example by needle stick injury. In the lab, this 
means avoiding the use of glass or needles. Otherwise, good 
microbiological practice, as commonly applied in level 2 tissue 
culture labs, provides adequate protection. The conditions 
where retroviral vectors have been demonstrated to produce 
malignant transformation in humans are known thanks to gene 
therapy experiments on children with severe combined immu-
nodefi ciency (SCID). It is inconceivable that these  conditions 
could ever be met in a normal laboratory, even as a deliberate 
criminal act. Specifi cally, patients were treated with drugs to 
depress their already defi cient immune response, their hemato-
logical stem cells were infected in massive numbers ex vivo, and 
their immune system was regenerated entirely from virally 
transduced cells. The goal of the protocol was to give the trans-
duced cells the maximum encouragement to engraft and expand 
clonally. Crucially, the patients were defenseless against foreign 
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antigens because the only cells that could mount an immune 
response were the transduced cells themselves. One-quarter of 
the patients developed leukemia [ 7 ]. Gene therapy has also 
taught that a normally functioning immune system is extremely 
effective at eliminating transgenes, even if they differ by only a 
single amino acid from a patient’s own version of the gene. In a 
laboratory accident, all integrated vectors are likely to express 
antibiotic resistance genes or fl uorescent protein genes in addi-
tion to the experimental transgene, virtually guaranteeing the 
rapid immune killing of infected cells. 

 The rules for working in level 2 labs are specifi ed by 
national authorities. Two sensible precautions when hiring 
new staff are to exclude people who are either immune defi -
cient or suffer from skin diseases that impair the barrier func-
tion of the skin, the former because they are defenseless against 
foreign antigens and could, if HIV positive, propagate defec-
tive viruses, the latter because their underlying condition 
makes them easier to infect (and is incidentally likely to be 
made worse by wearing gloves all day, so they will probably 
spend long periods banned from the level 2 lab). 

 It is good practice to inactivate viral suspensions under the 
laminar fl ow hood by collecting them after use in a beaker con-
taining disinfectant (for example, 1 % Virkon), and then wait-
ing for 15 min before aspirating them to the waste bottle. 
Avoid centrifuging cells or medium containing concentrated 
virus; if you use a centrifuge make sure that the rotor has an 
aerosol- tight lid and never use polystyrene tubes that can shat-
ter easily. An underappreciated route of infection is contact 
with the eyepieces of microscopes; this happens because the 
fi rst act after putting petri dishes on the microscope stage is to 
adjust the separation of the eyepieces—hence if medium has 
slopped over the side of the dish it will promptly fi nd its way 
onto the eyepieces. The solution is to wear safety glasses. 

 Two situations stand out as requiring careful thought. The 
fi rst is injection of concentrated virus into live animals. Sharp 
needles and sudden movement are the perfect recipe for disas-
ter. Good anesthesia mitigates the risk, but the most effective 
measure is to ask operators to spell out exactly what they would 
do if they were to stab themselves. The second is inclusion of 
multiple transgenes in a single vector. This has become fash-
ionable, in particular thanks to the development of picornaviral 
2A sequences as tools to express multiple proteins from a sin-
gle mRNA. It is now easy, at least in principle, to produce sin-
gle vectors expressing a full complement of transforming 
oncogenes and shRNAs. The chance of accidentally transform-
ing a cell when each vector expresses a single oncogene is van-
ishingly small because the probabilities are multiplicative; the 
chance if it requires only a single event is dramatically increased. 
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Group leaders should be alert to this difference and discourage 
postdocs or students from making single-hit vectors unless 
there is a compelling reason.   

   2.     RCL  
 Recombination between vector and packaging plasmids 

leading to the creation of RCL is the major theoretical safety 
concern when working with lentiviral vectors. To reduce this 
risk, the helper genes are split between two (“second genera-
tion”) or three (“third generation”) plasmids. In normal aca-
demic use, the quantities of virus produced are too small for 
RCL to be a problem. Attempts to produce RCL have failed in 
tests scaled up to 1.4 × 10 10  transducing units [ 6 ]. 

 Detecting RCL in the context of lentiviral vector produc-
tion is not as easy as it sounds. Simple arithmetic shows that 
the number of molecules of plasmid DNA transfected into len-
tiviral packaging cells is around 10 12 . This makes it pointless to 
test the viral supernatant itself. There is no way so many copies 
of contaminating plasmid DNA could be brought down to 
<10 in a reasonable time by any simple process. The protocol 
we use tests for viral RNA in the supernatant of infected cells. 
It is based on qPCR, since it is relatively easy to assess the sen-
sitivity of qPCR assays on control DNA or purifi ed HIV RNA 
templates, and qPCR machines are readily available in modern 
research labs. It is not perfect because it does not use replication- 
competent virus as a positive control, but this is a price most 
non-virologists would be willing to pay. In our experience it is 
better than some commonly used gel-based PCR assays, whose 
sole aim seems to be to get a negative result (data not shown). 
A full RCL assay based on ELISA for p24 and intended for 
testing of clinical grade virus preps is described in ref.  6 . 

 A more plausible situation where RCL could arise in nor-
mal use would be transduction of a cell line that was already 
contaminated with wild-type HIV. Care should therefore be 
taken when using primary tissue samples that have not been 
screened for HIV. If you use biopsies from patients who are not 
routinely screened for HIV, you should consider testing the 
biopsies for HIV before using them (anonymously, of course). 
Outside professional virology labs, cell lines contaminated with 
wild-type HIV should be destroyed immediately (they are auto-
matically classifi ed as level 3). Since the packaging signal in the 
vector is placed upstream of the active promoter in SIN vectors, 
the packaging signal is not present in transcripts produced from 
integrated vector genomes. Hence, the simple presence of wild- 
type virus is not suffi cient to package vector genomes; to tran-
scribe the packaging signal the proviral vector DNA must either 
be integrated in a site where it can be transcribed from an 
upstream cellular promoter or recombine with integrated wild- 
type proviral DNA through the region between U5 and the 
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packaging signal. A hybrid virus arising in this situation would 
most likely resemble a classic retroviral oncogene-encoding 
virus. Propagation of such defective viruses typically requires 
the presence of a helper wild-type virus. This in turn requires 
the use of high titers to prevent loss of the recombinant through 
competition with the wild-type virus. Trying to assess the risk 
posed by such a recombinant virus pales to insignifi cance com-
pared to the very real risk posed by the wild-type virus in the 
mixture.   

   3.     Plasmid problems  
 Recombination between the LTRs leading to deletion of 

the intervening vector sequences is occasionally a problem 
during production of lentiviral plasmids. One situation where 
it is almost guaranteed is when there is a toxic gene in the vec-
tor. The classic example is a Gateway Destination vector: the 
 ccdB  gene is used to kill bacterial cells that have taken up the 
parental vector after a clonase reaction. Special strains contain-
ing a  gyrA  mutant that confers resistance to  ccdB  are used to 
produce Gateway Destination vectors, but it is still necessary to 
select for the  cat  (chloramphenicol resistance) gene that is 
adjacent to  ccdB  in the plasmid. Gateway  ccdB  cassettes are 
deliberately toxic, but even banal inserts may be mildly toxic in 
lentiviral plasmids. When this occurs the transformed bacteria 
may be noticeably temperature sensitive. The solution is to 
grow bacteria at 30 or 32°C at all steps from cloning to maxi-
prep. Another precaution commonly taken to prevent recom-
bination is to use bacteria defi cient in recombination enzymes, 
for example stbl3. Toxicity seems to be strain dependent, so if 
you have problems it is worth simply trying other commonly 
used bacterial strains (DH10B, stbl2, stbl3, etc.). 

 Recombination should not be a problem with existing 
plasmids. It is more likely to occur when constructing new 
plasmids. One solution is to use Gateway cloning, which elimi-
nates the gel purifi cation and ligation steps in conventional 
cloning. If you do use conventional cloning it is worth check-
ing the wavelength of your UV light box. Most labs now use 
315 nm UVB to purify DNA fragments, despite Maniatis’ 
injunction to use 365 nm UVA. UVB specifi cally damages 
DNA, which reduces the number of colonies ~100-fold and 
triggers a DNA damage response that increases the risk of 
recombination. Finally, to avoid caramelizing the medium it 
may help to reduce the duration or temperature of the auto-
clave cycle used to prepare the media (we use 110 °C for 2 min 
because our autoclave takes so long to cool down). 

 When constructing lentiviral vectors it is important to 
delete polyA signals from transgenes. To produce the virus, the 
packaging cell has to transcribe all the way to the end of the 
3′-LTR. If the RNA is cleaved at an internal polyA site, the 
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3′-LTR sequences will be deleted, preventing reverse tran-
scription of the complete viral RNA. This will give a dramati-
cally reduced viral titer. Apart from that, the commonest cause 
for low titers is simply that the insert is too big. It is easy to get 
titers of 10 8  infectious units/ml in unconcentrated supernatant 
when the total size of the vector is 6.5 kb, but becomes increas-
ingly diffi cult when the size exceeds 8 kb. Hence it is a good 
idea to delete 5′- and 3′-untranslated regions from transgenes. 
This can be done cheaply by Gateway cloning of orf clones 
from   http://plasmid.med.harvard.edu/PLASMID/    .   

   4.     Interferon induction  
 The interferon system blocks translation, degrades mRNA, 

and arrests the cell cycle, phenomena that can easily dwarf 
whatever effects you may be trying to study. We previously 
reported that lentiviral shRNA vectors can trigger an inter-
feron response [ 8 ]. This is a transient phenomenon, which 
occurs soon after infection, probably from a convergence of 
multiple factors. We originally reported it with shRNA vectors 
but we have also seen it with ordinary polII expression vectors. 
Whether you see it depends to a great extent on how you look. 
Gene set enrichment analysis (GSEA) of microarray data using 
the Broad GSEA server (  http://www.broadinstitute.org/
gsea/    ) is a remarkably effective tool to detect it, but simple 
qPCR for an interferon-stimulated gene (ISG) like OAS1 also 
works well and is less expensive (primers: aggtggtaaagggtg-
gctcc and acaaccaggtcagcgtcagat). 

 It is normal for cells to fi ght viruses by activating the inter-
feron system, and lentiviruses are no exception. A growing 
number of steps in the lentiviral life cycle are known to be 
recognized as alien by the host cell: the viral capsid is recog-
nized by TRIM5 immediately following cell entry [ 9 ]; 
SAMHD1 destroys nucleotides to prevent reverse transcrip-
tion of viral RNA [ 10 ]; the reverse-transcribed DNA is mutated 
by APOBEC3G to scramble the viral sequence [ 11 ]; and MX2 
blocks nuclear import [ 12 ]. The genes used by lentiviruses to 
block these responses are the very genes that are deleted in 
lentiviral vectors, so it should come as no surprise that inter-
feron responses are occasionally seen following lentiviral vector 
infections. 

 Depending on the type of transgene being expressed it is 
also possible for the foreign transcript to be mistaken for a viral 
RNA, leading to activation of the interferon system through 
the mechanisms, such as PKR (EIF2AK2), that defend the cell 
against RNA viruses. This probably explains the interferon 
induction we reported with the U6 promoter [ 13 ]. An impor-
tant theoretical advantage of polII-driven miRNA vectors over 
polIII-driven shRNA vectors is that saturation of Drosha 
should just lead to the accumulation of superfl uous noncoding 
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polII transcripts; they are unlikely to be mistaken for intruders 
or to otherwise offend the cell. In contrast, shRNAs produced 
by polIII promoters skip the Drosha step. Saturation of Dicer 
leads to the accumulation of bizarre small RNAs that could 
very easily be mistaken for small viruses. 

 Besides these biological explanations, there is a technical 
explanation that probably accounts for the sporadic nature of 
the problem. Production of lentiviral vectors requires transfec-
tion of packaging cells with at least three plasmids. If any one 
of them is contaminated with bacterial endotoxin, the packag-
ing cells themselves will release interferon, leading to the pro-
duction of a viral suspension contaminated with both endotoxin 
and interferon. This is why it is important to use “endotoxin- 
free” maxiprep kits to purify lentiviral plasmids. 

 Once the proviral DNA has been integrated into the host 
genome, there are few clues to inform the cell that it harbors a 
new virus. Hence interferon responses are a nuisance if cells 
must be used immediately after infection, but of little or no 
importance once cells have been passaged. For this reason, it is 
infi nitely preferable to design experiments such that biological 
measurements can be delayed until the cells have been pas-
saged and any antibiotic selection is complete. Otherwise, the 
effect one is trying to measure can easily be confounded by a 
mixture of interferon effects and antibiotic-induced death. For 
toxic proteins, this usually means using inducible vectors.   

   5.     Viral titers  
 The precise viral titer is rarely important in routine lab 

experiments. A more important question is whether you want 
the cells to contain only a single copy of the provirus or you 
want to have multiple copies. If the former, it is worth erring 
on the low side by using an moi of 0.1–0.2. This presupposes 
that you will be able to select transduced cells, by either antibi-
otic treatment or FACS for fl uorescent proteins. Reasons to 
use multiple copies include needing to achieve high-level 
expression of a transgene, or wanting to avoid big differences 
between individual cells if a few proviruses are silenced. A clas-
sic situation where multiple copies may be required is the use 
of shRNA expressed from polIII promoters (H1 or U6) 
because a single copy frequently gives very poor silencing. 

 Viral infection obeys Poisson’s law. In its simplest form this 
states that the moi is 1 virus per cell when one-third of the cells 
are not infected. The critical parameter is the fraction of cells that 
are not infected, which is equal to 1/ e  or 37 % when cells are 
infected at an moi of 1. This is because Poisson’s law states that 
 P ( k ) =  e  − m   ×  m   k  / k !, where m is the multiplicity of infection,  k  is the 
number of integrated proviruses per cell after infection, and  P  
means probability. When  m  = 1 and  k  = 0, the probability that a 
cell contains no virus  P (0) =  e  −1  × 1 0 /0! =  e  −1 . It is easy to estimate 
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the fraction of cells with  k  = 0: they are the unstained cells in fl ow 
cytometry or the cells that die in antibiotic. Poisson’s law can also 
be used to calculate a few other (mildly) interesting numbers. At 
an moi of 3, 5 % of cells will contain no virus, and 22 % of cells 
will contain three viruses. This probably corresponds to the com-
monly used yardstick of “no death with antibiotic”—from which 
we can surmise that people using the titration by antibiotic selec-
tion approach will mildly underestimate the titer. If it is not pos-
sible to apply any selection, it is worth knowing that at an moi of 
5 there will be 0.67 % of cells uninfected, whereas at an moi of 10 
there will only be 0.0045 % of cells uninfected. If cells divide 
daily, it will take about a week for uninfected cells to overgrow 
the culture in the former case but over 2 weeks in the latter case. 
What this tells you is that infection without selection gives you a 
very narrow window of time to test tumor-suppressor genes 
before the uninfected cells overgrow the culture, even if you use 
an moi of 10. Much higher multiplicities can be used to get 
around this problem, but they commonly lead to nonspecifi c 
toxicity or wildly unphysiological levels of transgene expression.   

   6.     Unwelcome surprises  
 Antibiotic resistance does not guarantee that the transgene 

is expressed. To work out whether the transgene is expressed 
people normally perform a Western blot, but this can hide a 
multitude of sins. In particular, a transgene expressed in only 
10 % of the cells will give a nice band on a Western. To fi nd out 
how many cells express the transgene it is possible to do immu-
nofl uorescence (IF) on coverslips, immunohistochemistry 
(IHC) on plastic dishes, or fl ow cytometry with antibodies 
against your protein. One could imagine that resistance to 
antibiotic should guarantee successful expression of a trans-
gene. Sadly, this is not the case when the transgene and marker 
are expressed from different promoters. Antibiotic resistance 
means the DNA has been successfully integrated, but for a 
transgene that is even mildly toxic, there is always a good 
chance that its promoter will be silenced. 

 Lentiviruses use complex alternative splicing to express 
their own genes effi ciently. Their predilection for arcane splic-
ing carries over into lentiviral vectors [ 14 ]. It can generate per-
plexing results, for example generating fusion proteins between 
a transgene and GFP in a downstream expression cassette. The 
only clues in one case we studied were that the transgene ran 
too high on a protein gel and GFP became nuclear. Subsequent 
investigation revealed that the vector had found a splice donor 
site a few nucleotides before the 3′-end of the transgene, and 
spliced it to a cryptic acceptor site in the murine PGK pro-
moter that was used to express GFP.   
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   7.     Optional variants  
 Production of lentiviral particles,  step 3 : Addition of 25 μM 

chloroquine to the medium before transfection is com-
monly used to prevent acidifi cation of endosomes that have 
taken up DNA. If done, prepare the transfection mixes 
without delay because chloroquine is toxic to the cells. 

 [Chloroquine (Sigma C6628): 2,000× stock contains 50 mM 
chloroquine in water; fi lter sterilize (0.22 μm) and store at 
4 °C for 1 month or freeze at −20 °C.] 

 Production of lentiviral particles,  step 11 : More extensive 
concentration of virus is possible by ultracentrifugation 
or by using kits such as Millipore Fast-Trap or System 
Biosciences PEG-it. 

 Infection of mammary epithelial cells: Addition of polybrene 
8 μg/ml to medium during infection of target cells was 
always done with retroviral vectors. It neutralizes charge 
leading to better receptor binding. It seems not to be neces-
sary with VSV G pseudotyped lentiviral vectors. [Polybrene 
(hexadimethrine bromide, Sigma H9268): 1,000× stock 
contains 80 mg polybrene in 10 ml water; fi lter sterilize 
(0.22 μm) and store at 4 °C for 1 month or freeze at −20 °C.]         
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    Chapter 9   

 The Transplantation of Mouse Mammary Epithelial Cells 
into Cleared Mammary Fat Pads 

           Marisa     M.     Faraldo     ,     Marina     A.     Glukhova    , and     Marie-Ange     Deugnier   

    Abstract 

   The transplantation of mammary epithelial cells into the cleared fat pad allows their growth and differen-
tiation in their normal physiological environment. This technique involves the grafting of tissue fragments 
or isolated cells into the mammary fat pads of prepubertal mice from which the endogenous epithelium 
has been surgically removed. Such transplantation assays are particularly useful for the analysis of morpho-
genetic potential and stem cell activity in normal mammary epithelium and breast tumors. We describe 
here the main steps in the transplantation of epithelial fragments and isolated cells from mouse mammary 
glands and the various approaches currently used to evaluate the regeneration and self-renewal properties 
of mammary stem cells.  

  Key words     Transplantation  ,   Outgrowth  ,   Mammary fat pad  ,   Mouse  ,   Stem cell  

1      Introduction 

 The mammary epithelium has a remarkable repopulation capacity, as 
shown by the replenishment of the mammary fat pad with new secre-
tory tissue during each pregnancy in normal conditions and, experi-
mentally, in transplantation assays. The transplantation technique 
makes use of the fact that before puberty, the growth of the mam-
mary epithelium is very limited (Fig.  1 ). This important observation 
led deOme and coworkers, several decades ago, to use the prepuber-
tal fat pad cleared of the endogenous epithelium as a physiological 
environment for tissue transplantation [ 1 ]. After several weeks, the 
transplanted fragments expand to fi ll the entire fat pad and display 
normal differentiation in response to hormonal stimulation (Fig.  1 ). 
Moreover, the outgrowths obtained can be successfully retrans-
planted into a new host, and further serially transplanted indicating 
the presence of a stem cell population capable of self-renewal [ 2 ]. 
However, the self-renewal potential of normal mammary stem cells is 
limited, and only tissue fragments or cells isolated from mammary 
malignant or premalignant lesions can be perpetually regrafted [ 3 ].  
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 The recent development of fl ow cytometry-based separation 
techniques has made it possible to examine the regenerative capaci-
ties of luminal and basal cell populations purifi ed from the mam-
mary epithelium [ 4 – 6 ]. These studies have shown that, in normal 
mammary glands, only the basal cell population is capable of 
regeneration, consistent with the presence of functional multipo-
tent stem cells in the basal layer of the mammary epithelium [ 4 – 6 ]. 
Similarly, the fractionation of breast tumor cells on the basis of 
their expression of various surface markers has permitted to iden-
tify the tumor-initiating cells, the cell populations able to initiate a 
new tumor [ 7 ,  8 ]. 

 Most of the cell surface markers used to separate stem cell- or 
progenitor-enriched cell populations from the mammary epithe-
lium, breast tumors, or tumor cell lines are adhesion molecules, such 
as integrins, EpCAM, CD24, and CD44. This suggests that adhe-
sion to neighboring cells and the ECM may create the stem cell 
microenvironment or niche required for the maintenance of the 
functional stem cell population. Laminins are the major components 
of the mammary basement membrane, and the transplantation of 

  Fig. 1    Transplantation of mouse mammary epithelium fragments or isolated cells into the cleared mammary 
fat pad. The portion of the fat pad containing rudimentary mammary gland is excised, as indicated by the 
  dotted lines  ( a ) and a mammary epithelium fragment or isolated cells are grafted into the remaining fat pad 
( b ). For outgrowth analysis, the recipient mouse mammary fat pads are dissected 6–10 weeks after transplan-
tation and whole-mount preparations are stained ( c  and  d ). For the induction of lobulo-alveolar development 
and lactogenic differentiation in the grafted epithelium, the recipient mouse should be mated. The micropho-
tographs presented in the  lower panels  show a rudimentary mammary gland dissected from a 3-week-old 
mouse ( a ) and mammary outgrowths developed in virgin ( c ) and pregnant ( d ) hosts.  LN  lymph node. Bar, 4 mm 
in ( a ) and ( c ); 6 mm ( d )       
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sorted cells suspended in Matrigel, a defi ned basement membrane 
preparation, signifi cantly increases the take rate for outgrowths, 
probably by increasing the survival of transplanted cells and enhanc-
ing early steps in morphogenesis, such as cell polarization [ 9 ]. 

 Mammary transplantation techniques make it possible to com-
pare stem cell activity in mammary gland specimens originating 
from two different donors, such as wild type and mutant. For such 
comparisons, the specimens to be compared are transplanted into 
contralateral fat pads of the same mouse, so that the regenerative 
potential of the tissues or cells examined is evaluated under the 
same physiological conditions. 

 Different transplantation protocols can be used to address the 
specifi c question of mammary stem cell activity. Serial transplanta-
tions are carried out to evaluate the self-renewal capacity of stem 
cells present in the tested cell populations or tissue fragments. 
Normal mammary tissue fragments can be successfully retrans-
planted fi ve or six times [ 2 ], whereas the regenerative potential of 
sorted normal basal cells appears to be exhausted after only two 
transplantations [ 10 ]. These observations clearly indicate the 
importance of tissue architecture and of the adhesion molecules 
responsible for intercellular and cell-ECM interactions in the main-
tenance of mammary stem cell activity. 

 Limiting dilution transplantations are performed to estimate 
the frequency of active stem cells ([ 11 ];   http://bioinf.wehi.edu.
au/software/elda/index.html    ). In this case, single-cell suspen-
sions are serially diluted and transplanted into the cleared fat pads 
of the host mice. The frequency of mammary regenerating cells 
can be calculated from the rates of successful outgrowth formation 
for each dilution. The reported frequency of regenerating cells in 
the mammary basal compartment varies between studies, depend-
ing on mouse strain, genetic background, details of tissue diges-
tion, cell sorting, and transplantation protocols, but it does not 
exceed 5 % for wild-type mammary epithelium [ 4 – 6 ,  9 ,  10 ]. 

 Finally, the co-transplantation of two cell populations (for 
example wild-type and mutant cells) can be useful, making it pos-
sible to compare their repopulation capacities in conditions of 
competition. These experiments require the presence of a genetic 
marker (GFP, lacZ, etc.) in at least one of the populations com-
pared, for estimation of the relative contribution of each popula-
tion to the outgrowth [ 10 ,  12 ,  13 ].  

2    Materials 

      1.    Scissors and forceps for tissue dissection.   
   2.    Scalpels.   
   3.    CO 2 -independent medium.   

2.1  Preparation 
of Mammary Epithelial 
Cells and Fragments 
for Transplantation

Transplantation of Mouse Mammary Epithelium
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   4.    DNase I solution: Prepare a 10 mg/mL solution and store 
aliquots at −20 °C.   

   5.    EDTA (Versen) solution: 1 % w/v in PBS w/o Ca 2+ , Mg 2+ . 
Prepare 0.25 % trypsin/0.1 % Versen solution in PBS.   

   6.    Ammonium chloride solution.   
   7.    Sterile cell strainer, 40 μm nylon mesh.   
   8.    Trypan blue solution 0.4 %.   
   9.    Growth-factor reduced Matrigel (BD Biosciences).   
   10.    Dissecting microscope with transmitted illumination.   
   11.    Digestion solution: Weigh the required amount of digestion 

enzymes and keep at 4 °C until use. Dilute 3 mg/mL collage-
nase, 100 U/mL hyaluronidase in CO 2 -independent medium 
complemented with 5 % FCS, and 2 mM  L -glutamine.   

   12.    Dispase solution: 5 % FCS and 5 mg/mL dispase in CO 2 - 
independent medium.      

      1.    Dissecting microscope with direct illumination.   
   2.    Fiber-optic light source.   
   3.    Electric thermocautherizer (Harvard Apparatus).   
   4.    Corkboard (about 20 cm square).   
   5.    Rubber or hard-tissue band, 0.5 cm wide.   
   6.    Anesthetic solution: 0.4 mg/mL xylazine, 8 mg/mL ket-

amine, 30 μg/mL fl unitrazepam in PBS. This solution is stable 
at 4 °C for several months ( see   Note 1 ).   

   7.    Eye gel (Lacrinorm 0.2 %).   
   8.    1 mL syringe and 25-gauge syringe needles.   
   9.    Scissors, 110 mm, S/S.   
   10.    Round-nosed dressing forceps (skin forceps, tissue forceps).   
   11.    Dissecting forceps (jeweler’s type).   
   12.    Iris scissors, angle to side, 90–100 mm, S/S.   
   13.    Cotton swabs.   
   14.    Hamilton syringe, 25 μL.   
   15.    Sterile PBS and water.   
   16.    9 mm wound clips, clipping machine, and clip remover. 

Alternatively, braided absorbable suture Vicryl (6-0) with a 
multipass curved micro-needle (Johnson & Johnson).   

   17.    Heating lamp.   
   18.    Three-week-old female mice, weighing 8–10 g ( see   Notes 2  

and  3 ).      

2.2  Animal Surgery
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      1.    Glass histology slides.   
   2.    Dissection material (scissors, forceps).   
   3.    Methacarn fi xation solution (methanol:chloroform:acetic 

acid/6:3:1).   
   4.    Carmine Alum solution (Stem Cell Technologies Cat #7800).   
   5.    70, 95, and 100 % ethanol.   
   6.    Xylene or methyl salicylate.       

3    Methods 

      1.    Rinse the operating table surface with 70 % ethanol.   
   2.    Inject 100 μL anesthetic solution intraperitoneally into 3-week-

old female recipient mice; the mice will be anesthetized within 
about 2 min and will remain so for at least 1 h.   

   3.    Put the mouse on a corkboard, ventral side up, and attach the 
hind legs to the corkboard with the rubber band, tightly 
enough to fi x the animal in place but not so tightly as to ham-
per blood circulation.   

   4.    Apply eye gel to prevent eye dryness, as the blinking refl ex is 
inhibited by anesthesia.   

   5.    Swab the inguinal area of the mice with 70 % ethanol.   
   6.    Grasp the skin above the pelvis with forceps, lifting it up from 

the abdomen. Make a midline incision starting just above the 
pelvis and extending over 1–1.5 cm from the pubis to the ster-
num (Fig.  2 ). Take care not to pierce the peritoneum and dam-
age the abdominal musculature.    

   7.    From this middle incision, make two oblique incisions towards 
the hind legs, ending at about the midpoint between nipples 4 
and 5 (Fig.  2 ).   

   8.    Lift up the skin with the forceps and pull the body wall with 
the cotton swab to expose fad pad no. 4 (Fig.  2 ); pin the skin 
to the board with a 25G needle.   

   9.    Under the microscope, cauterize the arteries of nipple no. 4 
leading to the node and margins of the fi fth gland, to prevent 
ingrowth.   

   10.    With the scissors, carefully excise the proximal part of the fat 
pad in one piece, including the lymph node, making clean and 
precise cuts, starting from the nipple (Fig.  2 ,  see   Note 4 ).   

   11.    Clear the contralateral fat pad ( see   Note 5 ).      

2.3  Outgrowth 
Analysis

3.1  Clearing 
the Fat Pad

Transplantation of Mouse Mammary Epithelium
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      1.    Dissect gland no. 4 from the donor mouse; spread it onto a 
glass histology slide and cover it with a drop of CO 2 - 
independent medium.   

   2.    Under a dissecting microscope with transmitted illumination, 
locate the primary duct and the downstream secondary ducts.   

   3.    Using a scalpel, cut tissue fragments of about 1 mm 3  in volume 
and containing epithelial ducts; steep the dissected fragments 
in CO 2 -independent medium at 4 °C until transplantation 
( see   Notes 6 – 8 ).   

   4.    Make a small pocket in the middle of the cleared fat pad with 
iris scissors with an angled tip. The pocket should be deep 
enough to contain the tissue to be grafted, but care should be 
taken not to cut through the fat pad completely.   

   5.    Insert a piece of donor epithelium into the pocket with the dis-
secting forceps. Hold the pocket with the skin forceps to keep 
it closed as you remove the dissecting forceps, so that the 
inserted tissue remains in place.      

      1.    Prepare 15 mL of digestion solution per sample.   
   2.    Dissect both no. 4 glands, remove the lymph nodes, and put 

the glands on ice in a 100 sterile Petri dish with 500 μL CO 2 - 
independent medium, to prevent the tissue from drying out 
( see   Note 9 ).   

3.2  Preparation 
and Transplantation 
of Mouse Mammary 
Epithelial Fragments

3.3  Preparation 
of Single Mouse 
Mammary Cells

  Fig. 2    Preparation of the mammary fat pad cleared of endogenous epithelium. 
One ventral midline incision, 1–1.5 cm long, starting a few mm above the pelvis, 
and two lateral incisions ending between the nipples of the glands 4 and 5 are 
made ( a ), and the endogenous epithelium is excised, as indicated by the  dotted 
line  ( b ). The  arrow  in ( b ) indicates the site of transplantation.  LN  lymph node       
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   3.    Mince the tissue, fi rst with curved scissors and then with two 
scalpels, one in each hand, for at least 5 min, until a homoge-
nous paste is obtained ( see   Note 10 ).   

   4.    Transfer the minced tissue to digestion solution.   
   5.    Incubate for 90 min at 37 °C with shaking (150 rpm). Midway 

through the incubation, shake the tube vigorously to favor 
dissociation.   

   6.    Transfer the samples to 15 mL tubes and centrifuge for 5 min 
at 450 ×  g .   

   7.    Discard the upper fat layer and supernatant. Wash the pellet in 
15 mL of CO 2 -independent medium and centrifuge the tubes 
for 5 min at 450 ×  g .   

   8.    Resuspend the pellet in 1 mL of trypsin/Versen solution pre-
warmed to 37 °C and pipette up and down with a 1,000 μL tip 
for 1 min.   

   9.    Add 8 mL of CO 2 -independent medium containing 5 % FCS 
and centrifuge for 5 min at 450 ×  g .   

   10.    Carefully remove the supernatant, and resuspend the pellet in 
dispase solution, 2 mL per sample.   

   11.    Add DNase I solution to a fi nal concentration of 0.1 mg/
mL. Incubate at 37 °C for 5 min.   

   12.    Add 10 mL of CO 2 -independent medium containing 5 % FCS 
and centrifuge for 5 min at 450 ×  g .   

   13.    Resuspend in 1 mL of cold ammonium chloride solution and 
centrifuge for 5 min at 450 ×  g  ( see   Note 11 ).   

   14.    Resuspend in 1 mL of CO 2 -independent medium and fi lter the 
cell suspension through a nylon mesh cell strainer with 40 μm 
pores inserted into a 50 mL tube. Wash the fi lter with 8 mL of 
medium.   

   15.    Transfer to a 15 mL tube and centrifuge for 5 min at 450 ×  g .   
   16.    Resuspend the pellet in 1 mL of CO 2 -independent medium.   
   17.    Label mammary cells in single-cell suspensions as described 

elsewhere, and proceed with fl ow cytometry separation ([ 4 ,  6 ] 
and other chapters in this book). Alternatively, unsorted mam-
mary cells can be used for transplantation [ 14 ].      

      1.    Check cell viability by staining with trypan blue and correct 
cell density accordingly.   

   2.    Prepare the required amount of 25 % growth factor-free 
Matrigel, by diluting it with CO 2 -independent medium 
( see   Note 12 ).   

   3.    Prepare the required cell dilutions by resuspending cells in 
25 % Matrigel, such that 10 μL cell aliquots can be used for 

3.4  Injection 
of Mammary Epithelial 
Cells into Cleared 
Fat Pads

Transplantation of Mouse Mammary Epithelium
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transplantation ( see   Note 13 ). Try to avoid making bubbles 
during resuspension of the cells.   

   4.    Using a 25 μL Hamilton syringe, inject 10 μL of cell suspen-
sion into the middle of the cleared fat pad ( see   Notes 14  and 
 15 ). Place the syringe in an oblique position, such that 1–2 mm 
of the tip penetrates the fat pad, without passing all the way 
through it. After inoculation, the injected liquid forms a bolus, 
visible under the fat pad ( see   Note 16 ).   

   5.    Place the skin in its original position and then inject cells into 
the contralateral fat pad ( see   Note 5 ).      

      1.    Use forceps to bring the opposing margins of the skin together, 
and close with wound clips. Take care not to attach the abdom-
inal wall to the skin. Two clips are normally suffi cient to close 
the midline incision, with one clip required for each lateral 
oblique incision ( see   Note 17 ).   

   2.    Ear-tag the mouse.   
   3.    Place the mouse on a paper towel in a clean cage and place the 

cage under a heating lamp until the mouse comes round. The 
lamp should just warm the mouse, and care should be taken to 
avoid burning the skin. Give water and food to mice when 
awaken.   

   4.    The wound clips should be removed after 2–3 weeks.      

   Typically, outgrowth analysis is performed 6–10 weeks after trans-
plantation ( see   Note 18 ).

    1.    Euthanize the mouse and place it, on its back, on a corkboard, 
fi xing the limbs in position with needles.   

   2.    Spray the mouse with 70 % ethanol. Make an incision along the 
longitudinal axis, and a lateral incision between nipples 4 and 5.   

   3.    Using forceps, lift up the skin and gently pull the body wall 
with the cotton swab until the transplanted fat pad is exposed. 
The fat pad generally remains stuck to the skin, but it may, in 
some cases, be attached to the peritoneum.   

   4.    Carefully dissect the transplanted fat pad. For this purpose, 
pull up the fat pad with tissue forceps, while cutting the trans-
parent membrane attaching the gland to the skin, with sharp 
fi ne scissors.   

   5.    Spread the removed fat pad out on a glass histology slide. 
Make the gland as fl at as possible and wait for 5 min, to allow 
the tissue to stick well to the slide. Fix with MethaCarn for 
6–18 h.   

   6.    Place slides in 70 % ethanol for 20 min. Rinse twice with dis-
tilled water.   

3.5  Closing/Revival 
of Mouse

3.6  Outgrowth 
Analysis
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   7.    Stain with carmine alum overnight at room temperature.   
   8.    Dehydrate the tissue by immersion in successive baths of 70, 

95, and 100 % ethanol, for 20 min per bath.   
   9.    Clear in xylene or methyl salicylate until the tissue becomes 

translucent. For examination and imaging under the dissecting 
microscope, place the slide in a glass Petri dish with some 
xylene or methyl salicylate. Peel the tissue off of the glass slide 
for embedding in paraffi n, sectioning, and analysis by standard 
immunohistological methods.    

4       Notes 

     1.    A simple xylazine/ketamine solution has anesthetic properties, 
but we recommend the addition of fl unitrazepam, as it signifi -
cantly improves the effi cacy of anesthesia and the tranquility of 
the mice during surgery.   

   2.    Use 3-week-old female mice weighing 8–10 g each. Poor out-
growth development is frequently observed in smaller females. 
However, females weighing more than 12 g should not be 
used, to prevent the ingrowth of the remaining endogenous 
epithelium, as the mammary gland may be more developed in 
larger females.   

   3.    Compound-mutant donor mice often have a mixed genetic 
background, making the use of syngeneic host mice impossi-
ble. Immunodefi cient (nude or Scid) mice are used in such 
cases, to prevent graft rejection.   

   4.    Not all protocols entail removal of the lymph nodes during fat 
pad clearance. However, whole-mount carmine staining of the 
removed gland fragments shows that in some 3-week-old ani-
mals, the epithelium can reach the lymph node. We therefore 
recommend staining the removed fat pad fragments in carmine 
alum, as described in Subheading  3.6 , to check for cleared 
margins.   

   5.    When fragments (or cell populations) from different donors 
are compared (for example, wild-type and mutant epithelia), 
they should be transplanted into contralateral fat pads of the 
same animal. This makes it possible to monitor their growth in 
the same hormonal environment.   

   6.    In some mouse strains and in aged animals, the fat pad con-
taining gland no. 4 may be thick, making it diffi cult to dissect 
out epithelial fragments. Gland no. 3 can be used instead, in 
such cases.   

   7.    In our experience, keeping fragments in CO 2 -independent 
medium at 4 °C for up to 2 h does not affect their morphogenetic 

Transplantation of Mouse Mammary Epithelium
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capacity. Some authors report freezing mammary epithelial 
fragments in 10 % DMSO according to a classical cell freezing 
protocol. Frozen fragments can be stored in liquid nitrogen 
until transplantation, with a minimal decrease in transplanta-
tion effi ciency (>85 % effi ciency) [ 15 ].   

   8.    In serial transplantations of epithelial fragments, it is important 
to use fragments obtained from the center of the outgrowth. 
Mammary fragments dissected from any part of the mammary 
tree can give rise to new mammary tissue, but, when serially 
transplanted, the peripheral ducts may undergo senescence 
earlier, probably because they have been through more cell 
divisions [ 16 ].   

   9.    For the preparation of a single-cell suspension from virgin 
mouse mammary glands, we recommend pooling the fourth 
and fi fth glands from at least three or four virgin animals.   

   10.    Some protocols suggest using a tissue chopper (Mcllwain 
Tissue Chopper, Mickle Laboratory Engineering Co. Ltd.) for 
mincing the tissue [ 14 ].   

   11.    The volume of ammonium chloride solution used should be 
adapted to the size of the pellet; please follow the manufac-
turer’s instructions.   

   12.    The use of Matrigel for cell injection is optional. However, 
Matrigel signifi cantly increases outgrowth formation and is 
particularly recommended when working with small numbers 
of cells. For example, it has been reported that the transplanta-
tion of 75 cells in the absence of Matrigel yields successful 
reconstitution in 45 % of cases, whereas the addition of 50 % 
Matrigel increases this percentage to 87.5 % [ 9 ].   

   13.    For evaluation of the frequency of repopulating stem cells in 
limiting dilution transplantations, it is necessary to transplant 
cells at a minimum of four to fi ve different dilutions. Such dilu-
tions are required, when not all transplanted samples give rise 
to outgrowths, so that stem cell frequency can be calculated, 
taking into account the proportion of transplanted fat pads 
without outgrowths. In our hands, in a typical limiting dilu-
tion experiment performed with sorted mammary basal cells 
from mice of mixed 129SV/C57BL6 genetic background in 
the presence of 25 % Matrigel, between 5 and 150 cells are 
transplanted [ 10 ]. Increasing the number of dilutions and the 
number of transplanted fat pads per dilution increases the 
accuracy of the estimate.   

   14.    We prefer to inject 10 μL aliquots, to prevent cell loss during 
injection.   

   15.    Always use the same syringe for the injection of a given popula-
tion and, in limiting dilution experiments, start with the most 
dilute samples. When two different cell populations are 
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injected, we use two different syringes to avoid the need to 
rinse the syringes between injections.   

   16.    Formation of a “bolus” in the place of injection is a sign of 
successful cell inoculation into the fat pad. On the contrary, if 
some liquid is visible after removal of the syringe, one can 
doubt of the effi cacy of the injection.   

   17.    Given the fragility of the skin in nude mice, we prefer to stitch 
up the incision with absorbable sutures (6–7 stitches per 
mouse) rather than using wound clips. It is always a good idea, 
in any case, to have some suture available to close the perito-
neum if it is accidentally pierced.   

   18.    When very small numbers of cells are transplanted, complete 
growth may take up to 10–12 weeks. By contrast, the outgrowths 
develop more rapidly if tissue fragments, rather than sorted cell 
populations, are transplanted. For the visualization of terminal 
end buds, the bulbous structures present at the tips of growing 
ducts, the outgrowths, should be analyzed earlier, before the 
recipient fat pad is completely fi lled with the transplanted epithe-
lium. Typically, for grafted wild-type mammary epithelium, ter-
minal end buds can be found in the outgrowths 4–5 weeks after 
the transplantation of epithelial fragments and 6–7 weeks after 
the transplantation of sorted mammary basal cells.         
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    Chapter 10   

 Humanization of the Mouse Mammary Gland 

           A.     Wronski    ,     L.  M.     Arendt    , and     Charlotte     Kuperwasser    

    Abstract 

   Although mouse models have provided invaluable information on the mechanisms of mammary gland 
development, anatomical and developmental differences between human and mice limit full understanding 
of this fundamental process. Humanization of the mouse mammary gland by injecting immortalized 
human breast stromal cells into the cleared murine mammary fat pad enables the growth and development 
of human mammary epithelial cells or tissue. This facilitates the characterization of human mammary gland 
development or tumorigenesis by utilizing the mouse mammary fat pad. Here we describe the process of 
isolating human mammary stromal and epithelial cells as well as their introduction into the mammary fat 
pads of immunocompromised mice.  

  Key words     Human-in-mouse model  ,   Humanization  ,   Human mammary epithelial cells  ,   Stroma  , 
  Mammary gland  ,   Mammary gland biology  

1      Introduction 

 The mammary gland is a unique tissue that partially develops during 
embryogenesis and matures further as the female progresses 
through sexual maturity and reproduction. Animal models, in par-
ticular mouse models, have been heavily used to elucidate the intri-
cate regulatory networks of hormones and growth factors which 
underpin our current understanding of the development of the 
mammary gland [ 1 ,  2 ]. However, key differences exist between 
human and mouse mammary gland, which impedes the applicabil-
ity of mouse models [ 3 ,  4 ]. These include structural differences 
between the functional units of the human terminal ductal lobular 
unit and the mouse lobular-alveolar unit in addition to the compo-
sition of the stroma in the human and mouse gland. In the mouse 
as in the human, the stroma consists of large deposits of adipose 
tissue in addition to fi brous connective tissue. However, the 
arrangement of the two tissue types differs between human in 
mouse. In human glands, the adipose tissue is generally found 
in large pools and the mammary epithelial cell structures are 
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 interspersed with connective tissue. In the mouse, the connective 
tissue still surrounds the mammary epithelial structures; however, 
the adipose tissue is more diffuse throughout the gland [ 4 ]. These 
differences between human and mouse mammary glands prohibit 
the growth of human mammary epithelial cells when introduced 
into mouse mammary glands [ 5 ,  6 ]. To more closely model the 
stromal environment of the human breast, a human-in-mouse 
model was developed. Humanization of the mouse mammary 
gland by introducing immortalized human mammary stromal cells 
allows for the implantation of normal human mammary cells or 
tissue and facilitates the study of human mammary gland develop-
ment or tumorigenesis [ 7 – 10 ]. Importantly, this model also 
enables study of the effect of the stromal environment on gland 
development as well as tumorigenesis [ 11 ]. This protocol outlines 
the methodology of isolating and creating immortalized human 
mammary stromal and epithelial cells for use in this model, as well 
as the surgical procedures for clearing and humanizing the mouse 
mammary gland and introduction of human mammary epithelial 
cells into the humanized gland.  

2    Materials 

      1.    Primary Reduction Mammoplasty Tissue ( see   Note 1 ).   
   2.    Organoid Media (OM): DMEM-Hams F12 (50/50 mixture) 

supplemented with 10 % calf serum, recombinant human insu-
lin, (10 μg/mL), recombinant human EGF, (10 ng/mL), 
hydrocortisone, (0.5 μg/mL), 1 % antibiotic/antimycotic 
( see   Note 2 ).   

   3.    Digestion Media: Organoid Media supplemented with colla-
genase (3 mg/mL) and hyaluronidase (600 μg/mL).   

   4.    Surgical scissors and blades ( see   Note 3 ).   
   5.    Rotating incubator at 37 °C.   
   6.    Red blood cell lysing buffer (Sigma-Aldrich, Cat# R7757).   
   7.    Tabletop centrifuge.   
   8.    Wash buffer: 5 % calf serum in PBS.   
   9.    Freezing Media: Organoid Media supplemented with 10 % 

DMSO and 5 % Calf Serum.   
   10.    DNAse (Roche, Cat# 10104159001, stock at 5 mg/mL).   
   11.    0.40 μM cell strainer (BD Biosciences, Cat # 352340).      

      1.    hTERT Lentiviral particles ( see   Note 4  for alternative 
methodology).   

   2.    Reduction Mammoplasty Stromal Media (referred to as RMF 
media): DMEM (high glucose) supplemented with 10 % fetal 
calf serum and 1 % antibiotics/antimycotics.   

2.1  Isolation 
of Primary Mammary 
Fibroblasts 
and Epithelial Cells

2.2  Cell Culture
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   3.    1,000× stock of protamine sulfate (5 mg/mL) or Polybrene 
(hexadimethrine bromide) (8 mg/mL).   

   4.    Trypsin–EDTA solution (0.05 %).   
   5.    Phosphate buffered solution (PBS).   
   6.    Biosafety cabinet and cell culture incubator.   
   7.    Hemocytometer or cell counter.   
   8.    Low adherent 24 well plates.   
   9.    Bleomycin sulfate (2 mU/mL).   
   10.    10 mL syringes and 18G needles.   
   11.    Sterile PBS with 0.1 % Bovine Serum Albumin (BSA) 

solution.      

      1.    Hair clippers or hair removal cream.   
   2.    Petrolatum Ophthalmic Ointment ( see   Note 5 ), we use 

Puralube Vet Ointment (Dechra NDC 17033-211-38).   
   3.    Betadine solution (1 % iodine).   
   4.    Sterile polyester tipped applicators or cotton swabs.   
   5.    Autoclips and Autoclip Remover.   
   6.    Hamilton removable needle syringe; 100 μL ( see   Note 6 ), 

Cat# 80630.   
   7.    Hamilton needles 22/22″/2S (Cat# 7758-01).   
   8.    70 % Ethanol or alcohol swabs.   
   9.    Syringes and needles (approximately 27G).   
   10.    Access to anesthetic (e.g., isofl uorane), preferably via an anes-

thesia machine.   
   11.    Heated surgical pads with nose cones for delivery of anesthesia 

and/or heating pads.   
   12.    Analgesic (e.g., Buprenex).   
   13.    Surgical saline.   
   14.    Sterile surgical scissors (we use FST Cat #14001-12).   
   15.    Sterile surgical forceps (we use FST Cat# 11050-10 and 

11052-10).   
   16.    3 week old NOD-SCID female mice (Strain: NOD.CB17- 

Prkdcscid/J; JAX Stock #: 001303).   
   17.    Matrigel solution (BD Biosciences, Cat # 354234).   
   18.    Collagen I, rat tail solution (BD Biosciences, Cat # 354236, at 

2 mg/mL  see   Note 7 ).   
   19.    Trimethoprim and Sulfamethoxazole (Septra) solution.       

2.3  Animal Surgery

Humanization of the Mouse Mammary Gland
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3    Methods 

   Primary human tissue is a potential biohazard and risk assessment 
and proper biosecurity containment practices as ascertained by 
your Institutional Biosafety Committee should be followed.  See  
 Note 8  for recommendations from the Center of Disease Control 
(CDC).

    1.    In Biosafety Cabinet, chop tissue with surgical scissors and/or 
razors until fi nely minced. (approximately 5 mm 2  pieces). This 
should take between 30 and 60 min depending on the volume 
and composition of tissue.   

   2.    In 15 mL tubes, add 10 mL of digestion media and minced 
tissue, leaving ~1 cm gap at the top to facilitate movement of 
liquid and enable homogenization. Seal tubes with Parafi lm.   

   3.    Rotate tubes at 37 °C in incubator overnight (approximately 
12–16 h), or until tissue slurry is a homogenous color through-
out with no tissue chunks ( see   Note 9 ).   

   4.    Centrifuge tubes at 9 ×  g  for 1 min. This will result in three lay-
ers forming, an upper oil/fat layer, a middle aqueous layer 
containing stromal cells, and a semisolid organoid pellet.   

   5.    Remove oil/fat layer using a plastic suction pipette ( see   Note 10 ).   
   6.    Transfer the middle stromal fraction to 50 mL Falcon tubes. 

Combine stromal fractions from multiple tubes if they are from 
the same patient sample. Centrifuge tubes for 5 min at 300 ×  g . 
Aspirate and discard supernatant.   

   7.    Add 2 mL of Red Blood Cell Lysing Buffer to both organoid 
and centrifuged stromal pellets. (You may combine organoid 
pellets into 15 or 50 mL tubes if they are from the same 
patients, ensuring that you can add at least 5 mL of liquid on 
top for  Step 9 ) Mix all tubes.   

   8.    Incubate tubes for 2 min at room temperature.   
   9.    Add 5 mL of wash buffer to each tube and centrifuge at 300 ×  g  

for 5 min.   
   10.    Aspirate and discard supernatant.   
   11.    Repeat  steps 9  and  10 . Cell fractions can now be cultured as 

described below or frozen for later use.   
   12.    To freeze: Resuspend cells in freezing media ( see   Note 11 ) and 

allow to cool down slowly using an isopropanol-based cooling 
chamber or insulate in cloth to slow down cooling process. 
Allow to freeze in −80 °C before placing in liquid nitrogen for 
long-term storage.    

3.1  Isolation 
of Primary Human 
Mammary Stromal 
Cells 
and Epithelial Cells
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  The epithelial-cell containing (organoid) fraction is termed the 
collagenase pellet (required for Subheading  3.4 ), whereas the 
fi broblast/stromal fraction is termed the stromal pellet (required 
for Subheading  3.2 ).  

   Cells from primary human tissue and generation of human viruses 
constitute a biosafety hazard. Risk assessments should be carried 
out in conjunction with the appropriate Biosafety Committee 
approval in addition to the utilization of proper biosafety contain-
ment procedures.

    1.    Thaw or use stromal fraction pellet as generated in 
Subheading  3.1    

   2.    Plate cells onto 100 mm × 20 mm (growth area of 60 cm 2 ) 
plates in RMF media and allow stromal cells ( see   Note 12 ) to 
adhere to plastic (1 h minimum).   

   3.    Wash cells with PBS and apply 0.05 % trypsin. Incubate in 
37 °C cell culture incubator for approximately 5 min or until 
cells are no longer adhered to plate. Quench trypsin with RMF 
media and pellet cells at 335 ×  g  for 5 min. Aspirate and discard 
supernatant.   

   4.    Resuspend cells in RMF media and count cells using cell coun-
ter or hemocytometer.   

   5.    Plate 1 × 10 5  cells per well in a 6 well plate, including one well 
as an uninfected control ( see   Note 13 ).   

   6.    Allow cells to adhere for several hours or overnight prior to 
infection.   

   7.    Pipette 1–10 μL of hTERT viral particles(as directed by manu-
facturer) with 1× Polybrene or protamine sulfate media to 
facilitate infection per well. Do not add virus to uninfected 
control well; however, do add Polybrene, protamine sulfate, or 
hexadimethrine bromide.   

   8.    Allow to infect overnight and re-feed the cells with RMF media 
(without additives) 24 h post-infection.   

   9.    Wash cells with PBS and apply 0.05 % trypsin. Incubate in 
37 °C cell culture incubator until cells are no longer adhered 
to plate. Quench trypsin with RMF media and pellet cells at 
335 ×  g  for 5 min. Aspirate and discard supernatant.   

   10.    Plate each well into a 10 cm plate with RMF media containing 
the appropriate antibiotics to select for addition of hTERT 
( see   Note 14 ).   

   11.    Change the media every 2 days until all uninfected control 
cells are dead. We term RMF cells immortalized with hTERT- 
GFP, RMF-EG cells. Expand cells to ~80 % confl uency. 

3.2  Generation 
of Immortalized 
Stromal (RMF-EG) 
Cells

Humanization of the Mouse Mammary Gland
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Freeze portion for later use ( see   Note 15 ), split 1:3 or use for 
humanizing. Do not allow cells to reach confl uency. An 
example of near confl uent RMF-EG cells is given in Fig.  1 .      

 For cell number requirements for injection of RMF-EG cells 
for humanization and primary material,  see   Note 16 .  

   All animal procedures require permission from your animal ethics 
board. Conduct surgery in sterile conditions and using aseptic 
technique.

    1.    24 h prior to surgery, add 2 mU/mL bleomycin sulfate to the 
media of half of the RMF-EG cells to be used for humanizing 
glands and incubate for 30 min, then change media to RMF 
media. 

 On the day of surgery:   
   2.    Wash bleomycin-treated and untreated RMF-EG cells with 

PBS and apply 0.05 % trypsin. Incubate in 37 °C cell culture 
incubator until cells are no longer adhered to plate. Quench 
trypsin with RMF media and pellet cells at 335 ×  g  for 5 min. 
Aspirate and discard supernatant.   

   3.    Count cells using cell counter or hemocytometer. Each gland 
requires 2.5 × 10 5  cells of bleomycin treated RMF-EG cells and 
2.5 × 10 5  untreated RMF-EG cells. Prepare enough for at least 
2 extra mice (i.e., 4 glands). Co-mix treated and untreated 
cells, pellet, and resuspend in 25 μL of RMF media per gland 
prepared. Keep on ice until ready to inject. 

 For surgery:   

3.3  Humanizing 
of Mammary Fat Pads

  Fig. 1    Immortalized human stromal cells. Bright-fi eld image of confl uent RMF-EG 
(immortalized stromal) cells, isolated from human reduction mammoplasty 
tissue       
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   4.    Disinfect surgical area, including anesthetic box and heated 
surgical pads   

   5.    Prepare all required tools and materials including preparing 
the anesthesia machine, turning on bead sterilizer (if required) 
and warming pads.   

   6.    Place animal to be operated upon in the induction chamber of 
the anesthesia machine and apply gas fl ow to approximately 
1–3 % if using isofl uorane as the anesthetic. Closely monitor 
the animals to ensure they do not fall too deeply into anesthe-
sia ( see   Note 17 ).   

   7.    When the animal no longer has a toe pinch refl ex (i.e., does 
not respond to pinching of the toe), it is in a surgical plane of 
anesthesia.   

   8.    Apply ophthalmic ointment to eyes and place animal in lateral 
recumbency ( see  Fig.  2a ) on a heated surgical station in a nose 
cone to continue administration of anesthesia.    

   9.    Shave a 3 cm square area starting 1 cm below the spine and 
extending ventrally to the level of the level of the kneecap and 
over the abdomen starting 1 cm from the rib cage and extend-
ing caudally to the leg (Fig.  2a ). Apply Betadine solution to 
the whole area.   

   10.    Turn mouse over and repeat  Step 8  on other side.   
   11.    Wipe the Betadine solution off with an alcohol wipe, sterilizing 

the area. You may be able to see the darkened spot of the 
lymph node through the skin (Fig.  2a ). If you cannot see it, 
move the leg up and down, the lymph node should also move.   

   12.    Make a small incision (approximately 2 cm) over the surface of 
the lymph node (Fig.  2b ). The lymph node should be present 
at the level of the kneecap. Expose the lymph node, and with 
the scissors, cut the mammary gland immediately dorsal to the 

  Fig. 2    Surgical steps for humanizing mammary fat pad. ( a ) Mouse in lateral recumbency under anesthesia with 
example of area to be shaved for incision. Approximate location of lymph node, which may be visible under the 
skin, is indicated. ( b ) Incision for clearing of mammary fat pad and identifi cation of the lymph node (magnifi ed 
in inset). Incision was made larger than required to adequately visualize the lymph node. ( c ) Retraction of the 
mammary lymph node in preparation for excision. ( d ) Retraction of remaining mammary fat pad tissue to 
prepare for injection. ( e ) Injection of RMF-EG cells into mammary fat pad using a Hamilton syringe. ( f ) Tenting 
of skin to facilitate placement of wound clips to close incision site       
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lymph node (Fig.  2c ). Gently retract the mammary gland 
 containing the lymph node, and with the forceps, free the 
mammary gland from the skin and abdomen. Using the scis-
sors, excise the mammary gland near the nipple, removing the 
lymph node and endogenous epithelium.   

   13.    Gently pull the remaining fat pad tissue away from the skin to 
prepare to inject into it (Fig.  2d ).   

   14.    Mix RMF-EG solution and using Hamilton Syringe draw up 
25 μL of cells. Carefully slide syringe into outstretched fat pad 
taking care not to pierce through the tissue. Slowly inject the 
cells into the gland (Fig.  2e ), ensuring the cells are not leaking 
out of the gland. A small bolus should form at the site of injec-
tion. Slowly withdraw the syringe, twisting as you exit to stem 
leakage from the injection site.   

   15.    Tuck tissue back under the skin and pull skin together, forming 
a tent (Fig.  2f ). Clip wound closed using autoclips.   

   16.    Turn mouse over and repeat  steps 10 – 15  to inject second 
gland.   

   17.    Inject 100 μL of saline subcutaneously to aid hydration and 
recovery. Administer analgesic as per ethics protocol.   

   18.    Place animal back into cage under heat lamp and monitor for 
recovery.   

   19.    Check welfare of animals as required by your animal ethics pro-
tocol. Ensure surgical clips remain in place and replace if they 
get torn off or displaced. Remove clips after approximately 10 
days or as stipulated by your animal ethics protocol. Mice are 
given antibiotics (we use sulfamethoxazole) in their drinking 
water for 2 weeks post-surgery.   

   20.    Properly humanized glands look pale/white when the incision 
site is reopened for injection of further material in the human-
ized gland. Hematoxylin and Eosin staining of a humanized fat 
pad is depicted in Fig.  4a .   

   21.    Allow cells to humanize gland for 2 weeks before injecting 
normal HMECs or organoids for further study.      

   Tumor organoids, xenograft tissue or HMECs can be injected into 
the humanized stroma.  See  (refs. [ 7 ,  8 ,  10 ]). This is an example 
using primary HMECs. 

 On the day of surgery: 
 Allow Matrigel to thaw on ice

    1.    Thaw vial of collagenase pellet generated as per Subheading  3.1    
   2.    Resuspend cells in 10 mL RMF media and plate on a 10 cm 

plate. Incubate for 1–2 h at 37 °C in tissue culture incubator. 
The fi broblasts will adhere, whereas the epithelial organoids 
will fl oat in culture (Fig.  3a, b ).    

3.4  Preparation 
of Human Mammary 
Epithelial Cells 
(HMECs)

A. Wronski et al.



  Fig. 4    Hematoxylin and Eosin (H and E) staining of humanized mammary gland. 
( a ) H and E stained humanized mammary fat pad prior to injection of HMECs. 
( b ) H and E staining of humanized mammary gland injected with human mam-
mary epithelial cells indicative of normal human mammary gland architecture       

  Fig. 3    Human mammary epithelial cell organoids. ( a  and  b ) Bright-fi eld images of human mammary epithelial 
cells fl oating in culture under adherent conditions. Note the degree of cell clumping       
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   3.    Collect media containing non-adherent cells into a 50 mL 
tube, wash plates with 10 mL of PBS and add to 50 mL tube. 
Centrifuge cells at 233 ×  g  for 5 min. If you wish to use the 
remaining stromal cells, feed adherent stromal cells on 10 cm 
plate with 10 mL RMF media and culture until near confl u-
ency and then freeze or use as necessary.   

   4.    Aspirate and discard supernatant and resuspend pellet in 10 mL 
of cold PBS/0.1 % BSA solution. Homogenize pellet by pass-
ing it through an 18G needle eight to ten times.   

   5.    Centrifuge organoids at 233 ×  g  for 5 min. Discard 
supernatant.   

   6.    Resuspend pellet in 2 mL 0.05 % trypsin–EDTA. Pipette solu-
tion with a 1 mL pipette vigorously for 1 min to break up 
organoids. Incubate at 37 °C for 5 min. Pipette solution vigor-
ously for another 1 min then incubate again at 37 °C for 5 min.   

   7.    Mix with a 1 mL pipette to break up cell clumps. Inactivate 
trypsin by adding 10 mL RMF media and 100 μL DNAse to 
digest DNA from dead cells.   

   8.    Mix by pipetting then fi lter through a 0.45 μm fi lter into a 
50 mL conical tube.   

   9.    Wash the fi lter with an additional 10 mL of RMF media.   
   10.    Centrifuge fi ltered cells and media at 233 ×  g  for 5 min and 

resuspend pellet in RMF or HMEC media. Count cells ( see  
 Note 18 ) with cell counter or hemocytometer. Each gland to 
be injected requires 1 × 10 5  HMECs.   

   11.    Keep cells on ice prior to injection.   
   12.    Wash RMF-EG cells (not bleomycin treated) with PBS and 

apply 0.05 % trypsin. Incubate in 37 °C cell culture incubator 
until cells are no longer adhered to plate. Quench trypsin with 
RMF media and pellet cells at 335 ×  g  for 5 min. Aspirate and 
discard supernatant.   

   13.    Count RMF-EG cells 
 For each gland, you require 2.5 × 10 5  RMF-EG cells combined with 

1 × 10 5  HMECs/gland. Combine the appropriate number of 
each cell type and pellet cells (we suggest preparing cells for at 
least 2 extra injections).   

   14.     Aspirate and discard supernatant and resuspend in 30 μL per 
gland of a 1:1 solution of collagen and Matrigel.   

   15.     Keep on ice until ready to inject.      

      1.    Disinfect surgical area, including anesthetic box and heated 
surgical pads.   

   2.    Prepare all required tools and materials including preparing 
the anesthesia machine, turning on bead sterilizer (if required) 
and warming pads.   

3.5  Injection 
of Material for Further 
Study

A. Wronski et al.
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   3.    Place animal to be operated upon in anesthesia machine and 
apply gas fl ow as appropriate. Closely monitor the animals to 
ensure they do not fall too deeply into anesthesia ( see   Note 17 ).   

   4.    When the animal no longer has a toe pinch refl ex (i.e., does 
not respond to pinching of the toe or webbing of the foot), it 
is deep enough under and should not sense pain.   

   5.    Apply ophthalmic ointment to eyes and place animal in lateral 
recumbency ( see  Fig.  2a ) on a heated surgical station in a nose 
cone to continue administration of anesthesia.   

   6.    Shave area as described above (Fig.  2a ) from the knee of the 
animal towards the rib cage and dorsally toward the spine. 
Apply Betadine solution to the whole area.   

   7.    Turn mouse over and repeat  Step 8  on other side.   
   8.    Wipe the Betadine solution off with an ethanol wipe, steriliz-

ing the area.   
   9.    Make a small incision dorsal to the scar tissue from the previ-

ous humanization incision.   
   10.    Using your forceps, gently retract the humanized mammary 

gland away from the skin to prepare for injection, similar to 
Fig.  2d . The humanized area will have a white color in com-
parison to surrounding tissue.   

   11.    Briefl y agitate the cell mixture to be injected and aspirate 30 μL 
into the Hamilton Syringe ( see   Note 6 ).   

   12.    Carefully thread the syringe into the outstretched humanized 
gland and inject the cells into the gland. Ensure you do not 
push through the gland with the syringe and there are no leaks. 
You should observe a bolus where the cells have been injected 
if successful.   

   13.    Tuck the tissue under the skin and pull skin together over the 
top, forming a tent (Fig.  2f ). Clip wound closed using autoclips.   

   14.    Turn mouse over and repeat  steps 9 – 13  to inject second gland 
( see   Note 19 ).   

   15.    Administer analgesic as per ethics protocol.   
   16.    Place animal back into cage under heat lamp and monitor for 

recovery.   
   17.    Check welfare of animals twice a day for 3 days. Ensure surgical 

clips remain in place and replace if they get torn off or dis-
placed. Remove clips after approximately 10 days or as stipu-
lated by your animal ethics protocol. Mice are given antibiotics 
in their drinking water (we use sulfamethoxazole) for 2 weeks 
post-surgery.   

   18.    Allow glands to grow for approximately 8 weeks before remov-
ing and assaying gland development and growth by whole- 
mount, staining, or sectioning. An example of Hemaotoxylin 
and Eosin staining is displayed in Fig.  4 .        

Humanization of the Mouse Mammary Gland
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4    Notes 

     1.    Human breast reduction tissue should be obtained in accor-
dance with the regulations of the Institutional Review Board.   

   2.    We suggest a combination of 10,000 U/mL penicillin G, 
10 mg/mL streptomycin sulfate and 25 μg/mL amphotericin 
B, such as Corning Cellgro Cat# 30-004-CI.   

   3.    We alternate between using several techniques, based on per-
sonal preference. Some fi nd it easier to loosen the tissue by 
chopping it with large surgical scissors and then slice it with a 
scalpel blade, while others prefer to use large razors blades 
mounted on hemostat forceps.   

   4.    You can also generate your own hTERT lentiviral particles 
using plasmids readily available from Addgene (pBABE- 
hTERT plasmid, either in hygromycin (Addgene Plasmid 
#1773) or puromycin (Addgene Plasmid # 1771)) and 293 T 
cells (ATCC #CRL-3216). Detailed instructions and protocols 
are available on   http://www.addgene.org/lentiviral/    .   

   5.    Anesthesia reduces the blink refl ex, leading to drying out of 
the eyes.   

   6.    We use a 100 μL syringe as we fi nd it easier to work with.   
   7.    To make up 2 mg/mL of collagen, follow instructions for the 

“Alternate Gelation Procedure for BD Collagen I, rat tail” 
enclosed in the product manual on the BD Website:   http://
www.bdbiosciences.com/ptProduct.jsp?prodId = 362369    . 
Check pH using a pH test strip and adjust pH to ~7–7.5 by 
adding either sterile NaOH or HCl as necessary.   

   8.    Appendix H—Working with Human, NHP and Other 
Mammalian Cells and Tissues from the Biosafety in 
Microbiological and Biomedical Laboratories (BMBL) 5th 
Edition.   http://www.cdc.gov/biosafety/publications/bmbl5/
BMBL5_appendixH.pdf       

   9.    If liquid still contains large chunks of tissue after incubation, it 
is most likely that the tissue was not chopped fi nely enough 
in  Step 1  or too much tissue was placed in each tube, inhibit-
ing enzymatic dissociation. Ensure tissue is fi nely minced 
prior to incubation and that the liquid can move freely when 
rotated.   

   10.    Use of plastic suction pipettes greatly reduces the possibility of 
skin penetration by biohazardous sharps, thereby reducing the 
potential of the spread of blood-borne pathogens.   

   11.    We do not count the number of cells, as this is does not give an 
accurate representation of the number of viable cells, rather 

A. Wronski et al.
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divide the cells in a third of the number of 15 mL tubes that 
were used in  step 2 , i.e., 25 tubes would equal roughly 8 tubes 
to be cryopreserved.   

   12.    This selection method enriches for fi broblasts, adipocytes and 
pre-adipocytes. These cells are diffi cult to distinguish in cul-
ture, because adipocytes and pre-adipocytes lose their lipid 
droplets when grown on plastic. Stromal cells proliferate 
more rapidly than contaminating epithelial cells, particularly 
in the presence of serum, and outcompete any remaining epi-
thelial cells.   

   13.    Optimization may be required to achieve ideal cell confl uency 
of ~70 % on day of infection.   

   14.    The amount of antibiotic used may need to be optimized to 
balance cell toxicity and selection. Working concentration for 
puromycin range from 0.2 μg/mL to 5 μg/mL whereas 
Hygromycin B is used from 50 μg/mL to 500 μg/mL.   

   15.    To minimize the number of population doublings and genetic 
variation between experiments, we generally do not use a sam-
ple of non-immortalized RMF cells for more than a month. 
We suggest once a stable population of cells is created to 
expand and freeze a large number of vials for later use.   

   16.    Humanization (Subheading  3.3 ) requires at least 1–15 cm 
plate of RMG-EG cells at 80 % confl uency (Fig.  1 ) per animal. 
Primary material (e.g., HMECs) to be injected into the human-
ized gland are also co-mixed with RMF-EG cells 
(Subheading  3.4 ) and requires at least 2 × 10 5  cells per mouse.   

   17.    Aim for a medium anesthesia, or plane 2 in which muscles are 
relaxed, yet respiration still occurs. Monitor animal for 
 continuous albeit slow breathing and reduce dosage of anes-
thesia if animal cannot respirate due to paralysis of the dia-
phragm and intercostal muscles. See   http://www.ahc.umn.
edu/rar/anesthesia.html     for more details.   

   18.    It is very diffi cult to estimate cell number as not all of the cells 
may be viable. Thus, to ensure you have enough cells to inject 
into animals, greatly over-compensate by plating as many cells 
as possible.   

   19.    As many cells get trapped in the hub of the needle—we do 
not wash out the syringe for every injection, only washing 
the syringe out by pumping water through the n between 
samples. We inject the positive control last to avoid 
contamination.         

Humanization of the Mouse Mammary Gland
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    Chapter 11   

 Lineage Tracing in the Mammary Gland Using Cre/lox 
Technology and Fluorescent Reporter Alleles 

           Renée     van     Amerongen    

    Abstract 

   Lineage tracing using Cre/lox technology has become a well-established technique to study the contribution 
of different (stem) cell populations to organ development and function. When used in the mammary 
gland, it forms a valuable addition to the already existing experimental toolbox and an important alterna-
tive to other readouts measuring stem cell potential, such as the fat pad transplantation assay. 

 Here I describe how to set up and analyze an in vivo lineage tracing experiment using tamoxifen- 
inducible Cre/lox technology, highlighting the specifi c challenges that the investigator faces when employ-
ing this method and interpreting the results in the mammary gland.  

  Key words     Lineage tracing  ,   Mammary gland stem cells  ,   Tamoxifen  ,   Whole mount  ,   Confocal 
microscopy  

1      Introduction 

 Owing to its unique developmental properties, the mouse mammary 
gland is an excellent model system to study various biological pro-
cesses associated with tissue growth and regeneration. Located 
immediately below the skin and well outside the body cavity, it 
offers easy access. Moreover, it is a non-essential organ, thus allow-
ing relatively straightforward experimental manipulation. More 
important than these practical considerations, however, are its 
morphological and functional characteristics. Biologically speak-
ing, the mammary gland is a very dynamic tissue that undergoes 
dramatic changes in cell proliferation and differentiation during 
the life span of an organism [ 1 ]. 

 The adult mouse mammary gland is composed of a bilayered, 
ductal epithelium that lies embedded in the stromal tissue of the fat 
pad (Fig.  1 ). This elaborate ductal network forms during puberty, 
when rapid branching morphogenesis causes the rudimentary 
mammary epithelium to grow out and invade the entire length of 
the fat pad. During pregnancy, a second wave of tissue expansion 
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occurs, this time associated with the formation and terminal 
differentiation of milk-producing alveoli. After lactation, these 
alveolar structures regress in a process called involution, when 
massive tissue remodeling takes place and the gland is essentially 
restored to a pre-pregnancy state.  

 Both developmental and cancer biologists have long been fas-
cinated by these dynamic growth properties and in particular by 
the identity of the underlying stem and progenitor cell popula-
tions. As a result, a wide variety of experimental techniques exist to 
probe mammary cell behavior and function [ 2 ]. These include the 
prospective isolation of distinct cell populations based on the com-
binatorial expression of defi ned cell-surface markers by fl uorescence- 
activated cell sorting (FACS) [ 3 ,  4 ] and their subsequent 
transplantation into the cleared fat pad [ 5 ]. First devised in the late 
1950s, this transplantation assay remains a robust and powerful 
method to test the regenerative capacity of putative stem cell pop-
ulations. However, it is important to realize that it requires cells to 
be taken out of their natural environment. In contrast, dedicated 
in vivo lineage tracing studies are designed to track cell fate in situ. 
Importantly, a direct comparison of the two experimental 
approaches has revealed important differences between the normal 
developmental potential tested by lineage tracing and the regen-
erative potential displayed by the same cell population upon trans-
plantation [ 6 ,  7 ]. 

 In this chapter I provide stepwise instructions for setting up 
and analyzing an in vivo lineage tracing experiment using geneti-
cally engineered mouse models and Cre/lox technology. This 
includes breeding of the required compound genotypes, initia-
tion and duration of the trace, processing of the mammary gland 
for histological analysis, and 3D reconstruction using the Fiji 
software program. I specifi cally focus on the practical consider-
ations related to tamoxifen-inducible Cre driver lines and (multi-
color)  fl uorescent reporter alleles.  

  Fig. 1    Macroscopic and microscopic appearance of the mouse mammary gland. ( a ) Whole-mount picture of a 
carmine stained mouse mammary gland reveals a branched ductal network. ( b ) Tissue section of a hematoxylin/
eosin stained mouse mammary gland reveals how the ductal epithelium lies embedded in the stromal tissue 
of the fat pad, which consists mostly of adipocytes. ( c ) Cross section of the mouse mammary epithelium 
revealing the bilayered appearance of the epithelium following immunofl uorescent detection of basal, K14- 
positive ( red  ) and luminal, K8-positive ( blue ) cells       
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2    Materials 

   Given the amount of time and money involved with long-term, 
in vivo lineage tracing analyses, selection of the genetically engi-
neered mouse strains with which to perform the experiment is the 
most crucial step of the entire experiment. Ample time should be 
dedicated to making this decision. Ultimately the choice is up to 
the investigator, as it will depend on the specifi c research question. 
Although alternatives exist ( see   Note 1 ), the most straightforward 
and fl exible approach is to make use of the tried and tested Cre/
lox technology [ 8 ,  9 ]. 

 In this scenario, the fi rst mouse strain (hereafter referred to as 
the “Cre driver”) should express the Cre recombinase protein in the 
cell population of interest (i.e., the cell population of which 
the investigator wishes to study the developmental fate). Spatial 
control is provided by the promoter and enhancer sequences used 
to drive Cre expression ( see   Note 2 ). Modifi ed versions of the 
Cre protein (Cre ER , Cre ERT , or Cre ERT2 ,  see   Note 3 ) in addition 
offer temporal control, allowing the investigator to decide the 
onset of Cre recombinase activity and thus the developmental 
time point at which the tracing experiment is initiated. In most 
cases, this is recommended ( see   Note 4 ). The Jackson mouse 
repository offers a large selection of (inducible) Cre strains (  http://
cre.jax.org/index.html    ). Practical considerations and pitfalls 
associated with selecting the appropriate Cre driver are discussed 
elsewhere [ 10 ,  11 ]. Ultimately, however, investigators may feel 
the need to generate novel Cre driver lines, as these will be best 
suited to address their specifi c research question. This falls out of 
the scope of the current chapter. 

 The second mouse strain (hereafter referred to as the 
“reporter”) needs to meet two criteria. First, it should contain a 
conditional, Cre-inducible reporter allele that will “switch” from 
state A to state B in the presence of Cre-recombinase activity. This 
marks the cell population of interest ( see   Note 5 ). Second, after 
Cre-mediated recombination, expression of the marker gene itself 
should be driven by a constitutively active promoter, such that all 
cells in the lineage can be visualized at any given time point. 
Multiple Cre/lox technology based reporter lines are available 
from the Jackson mouse repository (  http://jaxmice.jax.org/list/
xprs_creRT1805.html    ). The simplest versions are binary OFF/
ON switches, such as the trustworthy  Rosa26-lacZ  reporter [ 12 ]. 
More sophisticated reporters, such as the  Rosa26-mTmG  line [ 13 ], 
allow cells to be visualized both before and after recombination 
by switching on the expression of a different fl uorescent protein. 
Yet other reporters, such as the  Rosa26-Confetti  line [ 14 ] are spe-
cifi cally suited for studying the clonal outgrowth of individual 
stem cells. Again, the choice of reporter will depend on the specifi c 

2.1  Compound 
Mutant Mice

Lineage Tracing in the Mammary Gland
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research question to be addressed ( see   Note 6 ). Some characteristics 
of the three reporter lines mentioned above, pertaining to their use 
for lineage tracing in the mammary gland, are compared in Table  1 .

   As an example, the remainder of this protocol will assume the 
presence of the following mouse strains:

    1.     Axin2-Cre   ERT2   (available from Jackson labs, stock #018867): a 
tamoxifen-inducible Axin2-Cre ERT2  allele [ 6 ] that marks Wnt/
β-catenin responsive cells based on their expression of the neg-
ative feedback target gene  Axin2 .   

   2.     Rosa26-mTmG  (available from Jackson labs, stock #007676): 
a Cre-inducible reporter allele that marks all cells in the animal 
with a membrane-bound dTomato (mT) fl uorescent protein 
prior to recombination. Cells that recombine the reporter 
allele lose mT expression and gain expression of a membrane-
bound eGFP (mG) fl uorescent protein.   

   3.     Axin2-Cre   ERT2  ; Rosa26-mTmG  double-heterozygous mice ( see  
 Note 7 ) in which the actual lineage tracing experiment is per-
formed (Fig.  2 ).       

       1.    Gloves.   
   2.    Tamoxifen solution: Dissolve tamoxifen (Sigma,  see   Note 8 ) at 

5–20 mg/ml in 90 % corn oil (Sigma) and 10 % ethanol. 
A standard stock of 10 mg/ml tamoxifen consists of 10 mg 
tamoxifen, 900 μl corn oil, and 100 μl ethanol ( see   Note 9 ).   

   3.    Corn oil control solution: Mix 900 μl corn oil and 100 μl 
ethanol.   

   4.    Nutator mixer or tube roller.   
   5.    Two 3 ml syringes.   
   6.    Two 22 μm syringe fi lters.   
   7.    Two 1.5 ml or 2 ml eppendorf tubes.   
   8.    Two 1 ml BD™ slip-tip syringes with 26 G × 5/8 in. subQ 

needles.      

       1.    Euthanasia chamber.   
   2.    Dissection pad.   
   3.    Spray bottle with 70 % ethanol.   
   4.    6–8 Pushpins.   
   5.    One pair of surgical scissors.   
   6.    One eppendorf tube.   
   7.    One pair of Dumont No. 5 forceps.   
   8.    Two pairs of fi ne (Iris or Graefe) forceps.   
   9.    Four pieces of 3 mm Whatman paper, 4 cm × 1 cm each.   

2.2  Inducing 
Tamoxifen- Mediated 
Recombination

2.3  Harvesting 
the Mammary Glands

Renée van Amerongen
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   10.    Glass vial with 10 % neutral buffered formalin 
(4 % paraformaldehyde).   

   11.    Aluminum foil.      

       1.    Nutator mixer or tube roller.   
   2.    Phosphate buffered saline (PBS) solution.   
   3.    30 % Ethanol: 30 ml ethanol in 70 ml PBS.   
   4.    50 % Ethanol: 50 ml ethanol in 50 ml PBS.   
   5.    70 % Ethanol: 70 ml ethanol in 30 ml deionized H 2 O.   
   6.    100 % Ethanol.   

2.4  Whole-Mount 
Confocal Analysis 
of Fluorescent 
Reporter Alleles

Cre-ERT2

mT mGSTOP

Cre-ERT2

mG
Rosa26

Axin2

Rosa26

Axin2

Cre-ERT2Axin2

+ tamoxifen

Cre-ERT2

mT mGSTOP
Rosa26

Axin2

mT mGSTOP
Rosa26

Axin2CreERT2 driver Rosa26-mTmG reporter

X

Axin2CreERT2;Rosa26-mTmG double heterozygous mouse

in Wnt-unresponsive cells in Wnt-responsive cells

  Fig. 2    Lineage tracing with the  Axin2-Cre    ERT2   driver and the  Rosa26-mTmG  reporter. Schematic depicting the 
genetic principle behind Cre/lox-mediated lineage tracing. After crossing  Axin2-Cre   ERT2   and  Rosa26-mTmG  
mice ( top ), double-heterozygous offspring will express the Cre recombinase in all Axin2-positive, Wnt/β-
catenin responsive cells ( middle ). However, owing to the presence of an ERT2 moiety, the Cre recombinase will 
be inactive. Therefore, prior to tamoxifen administration, all cells in the animal will be  red , due to expression of 
a membrane-bound dTomato, which is expressed from the  Rosa26  reporter allele. The administration of 
tamoxifen will result in a pulse of Cre-activity in Axin2-positive, Wnt/β-catenin responsive cells, which in turn 
will recombine the  Rosa26-mTmG  reporter allele. This results in a switch from membrane-bound dTomato to 
membrane- bound GFP expression in Wnt-responsive cells, but not in Wnt-unresponsive cells ( bottom ). Because 
the switch is genetic, it is permanent and will remain present for the remainder of the life span of the recom-
bined cell. In addition, it will be passed on to the cell’s offspring, allowing its lineage to be traced       
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   7.    Glass vial with methylsalicylate ( see   Note 10 ).   
   8.    Single concave microscope slide (14 mm diameter).   
   9.    #1.5 Coverslip.   
   10.    Nail polish.   
   11.    Confocal microscope with 488 nm and 561 nm laser lines for 

 Rosa26-mTmG  or with 458 nm, 488 nm, 514 nm, and 561 nm 
laser lines for  Rosa26-Confetti  ( see   Note 11 ).   

   12.    Acetone.   
   13.    Kleenex tissues.   
   14.    Glass vial with paraffi n.   
   15.    Paraffi n for refreshing.   
   16.    Hybridization oven.   
   17.    Embedding cassette.   
   18.    Computer with Fiji software (downloadable from   http://fi ji.

sc/Fiji    ).       

3    Methods 

       1.    Design the appropriate lineage-tracing experiment (Fig.  3 ).    
   2.    Breed  Axin2-Cre   ERT2  ; Rosa26-mTmG  double-heterozygous 

mice, which carry both the Cre-driver and the reporter allele, 
by intercrossing the  Axin2-Cre   ERT2   and the  Rosa26-mTmG  
strains. I usually cross a heterozygous  Axin2-Cre   ERT2   male to a 
homozygous  Rosa26-mTmG  female. Half of the offspring will 
be double-heterozygous ( see   Note 12 ).   

   3.    Genotype the mice by PCR ( see   Notes 13 – 15 ).   
   4.    Divide the mice into experimental cohorts ( see   Notes 16 – 19 ).   
   5.    Prepare the tamoxifen and the corn oil control solution. It is 

best to always prepare these fresh. Remember to wear gloves 
when handling tamoxifen!   

   6.    Incubate the solution on a nutator or tube roller. Tamoxifen 
will take some time to dissolve.   

   7.    Filter the solutions through a 22 μm syringe fi lter into an 
eppendorf tube ( see   Note 20 ).   

   8.    When you are ready to inject the mice, fi ll a 1 ml syringe attached 
to a subQ needle with each of the solutions ( see   Note 21 ).   

   9.    Remove all air bubbles by holding the syringe vertically, pull-
ing down on the plunger and fl icking the syringe with your 
fi ngers to force the air to the top.   

   10.    Insert the plunger to let all air escape.   
   11.    Put down the syringe and open the mouse cage.   

3.1  Inducing 
Cre-Mediated 
Recombination

Lineage Tracing in the Mammary Gland
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   12.    Holding it by the tail, lift the mouse that is to be injected out 
of the cage.   

   13.    Lower the mouse onto the wire rack of a cage lid and let it grab 
hold of the bars.   

   14.    With the thumb and index fi nger of your other hand, fi rmly 
grab the loose skin at the back of its neck and pull back to 
secure its head.   

labela

b

c

t0

analyze

t1

experimental timeline

trace time

developmental age

E14.5

t0

P56

t1

experimental timeline

P0

P56

t0

mid-first pregnancy

t1

experimental timeline

P0 P63

  Fig. 3    Experimental setup of an in vivo lineage tracing experiment. ( a ) Timeline 
depicting the two critical time points of a lineage tracing experiment. Using an 
inducible system, Cre-mediated recombination can occur at any time of choice. 
The time point at which the cells are labeled following tamoxifen administration 
(t 0 ) represents the onset of the actual tracing experiment. The trace can be 
stopped for analysis at any time point greater than 24 h (the minimum amount of 
time for reporter activity to be detectable) after tamoxifen administration (t 1 ). ( b ) 
The trace can be started prior to birth by administering tamoxifen to pregnant 
mothers. As an example, recombination can be induced in E14.5 embryos, after 
which the mice are traced through puberty and analyzed as adults at 8 weeks 
(56 days, P56) of age. ( c ) Alternatively, the trace can start at any time after birth. 
As an example, recombination can be induced at P56, after which the cells are 
analyzed at mid-pregnancy       
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   15.    Turn the mouse over and secure its tail between your fourth 
fi nger or pinky and the palm of your hand. Slightly tilt your 
hand, such that the head of the mouse is lower that its abdo-
men. Your other hand should now be free again ( see   Note 22 ).   

   16.    Pick up the syringe and gently insert it into the lower right 
quadrant of the abdomen at an approximately 30-degree angle 
( see   Note 23 ).   

   17.    Pushing down on the plunger, inject the required amount of 
tamoxifen ( see   Notes 24 – 27 ).   

   18.    Pull back the syringe. Dispose of it immediately if you are done 
injecting and a sharps container is within reach. Alternatively, 
put down the syringe and dispose of it in a sharps container 
after you have fi nished injecting all mice and the animals have 
been returned to the cage ( see   Note 28 ).      

       1.    In the fi rst few days after administering tamoxifen, check on 
the mice regularly to ensure there are no ill side effects of 
tamoxifen administration.   

   2.    Wait for the desired amount of trace time to pass ( see   Note 29 ). 
If required, set up timed-matings to trace the contribution of 
your cell population of interest to alveoli formation during 
pregnancy.      

         1.    Transfer the mouse to a euthanasia chamber.   
   2.    Start the fl ow of CO 2  to euthanize the animal ( see   Note 30 ).   
   3.    Confi rm that the animal is dead.   
   4.    Spray the mouse with 70 % ethanol and pin it to a dissection pad.   
   5.    Cut off a piece of tail and store it in an Eppendorf tube at −20 °C 

to confi rm the genotype of the animal by PCR at a later time 
point.   

   6.    Remove the mammary glands as shown in Fig.  4 , working as 
described in  steps 7 – 18  ( see   Note 31 ).    

   7.    Using a pair of forceps to hold the skin, make an incision along 
the ventral midline with a pair of sharp scissors. The mammary 
glands are located outside the peritoneum, so try to leave it 
intact when you cut open the skin.   

   8.    Moving from the midline towards the hind limb, make an 
 incision between the fourth and the fi fth mammary gland. This 
should result in an incision that is at an approximate 45-degree 
angle to the incision along the ventral midline made in  step 7 . 
Be careful not to cut any blood vessels.   

   9.    Moving from the midline towards the front limb, make 
another incision at a 45-degree angle to the incision along 
the ventral midline. Be careful not to cut any blood vessels 
( see   Note 32 ).   

3.2  Tracing

3.3  Analyzing 
the Trace Experiment 
by Whole-Mount 
Confocal Microscopy
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   10.    Using one pair of fi ne forceps to hold the peritoneum and a 
second pair of fi ne forceps to grab the skin, peel the skin fl ap in 
between the upper and lower incisions away from the 
 peritoneum and pin it down to the dissection pad. The third 
and the fourth mammary glands should now be exposed.   

   11.    Repeat  steps 7 – 10  on the contralateral side.   
   12.    Using one hand to grab the most distal tip (i.e., closest to the 

spine) of the fourth mammary gland with a pair of fi ne 
(or Dumont no. 5) forceps.   

  Fig. 4    Isolation    of the third and fourth mammary gland as described in Subheading  3.3 ,  steps 1 – 18 . ( a ) Image 
showing the secured animal on a dissecting pad, as described in  step 4 . ( b ) Image showing that both the third 
and the fourth mammary gland ( arrows ) can be easily accessed after following  steps 7 – 10 . ( c ) Image showing 
how to remove the fourth mammary gland by following  steps 12 – 14 . ( d ) Image showing the skin after both 
the third and the fourth mammary gland have been removed. ( e – f ) Image showing the third ( e ) and the fourth 
( f ) mammary gland after isolation and transfer to a piece of 3 mm Whatman paper       
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   13.    Holding a pair of scissors in your opposite hand, gently cut 
away the fi ne connective tissue that attaches the mammary 
gland to the skin, starting at the distal tip and progressing 
towards the nipple.   

   14.    As you cut away the connective tissue, gently pull the mam-
mary gland upwards.   

   15.    Cut off the mammary gland close to the nipple.   
   16.    Position the mammary gland on a piece of 3 mm Whatman 

paper and use a pair of Dumont no. 5 forceps to stretch it out 
as well as possible ( see   Note 33 ).   

   17.    Repeat  steps 12 – 16  for the fourth mammary glad on the con-
tralateral side.   

   18.    Remove the third pair of mammary glands in a similar fashion 
( see   Note 34 ).   

   19.    Process the mammary glands for whole-mount confocal micros-
copy as shown in Fig.  5 , working as described in  steps 20 – 34 .    

   20.    Transfer the pieces of Whatman paper with the mammary glands 
to a vial with 10 % neutral buffered formalin ( see   Note 35 ).   

   21.    Wrap the vial in aluminum foil and fi x the mammary glands by 
incubating them on a nutator or tube roller for up to 1 h at 
room temperature ( see   Note 36 ).   

   22.    Peel away the pieces of Whatman paper and replace the forma-
lin solution with PBS.   

   23.    Incubate on a nutator or tube roller for 15 min at room tem-
perature ( see   Note 37 ).   

   24.    Replace the PBS solution with 30 % ethanol and incubate on a 
nutator or tube roller for 15 min at room temperature.   

   25.    Replace the 30 % ethanol solution with 50 % ethanol and 
incubate on a nutator or tube roller for 15 min at room 
temperature.   

   26.    Replace the 50 % ethanol solution with 70 % ethanol and incubate 
on a nutator or tube roller for 15 min at room temperature.   

   27.    Replace the 70 % ethanol solution with 100 % ethanol and 
incubate on a nutator or tube roller for 15 min at room 
temperature.   

   28.    Replace with fresh 100 % ethanol and incubate on a nutator or 
tube roller for another hour at room temperature ( see   Note 38 ).   

   29.    Transfer the mammary glands to a fresh vial with methylsalicy-
late, cover it in aluminum foil and incubate on a nutator or 
tube roller for up to 1 h, or until the mammary glands are suf-
fi ciently cleared ( see   Note 39 ).   

   30.    Use a pair of fi ne forceps to lift the cleared mammary glands 
from the vial.   

Lineage Tracing in the Mammary Gland
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  Fig. 5    Processing the mammary glands for confocal microscopy as described in Subheading  3.3 ,  steps 19 – 33 . 
( a ) Image showing the isolated mammary glands in a glass vial with formalin fi xation solution. ( b ) Image show-
ing the mammary glands after fi xation, prior to clearing. ( c ) Image showing cleared mammary glands following 
fi xation, dehydration, and incubation in methylsalicylate. ( d ) Image showing a 14 mm concave microscope 
slide. ( e ) Same as in ( d ) with a trimmed piece of cleared mammary gland tissue. ( f ) Same as in ( e ) with a 
coverslip positioned onto the specimen. ( g ) Same as in ( f ) after carefully exerting pressure on the coverslip to 
fl atten the tissue, while simultaneously removing excess methylsalycilate       
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   31.    Using a pair of scissors, cut a piece that will fi t in the opening 
of a concave microscope slide ( see   Note 40 ).   

   32.    Position the piece in the middle of the 14 mm diameter circle 
and add a drop of methylsalicylate from the incubation vial.   

   33.    Cover the mammary gland with a coverslip and (wearing 
gloves) gently press down on the coverslip to fl atten the tissue 
and remove excess methylsalicylate.   

   34.    Wipe away the excess methylsalicylate with a Kleenex tissue 
( see   Note 41 ).   

   35.    Seal the coverslip with nail polish.   
   36.    Let the nail polish dry completely before taking your samples 

to the confocal microscope ( see   Note 42 ).   
   37.    Mount the slide on the stage of the confocal microscope.   
   38.    Use a 488 nm laser line to excite the membrane-bound GFP 

and a 568 laser line to excite the membrane-bound dTomato 
( see   Note 43 ).   

   39.    Image the endogenous fl uorescence signal using a 20x/0.7NA 
objective. If applicable, record a Z-stack ( see   Note 44 ).   

   40.    When you are done, remove your slide from the microscope 
stage and switch off the microscope (the following  steps 41 – 46  
are optional).   

   41.    To process the cleared glands for paraffi n embedding, remove 
the coverslip from the microscope slide using a bit of acetone 
and a Kleenex tissue.   

   42.    Transfer the mammary gland to a glass vial with molten 
paraffi n.   

   43.    Incubate in a hybridization oven at 60 °C for 1 h.   
   44.    Refresh the paraffi n.   
   45.    Incubate overnight in a hybridization oven at 60 °C.   
   46.    Embed the mammary gland in a tissue cassette for future paraf-

fi n sectioning ( see   Note 45 ).      

       1.    Download Fiji software from   http://fi ji.sc/Fiji     and install the 
software on your computer.   

   2.    Import the source fi les from your confocal microscopy 
 experiment and visualize your Z-stack with Image 5D 
( see   Notes 46  and  47 ).   

   3.    Select ‘Color’ and assign colors to each of your channels.   
   4.    If required, select Image → Adjust → Brightness/Contrast 

and adjust the sliders to improve the signal to noise ratio 
( see   Note 48 ).   

   5.    Select Plugin → Image 5D → Image 5D stack to RGB.   

3.4  Constructing 
a 3D Picture 
of Labeled Alveoli 
Using Fiji

Lineage Tracing in the Mammary Gland
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   6.    To make a three-dimensional reconstruction, follow  steps 8 – 11 .   
   7.    To make a maximum projection, follow  steps 12 – 14 .   
   8.    Make sure the RGB stack window is selected.   
   9.    From the menu select Plugins → 3D viewer and press ‘OK’.   
   10.    Make sure the ImageJ 3D viewer window is selected.   
   11.    From the menu, select View → Record 360 degrees rotation.   
   12.    Make sure the RGB stack window is selected.   
   13.    From the menu select Image → Stacks → Z-project.   
   14.    Choose the appropriate projection (usual Maximum Intensity 

or Average Intensity will be the right option) and press ‘OK’.       

4    Notes 

     1.    Another approach would be to use FLP/FRT technology. 
However, the number of available mouse strains based on 
Cre/lox technology far exceeds the collection of existing FLP/
FRT lines.   

   2.    Most available Cre drivers are conventional transgenic lines, 
meaning that the transgene cassette (comprising the Cre 
recombinase gene and the selected promoter and enhancer 
sequences driving its expression) has randomly integrated into 
the genome. As a result, Cre expression is unlikely to com-
pletely recapitulate the expression pattern of the original gene 
from which the promoter and enhancer sequences are derived. 
In addition, it is important to realize that not all strains with 
the same name carry an identical transgene insertion as indi-
vidual founder lines or independent transgenic constructs may 
have been shared within the scientifi c community. Cre knock-
 in alleles, in which the Cre recombinase is targeted to the 
locus of interest, are more likely to faithfully recapitulate the 
endogenous gene expression pattern. Regardless, it is recom-
mended that investigators do not solely rely on the published 
literature describing the Cre expression pattern. Few if any 
lines have been exhaustively characterized and ideally, Cre 
activity in each line should be carefully assessed in both spatial 
and  temporal terms prior to commencing the actual lineage 
tracing experiment.   

   3.    When using a straight (i.e., non-inducible) Cre allele, the fi rst 
cells to express the recombinase will be labeled. For instance, 
K14-Cre fi rst becomes active in the developing embryo. This 
results in labeling of K14 +  cells in the embryonic mammary 
bud and precludes the specifi c interrogation of K14 +  cells in 
the postnatal mammary gland. Modifi ed versions make use of 
a Cre-ER fusion gene, in which the Cre recombinase has been 
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fused to a moiety of the estrogen receptor (ER), thereby 
rendering the Cre recombinase inactive in the absence of estro-
gen analogues [ 15 ]. Later generations contain specifi c point 
mutations in the ER portion of the fusion gene (Cre ERT  [ 16 ] or 
Cre ERT2  [ 17 ,  18 ]), which greatly reduce sensitivity to circulat-
ing endogenous estrogens. This tightens the system by elimi-
nating leakiness, while simultaneously allowing the induction 
of Cre recombinase activity by the administration of the syn-
thetic estrogen analog tamoxifen.   

   4.    Alternatives to this system already exist and as the experimental 
methodologies continue to be refi ned, more will undoubtedly 
become available in the future. For instance, lineage tracing 
can also be performed using a three-component system com-
prising a tissue-specifi c rtTA driver, a tetO-Cre recombinase 
and a fl oxed reporter allele. Each system has its own advan-
tages and disadvantages, but the use of more than two alleles 
greatly complicates mouse breeding.   

   5.    Cre-inducible reporter alleles usually contain a so-called stop 
cassette, which is fl anked by loxP sites and which prevents tran-
scription of the downstream marker gene. Upon recombination 
of the reporter allele, the stop cassette is excised and the marker 
gene is expressed. Genetic recombination is irreversible. 
Therefore, the mark not only remains present for the remainder 
of the cell’s life span but it is also passed on to all of the cell’s 
offspring. It is this property that allows lineage tracing.   

   6.    A more sophisticated reporter does not necessarily represent a 
better choice. For instance, compared to  Rosa26-mTmG , the 
 Rosa26-Confetti  reporter recombines less effi ciently in the 
mammary gland. Thus, whereas the  Rosa26-mTmG  reporter 
can be used to label cells at all stages of embryonic and postna-
tal mammary gland development in combination with the 
 Axin2   CreERT2   driver, in my hands use of the  Rosa26-Confetti  
reporter is effectively limited to puberty.   

   7.    It is recommended to backcross the Cre driver and reporter 
lines to the same genetic background (usually C57/B6 or 
FVB), owing to differences in mammary gland development 
between individual mouse strains. The reporter lines listed in 
Table  1  can be maintained as a homozygous stock on a C57/
B6 background without any breeding problems. Whether the 
same holds true for the Cre driver will depend on the specifi c 
strain. I prefer to keep the Axin2 CreERT2  mice as a heterozygous 
stock on a C57/B6 background. Even though the Axin2 CreERT2  
allele is not leaky, I always maintain separate stocks of the 
driver and reporter lines, intercrossing them only as required. 
The presence of a single copy of the reporter allele is suffi -
ciently sensitive to perform lineage-tracing experiments in the 
mammary gland.   
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   8.    Tamoxifen is a structural estrogen analog and is classifi ed as a 
carcinogen. Gloves should be worn when handling and weigh-
ing the product.   

   9.    Tamoxifen is notoriously diffi cult to dissolve. Including 10 % 
ethanol helps to get the tamoxifen into solution. Instead of 
corn oil, it is also possible to dissolve the tamoxifen in oil that 
is fi t for human consumption (e.g., sunfl ower oil bought in 
the supermarket).   

   10.    Methylsalicylate (also known as oil of wintergreen) is toxic 
upon ingestion. Inhalation and contact with the skin should 
be prevented. It has a very penetrant smell and even when the 
stock bottle is opened in the fume hood it is impossible to 
prevent the smell from entering the lab. It has, however, long 
been used as a clearing agent and in my hands, after testing 
many different methods, it gives the best results for whole- 
mount confocal microscopy. The commercially available clear-
ing agent Focus Clear (Cedarlane Labs) gives good results as 
well, but it is very expensive.   

   11.    Given the cost associated with purchasing a confocal micro-
scope, the average investigator will most likely have little 
choice with respect to the equipment that is available for use. 
He/She is advised to talk to a local expert, who can help with 
the appropriate settings. In the past we used a Leica SP5 
equipped with 3 HyD detectors and 2 PMTs, which is user 
friendly and offers the benefi t of having a slider rather than 
fi xed-width bandpass fi lters. The latter is particularly useful for 
multi-color reporter (e.g.,  Rosa26-Confetti ) imaging. We are 
currently using a Nikon A1 to detect endogenous fl uorescence 
of the  Rosa26-mTmG  and the  Rosa26-Confetti  reporter alleles 
and we have also observed endogenous fl uorescence on a Carl 
Zeiss LSM510.   

   12.    As an investigator, you are both ethically and scientifi cally 
responsible. Make sure that all animal experiments are 
approved by your local animal welfare committee prior to 
starting and always adhere to the local guidelines.   

   13.    Always genotype your mice, even if you “know” what the gen-
otype is supposed to be! It is almost inevitable that at some 
point or another animals will be switched (either because they 
are put in the wrong cage, or because their mark is misread), 
especially when you are breeding large numbers of mice and/
or multiple strains. It is better to catch a mistake early on than 
after many months (or years) of crossing. I genotype the 
 Axin2-Cre   ERT2   mice using the forward primer RVA283 
(5′CGATGCAACGAGTGATGAGGTTC3′) and the reverse 
primer RVA282 (5′GCACGTTCACCGGCATCAAC3′), with 
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an annealing temperature of 58 °C and a total of 35 cycles. 
This results in a Cre-transgene specifi c product of approxi-
mately 350 base pairs. I genotype the  Rosa26-mTmG  mice 
using the three-primer PCR posted on the Jackson labs web-
site for this strain. Primers RVA284 (or oIMR7318, 5′CTC
TGCTGCCTCCTGGCTTCT3′), RVA285 (or oIMR7319, 
5′CGAGGCGGATCACAAGCAATA3′), and RVA286 (or 
oIMR7320, 5′TCAATGGGCGGGGGTCGTT3′) give a 
band of 330 base pairs for the wild-type  Rosa26  locus and a 
band of 250 base pairs for the  Rosa26-mTmG  allele. This PCR 
can also be run with an annealing temperature of 58 °C and a 
total of 35 cycles. Primers RVA284, RVA285, and RVA286 
can also be used to genotype the  Rosa26-Confetti  mice.   

   14.    It is easiest to genotype the mice around the time they are 
weaned (approximately postnatal day 21, P21) and to also give 
each of the animals a unique identifi er at this point (e.g., 
earclip). Collect a piece of tail, toe or ear tissue (according to 
local guidelines) and lyse the tissue. The easiest way to get 
DNA out, is to lyse your samples in Viagen tail lysis buffer (use 
approximately 100–200 μl per sample) supplemented with 
100 μg/ml proteinase K. Following overnight incubation at 
55 °C, inactivate the proteinase K by heating the samples to 
85 °C for 15–45 min. You can now directly use 1–10 μl the 
lysate as input for your genotyping PCR. Alternatively, you 
can follow a DNA isolation protocol that uses homemade lysis 
buffer [ 19 ]. Using the commercial lysis buffer is faster, but 
more expensive. There is no difference in the quality of the 
DNA in terms of performance in the PCR.   

   15.    This only holds for traces that are started in postnatal animals. 
If you start an embryonic trace (e.g., as outlined in Fig.  3b ) 
you can only genotype the experimental animals after they are 
born. When you initiate a trace in early postnatal animals (e.g., 
P14, but in reality anything prior to weaning), it is often 
unpractical to genotype the mice beforehand as well. In these 
cases it is advisable to set up your breeding schemes in such a 
way that your litters have a high chance of containing double- 
heterozygous mice, but remember that not all strains perform 
well as breeders when they are homozygous.   

   16.    Like any experiment, a lineage-tracing analysis should be well 
controlled. A technical positive control will usually be diffi cult 
(if not impossible) to obtain, since it would require an indepen-
dent Cre-driver that is known to work in your tissue of interest. 
If possible, use a different tissue from the double- heterozygous 
mice in which you initiate the trace as a positive control at the 
time of analysis. For instance,  Axin2-Cre   ERT2   also marks intesti-
nal stem cells. Because Cre-mediated recombination in the 

Lineage Tracing in the Mammary Gland



204

intestine is far more effi cient than in the mammary gland, I 
often check if my experiment has worked by isolating a piece of 
intestine from tamoxifen-injected double-heterozygous    Axin2-
Cre   ERT2   ;Rosa26-mTmG  mice and quickly score that under a 
fl uorescent microscope.   

   17.    As a negative control, inject double-heterozygous  Axin2- 
Cre   ERT2         ;Rosa26-mTmG  mice with corn-oil control solution. 
This will allow you to ascertain if your Cre allele is leaky. 
Because animal numbers are often limiting, it is virtually impos-
sible to take this control along in every experiment. However, 
leakiness should ideally be tested for every Cre strain for each 
experimental protocol (i.e., breeding scheme and age of analysis) 
at least once at the outset of the experiment.   

   18.    To be sure that the fl uorescence signal you are scoring in your 
analysis is real, you can take along a littermate that does not 
carry the Cre-allele, but which is heterozygous for the  Rosa26- 
mTmG   allele. This is especially important when you are just 
getting started and still need to become familiar with the pat-
tern of clonal outgrowth that you will see and/or if you are 
analyzing the mammary gland by FACS analysis. If you are 
truly performing clonal tracing analyses (i.e., each mammary 
gland will only contain a few positive clones), the majority of 
the tissue will in fact be an intrinsic negative control and indi-
vidual (or patches of) labeled cells will be easy to identify in an 
otherwise unrecombined epithelium.   

   19.    For the correct interpretation of your tracing experiments, 
proper biological controls are essential. For instance, when you 
are studying the contribution of mammary stem cells to turn-
over of the mammary epithelium during multiple rounds of 
pregnancy, lactation and involution, be sure to trace nullipa-
rous and primiparous mice as well. Given the biological varia-
tion between individual mice, it is best to always use littermates 
of the multiparous mice you are tracing and, when the mice are 
not in a mating scheme, to house these females in the same 
cage as much as possible.   

   20.    Filter sterilizing may not always be required and most likely 
depends on the quality of the oil you use to dissolve the tamox-
ifen. When using corn oil, I always do it as a precaution, after 
experiencing problems with injecting unfi ltered corn oil at 
some point. Be careful when exerting pressure on the syringe, 
as the solutions will be very viscous.   

   21.    This protocol will assume that tamoxifen is administered by 
means of an intraperitoneal injection. Alternatively, oral gavage 
may be used. This is a matter of personal preference.   

   22.    Find out what is most comfortable. Either inject with your dom-
inant hand and hold the mouse with the other, or vice versa.   
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   23.    Injecting at a shallow angle in this quadrant minimizes the 
chance of damaging internal organs, such as the liver, small 
intestine, caecum, and bladder. If you want to make sure you 
are in the right spot, you can always aspirate a small volume 
prior to injecting. If the aspirate is green/brown, yellow, or 
red, you have penetrated the intestine, bladder, or blood ves-
sels and you should not inject. However, as long as you do not 
insert the needle too deep (i.e., up until about 0.5 cm) this 
should not be a problem.   

   24.    A tamoxifen inducible system offers experimental control over 
the onset, but also the extent of recombination. This is par-
ticularly important when the lineage-tracing experiment is 
designed to label stem cells. To be able to track clonal out-
growth, Cre-mediated recombination should be sporadic. This 
ensures that labeled cell clusters really are the clonal offspring 
of a single recombination event in an individual stem cell. 
Theoretically, each mammary gland should thus contain a sin-
gle cell clone. In practice however, it means that there should 
be suffi cient space (i.e., stretches of unlabeled tissue) between 
labeled patches of tissue. This can be achieved by lowering the 
amount of tamoxifen that is injected. I often get asked what 
the half-life of tamoxifen is following injection as it will circu-
late in the animals for some time following injection. In prac-
tice, however, it is very well possible to label even fast- dividing 
cells (e.g., in the intestinal crypt [ 6 ,  20 ] or the developing 
embryo [ 21 ]) by essentially causing a pulse of Cre-activity.   

   25.    In my experience (at least with the  Axin2-Cre   ERT2   mice), 
tamoxifen-mediated recombination in the mammary gland is 
far less effi cient than in other tissues. For instance, in the skin 
[ 22 ] and the intestine [ 6 ], which also contain Wnt-responsive 
stem cells, we can inject as little as 0.1–0.2 mg tamoxifen per 
25 g of body weight into adult mice and still score a suffi cient 
number of clones. By comparison, recombination in the mam-
mary gland requires 4 mg tamoxifen per 25 g of body weight 
in adult mice. This translates to administering 200 μl of a 
20 mg/ml tamoxifen solution into an 8–10-week-old mouse. 
The amount of tamoxifen that is to be injected will vary 
depending on the experiment (e.g., if clonal labeling is not 
required, more tamoxifen can be injected), the reporter that is 
used (e.g., using the same amount of tamoxifen, recombina-
tion is far less effi cient in  Axin2-Cre   ERT2   ;Rosa26-mTmG  mice 
than in  Axin2-Cre   ERT2   ;Rosa26-Confetti  animals) and the Cre 
driver.   

   26.    The absolute amount of tamoxifen (as well as the total injec-
tion volume) should always be adjusted for the age and weight 
of the mice. For instance, when inducing sporadic recombina-
tion in P14 animals, I try to inject at most 1–2 mg tamoxifen 
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in a total volume of 100 μl. Injecting tamoxifen at this age can 
result in a growth defi cit. The animals will eventually catch up, 
but it may require them to stay with the mother for a bit lon-
ger. Extra care should be taken when inducing recombination 
in the developing embryo by injecting tamoxifen into preg-
nant animals. I prefer to use a low stock concentration (i.e., a 
tamoxifen solution of 2–5 mg/ml) and try to inject no more 
than 0.5 mg tamoxifen in total. Even so, the injection of 
tamoxifen into pregnant females can induce termination of the 
pregnancy and/or delivery problems. This can be avoided by 
co-injecting progesterone [ 21 ].   

   27.    Please be aware that tamoxifen is a mixed estrogen agonist/
antagonist, meaning that it can either mimic or counteract the 
effects of estrogen in different tissues. Since the mammary 
gland is particularly sensitive to estrogen, it is important to be 
aware of potential side effects. For instance, we have observed 
that even a single injection of tamoxifen prior to or during 
puberty (at concentrations below those reported in the litera-
ture) can delay mammary gland outgrowth [ 23 ]. Although the 
tissue eventually catches up, this is something to keep in mind. 
This is a downside of using tamoxifen-mediated Cre/lox 
recombination for lineage-tracing experiments in the mam-
mary gland, but at present this remains the most fl exible, infor-
mative and widely used system of choice.   

   28.    Never recap a used needle.   
   29.    To interpret the outcome of a long-term tracing experiment, it 

is advisable to collect samples at (i.e., set up dedicated tracing 
experiments for) various time points along the way. First, you 
will always want to determine which cells fi rst recombine the 
reporter allele (i.e., your starting population) by  performing a 
short term tracing experiment. The  Rosa26-lacZ  reporter will 
allow you to analyze the mammary gland as early as 24 h after 
tamoxifen administration, whereas the GFP signal in the 
 Rosa26-mTmG  cannot be detected robustly until 48 h after 
tamoxifen administration. Second, if you are interested in trac-
ing stem cells, it is important to note that (even when you are 
using a driver that is known to label stem cells, such as  Axin2- 
Cre   ERT2       ) not all labeled cells are indeed stem cells. To qualify as 
a stem cell, a cell needs to meet two criteria: It has to give rise 
to differentiated offspring and it has to survive turnover of the 
tissue. The only way to be sure that the mammary epithelium 
has completely turned over is by tracing cells through a com-
plete round of pregnancy, lactation and involution. Here too, 
it will be helpful to have some analytical time points along the 
way (e.g., prior to pregnancy, mid-pregnancy, mid- lactation, 
mid-involution, post-involution).   
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   30.    Please follow the local guidelines for euthanizing animals.   
   31.    There are many ways in which a lineage tracing experiment can 

be analyzed. This includes FACS analysis, but also various his-
tological analyses. The remainder of the protocol will describe 
analysis by whole-mount confocal analysis, which allows 3D 
reconstruction of labeled structures.   

   32.    Accidentally hitting a blood vessel is more likely to occur near 
the front limbs than near the hind limbs. Try to prevent it by 
not cutting too far away from the midline.   

   33.    The idea is to fi x the mammary gland in such a way that it stays 
fl at. Another way to achieve this is by stretching the mammary 
gland on a glass slide, covering it with a second glass slide and 
fi xing this “sandwich” in a 50 ml Falcon tube. This works well, 
but uses a lot more formalin.   

   34.    The boundaries of the third mammary gland are not as well 
defi ned as the fourth mammary gland, so isolating it may feel 
a bit intuitive at fi rst. It is closely associated with the fi rst and 
second mammary gland. In addition, there is a high chance of 
collecting some muscle tissue and of hitting blood vessels, 
both of which may obscure a whole-mount preparation. On 
the up side, the third mammary gland is a lot fl atter than the 
fourth, which helps for whole-mount confocal microscopy.   

   35.    You can use glass scintillation counter vials that hold up to 
25 ml for processing multiple glands together, or smaller snap 
cap glass vials that hold up to 4 ml for processing an individual 
gland.   

   36.    As little as 15 min may be enough. In fact, if you are interested 
in analyzing the  Rosa26-mTmG  reporter by whole-mount con-
focal microscopy, you can omit the formalin fi xation step alto-
gether and transfer the isolated mammary glands directly to 
100 % ethanol. Because the GFP and dTomato are membrane 
bound, their signal will be preserved. Importantly, this will not 
work for the  Rosa26-Confetti  reporter, which does require for-
malin fi xation. Therefore, it is safest to include this step for all 
fl uorescent reporters.   

   37.    Formalin should be disposed of as toxic waste. Please follow 
local guidelines.   

   38.    It is important that the tissue is completely dehydrated prior to 
transfer into methylsalicylate, otherwise the clearing will not work.   

   39.    Use approximately 5 ml per mammary gland. Provided that 
the mammary glands are properly dehydrated, clearing will 
become apparent within 15 min.   

   40.    For the third mammary gland it is often suffi cient to trim the 
edges. For the fourth mammary gland, I usually cut straight 
through the lymph node. This separates the proximal from the 
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distal portion of the gland and still allows the lymph node to 
be used for orientation. After this, trim the edges of the fat pad 
and remove excess pieces of tissue from the top or bottom.   

   41.    At this point, there should be a continuous ring of methyl-
salicylate surrounding the concave opening. If you see any air 
pockets, this means the specimen either needs to be fl attened 
further or is too thick. In the latter case, you can remove the 
tissue and use pair of scissors to trim it until it does fi t. The 
entire dimple holding the tissue does not need to be fi lled with 
methylsalicylate, but to prevent the tissue from drying out, it is 
best to only mount the specimen immediately prior to micro-
scopic analysis.   

   42.    At this point, I usually dry the slides in the dark (i.e., in a 
drawer). There is no need to switch off the overhead lights 
during any of the previous steps. The fl uorescent signal will 
not be quenched.   

   43.    For the  Rosa26-Confetti , use 458 nm (for CFP), 488 nm 
(GFP), 514 nm (YFP), and 561 nm (RFP) laser lines.   

   44.    This is the most diffi cult part of the procedure. It takes time 
and patience to get a feel for the appearance of the whole- 
mount tissue under the microscope. I usually scan the tissue 
through the eyepiece, using a UV lamp and a GFP fi lter. With 
the  Rosa26-mTmG  reporter, this gives you just enough cell 
outlines to see where you are in the tissue. Using the focus 
knob to move up and down, you will be able to discern epithe-
lial branches and blood vessels surrounded by adipocytes. After 
a while, you will be able to identify GFP-positive cell clusters 
based on their increased intensity. Finding labeled cells with 
the  Rosa26-Confetti  reporter takes more effort, because you 
no longer have the information of the cell outlines provided by 
the membrane-bound dTomato, but can be done as well. 
Using a 20x/0.7 NA objective should give you enough work-
ing distance to make a Z-stack through an entire alveolar clus-
ter as shown in Fig.  6 .    

   45.    The described protocol is compatible with paraffi n embedding 
of the cleared mammary glands. The same labeled cell clusters 
can thus be imaged as whole mounts and on tissue sections in 
combination with other markers. During the processing for 
paraffi n embedding, the dTomato signal is always lost. This 
frees up a channel for co-staining with antibodies directed 
against structural markers. Sometimes, the GFP signal will be 
preserved, but it is advisable to detect recombined cells with an 
anti-GFP antibody (I like the Abcam chicken-anti-GFP, 
ab13790). The downside of using methylsalicylate cleared sam-
ples for paraffi n embedding is that it precludes heat- induced 
epitope retrieval (HIER) as the tissue tends to come off the 
slide. However, on paraffi n sections from  Rosa26- mTmG   
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mammary gland samples that are processed for whole- mount 
confocal microscopy with methylsalicylate but without includ-
ing the formalin fi xation step ( see   Note 36 ), you can often use 
antibodies that would normally require HIER on regular for-
malin-fi xed paraffi n-embedded sections (including the anti-
GFP antibody mentioned above). You should test which 
conditions are optimal for your antibodies. Alternatively, you 
can always process one mammary gland for whole- mount con-
focal microscopy and the contralateral gland for formalin fi xa-
tion and paraffi n embedding, thus allowing HIER and 
colocalization studies by confocal microscopy.   

   46.    When using a Leica SP5 confocal microscope, you can simply 
drag the *.lif fi le into the Fiji toolbar. You will then be pre-
sented with the option to ‘View as Image 5D’. Choose this 
option. For other microscopes, the images may open as a stack. 
In that case, select Plugin → Image 5D → Stack to Image 5D 
and proceed as described.   

   47.    If you happen to only be able to import individual *.tif fi les, 
wait for all the fi les in your stack to import. Then select Image 
→ Stacks → Images to Stacks. Make sure the resulting stack is 
selected and choose Image → Hyperstacks → Stacks to 
Hyperstacks. Assign the correct number of channels (c) and 
sections (z). For Display Mode select ‘Color’. Make sure that 
the resulting hyperstack is selected and choose Plugins → 
Image 5D → Stack to Image 5D and proceed as described.   

   48.    Be careful when adjusting the sliders and try to prevent image 
adjustments as much as possible.         

  Fig. 6    Whole-mount confocal microscopy images after processing in Image J. ( a ) Maximum Z-projection of a 
whole-mount  Axin2-CreERT2;Rosa26-mTmG  mammary gland showing recombined (mG,  green ) and unre-
combined (mT,  red ) cells (168 slices, imaged on a Leica SP5 confocal microscope using a 20x/0.7NA objec-
tive). For this particular experiment, the trace was initiated at E13.5 and the mammary glands were isolated at 
P8. Prior to puberty, the ductal network is small and an entire epithelial tree fi ts into the frame of view when 
using a 20× objective. ( b ) Snapshots from a movie showing the 3D rotation of a reconstructed alveolar cluster 
of a whole- mount  Axin2-CreERT2;Rosa26-Confetti  mammary gland demonstrating the clonal outgrowth of 
recombined (CFP,  blue ) cells (107 slices, 1024 × 1024 pixels, imaged on a Leica SP5 confocal microscope 
using a 20x/0.7NA objective and a 4× zoom). For this particular experiment, the trace was initiated at P42 and 
the mammary glands were isolated at E14.5 of the fi rst pregnancy       

 

Lineage Tracing in the Mammary Gland



210

  Acknowledgements  

 RvA is supported by the Dutch Cancer Society (KWF cancer 
research career award, 2013-6057) and by a MacGillavry fellow-
ship from the University of Amsterdam. I thank my ex-colleagues 
and Roel Nusse at Stanford University (USA) for discussions and 
feedback during the experimental stages of this work, Lauran 
Oomen and Lenny Brocks at the Netherlands Cancer Institute in 
Amsterdam (the Netherlands) for help with the Leica SP5, Ronald 
Breedijk, and Erik Manders for help with analyzing samples on the 
Nikon A1, Ji-Ying Song for the image depicted in Fig.  1b  and 
Amber Zeeman for comments on the manuscript and the image 
depicted in Fig.  1a .  

   References 

    1.    Watson CJ, Khaled WT (2008) Mammary 
development in the embryo and adult: a jour-
ney of morphogenesis and commitment. 
Development 135(6):995–1003. doi:  10.1242/
dev.005439    , 135/6/995 [pii]  

    2.    Smith BA, Welm AL, Welm BE (2012) On the 
shoulders of giants: a historical perspective of 
unique experimental methods in mammary 
gland research. Semin Cell Dev Biol 23(5):583–
590, 10.1016/j.semcdb.2012.03.005 S1084- 
9521(12)00047-X [pii]  

    3.    Shackleton M, Vaillant F, Simpson KJ, Stingl J, 
Smyth GK, Asselin-Labat ML, Wu L, Lindeman 
GJ, Visvader JE (2006) Generation of a func-
tional mammary gland from a single stem cell. 
Nature 439(7072):84–88. doi:  10.1038/
nature04372    , nature04372 [pii]  

    4.    Stingl J, Eirew P, Ricketson I, Shackleton M, 
Vaillant F, Choi D, Li HI, Eaves CJ (2006) 
Purifi cation and unique properties of mammary 
epithelial stem cells. Nature 439(7079):993–997. 
doi:  10.1038/nature04496    , nature04496 [pii]  

    5.    Deome KB, Faulkin LJ Jr, Bern HA, Blair PB 
(1959) Development of mammary tumors 
from hyperplastic alveolar nodules transplanted 
into gland-free mammary fat pads of female 
C3H mice. Cancer Res 19(5):515–520  

       6.    van Amerongen R, Bowman AN, Nusse R 
(2012) Developmental stage and time dictate the 
fate of Wnt/beta-catenin-responsive stem cells in 
the mammary gland. Cell Stem Cell 11(3):387–
400. doi:  10.1016/j.stem.2012.05.023    , S1934-
5909(12)00342-6 [pii]  

    7.    Van Keymeulen A, Rocha AS, Ousset M, Beck 
B, Bouvencourt G, Rock J, Sharma N, 
Dekoninck S, Blanpain C (2011) Distinct stem 
cells contribute to mammary gland develop-
ment and maintenance. Nature 479(7372):189–
193, 10.1038/nature10573, nature10573 [pii]  

    8.    Akagi K, Sandig V, Vooijs M, Van der Valk M, 
Giovannini M, Strauss M, Berns A (1997) Cre- 
mediated somatic site-specifi c recombination in 
mice. Nucleic Acids Res 25(9):1766–1773, 
gka289 [pii]  

    9.    Sauer B, Henderson N (1988) Site-specifi c 
DNA recombination in mammalian cells by the 
Cre recombinase of bacteriophage P1. Proc 
Natl Acad Sci U S A 85(14):5166–5170  

    10.    Smedley D, Salimova E, Rosenthal N (2011) 
Cre recombinase resources for conditional 
mouse mutagenesis. Methods 53(4):411–416, 
1 0 . 1 0 1 6 / j . y m e t h . 2 0 1 0 . 1 2 . 0 2 7 . 
S1046- 2023(10)00310-5 [pii]  

    11.    Murray SA, Eppig JT, Smedley D, Simpson 
EM, Rosenthal N (2012) Beyond knockouts: 
cre resources for conditional mutagenesis. 
Mamm Genome 23(9–10):587–599. 
doi:  10.1007/s00335-012-9430-2      

     12.    Soriano P (1999) Generalized lacZ expression 
with the ROSA26 Cre reporter strain. Nat 
Genet 21(1):70–71. doi:  10.1038/5007      

     13.    Muzumdar MD, Tasic B, Miyamichi K, Li L, 
Luo L (2007) A global double-fl uorescent Cre 
reporter mouse. Genesis 45(9):593–605. 
doi:  10.1002/dvg.20335      

     14.    Snippert HJ, van der Flier LG, Sato T, van Es 
JH, van den Born M, Kroon-Veenboer C, 
Barker N, Klein AM, van Rheenen J, Simons 
BD, Clevers H (2010) Intestinal crypt homeo-
stasis results from neutral competition between 
symmetrically dividing Lgr5 stem cells. Cell 
143(1):134–144, S0092-8674(10)01064-0 
[pii]. 10.1016/j.cell.2010.09.016  

    15.    Metzger D, Clifford J, Chiba H, Chambon P 
(1995) Conditional site-specifi c recombination 
in mammalian cells using a ligand-dependent 
chimeric Cre recombinase. Proc Natl Acad Sci 
U S A 92(15):6991–6995  

Renée van Amerongen

http://dx.doi.org/10.1242/dev.005439
http://dx.doi.org/10.1242/dev.005439
http://dx.doi.org/10.1038/nature04372
http://dx.doi.org/10.1038/nature04372
http://dx.doi.org/10.1038/nature04496
http://dx.doi.org/10.1016/j.stem.2012.05.023
http://dx.doi.org/10.1007/s00335-012-9430-2
http://dx.doi.org/10.1038/5007
http://dx.doi.org/10.1002/dvg.20335


211

    16.    Feil R, Brocard J, Mascrez B, LeMeur M, 
Metzger D, Chambon P (1996) Ligand- 
activated site-specifi c recombination in mice. 
Proc Natl Acad Sci U S A 93(20):
10887–10890  

    17.    Feil R, Wagner J, Metzger D, Chambon P 
(1997) Regulation of Cre recombinase activity 
by mutated estrogen receptor ligand-binding 
domains. Biochem Biophys Res Commun 
237(3):752–757, S0006-291X(97)97124-2 
[pii] 10.1006/bbrc.1997.7124  

    18.    Indra AK, Warot X, Brocard J, Bornert JM, 
Xiao JH, Chambon P, Metzger D (1999) 
Temporally-controlled site-specifi c mutagene-
sis in the basal layer of the epidermis: compari-
son of the recombinase activity of the 
tamoxifen-inducible Cre-ER(T) and Cre- 
ER(T2) recombinases. Nucleic Acids Res 
27(22):4324–4327, gkc656 [pii]  

    19.    Laird PW, Zijderveld A, Linders K, Rudnicki 
MA, Jaenisch R, Berns A (1991) Simplifi ed 
mammalian DNA isolation procedure. Nucleic 
Acids Res 19(15):4293  

    20.    Barker N, van Es JH, Kuipers J, Kujala P, van 
den Born M, Cozijnsen M, Haegebarth A, 
Korving J, Begthel H, Peters PJ, Clevers H 
(2007) Identifi cation of stem cells in small 
intestine and colon by marker gene Lgr5. 
Nature 449(7165):1003–1007, nature06196 
[pii]. 10.1038/nature06196  

     21.    Nakamura E, Nguyen MT, Mackem S (2006) 
Kinetics of tamoxifen-regulated Cre activity in 
mice using a cartilage-specifi c CreER(T) to 
assay temporal activity windows along the 
proximodistal limb skeleton. Dev Dyn 
235(9):2603–2612. doi:  10.1002/dvdy.20892      

    22.    Lim X, Tan SH, Koh WL, Chau RM, Yan KS, 
Kuo CJ, van Amerongen R, Klein AM, Nusse 
R (2013) Interfollicular epidermal stem cells 
self-renew via autocrine Wnt signaling. 
Science 342(6163):1226–1230.  doi:  10.1126/
science.1239730      

    23.   Shehata M, van Amerongen R, Zeeman AL, 
Giraddi RR, Stingl J (2014) The infl uence of 
tamoxifen on normal mouse mammary gland 
homeostasis Breast Cancer Res 16:411    

Lineage Tracing in the Mammary Gland

http://dx.doi.org/10.1002/dvdy.20892
http://dx.doi.org/10.1126/science.1239730
http://dx.doi.org/10.1126/science.1239730




213

Maria del Mar Vivanco (ed.), Mammary Stem Cells: Methods and Protocols, Methods in Molecular Biology, vol. 1293,
DOI 10.1007/978-1-4939-2519-3_12, © Springer Science+Business Media New York 2015

    Chapter 12   

 Modeling the Breast Cancer Bone Metastatic Niche 
in Complex Three-Dimensional Cocultures 

           Rebecca     Marlow      and     Gabriela     Dontu    

    Abstract 

   Despite advances in early detection, prevention and treatment of breast cancer, the mortality of breast 
cancer patients did not decrease considerably in the last years. Metastatic breast cancer remains incurable. 
There is compelling evidence that dissemination of breast cancer cells at distant sites is an early event. At 
the time of detection and diagnosis, patients have disseminated breast cancer cells in the bone marrow. 
Only in half of these patients the disseminated cells proliferate and generate metastases, typically in 3–5 
years for ER negative breast tumors and 10–15 years for ER positive breast tumors. In other patients 
metastases never develop. The ability to predict which patients will develop metastases and to devise strate-
gies to interfere with this process hinges on understanding the mechanisms underlying growth at the meta-
static site. In turn, this requires novel experimental systems that model in vitro the survival, dormancy and 
proliferation of disseminated cancer cells. 

 We have established such experimental systems that model the bone microenvironment of the breast 
cancer metastatic niche. These systems are based on 3D complex cultures of human bone marrow stromal 
cells and breast cancer cell lines in collagen biomatrices. We identifi ed conditions in which cancer cells are 
dormant, and conditions in which they proliferate and we validated the results in vivo. Dormant cancer 
cells were able to proliferate upon transfer into supportive microenvironment or upon manipulation of 
signaling pathways that control dormancy. These experimental systems will be instrumental in screening 
new compounds for metastasis studies and particularly in studying the pathways that control cellular dor-
mancy. We provide in this chapter detailed protocols for these complex 3D coculture systems.  

  Key words     Breast cancer  ,   Metastasis  ,   Three-dimensional culture  ,   Complex coculture system  

1      Introduction 

 In many cancers, the main cause of death is metastatic spread. Bone 
is one of the most frequent sites of metastasis particularly for breast 
and prostate tumors, but also other cancers, such as lung, kidney, 
and thyroid cancers [ 1 ,  2 ]. There is compelling evidence that sys-
temic dissemination of cancer cells is an early event, usually occur-
ring before detection of the primary tumor [ 3 ]. Disseminated 
tumor cells (DTC) survive in a state of cell cycle arrest for long 
periods of time, a phenomenon defi ned as “cellular dormancy” 
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[ 3 – 5 ]. Despite their signifi cance for progression and outcome of 
disease, these aspects of cancer biology are relatively under- 
investigated, mostly due to lack of in vitro experimental systems and 
scarcity of in vivo models. 

 Reasoning that the complex interactions between cancer cells 
and the microenvironment are most likely critical for cellular dor-
mancy and proliferation, we established in vitro models of DTC 
based on co-cultivation of breast cancer cells (BCC) with bone 
marrow derived (BM) cells in a 3D-collagen biomatrix. We identi-
fi ed conditions in which BCC are dormant (“inhibitory niche”) 
and conditions in which they proliferate (“supportive niche”) [ 6 ]. 
We defi ne cellular dormancy as cell cycle arrest of cancer cells [ 7 ]. 
Cell cycle arrest of BCC in our experimental system is reversible 
either by changing the microenvironment or by inhibiting signal-
ing pathways previously shown to have role in dormancy [ 6 ]. Upon 
xenotransplantation in immunodefi cient mice, tumors developed 
only from 3D-biomatrix bearing BM stromal cells that represented 
the “supportive niche” and not from those bearing stromal cells 
that represented the “inhibitory niche.” Importantly, BCC recov-
ered from the “inhibitory niche” were bone-fi de dormant cells, 
because they retained their ability to reenter the cell cycle [ 6 ]. 
These experimental systems will be instrumental for investigating 
the mechanisms that control dormancy of cancer cells, and for 
developing strategies to target these cells or prevent their “re- 
awakening” during disease progression. Figure  1  describes the 3D 
complex coculture system and its applications.   

2    Materials 

       1.    Collagen biomatrix. Gelfoam™ from Pfi zer—(6 sheets/box).   
   2.    Single metal hole-punch (sterilized either by autoclaving or 

soaking in 70 % Ethanol).   
   3.    Sterile scalpels (22 blade).   
   4.    Sterile forceps.   
   5.    15 cm tissue culture plates.   
   6.    10 cm tissue culture plates.   
   7.    50 ml Falcon tubes.      

       1.    Ultra-low attachment 96-well plates (CoStar).   
   2.    Yellow tips (200 μl).      

       1.    μClear white 96-well plates (Greiner).      

       1.    DMEM-F12 (Gibco) supplemented with 5 % fetal bovine 
serum (FBS) and antibiotic/antimycotic (Invitrogen).      

2.1  For Generating 
Collagen Biomatrix 
Discoids for 3D 
Coculture

2.2  For Cell Plating

2.3  For Plate Reader 
Readings

2.4  Medium Used 
for 3D Cocultures

Rebecca Marlow and Gabriela Dontu
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       1.    Collagenase/hyaluronidase solution (07912 Stem Cell 
Technologies).      

   Unless otherwise stated media were obtained from Invitrogen. 
Suppliers are denoted by (). 

 All cell lines were infected with lentivirus constructs to express 
fl uorescent proteins of choice. Generally BM cells were labeled 
with GFP and BCC with dsRED.

 Cell Line  Supplier  Media  Notes 

 Primary bone 
marrow 
stromal cells 
(BMSC) 

 (Lonza) 
 2 M-302 

 (StemCellTech) 
 Myelocult 
 05150 

 1. The medium is complete (i.e., do not add 
FBS) but does require hydrocortisone 
and antibiotic/antimycotic (Invitrogen) 

 2. Split cells at 1:2 or 1:3 dilution. 
 3. Use only to passages 6–8 after (cell 

morphology changes after more passages) 
 4. Use 5× trypsin (0.5 % trypsin) for 

splitting) 

2.5  Dissociation 
of 3D Cocultures

2.6  Cell Lines

96 well plate with
3D collagen matrix

Plate mix of stromal cells 
(100-120k/well)

Plate cancer cells 
(5-10k/ well)

24h 7-10 days

Niche GFP+ BCC dsRED+BF

3D collagen matrix Stromal cells  90% confluency Small numbers of cancer cells 

Analysis
• Total fluorescence
• Microscopy
• Immunfluorescence of

dissociated cells
• Flow cytometry
• Embed in paraffin and

section for
immunohistochemstry

Recover cells for
In vitro or
in vivo experiments

Implant biomatrix
discoid s.c. in
immunodeficient mice

Recover biomatrix after
6-weeks and analyze as
shown above

  Fig. 1    In vitro models of bone metastatic niche—experimental setup. Bone marrow derived stromal cells are 
plated in 96-well plates containing collagen biomatrix discoids. Stromal cells are plated at high density in 
order to reach sub-confl uency rapidly. Cancer cells are subsequently plated in small numbers, to mimic the 
low density of disseminated cancer cells. Proliferation of cells is followed by microscopy and total fl uorescence 
reading. Intact biomatrices containing cells or dissociated cells are analyzed or used in additional experiments 
(BF, Brightfi eld, GFP, Green Fluorescent protein, BCC, Breast Cancer Cells, s.c. subcutaneous)       

(continued)
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 Cell Line  Supplier  Media  Notes 

 Human 
umbilical 
vein 
endothelial 
cells 

 (HUVEC) 

 (Lonza) 
 C2517A 

 (Lonza) 
 EGM-2 
 CC-3162 
 EGM-2 BulletKit 

(CC-3156 and 
CC-4176) 

 1. EGM-2 kit is complete medium—add 
antibiotic/antimycotic 

 2. Require gelatin-coated fl asks for 
propagation. Coat for ~5–10 min at 
37 °C with gelatin solution (Sigma) 
before plating (wash with PBS twice) 

 3. Use only to passages 6–8 after (cell 
morphology changes after more passages) 

 Bone marrow 
stromal cells 
(HS-5) 

 (ATCC) 
 CRL- 

11882  

 DMEM 
 10 % FBS 

 Human fetal 
osteoblasts 
(hFOB) 

 (ATCC) 
 CRL- 

11372  

 DMEM/F12 
 10 % FBS 
 G418 (Invitrogen) 

 SUM159  In House  F12 5 % 
 Insulin Hydrocortisone 

 MCF7 
 BT474 
 ZR75-1 
 MDA-453 

 In House  DMEM 10 % 

 T47D  In House  RPMI 10 % 
 Insulin 

 MDA-231  In House  DMEM 10 % 

 MDA-231 
 1833 BoM 
 4175 LM2 

 *  DMEM 10 %  1. Organ specifi c metastatic sub-clones 
obtained through collaboration with 
Sloan Kettering Memorial Cancer Center. 

3        Methods 

 All manipulations should take place under sterile conditions. When 
plate reading, ensure that lids remain on the 3D cocultures. 
Figure  2  shows an example layout of a typical experiment.  

       1.    Using a 15 cm tissue culture (TC) plate as a sterile surface, 
open the envelope containing the collagen biomatrix and place 
it into the plate lid using sterile forceps.   

   2.    Cut (using the sterile scalpel) the collagen biomatrix into strips 
~2 cm in width. Use the lid as a cutting surface and place strips 
into plate for safe-keeping.   

   3.    Cut these strips into ~4 cm pieces.   
   4.    Using the scalpel cut these into half lengthways so you have 2 

pieces of half the thickness (~3 mm).   

3.1  Cutting Collagen 
Biomatrix into Discoid 
Pieces for Coculture

Rebecca Marlow and Gabriela Dontu
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   5.    Cut discoids using the sterile hole punch (~5 mm in diameter) 
for use in the 96-well cocultures.   

   6.    Collect the discoids into a 50 ml falcon tube.   
   7.    Using sterile forceps, place the collagen biomatrix discoids into 

ultra-low 96-well plates for performing the experiment or in 
sterile tube for storage. UV irradiate overnight.      

         1.    Place the collagen biomatrix discoids into the required number 
of wells using sterile forceps. Use an ultra-low attachment plate 
for plating stromal cells.   

   2.    UV-irradiate this plate for a minimum of 1 h.   
   3.    Using a multichannel pipette, place 200 μl of DPBS (Dulbecco’s 

phosphate buffered saline without Ca + /Mg + ) into each well to 
wet the discoids.   

   4.    Leave for at least 15 min to ensure it is fully saturated.   
   5.    Remove the liquid using a multichannel pipette.      

   Please note that the medium used for all 3D cocultures is 
DMEM-F12 5 % FBS + antibiotic/antimycotic, and incubation is 
at 37 °C with 5 % CO 2. 

3.2  Plating 
Supportive 
and Inhibitory Niche 
Cultures

3.2.1  Setting up 3D 
Cocultures

3.2.2  Plating Bone 
Marrow Cells
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  Fig. 2    Example layout in 96-well plate of experiment to monitor proliferation of 
multiple breast cancer cell lines cocultured in the Supportive and Inhibitory 
Niche. Experimental setup is optimal in one single 96-well plate thus avoiding 
plate-to-plate differences in readings. A discoid of collagen biomatrix that has 
been saturated but not seeded with cells is used as a background reading for 
control purposes ( grey  well (E)). Routinely triplicate wells (3 per condition) or 
quintlicate wells (5 per condition) are used. An average reading of these wells is 
used for further analysis All wells in the 96-well plate should be incubated with 
medium to avoid evaporation loss and to include background readings       
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    1.    Trypsinize cells.   
   2.    Resuspend cells into 1 ml of medium and count plating.

   (a)    Supportive Niche—BMSC—100,000 BMSC cells per 
well (in 15 μl of medium).   

  (b)    Inhibitory Niche—BMCL—120,000 cells in total per well 
(in 15 μl of medium) (40,000 cells of each cell line (HS-5, 
hFOB, and HUVEC)).       

   3.    Plate cells into the center of each collagen biomatrix disc.   
   4.    Leave in the incubator for 2 h to enable diffusion of cells and 

medium by capillary action.   
   5.    Add 200 μl medium per well and leave overnight.    

          1.    Move collagen biomatrices from the ultra-low plates to the 
new clear-bottomed white plates for the plate reader using 
sterile forceps.   

   2.    Resuspend cells into 1 ml of medium and count.   
   3.    Get cells to the required concentration (one million cells 

per ml).
   (a)    For breast cancer cells plating is done at 10,000 cells per 

well in 10 μl of media, onto the Supportive Niche (BMSC) 
or Inhibitor Niche (BMCL). This requires a cell concen-
tration of one million cells per ml.       

   4.    Add 10 μl of cell suspension onto the plated biomatrix discs.   
   5.    Leave in the incubator for 2 h to enable plating by capillary 

action.   
   6.    Add 200 μl media per well and leave overnight.

 ●    For 2D monoculture controls—plate 5,000 cells per well 
(5 μl).  

 ●   For 3D monoculture controls—plate 50,000 or 100,000 
cells per well depending on the experimental setup.
 –    Use the same procedure as for the BM cells except use 

the μClear plates along with plating into the Supportive 
or Inhibitory Niches.            

       1.    Prepare plates to move 3D cocultures into.   
   2.    Pick up the collagen biomatrix with sterile forceps and move 

into the new plate.   
   3.    Use a yellow tip to gently move all into the center of the well.   
   4.    Add 200 μl of media to each well. Add media also to all empty 

wells to help with evaporation loss and Empty well controls.   
   5.    Read on the plate reader. Fluorescent plate reader FLUOStar 

Omega (BMG Labtech Firmware 1.32, Software 1.20). 

3.3  Plating Breast 
Cancer Cells

3.4  Total 
Fluorescence Reading 
and Microscopy

Rebecca Marlow and Gabriela Dontu
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Fluorescent intensity is read using bottom optic readings with 
orbital averaging of 3 mm, GFP 485 nm/520 nm dsRED 
544 nm/590 nm, E2-Crimson 610 nm/650 nm (excitation 
nm/emission nm).   

   6.    After 24 h, remove 100 μl of medium from each well and 
replace with 100 μl fresh medium.   

   7.    Read again on the plate reader and perform microscopic exam-
ination. Photograph each condition if required.   

   8.    Repeat at 24-h intervals.      

       1.    Subtract the reading of the well containing empty collagen 
biomatrix and medium (background fl uorescence) from all the 
other readings. For 2D readings subtract a well containing 
medium only.   

   2.    Reading are normalized to the fi rst reading 24-h after BCC 
plating. Following readings are then expressed as a fold increase 
of this reading (1.         

       1.    Remove medium from wells.   
   2.    Add 50 μl of dissociation solution per well (Collagenase/

Hyaluronidase).   
   3.    Incubate for 5 min at 37 °C.   
   4.    Observe dissociated cocultures under the microscope. If you 

observe dissociated single cells then stop the reaction by add-
ing 200 μl of medium per well.   

   5.    Spin down the plate and remove the supernatant. Resuspend 
in required medium volume for downstream processing.       

4    Advantages, Limitations, and Potential Applications of the Bone Metastatic 
Niche Experimental Systems 

 The models we established facilitate studies of dynamic interac-
tions between cancer cells and several cell types present in the bone 
marrow stroma. As with any experimental system, they have limita-
tions: the lack of cell components such as osteocytes, osteoclasts, 
immune cells, neural cells, mineralized bone, and extracellular 
matrix components. 

 We aimed to reproduce in vitro the high ratio between bone 
marrow cells and DTC observed in patients. We also aimed to 
make these systems amenable to a variety of readout assays, such as 
microscopy, total fl uorescence reading, immunohistochemistry of 
sectioned biomatrix, fl ow cytometry and IF analysis of cells recov-
ered from 3D-biomatrix. Different cell components of the cocul-
ture can be manipulated individually or recovered as live cells for 
further analysis. 

3.5  Analysis

3.6  Dissociation 
of Cocultures 
in Biomatrix

Breast Cancer Metastatic Niche
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 These assays are quantitative and can be adapted for small or 
medium-throughput screening studies using RNA interference, 
antibody or small molecule inhibitors, therefore permitting an 
exploratory approach in the study of DTC and dormancy and in 
identifying targets for anti-metastatic therapy.     
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    Chapter 13   

 Mammary Cancer Stem Cells Reinitiation Assessment 
at the Metastatic Niche: The Lung and Bone 

           Marc     Guiu    ,     Enrique     J.     Arenas    ,     Sylwia     Gawrzak    ,     Milica     Pavlovic    , 
and     Roger     R.     Gomis    

    Abstract 

   Mammary cancer stem cells (MCSC) have been operationally defi ned as cells that re-form secondary 
tumors upon transplantation into immunodefi cient mice. Building on this observation, it has also been 
suggested that MCSCs are responsible for metastasis as well as evasion and resistance to therapeutic treat-
ments. MCSC reinitiating potential is usually tested by implantation of limited amounts of cells orthotopi-
cally or subcutaneously, yet this poorly recapitulates the metastatic niche where truly metastatic reinitiation 
will occur. Herein, we describe the implantation of small amounts of MCSC selected populations in the 
bone (intra tibiae injection) and the lung (intra thoracic injection) to test for their metastatic reinitiation 
capabilities.  

  Key words     Mammary stem cells  ,   Metastasis  ,   Reinitiation  ,   Xenograft models  ,   Breast cancer  

1      Introduction 

 Cancer stem cells (CSCs) have been the subject of intensive discus-
sion and investigation leading to a continuous evolution of the 
concept over that period. The concept was based on the thought 
that malignant cell populations are organized as unidirectional cel-
lular hierarchies. Among those, CSCs constitute unique subsets of 
cells that have the exceptional ability to perpetuate the growth of a 
malignant cell population indefi nitely [ 1 – 4 ]. Thus, this population 
recapitulated the naturally existing features of cellular populations 
within tissues that account for its plasticity and growth cycles, for 
example the mammary gland. In each menstrual cycle, the mam-
mary gland is subjected to substantial growth [ 5 ]. Similarly, during 
pregnancy, there is both a tenfold increase in the number of alveoli 
per lobule as well as de novo formation of lobules by lateral bud-
ding from existing terminal ducts [ 6 ]. These cellular dynamics led 
to postulate the existence of a population of precursor cells in the 
adult human breast that are capable of giving rise to new lobules. 
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To date, several markers have been described in the literature and 
are used for the identifi cation of human mammary stem cells 
(MaSC). For instance, increased aldehyde dehydrogenase (ALDH- 
1) activity was associated with a population of human mammary 
epithelial cells, which do not show estrogen receptor (ER) expres-
sion [ 7 ,  8 ]. Moreover, CD49+ and EpCAM+ low markers are usu-
ally being used to sort human mammary epithelial cells [ 9 ]. Of 
note, the MaSC are present in mammary ducts and lobule, whereas 
progenitor cells are prevalent in the terminal ductal lobules [ 10 ]. 
These data suggested that a candidate stem cell zone resides in 
ducts that are enriched in generally quiescent SSEA-4 hi /K5 + /K6a + /
K15 + /Bcl-2 + cells. On the contrary, the more abundant proliferat-
ing progenitors are found outside this region and are often sur-
rounded by laminin-2/4 [ 10 ]. Moreover, new evidence suggested 
that the stem cell zone in ducts is defi ned by K19 + /K14 +  giving 
rise to K19 + /K14 − , K19 − /K14 − , and K19 − /K14 +  lineage- restricted 
progenitors [ 11 ]. In addition, RANK/RANKL signaling was 
involved in proliferation and maintenance of normal and cancer 
breast stem cells. In mouse models, mammary glands of RANK- 
and RANKL-defi cient mice develop normally during sexual matu-
ration, but fail to form lobulo-alveolar structures during pregnancy 
due to defective proliferation and increased apoptosis of mammary 
epithelium [ 12 ]. Interestingly, RANK/RANKL signaling has also 
recently been proposed to be an important component in mam-
mary carcinogenesis, specifi cally in the maintenance of breast can-
cer stem cells and potentially metastasis [ 13 – 15 ]. The distribution 
and function of mammary stem cells, as well as breast cancer stem 
cells in mature mammal remains to be fully elucidated. 

 Interest on mammary stem cells has increased by their potential 
role in breast tumorigenesis [ 16 ]. Different breast cancer stem cells 
populations have been identifi ed such as CD44+/CD24- [ 16 ], 
CD49f + [ 17 ,  18 ], or ALDH [ 19 ]. Interestingly, the MCSCs have 
been suggested to be less sensitive to cell cycle inhibition than the 
bulk of the tumor cells that they generate, in part due to either asym-
metric division or slow cycling profi le [ 20 ]. As a result, a mammary 
tumor may appear to be eradicated, but it is known that in a subset 
of patients recurrence will happen years or decades post primary 
tumor excision, a process that is suggested to be led by the rare invis-
ible populations of MCSCs survived. Interactions of the MCSC and 
their microenvironment (metastasis niches) may also contribute to 
resist the treatment and disease dissemination [ 21 – 24 ]. 

 These clinical important matters call for methodologies to 
investigate how MCSCs promote metastasis reinitiation. Most 
recent works have relied on the operational detection of cells with 
CSCs properties by assessing its ability of generating and 
 propagating a malignant cell population, identifi ed and characterized 
in an experimental setting. Much of this work uses transplanted 
immunodefi cient mice to characterize the ability of MCSCs to 

Marc Guiu et al.
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regenerate malignant outgrowths that look like the initial breast 
cancer. To this end, we have set up an experimental approach to 
test metastasis reinitiation both at the bone and the lung metastatic 
niches. This approach focuses only on the metastatic reinitiation 
process in a reductionist attempt to score the contribution of spe-
cifi c genes and functions to this process obviating earlier functions 
such as intravasation, survival in transit, and extravasation that 
needed to be accomplished through the multistep process that a 
cancer cell must undertake for metastatic accomplishment.  

2    Materials 

 Prepare all solutions and reagents in sterile conditions using laminar 
fl ow hood. Prepare and store all reagents at room temperature 
(unless indicated otherwise). 

       1.    Cell culture grow medium: DMEM/F-12 supplemented with 
10 % FBS. Store at 4 °C.   

   2.    Media Supplements: 1 %  L -glutamine (200 mM), 1 % penicillin–
streptomycin, 10 % fetal bovine serum (FBS). Stored at −20 °C. 
Add to media cells and then store the mix at 4 °C ( see   Note 1 ).   

   3.    Phosphate Saline Buffer (PBS).   
   4.    Trypsin–EDTA Solution: 0.05 % Trypsin and EDTA (1:5,000) 

in PBS. Store at −20 °C ( see   Note 2 ).   
   5.    Growth Factor Reduced Matrix Basement Membrane (Becton 

Dickinson, BD). Store at −20 °C ( see   Note 3 ).      

       1.    Staining Buffer: PBS 1× + 0.02 % BSA.   
   2.    Washing Sorting Buffer: PBS 1× + 0.02 % BSA or if cells are 

sticky add 3 mM EDTA.      

       1.    Antibodies to detect Breast Cancer Stem Cells: CD44-PE (BD 
Pharmingen), CD24-PERCP-CY5.5 (BD Pharmingen) and 
CD49f-PE-Cy5 (BD Pharmingen). All incubations at 4 °C for 
30 min in dark.      

   Oncology animal models (when using human cancer cells) must be 
based on the use of immunodefi cient animals, which require spe-
cial conditions of maintenance. These animal models are  maintained 
in the animal house barrier area (SPF) including HEPA fi ltered air 
conditions.

    1.    Immunodefi cient mice: Balb C/Nude mice ( see   Note 4 ) or 
NOD SCID mice ( see   Note 5 ), 5 week old.   

   2.    Anesthesia mix: Mix 1 ml Ketamine (100 mg/ml), 0.5 ml 
Xilacine (20 mg/ml), 8.5 ml NaCl 0.009 g/ml solution pH 6.   

2.1  Cell Culture 
Components

2.2  Fluorescence 
Activated Cell Sorting 
Components

2.3  Antibodies

2.4  Cells Inoculation 
In Vivo

Mammary Cancer Stem Cells Reinitiation Assessment…
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   3.    Buprenorphine (100 μl/mice from 0.01 mg/dl solution) 
( see   Note 6 ).   

   4.    Betadine solution.   
   5.    Ethanol 70 %.   
   6.    Deionized water (H 2 Od).   
   7.    10 µl Hamilton syringe.   
   8.    28G/15 mm/pst4 Hamilton Needle.   
   9.    27G syringe needle.   
   10.    25G syringe needle and 1 ml syringe.   
   11.    Blades.   
   12.    5/0 black silk.   
   13.    Sterile material surgery: surgical scissors, blunt forceps, hemo-

static clamps, needle holder.      

       1.    IVIS system (Xenogen-Caliper).   
   2.    Luciferin solution: 15 mg/ml Beetle luciferin, potassium salt 

with NaCl 0.009 g/ml solution pH 6 ( see   Note 7 ).   
   3.    Insulin (30G) syringe.       

3    Methods 

 Carry out all cell culture procedures in a fl ow laminar hood and at 
room temperature unless otherwise indicated. 

       1.    Culture cell lines with the proper medium. All cells must stably 
express the  luciferase  gene. In the case of MCF7, T47D, MDA-
MB- 231, or BT474, DMEM/F-12 or indicated ATCC media 
supplemented with FBS, P/S, and L-glutamine will be used. 
Grow cells until 70 % confl uence.      

       1    Collect cells: wash once with 1× PBS and trypsinize 5–10 min 
at 37 °C ( see   Note 2 ).   

   2    Block trypsin activity with double the amount of growth media 
and transfer into a 50 ml Falcon.   

   3    Spin down at 1,200 rpm for 5 min.   
   4    Wash the pellet once with 1× PBS.   
   5    Split cells using staining buffer (200 μl) into 15 ml Falcon 

tubes (one per condition). Conditions: Non Stained cells 
(Blank control), single staining (CD24, CD44, CD49f) and 
double staining (CD24 and CD44). In the case of multiple 
staining, always assess Fluorescence Minus One (FMOs) 
controls ( see   Note 8 ), which are all staining minus one of the 
fl uorophores.   

2.5  In Vivo 
Imaging System

3.1  Cell Culture 
Establishment

3.2  Fluorescence 
Activated Cell Sorting 
(FACS)
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   6    Staining: add 1:100 dilution ( see   Note 9 ) of all antibodies (i.e., 
case 2 μl for 200 μl). Number of cells range: up to 10 8  per 
condition ( see   Note 8 ).   

   7    Incubate tubes at 4 °C for 30 min in dark.   
   8    Wash cells twice with washing sorting buffer (rinse totally the 

tube;  see   Note 10 ).   
   9    Resuspend pellet with 200 μl depending on the number of 

cells ( see   Note 11 ).   
   10    Add 3 μl of 200 mg/ml DAPI or propidium iodide as viability 

staining.   
   11    Sort population of interest with a sorting machine (i.e., Sorting 

using FACS Aria (BD),  see   Note 12 ).   
   12    Sort cells in media without supplements.      

       1.    The day before remove the growth factor reduced (GFR) 
Matrigel vial from the −20 or −80 °C freezer, place the vial in 
a refrigerator at 4 °C.   

   2.    Cells are sorted and spin down for 5 min at room temperature.   
   3.    Resuspend pellet in Matrigel. Add 1:1 Matrigel–PBS 1× and 

mix gently but well ( see   Note 13 ). Material must be kept cold 
to avoid gelling when mixing the cells.   

   4.    Keep the cells solution cold at all times.   
   5.    Cells injection in live mouse (to be executed in the animal 

facility. Must comply with the Institutional Review Board com-
mittee approval): secure the animals as needed according to 
the experimental plan minimizing its use and following the 
3Rs whenever possible (Replacement, Reduction, and 
Refi nement). Subsequently, prepare the mice for injection 
using the standard approved protocols for anesthesia.   

   6.    Mix the cells gently before loading the chilled syringe. The 
cells will settle by gravity and the tube of cells must be gently 
shaken to obtain a homogeneous mixture devoid of bubbles 
before injection. Syringes and needles to be used should be 
kept on ice until needed to prevent Matrigel polymerization.   

   7.    To assess metastasis reinitiation at specifi c tissues, cells should 
be injected at the organ site. In order to evaluate metastatic 
potential of all cell population, different numbers of cells have 
to be injected (limiting dilution assay: 100, 500, 1,000, 2,000, 
5,000, 10,000) (see below).     

       1.    Anesthetize mice with 10 μl anesthesia mix/g mouse delivered 
via intraperitoneal injection.   

   2.    Wait until mice are completely anesthetized ( see   Note 14 ).   
   3.    Place the mice in left lateral decubitus position.   

3.3  Reinitiation 
Metastatic Potential 
Assessment

3.3.1  Intrathoracic 
Injections

Mammary Cancer Stem Cells Reinitiation Assessment…
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   4.    Clean thoroughly the surgical area with betadine solution 
( see   Note 15 ).   

   5.    Made a small skin incision approximately on the lateral dorsal 
axillary line, 1.5 cm above the lower rib line just below the 
inferior border of the scapula.   

   6.    Move carefully the muscles using blunt forceps.   
   7.    Hydrate surgical area with NaCl solution.   
   8.    Inject 40 μl of cell suspension using 25G needle syringe into 

the left lateral thorax.   
   9.    Suture back skin using 5/0 black silk.   
   10.    Inject subcutaneously 100 μl of Buprenorphine solution.   
   11.    Confi rm the inoculation by bioluminescent imaging 

(see below).   
   12.    The mice will wake up in 20–30 min. Keep mice warm.      

       1.    Cells are sorted and spin down for 5 min at room temperature.   
   2.    Resuspend the cellular pellet in PBS up to 5 μl total volume/

injection.   
   3.    Keep the cells solution cold at all times.   
   4.    Anesthetize mice with 10 μl anesthesia mix/g mouse delivered 

via intraperitoneal injection.   
   5.    Wait until the mice are completely anesthetized ( see   Note 14 ).   
   6.    Made 1 cm skin incision on the antero-medial part of the leg.   
   7.    Put the muscles aside using blunt forceps.   
   8.    Drill the bone using a 27G syringe needle.   
   9.    Hydrate surgical area with NaCl solution.   
   10.    Take out the drilling syringe needle from the bone and inject 

immediately 5 μl of cell suspension using Hamilton syringe 
with 28G Hamilton needle.   

   11.    Suture back skin using 5/0 black silk.   
   12.    Inject subcutaneously 100 μl of Buprenorphine solution.   
   13.    Confi rm the inoculation by bioluminescent image.   
   14.    The mice will wake up in 20–30 min. Keep the mice warm.   
   15.    Wash 5× 28G needle-Hamilton syringe with ethanol 70 % 

( see   Note 16 ).   
   16.    Wash 5× 28G needle-Hamilton syringe with H 2 Od.       

       1.    Mice are anesthetized as described above.   
   2.    Place the mice in lateral decubitus position.   
   3.    Inject 50 μl luciferin solution ( see   Note 7 ).   

3.3.2  Intratibiae 
Injections

3.4  Bioluminescent 
Imaging

Marc Guiu et al.
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   4.    Place mice inside IVIS machine system in lateral decubitus 
position in intrathoracic injections or ventral position in intrat-
ibiae injections.   

   5.    Acquire image. Conditions for acquiring luminescent images:
 –    Photographic image time exposure: 0.2 s.  
 –   Photographic image binning exposure: Medium.  
 –   Photographic image focus: 8.  
 –   Luminescent image exposure time: 1 min.  
 –   Luminescent image binning exposure: Medium.  
 –   Field of view: D position (18.5 cm from camera).      

   6.    Take pictures every week to score the reinitiation capability of 
the putative MCSC to generate a metastatic lesion at a distant 
niche.   

   7.    Quantify according to the users manual and plot the lumines-
cent values as a function of time ( see   Note 17 ).       

4    Notes 

     1.    Supplements are required in cells growth media for their sur-
vival. Stick to ATCC instructions for each cellular population 
as requirements might vary.   

   2.    Time exposure to trypsin is important in order to collect 
intact cells. Normally 5–10 min at 37 °C is suffi cient. 
However, adhesion to the plate will depend on the cell type 
and confl uence. Thus, incubation time should be prolonged 
until cells are unattached as per visual confi rmation under 
the microscope.   

   3.    Growth Factor Reduced Matrix is necessary to recover cells 
when inoculated in vivo in a hostile tissue.   

   4.    Balb C/Nude mice are athymic mice, hair, thymus, and T-cells 
defi cient.   

   5.    NOD SCID mice are athymic mice with severe immunodefi -
ciency due to improper T-cells and B-cells development. 
Natural Killer (NK) cells; macrophage and granulocyte num-
bers and function are reduced.   

   6.    Buprenorphine is a semisynthetic derivative of thebaine, one of 
the most chemically reactive   opium       alkaloids    . Buprenorphine 
is used for pain management in mice, and is the favored anal-
gesia if available.   

   7.    Luciferin is the substrate for the luciferase enzymatic reaction 
expressed in cells injected. When the reaction occurs lumines-
cent light appears and we can capture and measure with IVIS 
system.   

Mammary Cancer Stem Cells Reinitiation Assessment…
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   8.    Each FMO and double staining should be done using the same 
amount of cells in order to compare the signals strength.   

   9.    Each antibody in every laboratory ideally should be titrated for 
each cell line to obtain the most reliable results.   

   10.    Wash extensively the pellet in order to remove all remaining 
non-bound antibodies, which may interfere in FACS 
analysis.   

   11.    Volume suspension is extremely important to increase the yield 
of sorting. If cell suspension is too murky, the yield of sorting 
will decrease and can generate clumps in the machine.   

   12.    To obtain greater number of viable cells after sorting use sort-
ing tips of >100 μm. Speed sorting is crucial to obtain higher 
yield and to minimize cell damage. More than 5,000 events/s 
is not recommended. Sorter machine should have been cali-
brated according to manufacturer instructions.   

   13.    Be sure the dispersed material is cold when Matrigel is added. 
The matrix is very viscous and diffi cult to pipette accurately. It 
is recommended that when fi lling the pipette you pipette up 
and down several times to coat the inside of the pipette and 
then eject the Matrigel several times to empty the pipette as 
much as possible. If you are using a plastic tip micropipette, 
cut the tip to create a larger bore for faster and more accurate 
pipetting.   

   14.    Remember that anesthesia effect in full only lasts 10–15 min 
when planning the experiment.   

   15.    The surgical area must be cleaned to prevent any possible 
infection.   

   16.    It is necessary to clean thoroughly the Hamilton’s syringe and 
needle to prevent any salt precipitation.   

   17.    Usually, 24–48 h post inoculation there is a dramatic reduction 
in luciferase activity, which eventually will return as a function 
of the MCSC ability to reinitiate a lesion at the distant meta-
static niche.         
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Chapter 14

Nanomechanical Characterization of Living Mammary 
Tissues by Atomic Force Microscopy

Marija Plodinec and Roderick Y.H. Lim

Abstract

The mechanical properties of living cells and tissues are important for a variety of functional processes 
in vivo, including cell adhesion, migration, proliferation and differentiation. Changes in mechano-cellular 
phenotype, for instance, are associated with cancer progression. Atomic force microscopy (AFM) is an 
enabling technique that topographically maps and quantifies the mechanical properties of complex bio-
logical matter in physiological aqueous environments at the nanometer length scale. Recently we applied 
AFM to spatially resolve the distribution of nanomechanical stiffness across human breast cancer biopsies 
in comparison to healthy tissue and benign tumors. This led to the finding that AFM provides quantitative 
mechano-markers that may have translational significance for the clinical diagnosis of cancer. Here, we 
provide a comprehensive description of sample preparation methodology, instrumentation, data acquisi-
tion and analysis that allows for the quantitative nanomechanical profiling of unadulterated tissue at sub-
micron spatial resolution and nano-Newton (nN) force sensitivity in physiological conditions.

Key words Atomic Force Microscopy, Sensitivity, Spatial resolution, Mechanobiology, Cells, 
Extracellular matrix, Living mammary tissues, Human breast biopsies, Diagnosis, Disease

1  Introduction

Living tissues exhibit remarkable physical properties as defined by 
the complex interplay between cellular and extracellular elements 
that exert a “tug-of-war” of forces that resist compression and 
adapt to changes in the microenvironment [1]. This is directly 
coupled to gene regulation and protein expression, cellular devel-
opment, motility, proliferation and differentiation (i.e., cell “fate”) 
that altogether define tissue mechano-functionality [2–4]. 
Mechanical factors that affect cell fate include the rigidity and 
topology of the extracellular matrix (ECM) [5], substrate adhe-
sion, cell deformability within tissues as a result of mechanical 
loading, and shear stresses associated with corresponding fluid flow 
[4]. In this way, changes in cell cytoarchitecture and the ECM 
during cancer development and progression are manifested in the 
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corresponding nanomechanical responses [6, 7]. This link between 
the functional changes and the mechanobiology of cells and tissues 
is not only fundamental for our understanding of tissue specific 
functions in vivo but may provide potential diagnostic and prog-
nostic markers as well [8]. But how does one measure these prop-
erties reliably and efficiently, under physiological conditions found 
in  vivo? For starters, single cell and tissue level experimentation 
must be bridged to obtain a length-scale dependent understanding 
of mechanobiological properties. Indeed, this is where atomic 
force microscopy (AFM) [9] as a technique can break new ground.

The principle of AFM operation is very similar with that of a 
gramophone. Typically, the AFM uses a ~10  nm-sharp tip (i.e., 
“probe” or “tip”) at the end of a flexible cantilever that directly 
contacts and probes the surface corrugations of an underlying sam-
ple. This is known as “contact” mode and represents a standard 
mode of AFM operation used for biological applications. Here, a 
laser is reflected off the back of an AFM cantilever as it raster scans 
across a sample. In this manner, deflections that arise from surface 
features are monitored using a photodiode detector, as the applied 
force on the sample is kept constant by a piezoelectric scanner. The 
signals associated with the cantilever deflection or the vertical 
piezoelectric-scanner displacement can be used to generate a three-
dimensional image of the sample surface. Another key feature of 
the AFM involves measuring the nanomechanical properties of 
biological samples under aqueous conditions. Instead of raster-
scanning as is done during imaging, the AFM tip applies a local 
compressive force and reports the resulting material deformation 
in the form of a force curve.

Several AFM studies of living cells have been undertaken to 
examine the direct correlation between malignancy and cell 
deformability using various cell lines [6, 10–14]. In 2007, a key 
study by Cross et al. uncovered a softening in primary cells obtained 
from pleural effusions of human patients [15]. Nevertheless, these 
findings have been disputed due to: (1) a lack of the natural 3D 
tissue context, and (2) insufficient measurements/analysis to 
account for intracellular heterogeneities. As this highlights, inves-
tigating entire tissue segments with sub-cellular resolution would 
provide a more comprehensive understanding of such mechanical 
changes because biological tissues contain different cellular pheno-
types with differing roles in tissue homeostasis [16]. Other tech-
niques, such as bulk rheology [17], tissue elastosonography [18], 
or even AFM tips modified with colloidal probes [19], typically 
suffer from poor spatial resolution and low force sensitivity, which 
are necessary to address these mechano-cellular effects at the 
nanoscale.

To bridge this gap we have developed an AFM-based apparatus 
known as ARTIDIS (“Automated and Reliable Tissue Diagnostics”) 
that measures and spatially correlates local nanomechanical properties 
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across entire unadulterated tissues in close to native physiological con-
ditions. In the case of human and murine breast cancer tissues, 
ARTIDIS provides unprecedented spatial resolution and sub-kilopas-
cal (kPa) stiffness sensitivity that is able to distinguish individual cells 
from their surrounding extracellular matrix (ECM) [20]. An ARTIDIS 
assay uses a ∼ 10 nm-sharp AFM tip that collects ∼ 10,000 force mea-
surements (i.e., indentations) that are spatially distributed across a 
biopsy surface within 3 h. Therefore, each indentation effectively mea-
sures the stiffness of local structures (e.g., ECM, cancer cells, etc.) that 
lie under the tip (Fig. 1). In this manner, one obtains a quantitative 
biopsy-wide nanomechanical profile or signature that is strongly cor-
related to tissue status and health [20]. Another key advantage of 
ARTIDIS is the automatization process that markedly reduces user 
input and increases experimental throughput without compromising 
data quality, spatial resolution, and force sensitivity.

This chapter, illustrated using human mammary tissue as an 
example, provides detailed instructional tips, methods and proto-
cols that are beneficial for resolving the mechanical properties of 
native biological tissues by ARTIDIS, and may be applicable to 
other AFM systems. Moreover, we note that the guidelines pre-
sented here are not only limited to mammary tissues but can be 
applied to a large variety of soft tissues (i.e., cartilage [21], lung, 
liver, prostate, and lymph nodes) and 3D tissue cultures [22].

Fig. 1 Testing human breast biopsies by ARTIDIS. (a) Schematic representation of an ultrasound guided biopsy 
from a patient with a suspicious lesion. (b) Multiple stiffness maps (20 × 20 μm2), each consisting of 24 × 24 
indentation measurements are recorded at up to 20 different sites across the entire specimen in a systematic 
manner (top). “Birds-eye” view of an oriented, immobilized biopsy in Ringer’s Complete solution with the can-
tilever in position (bottom). For better visualization, square insets in the image illustrating stiffness maps are 
not drawn to scale. Scale bar, 500 μm. Modified with permission from Nature Nanotechnology [20]

Nanomechanical Characterization of Living Mammary Tissues…
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2  Materials

	 1.	Fresh Tissue sample (see Note 1).
	 2.	Ringer solution with 5 % glucose (see Note 2). Sterile isotonic 

Ringer lactate solution with 5 % glucose is prepared from 6.00 g 
NaCl, 0.40 g KCl, 50 g anhydric glucose, 0.27 g CaCl2, 3.20 g 
lactic acid, and finally by adding 1.0 liter (l) of cooled sterile water. 
The prepared solution can be stored up to 1 year at 4 °C. Prior to 
each tissue measurement, add one tablet of protease inhibitors 
(Complete, EDTA free, Roche) per 50 ml of Ringer solution 
(henceforth known as “Ringer Complete”). Ringer Complete 
can be stored up to maximum of 14 days at 4 °C (however, it is 
recommended to prepare it fresh prior to experiment).

	 3.	Protease inhibitor cocktail (Complete, Roche Switzerland).
	 4.	Indian Ink/Tissue Dye (e.g., CDI’s Tissue Marking Dye, 

Cancer Diagnostics Inc., USA).
	 5.	Formalin solution 10  %, neutral buffered (Sigma Aldrich, 

Switzerland).
	 6.	RNA stabilization reagent (e.g., RNAlater, Qiagen Netherlands).
	 7.	Epoxy Two Component Glue, 5 min hardening time (see Note 

3, Harz, Germany or similar).

	 1.	ARTIDIS (Nanosurf AG, Switzerland) equipped with a 
100 μm piezo element (Fig. 2)1.

1
 May not be applicable to other AFM systems.

2.1  Reagents

2.2  Equipment

Fig. 2 Basic components of the ARTIDIS AFM System. (a) Open acoustic housing (1) where the scan head (2) 
is standing on a parking station (3) and a camera (4) on its holder (5). A cell culture dish containing the sample 
(6) imaged by a “birds-eye” camera (7) and mounted on top of the Automated Sample Stage (8) that allows for 
movement in the x-, y-, and z-direction. This is placed on top an active Isostage Table (9) for vibration isolation. 
(b) In a measurement-ready configuration, the scan head with a mounted AFM probe in a cantilever holder 
(CantiClip, not seen here) is placed on the sample stage. The camera—mounted on top of the scan head—
provides the top and side views of the sample that is beneath the cantilever (red dashed lines)
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	 2.	AFM cantilevers used are DNP-S10 D with a nominal stiffness 
of 0.06 N/m (Bruker, USA, see Note 4).

	 3.	Sterile scalpel for cutting and preparing tissue.
	 4.	Plastic tweezers for cantilever handling and mounting AFM 

probes onto the cantilever holder (“CantiClip”, see Note 5).
	 5.	Metal tweezers for handling and mounting the sample.
	 6.	Cell culture dishes (35 Diameter, e.g., Tissue Culture Dish 

40, TPP Switzerland).
	 7.	Lint free tissue paper (e.g., Kimtech Science Precision Wipes, 

Kimberley-Clark Professional).

3  Methods

Prior to experimentation, samples need to be attached to a sub-
strate (Culture dish bottom) to ensure solid contact during the 
entire measurement. Loose samples that swim around in buffer are 
inappropriate. For this purpose, we suggest using two-component 
5  min epoxy glue. Sample preparation should be performed as 
follows:

	 1.	Post-excision, the tissue must be immediately transferred to 
the Ringer Complete solution and kept at 4 °C until an experi-
ment commences (see Note 6).

	 2.	Dissect the sample into 1–3 mm thick slices. It is imperative to 
dissect the two sides in a manner that is as parallel and smooth 
as possible for high quality measurements. When the contami-
nation by fascia, mucin or floating debris is present, it should 
be removed by sample washing with Ringer’s Complete.

	 3.	Unused tissue pieces can be saved in a RNA stabilization 
reagent for later RNA extraction and consequently gene 
expression profiling.

	 4.	Put two similar sized droplets of epoxy resin and the hardener 
respectively, on the lid of a TPP dish (Fig. 3a).

3.1  Sample 
Preparation

Fig. 3 Preparing tissues for AFM experiments. For ARTIDIS measurements, the sample needs to be attached to a 
hard substrate during the entire measurement. For that purpose we use two-component epoxy glue (5 min hard-
ening time). (a) Two droplets of epoxy resin and hardener on the lid of a TPP culture dish. (b) Both components are 
mixed using a 200 μl pipette tip. (c) A thin layer of epoxy glue is applied onto the bottom a TPP dish. (d) Tissue 
samples are gently laid on top of the epoxy layer once it is hard enough and does not mix with buffer

Nanomechanical Characterization of Living Mammary Tissues…
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	 5.	Use a 200 μl pipette tip to mix thoroughly both components 
(Fig. 3b).

	 6.	Allow the epoxy to harden sufficiently for 1.5–2 min such that 
it will not mix with the Ringer Complete (see Note 7). Next, 
apply a thin layer of epoxy glue onto the bottom of a TPP dish 
(Fig. 3c). Take the tissue sample out of the original tube filled 
with Ringer Complete using tweezers and dry briefly the 
bottom side using a lint-free tissue paper.

	 7.	As soon as the epoxy is hard enough, gently lay the tissue sam-
ple on top of the epoxy layer in the TPP dish using tweezers 
(Fig. 3d). Pay attention that the sample does not sink too deep 
into the glue. Therefore, the epoxy layer should be either thin-
ner than the tissue sample or viscous enough.

	 8.	Pipette tips can also be inserted below the sample if it is visually 
uneven and tilted with respect to the AFM probe (Fig. 4). This 
“levelling” procedure ensures that the AFM tip makes proper 
contact with the specimen during measurement and not the 
cantilever or the chip itself.

	 9.	Optional washing step (see Subheading 3.2, step 2): Gently add 
Ringer Complete at the side of the dish until the sample is 
covered completely. Then, aspirate the buffer again.

	10.	Gently add some buffer at the side of the dish at least until the 
sample is covered completely. In general, it is better to apply 
more solution to protect the tissue from buffer evaporation. 
However, do pay attention that the liquid does not spill onto 
the scan head electronics when the AFM probe dips.

	11.	Place the sample-mounted TPP dish onto the ARTIDIS sam-
ple stage and perform the measurement.

Fig. 4 Avoiding measurement artifacts caused by surface waviness. Surfaces are 
often rough on a macroscopic scale (waviness). This can cause problems 
(a) when the cantilever touches the biopsy before the probe, yielding image 
artifacts and unidentifiable AFM force curves. A simple solution to this problem is 
illustrated in (b) where one can level the tissue surface with an object (e.g., 
pipette tip) to ensure that the AFM probe makes proper contact with the biopsy
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	 1.	Turn all Hardware components (Fig.  2) on and open the 
ARTIDIS “LoginScreen”. Select the appropriate user and 
sample. Continue in “ARTIDIS Core”.

	 2.	Mount the DNP-S10 Chip on the grooveless cantilever holder 
(called “CantiClip”) using plastic tweezers (see Note 5) and 
place the CantiClip onto the scan head. Place the scan head 
with the Canticlip onto the parking station and open the 
“Laser Signal” window. Align the laser and photo diode in air.

	 3.	Calculate the cantilever spring constant using the thermal tune 
function (SPM Parameters → Probe/Tip → Cantilever spring 
constant: Calibrate) (see Notes 8 and 9). Average the calcula-
tions over 1,000 thermal tune measurements to obtain consis-
tent results and enter the final value in the “ARTIDISCore”.

	 4.	Using a pipette, add a drop of Ringer Complete onto the glass 
of the CantiClip to avoid bubble formation. Realign the laser 
and photo diode in the Ringer Complete-filled TPP dish on 
the parking station. Move the TPP dish to the sample mount, 
retract the Z-stage fully using the Stage Control Unit (SCU) 
and place the scan head on. Measure the deflection sensitivity 
on the dish using setpoint of 1 Volt (V) to minimize damage 
to the AFM probe when contacting the hard TPP substrate (see 
Notes 10–12).

	 5.	Remove the scan head again and position the prepared sample 
onto the sample mount. If the surface of the sample is tilted, 
the gradient must align with the cantilever, so that the highest 
area points to the user. This minimizes the risk of the cantilever 
touching the sample (see Fig. 4).

	 6.	Adjust camera settings (focus and exposure), obtain an optical 
image and place the scan head back. Let the cantilever equili-
brate for 20 min (see Note 13).

	 7.	Define measurement settings. Standard values are as follows: 
map scan size 20–50 μm (make sure to adjust the pixel size 
accordingly to maintain the same resolution through different 
measurements), 32 × 32 pixel resolution (Note: each pixel is a 
force measurement), defined force setpoint at 1.8 nN, piezo 
ramp size of 12 μm (see Note 14), and indentation velocity of 
16  μm/s. For high-resolution measurements it is recom-
mended to increase to 64 × 64 or higher to resolve cellular and 
extracellular components. Double check the General Settings, 
use the nPoint piezo and an appropriate retract distance of for 
example 1,500 μm when moving from one spot to the other.

3.2  ARTIDIS: Force  
Spectroscopy Mode2 

2
 May not be applicable to other AFM systems.

Nanomechanical Characterization of Living Mammary Tissues…
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	 8.	Select the areas to be measured by creating multiple maps that 
cover the sample in a defined spatial manner (for details see 
Fig. 1). Use the ‘Add multiple Spots’ function for this. Make sure 
that all macroscopically distinguishable areas have at least three 
spots measured and select at least 15–20 spots per sample.

	 9.	Start automated measurement (see Notes 15 and 16).

After each measurement, the sample should be post-processed. It 
can be easily removed from the epoxy by gently applying tweezers 
to pull the sample off the substrate. This includes:

	 1.	Gene expression profiling: place the sample in the RNA stabi-
lization reagent and store at −20 °C, or snap-freeze the sample 
and store it at −80 °C until further processing.

	 2.	Histology/Immunohistochemistry staining (see Note 17).
	 3.	Scanning Electron Microscopy: Post AFM samples should be 

fixed in a mixture of 2.5 % formaldehyde/2.5 % glutaraldehyde 
(Electron Microscopy Sciences) in 0.1 M sodium cacodylate 
buffer (Electron Microscopy Sciences) for 1 h at room tem-
perature (RT), after which they should be placed in a fresh fixa-
tive and incubated overnight at 4 °C.

This section describes how data (e.g., elastic or Young’s modulus) 
is extracted from force-indentation curves by processing raw 
loading/unloading curves using “ARTIDISReader” analysis soft-
ware.3 It is important to note that when using ARTIDIS these 
procedures are fully automated and thus not directly visible to the 
user, however the protocols, as listed below, can be fully accessed 
by the user if required or applied to data collected by other AFMs.

The raw curve is recorded as a cantilever deflection cd [V] ver-
sus piezo distance pd [m]. The maximum cantilever deflection is 
controlled by the setpoint and the piezo distance is defined by the 
ramp size (see Subheading 3.2, step 7). The name force-indentation 
curve indicates that the y-axis cd needs to be transformed from 
Volts to Newton units. The x-axis pd, is transformed to indenta-
tion, h [m], which accounts for (subtracts) the bending of the can-
tilever (Fig. 5). Only the transformed curve or more specifically, 
the unloading part of the transformed curve is used for the calcula-
tion of the Young’s modulus. This is because loading curves include 
both plastic and elastic deformation that cannot be distinguished, 

3
 May not be applicable to other AFM systems.

3.3  Post-AFM 
Processing of Tissue 
Specimens

3.4  Force Curve 
Processing

Fig. 5  (continued)  contact region, whereas the indentation-depth h (b) is the distance between the contact 
point and the maximum deflection of the cantilever for the maximum force applied (setpoint). Slope stiffness 
S (c) is simply the linear fit to the upper 50 % of the force-indentation curve
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Fig. 5 Force curve data conversion. (a) The slope of an unloading portion of the force curve measured on an 
infinitely stiff (plastic) TPP dish with a setpoint of 1 V is used to determine the deflection sensitivity (DS) of the 
measuring AFM probe (calibration). The force curve conversion is performed by cantilever bending subtraction 
from the z-piezo distance (green curve, upper x-axes). The slope becomes vertical due to zero indentation into 
the infinitely stiff sample. (b) Subsequently, the calibrated probe (spring constant; k = 0.06 N/m) is used for 
measuring force curves on a soft tissue. By applying the Hooke’s Law (Eq. 2), the setpoint is transformed to 
force (F) = 1.8 nN (right y-axes) and the force-piezo distance to force-indentation curve by subtracting the 
cantilever bending from the z-piezo distance. Here the contact point cp (a) separates the non-contact and  



240

whereas the unloading curves represent only the (visco)-elastic 
recovery of the material when the load is released [23, 24].

The transformation of the force curve is performed as follows:

	 1.	The non-contact region (called “baseline”, see Fig. 5b) in cer-
tain raw curves may be tilted. To correct the tilt, ARTIDISReader 
calculates a linear fit of the baseline which is then subtracted 
from the complete curve which sets the baseline to 0 V. For this 
algorithm to work correctly, the baseline needs to be at least 
20 % of the full piezo displacement recorded in a measurement.

	 2.	Hooke’s law states that:

	 F k dN N m m( ) = ( )´ ( )/ 	 (1)

In an AFM setup, k is the spring constant of the cantilever and 
d its deflection. But, the AFM measures d in Volts (cd) on the 
photodiode. Using the deflection sensitivity (DS) [m/V] (see 
Subheading 3.2, step 4), one can relate the deflection of the 
cantilever to the applied force and hence transform the y-axis 
from Volt to Newton (change from the left to the right y-axes 
in Fig. 5a) in the following manner:

	 F k cN N m V DS m Vd( ) = ( )´ ( )´ ( )/ / 	 (2)

	 3.	Nevertheless, a force-piezo-distance curve still underestimates 
the stiffness of a sample, because it contains the stiffness of a 
sample and the cantilever bending.

	 4.	The piezo distance to indentation (h) transformation removes 
bending of the cantilever (soft cantilever contribution). Here, 
the contact region appears contracted (see Fig. 5a) because it 
reveals only the indentation and stiffness of the sample.

	 h p cm m V DS m Vd d( ) = ( ) - ( )´ ( )/ 	 (3)

	 5.	Values calculated from the force-indentation curve in Fig. 5b 
are: (a) cp, the contact point where the force curve crosses the 
zero of the x-axis, (b) h [m], the indentation depth as given by 
the distance on the x-axis between cp and the point of maximum 
cantilever deflection; and (c) slope stiffness S [N/m] is defined 
as the slope of the upper 50 % of the force-indentation curve.

	 6.	The Young’s (E) modulus [Pa] or “contact stiffness” is calcu-
lated according to Oliver and Pharr theory [23] based on the 
slope stiffness and the contact area Ac [21, 25].

	 E n U S A hc= -/ ( ) / ( ( ))2 1 2 Ö 	 (4)

The Oliver & Pharr model requires the indentation-depth for cal-
culating the contact area Ac. Other models as Hertz and Sneddon 
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are less suited for soft visco-elastic biological materials because of 
the lack of plastic deformation in the force regimes probed in 
biological tissue experiments. The contact area Ac (h), for a given 
tip angle θ is the projection of the contact area of a 4-sided pyramid 
with the indentation-depth being the pyramid height:

	 A h htanc ( ) [( [( )]]= 2 2q 	 (5)

The Poisson ratio ν is chosen as 0.5, hence there is no change in 
sample volume when it is compressed [26]. Indeed, this is physi-
cally meaningful since tissues and cells mostly consist of water that 
is incompressible.

Recorded data thereafter can be compared across many samples 
and conditions using “ARTIDISReader”*. A display of calculated 
data is critical for sample evaluation, which can be shown in three 
ways as illustrated for healthy and malignant breast tissue (Figure 
6). Please note that data can be visualized in the following manner 
(calculated according to Subheading 3.4):

	 1.	Maps are 2D arrays of data collected in step 7 of Subheading 3.2. 
The x- and y-axes are the width and length of a scanned area and 
the z-axes represents the channel values in color-coded fashion.
(a)	 Maps allow us to correlate Young’s modulus values (stiff-

ness) with local tissue features, for example a soft cell 
embedded in a stiff matrix (Fig. 6a, top and bottom).

(b)	Using ARTIDISReader, a user can load an arbitrary num-
ber of force maps by clicking ‘Open Force Curves’. In gen-
eral, stiffness maps contain quantitative information about 
sample stiffness. However, they are more useful in terms of 
visualization rather than providing comprehensive statisti-
cal information. Therefore it is more beneficial to combine 
them with histograms or bar charts.

	 2.	Histograms contain (“bin”) all values of a map, or multiple 
maps. On the x-axes are the bins of a given width (e.g., 200 Pa, 
from 0 to 20 kPa). The first bin will then be from 0 to 199, the 
next from 200 to 399 and so on. Every stiffness value that falls 
within one bin increases the count of that bin by one. Therefore 
the y-axes represent the “count” of bins or a frequency of cer-
tain stiffness values (see Note 18). This is also a simple way to 
check the statistics of sample stiffness. For example, for soft 
samples, the bins at low stiffness values will have large counts.
(a)	 Histograms show the distribution of stiffness across an 

individual tissue specimen. Post-AFM, histological sec-
tions provide specific immunohistochemical information 
that can be directly related to light microscopy overview 
images of the measured sample.

3.5  Data Analysis

Nanomechanical Characterization of Living Mammary Tissues…
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Fig. 6 The nanomechanical signature of human mammary tissues. (a) Representative four-dimensional (4D) 
maps of a healthy and invasive ductal carcinoma showing three-dimensional topology (72 × 72 pixels, 5,184 
indentations) overlaid with stiffness (Young’s modulus; color scale). Data are plotted in the Gwyddion image 
analysis software using plane levelling and mean fitting (radius 5 pixels). Healthy tissue exhibits both cellular 
and extracellular components of similar stiffness (~1 kPa) (top). In contrast, an invasive ductal carcinoma 
reveals approximately twofold softer cellular components (~0.5  kPa) surrounded by the stiff extracellular 
matrix (~2 kPa) (bottom). (b) Biopsy-wide histogram of the healthy tissue exhibits unimodal Gaussian distribu-
tion with small local variations in tissue stiffness (1.06 ± 0.25 kPa) (top). An invasive ductal carcinoma exhibits 
bimodal stiffness distribution with a characteristic soft peak for malignant cells (Young's 
Modulus = 0.43 ± 0.25 kPa) and a second stiffer peak denoting the extracellular matrix (1.90 ± 0.55 kPa with 
an exponential decay) (bottom). (c) Bar chart representing the average stiffness (Young’s modulus) values were 
obtained by fitting the Gaussian distribution to histograms in (b). Error bars represent average ± S.D. The sta-
tistical significance was tested at *P = 0.05
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(b)	The user can also merge calculated stiffness data into a 
global histogram (the sum of all histograms per individual 
sample). In the case of patient biopsies this is referred as a 
biopsy-wide histogram. This is pertinent when comparing 
stiffness data between multiple specimens/patients 
(Fig. 6b, top and bottom).

(c)	 Global (biopsy-wide) histograms are created in ARTIDIS-
Reader by selecting samples or experiments and then click-
ing ‘Optimize Selection’ or ‘Compare Selection’.

(d)	Predominantly biopsy-wide histograms follow bell-shaped 
Gaussian distributions where the maximum of the peak 
represents a mean stiffness value and the width of the distri-
bution correspond to its standard deviation. Fitting is per-
formed using the ‘Fitting Tool’ that can create a Gaussian 
fit with up to three peaks per histogram. However, since 
the fitting parameters depend on the distribution’s appear-
ance for a given specimen, in specific cases statistical prob-
ability functions other than Gaussian can be applied as well.

	 3.	Bar Charts are another way of presenting quantitative sample 
stiffness distributions. Mean values and standard deviations of 
the Gaussian fit are used to efficiently compare dozens or hun-
dreds of single histograms by plotting the mean value on the 
y-axes against the sample name on the x-axes (Fig. 6c). They 
are created automatically from the Gaussian fit in the 
ARTIDISReader when working with the ‘Compare Selection’ 
in Subheading 3.5.2c.

4  Notes

	 1.	 The involvement of a physician or pathologist may be required 
for handling human tissue samples. Also, appropriate S2 safety 
standards and ethical permissions should be ensured for han-
dling and experimenting with human and murine tissue 
samples.

	 2.	 Sterile Ringer lactate solution with 5 % glucose can be com-
mercially obtained as an infusion package from Braun 
(Germany) or similar providers.

	 3.	 Do NOT use tissue adhesives for wound repair (as for example 
3 M Vetbond or Histoacryl)! They penetrate into the tissue 
and can irreversibly alter its mechanical properties.

	 4.	 It is critical to select the appropriate probe for each AFM 
experiment. There are two critical parameters that define the 
AFM probe: (1) cantilever spring constant and (2) tip radius 
of curvature. The cantilever spring constant determines the 
sensitivity of the AFM to the mechanical properties of the 
sample. Tip radius defines the image quality and resolution 

Nanomechanical Characterization of Living Mammary Tissues…
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during scanning. Silicon-nitride cantilevers with spring con-
stant values ranging from 0.01 to 0.06 N/m are typically used 
for imaging and mechanical testing of biological material 
because these probes are sensitive to forces in the picoNewton 
(pN) and nanoNewton (nN) range. Also, the tip geometry 
(i.e., pyramidal, flat, conical, rounded, spherical) is a crucial 
parameter to consider in AFM applications. High-resolution 
probes (10–20 nm) are optimized for measuring local proper-
ties of the sample at the nanometer scale.

	 5.	 Never use sharp metal tweezers when mounting the AFM 
probe onto the cantilever holder because the CantiClip lens 
might be permanently damaged.

	 6.	 Breast tissue can be kept for up to 3 days in a Ringer Complete 
solution at 4 °C, without deterioration of RNA bands [20].

	 7.	Keep a small amount of mixed glue outside the TPP to check 
the hardening process.

	 8.	It is important to experimentally determine the spring constant 
(e.g., by thermal noise) and the sensitivity of each cantilever 
before starting AFM experiments. Measured spring con-
stants can differ from nominal manufacturer values and are 
crucial for accurate force control on the sample.

	 9.	On the DNP-S10 chips, the “D” cantilever is the softest 
(k = 0.06  N/m), hence the longest and thinnest of the four 
levers. Make sure that this lever is in the middle of the CantiClip 
holder and its lens. For easier handling remove the neighbor-
ing cantilever by touching it with tweezers. Here a magnifying 
glass is helpful.

	10.	Ensure that the CantiClip has a clean lens by washing it with 
soap, water and ethanol if necessary. Poor laser alignment sig-
nificantly reduces curve quality. Therefore, the laser must be 
optimally focused on the cantilever.

	11.	For the “D” cantilever on the DNP-S10 chip the optimal can-
tilever frequency should be between 18 and 20  kHz with a 
Q-factor of 30–34. If the baseline shows a sinusoidal pattern 
with a period of about 600 nm, the laser light is passing the 
cantilever. In this case center the laser correctly. Note: .nid files 
do not store deflection sensitivity values. These need to be 
user-recorded.

	12.	Be aware that air bubbles may interfere with the laser path 
through the CantiClip lens to the photodiode. They can be 
removed by lifting the scan-head and reinserting it back to the 
liquid. Another way is by gently applying the buffer drop to 
the side and flushing the bubbles away.

	13.	Allow the prepared sample to equilibrate with the environment 
temperature. Differences in temperature between the cooled 
sample solution and the instrumentation will cause set-point 
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drift, changing the force applied to the sample. This can lead 
to erroneous results. It is recommended to prepare the sample 
before setting up the AFM.

	14.	The non-contact region or force-curve baseline needs to be at 
least 20 % of the complete piezo-distance for proper tilt correc-
tion (Subheading 3.4, step 4).

	15.	The software will send an e-Mail notification if the measurement 
was interrupted by an error. Try to determine the cause of the 
error and repeat the relevant steps. The prevalent cause arises 
from a loss of laser signal when the cantilever crashes into the 
sample or impurities and bubbles contaminating the AFM tip.

	16.	It is recommended to replenish the Ringer Complete solution 
every 2.5 h when extensive experiments are planned.

	17.	Stain the side of the sample that has not been measured with 
Indian ink and let it set for a minute. Remove excess with blot-
ting paper, afterwards fix the sample in formalin solution and 
store at 4  °C overnight. Then proceed with the standard 
protocol by applying steps of ethanol dehydration and 
paraffinization.

	18.	Always use the same bin-width for histograms that you want to 
compare.
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Chapter 15

Mathematical Modelling as a Tool to Understand Cell  
Self-renewal and Differentiation

Philipp Getto and Anna Marciniak-Czochra

Abstract

Mathematical modeling is a powerful technique to address key questions and paradigms in a variety of 
complex biological systems and can provide quantitative insights into cell kinetics, fate determination and 
development of cell populations. The chapter is devoted to a review of modeling of the dynamics of stem 
cell-initiated systems using mathematical methods of ordinary differential equations. Some basic concepts 
and tools for cell population dynamics are summarized and presented as a gentle introduction to non-
mathematicians. The models take into account different plausible mechanisms regulating homeostasis. 
Two mathematical frameworks are proposed reflecting, respectively, a discrete (punctuated by division 
events) and a continuous character of transitions between differentiation stages. Advantages and con-
straints of the mathematical approaches are presented on examples of models of blood systems and com-
pared to patients data on healthy hematopoiesis.

Key words Mathematical model, Population dynamics, Structured population models, Stem cell 
dynamics, Ordinary differential equation

1  Why Do We Need Mathematical Models?

Stem cell processes have multiscale character. Cell division and 
differentiation are controlled by extracellular signals, originating 
from the environment or from other cells and from intracellular 
networks. Due to the new technologies of biological data collec-
tion an enormous amount of information on a molecular and 
cellular scale has become available and much has been learned 
about the molecular components involved in signal transduction 
during normal and pathological development. However, there 
exists a gap between molecular knowledge and its integration 
into macroscopic phenomena that is observable at the tissue level. 
Much remains unknown about the interaction of components 
such as genes, epigenetic modifiers, and proteins in health and 
disease. Due to their multiscale and interactive character these 
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processes are difficult to explain by purely conceptual models.  
A new paradigm of systems biology calls for tools such as math-
ematical modelling and analysis to deal with spatial and temporal 
multiscale aspects. The focus is now shifting towards understand-
ing how different components are integrated into networks and 
translated to a process observable at the macroscopic scale of a 
tissue or a whole organism. This can be accomplished using rig-
orous mathematical techniques.

2  How to Model a Cell Production System?

Cell production systems are self-renewing cell populations that 
maintain a continuous supply of differentiated functional cells to 
various parts of a living organism. Since blood is among the sim-
plest and most accessible mammalian tissue systems, its dynamics 
attracted the attention of biologists and mathematicians a long 
time ago [15], see Ref. [38] for a review on blood systems biology. 
There exist many different models and approaches to address 
questions of healthy hematopoiesis and development of blood can-
cers. Despite differences depending on the type of cells considered, 
common elements can be found in all cell production systems  
and their models. Therefore, mathematical methods and models 
presented in this paper have widespread importance and can be 
further extended and applied to different systems.

Mathematical models have a long history of applications to 
biological and medical problems. Depending on the question of 
interest, different mathematical approaches can be chosen. Large 
cell populations can be modelled by differential equations describ-
ing the change of cell counts over time. Depending on the struc-
ture of the considered population and on spatial effects, either 
ordinary or partial differential equations are applied. A necessary 
assumption for the application of differential equations is that a 
given event happens to each individual of a given subpopulation 
with the same probability (subpopulations behave as a “well mixed 
tank”). If cell populations can be divided into a finite number of 
discrete subpopulations, as it can be done in the hematopoietic 
system, and if spatial interactions can be neglected, a system of 
ordinary differential equations (ODEs) is obtained, e.g. [16, 18, 
21, 25]. In case of a continuum of individual states, partial differ-
ential equations of the transport type [7, 30] or delay differential 
equations can be used [1, 2]. If interactions of cells in space are 
important, partial differential equations describing change of cell 
concentrations in time and space can be formulated [39]. To incor-
porate stochastic effects, branching processes [14] or individual 
based models can be applied [19, 28, 29]. Individual based models 
are valid for small populations but become computationally intensive 
in case of large numbers of individuals.
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In this chapter we focus on mathematical modelling of hierar-
chical cell production systems using systems of ordinary and delay 
differential equations. We refer to models of healthy hematopoiesis 
proposed and analyzed in Refs. [8, 21, 26, 32] and extended to 
account for development of leukemia in Ref. [33] and clonal selec-
tion in acute myeloid leukemia in Ref. [35]. Similar models have 
been applied to describe dynamics of divergent systems such as 
neurogenesis [40], olfactory system [16, 18], myelodysplastic syn-
dromes [36] as well as to model dynamics of stem cell-initiated 
cancers, see, e.g., [27, 39]. The aim of this chapter is to present a 
mathematical approach to describe dynamics of self-renewing and 
differentiating cell populations, to explain basic mathematical 
concepts to non-mathematicians and to highlight possibilities of 
mathematical modelling.

3  How to Model Growth of a Population Using Differential Equations

Let us consider a population of cells u(t) at time t. To describe its 
time dynamics, we apply an ODE 

	

d
dt

u t f u t( ) ( ( )),=
	

(1)

 complemented by initial data 

	 u u( ) .0 0= 	 (2)

The equation means that an instantaneous change of the popu-
lation (or change of the population size per unit of time) is given by 
a (possibly nonlinear) function f. Hence, f should account for fac-
tors that influence this change such as proliferation, cell death, 
migration, and transformation. The equation is completed by initial 
data (2) describing initial size of the population, which is given by a 
value u0.

The function f and the data u0 are called model ingredients. 
Certainly, in models describing population dynamics u0 ≥ 0. Finding 
appropriate form of f is the main task of mathematical modelling.  
It requires not only understanding of biological processes under 
consideration but also a reasonable estimation, which components 
of the complex process should be taken into account, and which 
may be neglected.

Remark 3.1.  The shorthand notation for Eq. 1 is u f u= ( ) .
It is important to see that the variable u does not need to  

be a one-dimensional (scalar) value but may also be a vector 
u = (u1, u2, …, un) describing n different populations or subpopulations 
and ingredients of the system undergoing time evolution, e.g. 
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nutrients or signalling molecules. In the vector case, also f(u) is a 
vector ( ( , , ), ( , , ), , ( , , ))f u u f u u f u un n n n1 1 2 1 1¼ ¼ ¼ ¼  accounting for 
interactions between different components of the model, such as 
competition, feedback, and cooperativity.

A model of the form (1)–(2) can be used to accomplish two 
rather different tasks:

	(1)	For a given f, in particular a given set of parameters and a given 
initial condition u0, compute or approximate a solution u(t)  
in time points t > 0; or estimate its qualitative properties, e.g. 
long-term behavior.

	(2)	Having data on time dynamics of u(t) (i.e., values in different 
time points) compute or estimate parameters that are used to 
construct f.

The latter type of problems are called inverse problems. In the 
remainder of the chapter, we focus on the problems of type (1).

In general, due to possible nonlinearities in f, it is not possible 
to find a solution analytically, i.e. to find an exact representation of 
u as a function of time. There are two ways out. One is to apply 
numerical methods to approximate u, i.e. calculate values of u in 
subsequent time point and plot the resulting curve. Such methods 
are implemented and available as software packages (ODE solvers). 
The other way is to study qualitative behavior of solutions, i.e. 
apply mathematical tools to investigate how solutions of the model 
behave depending on initial data and model parameters.

Mathematical theory of ODEs is well developed and provides 
tools for the investigation of the dynamics of the models. When 
studying the time dynamics of a population, we would like to know 
if (and when) it is growing and declining and if it can stabilize  
at some equilibrium point, where “point” refers to a population 
constant in time. We may then investigate existence and stability of 
stationary solutions of the model (also called steady states), i.e. 
search for solutions u(t), which stay constant in time. We denote 
these by u . Hence, the values of u  are trajectories with time deriv-
ative equal to zero. The form of the differential equation gives us 
immediately the implicit formula for u , 

	 f u( ) ,= 0 	

which can be solved explicitly in many cases, even if the time-
dependent equation cannot be solved. Clearly, the steady state 
equation may have several solutions and a question of their stability 
arises. Mathematical analysis requires a precise notion of stability. 
Roughly speaking, the equilibrium is stable if any solution starting 
close to this equilibrium stays in its neighborhood; it is asymptoti-
cally stable if it converges to an equilibrium for large times and it is 
unstable if it is not stable. We may speak about local stability if  
we analyze only the behavior of solutions in the neighborhood of 
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equilibria and global stability, if any initial population converges to 
this equilibrium, even the ones starting far away. Classical methods 
of mathematical analysis allow to study stability and destabilization 
of stationary solutions depending on the structure and parameters 
of the right-hand side function f. The destabilization of a certain 
equilibrium may lead to unbounded growth of solutions, conver-
gence to another equilibrium or emergence of oscillations. In multi-
dimensional systems very complex dynamics may be observed.

We illustrate the above concepts on two basic examples of 
ODE models describing growth dynamics of a population. The 
examples involve a simple form of the right-hand side function f 
and describe the resulting dynamics.

Example 3.2.  Linear ODE, f(u) = au.
The equation describes the situation in which a change of 

population in time unit is linear in its current size. The solution  
of this equation can be calculated. We obtain 

	 u t u eat( ) .= 0 	

Clearly, for positive initial data u0 > 0, for a > 0 it describes expo-
nential growth, whereas for a < 0 solutions decline exponentially to 
zero, see Fig. 1 for numerical solutions. If u0 = 0, the solution stays 
constant equal to zero. Hence, u = 0  is a stationary solution of the 
model. For a ≠ 0 this stationary solution is unique, since it is the 
only solution u  such that f u( ) = 0 . The stability of u = 0  depends 
on the value of the growth parameter a. For a > 0, it is unstable, 
while for a < 0 it is globally asymptotically stable.

Furthermore, in case of a = 0, we obtain a stationary solution 
for any initial data, i.e. the population always stays constant in time. 

Fig.  1 Solutions of the model of exponential growth with different growth 
coefficients
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It is a degenerated case and we observe infinitely many stationary 
solutions, although none of them is asymptotically stable, since a 
small perturbation always leads to a new stationary solution. Such 
models can be used to describe, for example, a population of 
bacteria proliferating without constraints.

Example 3.3.  Logistic ODE with f(u) = au(K − u). Here, we restrict 
ourselves to positive parameters a > 0 and K > 0.

This equation describes a growth with a saturation effect. It is 
also called the Verhulst model. The constant K models a carrying 
capacity of the population. Simulations of the model are presented 
in Fig. 2.

The equation can be also solved explicitly. We obtain 

	

u t
Ce
C
K

e

at

at
( ) ,=

+1
	

where C
Ku

K u
=

-
0

0

 is a constant depending on the initial data.  

To understand the long time dynamics of the model, we set t → +∞ 
and see that if u0 > 0, then u(t) → K. It means that, independent of 
the initial data, for long times the size of population tends to the 
carrying capacity value, as long as the initial size of population is 
positive.

The long time dynamics can also be deduced without calculating 
the explicit formula for the solution. Setting f u( ) = 0 , we calculate 
the two stationary solutions u1 0=  and u K2 = . Changes of f(u) in 
the neighborhood of u1  and u2  indicate that u1 0=  is always 
unstable (solutions diverge away from zero), and that u K2 =  is a 

Fig. 2 Solutions of the logistic growth model with different initial data
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globally asymptotically stable equilibrium. Indeed, since the right-
hand side of the equation is strictly positive for 0 < u < K, the equa-
tion describes a situation, in which the size of the population grows 
as long as it is smaller than K. If we set initially u > K, then the right-
hand side is negative and the population decays as long as u does not 
reach the value K.

In case of more complicated models, especially when consider-
ing systems of equations, stability of stationary solutions can be 
investigated using classical tools of mathematical analysis such as 
linear stability analysis for local properties and Lyapunov functions 
for global dynamics. Such methods have been applied to the stem 
cell models which we present in the next section.

4  Multi-compartment Models of Cell Differentiation

One established method of modelling of hierarchical cell systems is 
to use ODEs describing dynamics of cells at different maturation 
stages and transitions between the stages. Such a model choice is 
based on the classical understanding of the hematopoietic system, 
with all lineages originating from the hematopoietic stem cells 
(HSC) that give rise to different discrete populations of progenitor 
cells producing mature blood cells [10, 12, 13]. For simplicity the 
model is restricted to one cell lineage.

We assume that the system consists of n differentiation stages, 
corresponding to n subpopulations, denoted by ui, i = 1, …, n. 
Since the system is based on an ordered sequence of different 
maturation states, so-called compartments, we call it multi-
compartment. To describe time evolution of cell populations, ui(t), 
i = 1, …, n for t ≥ 0, we apply ODEs of the form (1)–(2). Equations 
for the cell counts follow from an accepted model of cell cycle 
which is treated as a well-mixed tank, from which cells may either 
enter division or death and the length of cell cycle is equally 
distributed among individuals. Since the hematopoietic system 
consists of large numbers of cells (of the order of 109 leukocytes 
per liter blood) differential equations are a suitable tool to describe 
the processes of interest [12, 17].

The main step in building our model is the construction of spe-
cific functions f u f u u f u u f u un n n n( ) ( , , ) ( ( , , ), , ( , , ))= ¼ = ¼ ¼ ¼1 1 1 1 . 
The model is based on the assumption that dynamics of each 
compartment are determined by its growth due to self-renewing 
proliferation and differentiation of cells from the previous compart-
ment and cell death. The whole process is regulated by feedback 
mechanisms based on the assumption that there exist signalling 
molecules (cytokines) which regulate differentiation and proliferation 
processes. The intensity of the signal is denoted by s(t). We assume 
that it depends on the level of mature cells, s(t) = s(un(t)). The specific 

4.1  Compartmental 
Structure
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choice of this feedback function and its derivation is presented in the 
next subsection.

The concentration of the stem cell population at time t is 
denoted by u1(t) and the concentration of signalling molecules  
by s(t). The time evolution of the cell system is described by the 
system of ODEs 

	

du t
dt

h s t u t

du t
dt

h s t u t g s t u

1
1 1

2
2 2 1 1

( )
( ( ), ( )),

( )
( ( ), ( )) ( ( ),

=

= + (( )),

( )
( ( ), ( )) ( ( ), ( )).

t

du t
dt

h s t u t g s t u tn
n n n n

  

= + - -1 1
	

(3)

The term gi(s(t), ui(t)) denotes the inflow of cells from the matura-
tion stage i to the maturation stage i + 1 due to differentiation. 
Since we neglect any de-differentiation events we assume that 
gi(s(t), ui(t)) is nonnegative. The term hi(s(t), ui(t)) denotes a change 
of ui(t) that is caused by processes taking place at the ith stage  
of maturation. If the gain of cell counts caused by proliferation  
and self-renewal is stronger than the loss caused by differentiation 
or death, then hi(s(t), ui(t)) is positive. Otherwise hi(s(t), ui(t)) is 
negative. Since mature cells do not proliferate, the term hn(s(t), 
un(t)) accounts only for cell death and is therefore negative (Fig. 3).

Fig. 3 Schematic illustration of the model assumptions: within a tissue, a cell population (or cell lineage) con-
sists of several differentiation stages (compartments). Cell counts in each compartment change due to prolif-
eration leading to self-renewal and differentiation, and cell death. Cell self-renewal and differentiation are 
regulated by signalling feedback. Mature cells do not divide and ultimately die. The system is regulated through 
a signalling feedback depending on mature cell count
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To parameterize functions gi and hi, we introduce the following 
specification of the model ingredients:

●● Proliferation rate, describing how often a cell divides per unit 
of time.

●● Fraction of self-renewal, describing the fraction of daughter 
cells returning to the compartment occupied by the mother 
cells (Fig. 4).

●● Death rate, describing how many cells die per unit of time.

For simplicity, we assume that under healthy conditions prolif-
erating cells do not die and that post-mitotic mature blood cells die 
at a constant rate.

We remark that the fraction of self-renewal is the probability 
that a daughter cell belongs to the same sub-population as the 
mother cell.

In general, these three modelling ingredients may change 
during the maturation process due to feedback signal. Denote the 
proliferation rate of the subpopulation of type i at time t by pi,  
the fraction of self-renewal by ai and the death rate by di. Then, the 
count of dividing cells per unit of time t is given by pi(t)ui(t). The 
fraction ai(t) of daughter cells stays undifferentiated. Therefore, 
the influx to cell population i after cell division is given by 
2ai(t)pi(t)ui(t) and the flux to the next cell compartment is given 
by 2(1 − ai(t))pi(t)ui(t). The outflux due to death at time t is given 
by di(t)ui(t). In summary we can specify 

	

h t a t p t u t d t u t for i n
g t
i i i i i i

i

( ) ( ( ) ) ( ) ( ) ( ) ( ), ,
( ) (

= - - £ £ -
=

2 1 1 1
2 1-- £ £ -

= -
- - -a t p t u t for i n

h t d t u t
i i i

n n n

1 1 1 1 1( )) ( ) ( ), ,
( ) ( ) ( ).

	

This leads to the model proposed in Ref. [21].

4.2  Modelling  
of Cell Kinetics

Fig. 4 Illustration of the fraction of self-renewal which is the fraction of daughter 
cells that belong to the same sub-population as the mother cell
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An important aspect of the modelling is the description of regulatory 
mechanisms. It is known that the dynamics of cell proliferation and 
differentiation are controlled by extracellular signaling molecules. 
The mechanistic nature of these processes remains to be fully elu-
cidated. Different plausible regulatory feedbacks lead to different 
nonlinearities in the model equations. The models may help to 
explain which types of interactions lead to stable homeostasis  
and to efficient reconstitution after a large perturbation or to 
elucidate the robustness of the system with respect to different 
regulatory modes.

Motivated by clinical data, we concentrate on cases where 
feedback signalling depends only on the level of mature cells [31]. 
We focus on one kind of feedback signal, e.g., G-CSF, which is  
the major regulator of granulopoiesis [23]. We assume that ai(t) 
and pi(t) depend solely on the feedback signal at time t, i.e., 
ai(t) ≡ ai(s(t)) and pi(t) ≡ pi(s(t)).

Assuming that signalling molecules are secreted by specialized 
cells at a constant rate α and degraded proportionally to the level 
of mature cells un and at a constant rate β, we obtain the following 
differential equation for the dynamics of the concentration of sig-
nalling molecules, denoted by S(t): 

	

d
dt

S t S t S t u tn( ) ( ) ( ) ( ).= - -a m b
	

(4)

Based on studies of cytokine kinetics during infections or 
injuries, we assume that the time scale of cytokine dynamics is 
much shorter than that of the cell cycle. As a result we obtain a 
quasi-stationary approximation of S(t) given by a solution of the 
equation 

	

0 = - -a m bS t S t u tn( ) ( ) ( ).

	

Rescaling s t S t( ) : ( )=
m
a

 and k :=
b
m

 results in a formula for 
signal intensity s: 

	
s s u t

ku tn
n

: ( ( ))
( )

,= =
+

1
1 	

 which is between 0 and 1, as a result of rescaling.
The above expression reflects the heuristic assumption that  

the signal intensity achieves its maximum in absence of mature cells 
and decreases asymptotically to zero if the level of mature cells 
increases. Another qualitatively similar regulatory function is based 
on exponential dependence of the signal intensity on mature cell 
counts, s v e un( ) = - ×const , similar to that in the well-known Lasota–
Wazewska model, see, e.g., [37], where the authors developed a 
mathematical model describing red blood cell population dynamics. 

4.3  Modelling 
of Signalling Feedback
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A similar regulatory mechanism has been proposed in Refs. [16, 18] 
to describe cell proliferation in mammalian olfactory epithelium 
and applied in Ref. [39] in context of cancer development.

Different plausible regulatory feedback mechanisms are possi-
ble and their efficiency can be tested within our mathematical 
framework. Hypothesis 1 assumes that differentiation is governed 
by enhancing the rate of proliferation only, while in Hypothesis 2 
it is the ratio of the rate of self-renewal to the rate of differentiation 
that is regulated by external signals. Consequently, two different 
regulatory modes are considered:

(H1)	 Regulated p s
p

ku
i

n
i ( )

,max=
+1

 and constant ai;

(H2)	 Constant pi and regulated a s
a

kui
i

n

( ) ,max=
+1

.

Using methods of local and global stability analysis, it has been 
found that stable regulation of the cell differentiation system can 
be achieved under both hypotheses (each leading to a different 
mathematical model) and that there is a range of parameters and 
variant feedbacks with the same qualitative outcome [8, 26, 32]. 
However, numerical simulations of the model solutions demon-
strate that the regulation of self-renewal fractions is more efficient 
and the homeostasis can be achieved in the clinically relevant time 
scale [21]. Regulation of the rates of proliferation (H2) is not suf-
ficient for that purpose. The results of simulations of both models 
calibrated to the individual patients data in Ref. [8] are presented 
in Fig. 5.

Choosing different regulatory feedback we can test another 
biological hypothesis proposing that overproduction of mature 
cells might cause inhibition of differentiation to avoid oversupply 
from stem cell compartment. The fraction of differentiation in 
absence of the regulation is given by 1 − ai. Introducing the depen-
dence of the fraction of differentiation on the signal intensity, we 
obtain

(H3)	 ( )( ) ,max1
1

1
- =

-

+
a s

a

kui
i

n

as the regulated fraction of differentiation. It has been shown in 
Ref. [8] that this control mechanism, although intuitively plausi-
ble, is inefficient and can lead to unbounded growth of the stem 
cell population.

In summary, model analysis and simulation suggest that the 
regulation of the self-renewal is an important mechanism for effi-
cient blood reconstitution. Similar conclusions have been drawn 
using the models of multistage cell lineages applied to regeneration 
and maintenance of the mouse olfactory epithelium [16, 18]. It has 
further inspired studies on possible role of regulation of fraction of 
cell renewal in cancer development, see, e.g., [27, 33, 35, 39].
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Fig. 5 Simulated solutions of the models with regulated fraction of self-renewal (lower panel ) versus regulated 
proliferation (upper panel ) with different initial conditions (depicted with different colors). The model has been 
calibrated based on patients’ data. Every solution converges to the positive equilibrium. We observe that the 
regulation of self-renewal fractions leads to a much faster convergence of the solutions to the stable positive 
equilibrium than the regulation of the division rate. We also note that the solutions of the model with regula
ted fraction of self-renewal may exhibit overshoot over the steady state value, which are dynamics that  
are observed in the data obtained from patients during hematopoietic reconstitution after bone marrow 
transplantation
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In some cases, the model can be reduced to its basic version, 
consisting of two equations describing coupled dynamics of undif-
ferentiated and mature cells. As shown in Refs.  [8, 26], two-
compartment models may capture the reconstitution dynamics  
of the multi-compartment cell population and can be fitted to the 
patients’ data. This allows to reduce the complexity of the differen-
tiation process to focus on key mechanisms governing the process. 
It may be also useful when extending the model to account for 
additional cell types, e.g. in modelling of a competition between 
healthy and cancer cells.

With three compartments the number of parameters rises and 
one can observe an increased dependence of the dynamics on the 
quantitative choices of the parameters. We can identify a parameter 
range where the unique strictly positive steady state is stable  
and show that there exists an instability region. The instability may 
lead to emergence of sustained oscillations. Analysis of the three-
compartment model has been carried out in Ref. [26]

The multi-compartmental models have been calibrated based on 
the data obtained from patients with multiple myeloma after high-
dose chemotherapy and stem cell transplantation [20, 34] (Fig. 6). 
They were further applied to simulate treatment of large patient 
groups with random interindividual variation [34]. This allowed to 
develop a model-based methodology for using averaged clinical 
trial data to estimate responses of individual patients.

The multi-compartment models can be further extended in 
different directions, among others to address the role of conti
nuous transitions in cell differentiation  [2, 7] or to account  
for replicative senescence [22]. The models have been applied to 
investigate mechanisms of leukemia development [33]. Models of 
multi-compartment structure taking into account a multiclonal 
character of leukemia have been recently studied in Ref. [35].

5  Structured Population Models

In the previous sections we have applied a system of ODEs to 
model the hierarchical structure of a cell population. Each equation 
describes a discrete differentiation stage. However, there are indica-
tions that the differentiation process is more plastic and that it also 
involves transitions which are continuous. As an example, cell dif-
ferentiation without cell divisions is observed during neurogenesis. 
To describe such a process, we can use the framework of structured 
population models that applies transport equations  [7, 30] and 
delay differential equations [1, 2]. Note that also multi-compartment 

4.4  Model Reduction: 
Two- and Three-
Compartments

4.5  Model 
Applications 
and Extensions
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models incorporate structure in the sense of different behavior of 
different cells. We here use the word structure in the historical 
sense where structured populations refer to individual bookkeeping 
over a continuum of individual stages [3, 5, 6, 24].

In this section we focus on the description in the framework of 
delay differential equations. The model we describe in this section 
was developed and motivated in [2]. An example for a structured 
population model of cell differentiation in the form of partial dif-
ferential equations can be found in [7].

We introduce a submodel for progenitor cells that mature 
through a continuum of stages. For the mathematical formulation 
and analysis, however, it is useful to start with a formulation of the 
dynamics of stem and mature cells.

In contrast to the two-compartment model, we here account 
for continuous maturation with a regulated time delay between 
commitment to the progenitor phase and full maturation. The 
regulated delay takes into account all feedback from mature cells 
that happens to all progenitor cells.

5.1  Delay Differential 
Equation Model

Fig. 6 Application of the multi-compartment model (3) with regulated fractions of self-renewal to blood cell 
regeneration after stem cell transplantation. The model allows reproducing observable dynamics (peripheral 
blood cell counts) based on the underlying cellular processes (thick lines: sample simulations for three differ-
ent sets of parameters, thin lines: patient data). Please note the heterogeneity of individual patients responses
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We start with the system of delay differential equations 

	 w t q v t w t¢ =( ) ( ( )) ( ), 	 (5)

	 v t v t v w t v v d v tt t t v
¢ = - - -( ) ( ( ( ))) ( ( )) ( ) ( ),b tt f 	 (6)

where w and v denote the number of stem cells and mature cells, 
respectively. In the following we discuss these equations in detail. 
For a given time course of development of mature cells v(t), Eq. 5 
describes the stem cell dynamics as in the two-compartment model 
if we define 

	 q v a v p v dw( ) [ ( ) ] ( ) ,= - -2 1 	

where q is the stem cell net growth rate, i.e., the rate at which the 
stem cell population changes due to division, self-renewal, differ-
entiation, and death. We define the flow of cells at some level of 
maturity as the amount of cells passing through this level per time 
unit. Then, the flow of cells into the progenitor compartment at 
time θ is given as 

	 b( ( )) ( ),v wq q 	

where b( ) [ ( )] ( )v a v p v= -2 1  is the rate of inflow (Fig. 7, left).
Next, we call a history a function defined on a negative time 

interval [−h, 0]. For example, the history of the mature cell popula-
tion may be a function ψ, such that ψ(θ), θ ≤ 0, gives the number of 
mature cells −θ time units ago (Fig. 8). Moreover, we introduce a 
notation that is common in functional differential equations, 
see Ref. [9]. We define 

	 v v t tt ( ) : ( ), , ,q q q= + ³ £0 0 	

and similarly for w. Then, if t denotes the present, vt denotes the 
history of the population density of mature cells at time t (Fig. 8).

Now we can model the inflow of cells into the mature cell 
compartment. We assume that a cell that neither divides nor dies, 
fully matures in a finite time, which we call the maturation delay. 
As in the compartmental model, we assume that the maturation 
process is regulated by feedback from mature cells.

As a consequence, the delay depends on the history of mature 
cells. We denote the delay by τ(ψ), which is the time it takes a com-
mitted progenitor cell to fully mature, given it neither dies nor 
divides, and that at the time of reaching full maturity it has experi-
enced the regulation by a history ψ of mature cells.

Then τ(vt) is the length of the progenitor phase, given that full 
maturity is reached at time t. Moreover t −τ(vt) is the moment at 
which the progenitor phase is entered Fig. 9. Then 

	 b t t( ( ( ))) ( ( ))v t v w t vt t- - 	
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Fig.  8 (a) history of mature cells is a function ψ on a negative time interval 
[−h, 0]. (b) history vt of mature cells at time t

Fig. 7 (a) flow of stem cells into the progenitor compartment. (b) regulated matu-
ration delay defined as the time to mature from x1 to x2
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is the inflow into the progenitor compartment of those stem cells 
that would fully mature at time t if cell counts did not change dur-
ing the progenitor phase.

To account for the change in numbers, we define the progeni-
tor population growth factor F ( )y . It should be such that if ( Ψ ) ̈ 
is the flow of divided stem cells then F ( )y  ̈is the flow of cells enter-
ing the mature cell compartment τ(ψ) time units later.  
We conclude that 

	 b t t( ( ( ))) ( ( )) ( )v t v w t v F vt t t- - 	

is the inflow of mature cells at time t (Fig. 9).

In the following we propose a model for the delay. Divided stem 
cells that have committed themselves to the progenitor phase enter 
this phase at a level x1 of maturity and at level x2 > x1 they become 
mature cells, such that the interval [x1, x2] represents a continuum 
of possible maturities (Fig. 7, right panel) for this and the exposi-
tion that follows. Suppose that we know a function y(s, ψ) that 
gives the maturity at the time of s > 0 time units before reaching  
full maturity, given that history ψ is experienced at full maturity.  
It holds y(0, ψ) = x2 and we can define the delay τ = τ(ψ) as the solu-
tion of the equation 

	 y x( , ) .t y = 1 	

We can specify y, if we are given a maturation rate g(x, v) that 
describes the change of maturity of a progenitor cell at some point 
in time. This rate depends on the maturity x ∈ [x1, x2] of the 

5.2  Specification 
of Delay

Fig. 9 Delayed inflow of stem cells into the progenitor compartment expressed 
via regulated progenitor population growth factor
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progenitor cell and on the number v of mature cells. Then, we 
define y(θ) = y(θ, ψ) through 

	

y g y

y x

¢ = - - >

=

( ) ( ( ), ( )), ,

( ) .

q q y q q 0

0 2 	

Suppose that we have a given net growth rate d(x, v) of progenitor 
cells at maturity x regulated by a mature cell population v, where 
growth refers to changes in numbers of progenitor cells. Then we 
specify the progenitor growth factor via 

	 F e
y d

( ) .

( )

( ( , ), ( ))

y

t y

d q y y q q

=
ò -
0

	

We can specify δ, if for the progenitor cells we have a proliferation 
rate a(x, v) and a mortality rate d(x). Then 

	 d ( , ) ( , ) ( ).x v a x v d x= - 	
 An example for a is 

	
a x v

x
k v

( , )
( )

,=
+
a

a1 	
see Ref. [2].

Well-posedness of the model has been analyzed in [2]. This means 
it is shown that for a certain choice of model ingredients, there 
exists a unique pair (w, v) that solves  (5–6). In [2] we have also 
computed a formula that gives the density u(t, ξ) of progenitor 
cells at time t and maturity ξ, such that ∫ x

y
u(t, ξ)dξ gives the num-

ber of progenitor in a desired interval of maturities [x, y].
Models with a large number of compartments often do not 

have a unique nontrivial equilibrium, which makes them seem less 
appropriate for situations where one expects a unique equilibrium 
and all the more complicates their analysis. It is shown in [2] that 
the model presented here features a unique equilibrium and exp
ressions for it are computed. As in previous sections we can ask 
whether cell populations starting close to an equilibrium state will 
go extinct, stabilize around the equilibrium or whether oscillations 
will emerge. More precisely, we can ask how dependencies of delays 
on feedback submodels influence the outcome of the above. 
Though there exist analytical tools [11] for the stability analysis of 
differential equations with state-dependent delay, their application 
to our model remains open.

5.3  Specification 
of Progenitor 
Population Net  
Growth Factor

5.4  Analysis 
of the Model
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    Chapter 16   

 Mammary Stem Cells: A Clinician’s View 

           José     Schneider    

    Abstract 

   Mammary stem cells were identifi ed and isolated more than a decade ago and, although much remains to 
be learned, a lot has been revealed about their properties and behavior. Yet there is a gap between the 
newly acquired knowledge and its successful clinical application. This chapter presented a critical view from 
the perspective of a clinician.  

  Key words     Cancer stem cells  ,   Breast cancer  ,   Therapy  

   In 1964, when I was still a child, the Nobel Prize in Physics was 
awarded to Charles H. Townes, Nicolay G. Basov and Aleksandr 
M. Prokhorov for the invention of the laser beam. For decades 
afterwards, it was common in scientifi c research circles to com-
ment as a joke that the Nobel Prize had been awarded for an inven-
tion which helped exploding dark-colored balloons inside 
light-colored ones, but had no further practical use whatsoever 
apart from its appearance as a magical weapon in science-fi ction 
literature and the fi lms derived from it. Well, several decades more 
had to pass, but who could imagine our present world without the 
laser beam! It is present in virtually every realm not just of science, 
but of our daily life as well, from CD-players to those handy point-
ers we all use during our slide presentations. 

 Why am I beginning a chapter on stem cells with these remi-
niscences? Because steps forward in fundamental knowledge 
always end up infl uencing our lives, no matter how much later the 
breakthrough takes place. Also, because it is rather common for 
some discoveries to be far ahead of their time, and we simply have 
to get accustomed to the appearance of new paradigms which 
shatter the existing ones. Times when such events take place are 
exciting for science, but they tend also to be diffi cult ones, because 
it belongs to human nature to stick to the prevalent body of 
knowledge, and this elicits some fi erce resistance against the new 
one trying to advance. All this, I believe, is applicable to the whole 
new world that has opened up for us since the role of stem cells in 
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disease, and not only in disease, has become evident during the 
last years. A whole new branch of Biomedicine based on the use of 
stem cells, Regenerative Medicine, is developing at fast pace, and 
the targets that can be envisaged, at least in theory, form the stuff 
of dreams for a clinician: organs that will not be rejected when 
transplanted, injured or severed nerves that will regenerate, car-
diac muscle that will regenerate after an infarct, and even at a 
more modest level, autologous endothelium that will coat inert 
vascular grafts, autologous neural tissue that can be injected 
directly into the “substantia nigra” of Parkinson patients, just to 
talk about some experiences that are already ongoing as phase-I 
and even phase-II trials in some centers. 

 However, I do not want to give the impression that I am the 
typical clinician, ignorant of basic research facts, who day-dreams 
after half-grasping them. Indeed, I belong to the rather skeptical 
branch, because in my younger years I had the immense fortune to 
undergo specifi c training in Molecular Biology, and have been 
involved to various degrees of depth in basic research ever since, 
for the past 25 years. And it has been a sobering experience: 
It began it in 1988–1989, when I happily landed for a post-doc 
stage in one out of three laboratories in the world which possessed 
at that time an own model of multidrug-resistant cells overexpress-
ing the MDR1 gene. We were about to conquer the Holy Grail of 
resistance to chemotherapy, or so we thought, an issue of immense 
importance to me, being a specialist in Gynecologic Oncology, 
absolutely frustrated by the results of ovarian cancer therapy. Now, 
a lot of papers and some two to three decades later, we all know 
that resistance to chemotherapy is not to be overcome by some 
magic weapon, and that, alas, it is not mediated by a single resis-
tance gene as we then thought. In fact, the MDR1-gene now 
belongs to an ever-growing superfamily of ABC transporter genes 
(the last census speaks of 48 members), and they are by far not the 
only genes involved in resistance! What I want to say with all this is 
that I am well aware of the huge gap between the acquisition of 
new, even life-changing basic knowledge, and the moment of its 
successful clinical application, if it ever takes place. This said, I 
would now like to turn to my specifi c fi eld of gynecological and 
breast cancer, and try to look optimistically, as far as possible, into 
the future. In a certain, let us call it “sentimental” way, I am some-
how connected to the matter, since the fi rst adult cancer stem cells 
(CSCs) to be identifi ed in a solid tumor were breast cancer stem 
cells, back in 2003 [ 1 ], and one of my main fi elds of research over 
the past decades has been precisely breast cancer. Since then, sev-
eral facts about cancer stem cells have consolidated, and they are 
mostly NOT reassuring for the clinician. First and foremost, 
tumors seem to regenerate from their extremely scant stem cell 
population after initial successful treatment, even if all remaining 
cells have been eliminated, and this is due to the fact that said stem 
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cells are intrinsically resistant against the effects of chemotherapy, 
and by extension radiotherapy, which conceptually is very similar 
to the former in its mechanism of action [ 2 ]. This characteristic of 
CSCs is in itself paradoxical, since one would expect an excellent 
response to chemotherapy from the most undifferentiated of cells 
to be found in a tumor, as stem cells by defi nition are. Unfortunately, 
stem cells in general, not only CSCs, MUST be weaponed against 
any external aggression, since only they guarantee the regeneration 
of damaged tissues from scrap, so to say. Tumor cells, and by exten-
sion CSCs, as the cunning opportunists they always are, just use 
this fundamental feature to their advantage. As a consequence, 
among other features, CSCs constitutionally express known che-
motherapy resistance genes, such as one prominent member of the 
aforementioned ABC transporter superfamily, ABCG2 (also known 
as BCRP or Breast Cancer Resistance Protein gene). Ironically, 
ABCG2 is one among relatively few recognized universal stem cell 
markers [ 3 ]. And from bitter past experience with resistance- 
associated genes, especially those belonging to the ABC trans-
porter family, we very well know that the expression of one of them 
almost never goes alone, and that if just one of them is expressed 
at a certain time, the fi rst exposure to chemotherapy, or for that 
matter, any other external threat to the cell, almost immediately 
elicits the concomitant expression of many, if not all remaining 
members of the family, massively reinforcing the resistance mecha-
nisms [ 4 ]. The corollary of all this is that CSCs almost never will 
be eliminated from the tumor cell pool by conventional means, 
i.e., basically chemotherapy or radiotherapy, or a combination of 
both. In fact, this is the now accepted reason why, sooner or later, 
most cancers not surgically eradicated at their most initial stages 
recur after therapy. On a purely theoretical basis, the way out of 
this dilemma would be the individual targeting of CSCs and their 
selective elimination. The idea is simple and elegant, but unfortu-
nately unrealistic at the present stage. The fi rst reason is that there 
still does not exist a generalized consensus on what is a stem cell 
and by which combination of markers “stemness” can unequivo-
cally be defi ned. The very existence of CSCs has even been ques-
tioned in a revision on the subject with a telling title [ 5 ]. In other 
words, stem cells are not pitch-black sheep standing out from an 
immaculate fl ock of white sheep, but rather darker sheep within an 
otherwise somewhat dirty community containing perhaps some 
very clean individuals (the most differentiated cells) on its outer 
rim. In this context, to afford successful selective killing of just the 
undesired subjects is illusory, a biological argument that could well 
be extended to military strategy, as experience tells. Until we agree 
on a clear defi nition of what exactly is a cancer stem cell (at varia-
tion with less compromising terms such as “precursor cell”), and 
assuming that the defi nition will be applicable to CSCs underlying 
every tumor type (which is to assume quite a lot), we will not be 
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able to target them effectively and to eliminate them. In the 
 meantime, the only way to mitigate the tumor-regenerating effects 
of CSCs is to impair their normal function to any possible extent, 
trying not to harm the normal cells as a collateral effect, which is 
not always easy. In fact, as already mentioned, CSCs, as tumor cells 
in general, use perfectly normal mechanisms of growth to their 
advantage, and to impair them means almost automatically to inter-
fere with often vital functions of normal organs. For instance, it is 
well known that the Hedgehog, Wnt, and Notch signalling path-
ways are essential for the replication of CSCs, but the complete 
inhibition of these pathways, if at all possible, would most probably 
have a deleterious effect on the tumor-hosting patient. Firstly, there 
exist warning experiences from the past, such as how the complete 
blocking of the MDR1 gene product, P-glycoprotein, trying to 
revert resistance to chemotherapy, resulted in hepatic and renal fail-
ure of the patients, for the simple reason that the liver and the kid-
ney used that same extrusion pump as an essential detoxifying 
mechanism [ 6 ]. And secondly, all molecular pathways leading to a 
common target, such as cell proliferation or apoptosis, are intercon-
nected and function as reciprocal safety mechanisms, so that if one 
of them is impaired or completely blocked, the remaining tend to 
take over and thus keep the intended function largely intact. This 
goes so far that if a principal pathway is blocked, other parallel, even 
dormant ones are activated to compensate for the loss of function. 
This is well illustrated in the clinic by the resistance mechanisms 
which are elicited by the quite effective blocking of the tyrosine 
kinase pathway in cancer treatment, which is ultimately overcome 
by the tumor cells in almost every, if not every case [ 7 ]. 

 However, I would not like to end on a negative note, and 
therefore I would like to stress an enormously positive fact, and 
derive from it the ideal wish list from the sight of a clinician. 

 The positive, indeed revolutionary fact I would like to stress is 
that through the recognition of the role of CSCs, our understand-
ing about how a tumor develops, grows and becomes resistant to 
therapy has completely changed. Not only that, but for the fi rst 
time we seem to have identifi ed something that lies at the very core 
of oncogenesis and which provides us, at least in theory, with a 
target that might reveal itself as decisive if effi ciently attacked. And 
herefrom my personal wish list to our dear colleagues from basic 
and translational research:

 ●    Take the “mask” off CSCs, i.e., provide us with the means to 
identify them unequivocally, and once this is achieved.  

 ●   Develop targeted therapies able to completely eradicate CSCs 
without side effects for the host.    

 Admittedly, it is not an easy task, for all the reasons stated 
above, but who said this would be an easy journey!    
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