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v

 Th anks to W.V.O. Quine and a number of other thinkers, a fair proportion 
of today’s philosophers realize that the sciences may help us to answer 
epistemological questions. Usually, it is not physics they have in mind but 
psychology and cognitive science. Th e degree to which these philosophers 
are able to commit themselves to the conclusions of contemporary 
psychology and cognitive science depends on their willingness to explain 
the normative side of epistemology in naturalistic terms. But we should 
remind ourselves that humans are fi rst and foremost animals, no more 
unique than any other animal, although no doubt by refl ection more 
species-centric than others. Th us, even among those philosophers who 
seize upon the results of psychology and cognitive science in their 
thinking, there is a tendency to forget our human origin and how our 
mental powers came into existence. Still, some early pioneers and an 
increasing number of knights of reason have picked up the gauntlet, 
arguing that a naturalized theory of knowledge should be armored in 
evolutionary epistemology before it turns to social epistemology. 

 Not long ago the philosophical landscape was very diff erent. Th at 
philosophers such as Edmund Husserl and the phenomenological school 
believed that consciousness did not have its roots in nature, but nature 
had its foundation in our refl ective consciousness cannot come as much of 
a surprise. According to this anti-naturalistic approach, the human mind 
is completely alienated from the natural order. However, the situation 
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was not much diff erent within the analytic traditions. Here the Platonic 
forms of language were still considered to be objects for philosophical 
contemplation. Ludwig Wittgenstein directly abjured naturalism and its 
entire works in  Tractatus : “Th e Darwinian theory has no more to do with 
philosophy than has any other hypothesis of natural science” (4.1122). 

 With few exceptions it was not until around 1970 that some philosophers 
in the analytic tradition began to take evolution and cognitive science 
seriously as relevant for understanding human knowledge. Saying this, 
I do not want to underplay the fact that some form of naturalism has 
been quite common in many forms of American philosophy, more or less 
coeval with pragmatism. John Dewey was certainly deeply infl uenced by 
Darwin, as was Charles S. Peirce, as well as other minor pragmatists. In 
recent years a vanguard among philosophers has successfully begun to 
implement Darwinism into their theories of knowledge. Th is approach 
will grow even stronger in the future, I believe, alongside progress in 
evolutionary biology, animal behavioral studies, and cognitive science. I 
do not believe we are likely to see more armchair philosophy of the sort 
that has been so abundant in the past. 

 Yet, what is missing by even these advocates of naturalistic epistemology 
is the consequence that evolutionary epistemology might have for 
fi nding a  metaphysical  foundation of science. If our faculty of reason is 
a result of natural selection by the environment in which our ancestors 
lived, one may expect that our innate cognitive powers are more limited 
than we commonly think. Indeed, scientists have been able to formulate 
surprising insights into the world that go far beyond anything we can 
imagine solely from our immediately experience. But in order to get to 
this point, they have introduced very abstract theories whose predictive 
and explanatory success is no guarantee for representational success. 

 Th e main purpose of the present book is to explore the relationship 
between scientifi c knowledge and possible metaphysical interpretations 
in the light of our Darwinian heritage. Assuming a naturalistic stance 
from the outset, I ask what it has to teach us about the inference 
from scientifi c observation to metaphysics (the same inference with 
which Kant was concerned from his transcendental stance). Like Kant 
I want to set limits to this inference. So with “naturalist” replacing 
“transcendentalist,” Kant and I are associates. Th e particular form of 
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naturalism for which I am arguing (by example) is of course based on the 
inference from “Darwinian” evolutionary theory to what I hold to be the 
limits of scientifi cally informed metaphysics or, for that matter, of any 
metaphysics. After having delineated, in Chap.   1    , the manifest image and 
Kant’s disavowal of any metaphysics of the things-in-themselves, I turn 
to a discussion of naturalism and evolutionary epistemology in Chap.   2    . 
Here I argue in favor of a weak version of evolutionary metaphysics by 
holding that natural selection has empowered our predecessors with 
awareness, memory, imagination, intentions, learning mechanisms, 
and focused actions and that these innate dispositions for refl ective 
thinking eventually replaced natural selection as the obvious grounds for 
understanding human cognitive evolution. 

 Science, I believe, gives us knowledge about concrete things we cannot 
see with the naked eye ( pace  Bas van Fraassen). Th is view is something I 
argue in Chap.   3    . But many other things, which a realist interpretation 
of scientifi c theories represents as real, according to another, more 
instrumental, interpretation, are merely a result of hypostatized concepts 
and therefore unreal. Instead, these concepts are to be considered as 
designed for the sole purpose of understanding concrete facts coherently 
and continuously. Th is is the main claim of Chap.   4    . Th us, my aim is to 
reveal the scope and limits of metaphysical inquiries on the assumption 
that Darwin was right about human evolution, not only with respect to 
our physiology but also with respect to our cognitive apparatus. I call the 
outcome of this analysis  evolutionary naturalism . Of course, this stance 
is not new. Knowledgeable readers would know that Roy Wood Sellars 
published a book with this exact title in 1922, and in spite of the fact that 
I was unaware of his book until quite recently, it is quite obvious that we 
aim at some of the same philosophical tasks although our emphases are 
somewhat diff erent. 1  

 In my version, evolutionary naturalism is a metaphysical stance 
holding that a philosophical interpretation of our knowledge of reality 

1   Sellars, Roy Wood (1922). Th is also brings up the “school” of the American Realists who fl our-
ished in the 1920s and 1930s. Many of these guys called themselves “naturalists” as well as “realists” 
and were enthusiastic about Darwin. Besides Sellars there was Arthur O. Lovejoy, Ralph Barton 
Perry, and of course George Santayana. Th ey were more or less constantly interacting with the 
second-generation pragmatists such as C.I. Lewis. 

http://dx.doi.org/10.1007/978-3-319-31077-0_1
http://dx.doi.org/10.1007/978-3-319-31077-0_2
http://dx.doi.org/10.1007/978-3-319-31077-0_3
http://dx.doi.org/10.1007/978-3-319-31077-0_4
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should be grounded in our biological powers and therefore that evolution 
has constrained our notion of reality to what is accessible from the 
common-sense world of sensory appearances and bodily interactions. 
In this perspective scientifi c understanding will always be grounded 
in common experience, although it also develops advanced concepts 
based on experiments and the application of mathematics to experience 
that refer to objects not directly accessible to the human senses. Th us, 
evolutionary naturalism is a metaphysical stance that maintains the 
existence of a physical reality separated from human beings but avoids any 
claim that our knowledge of this reality goes beyond what can be related 
to human experience. Its metaphysical point of view falls somewhere 
between full blown realism and meager instrumentalism. Th is implies, 
not surprisingly, that the evolutionary naturalist partly shares views with 
pragmatists, contextualists, and ontological pluralists. 

 Darwin hit the nail on its head, I think, when he wrote in his diary: 
“He who understands baboons would do more towards metaphysics than 
Locke.” 2  Th e human mind is not an unprepared  tabula rasa  on which 
reality writes information. Selection has given us a variety of cognitive 
schemata that help us to grasp sensory information and enable us to act 
and reason based on previous experiences. In some sense Kant was closer 
to the truth as he argued that our cognitive ability involves the categories 
of the understanding that are imposed on our sense impression. But 
he was too much enmeshed in his rationalist heritage in insisting on 
the necessity and universality of these allegedly a priori categories. Th e 
human species already inherited some forms of thinking from its animal 
predecessors to survive and reproduce in whatever environment it had to 
face. Nevertheless, when these cognitive schemata were selected they were 
not predestined in relation to either the organism or the environment. 
Th ey were not necessarily even the best possible, but the best available. As 
the human species developed its capacity of language it eventually gained 
a capacity of describing the world according to these schemata. All later 
refl ection and the use of language are adapted to obey these schemata. 

 Others have attempted to naturalize metaphysics. But the naturalization 
of philosophy has meant diff erent things to diff erent philosophers. Th e most 

2   Quoted from Ruse (2012), p. 137. 
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widespread approach is to use the same empirical methods as the sciences 
to justify philosophical claims. Th e diffi  culty is that many philosophical 
problems are not empirical issues at all and therefore cannot be determined 
experientially. Dropping Kant’s transcendental approach does not imply 
an empiricist view of philosophy itself. A more groundbreaking approach 
is to adopt an ontology distilled from the sciences, and here physics is 
considered to be second to none. But this approach also has its pitfalls. 
Often such an attitude presupposes scientifi c realism, which is insuffi  ciently 
grounded in physics itself. Also scientifi c realism tends to reductionism, 
which implies that the ontologies of biology, psychology, or sociology have 
to give way to the ontology of physics. As an alternative I shall off er an 
evolutionary ontology that I contend is more in accordance with common-
sense realism. Th is ontology does not eschew the discoveries of physics, but 
it is not grounded in a reductionist scientifi c realism. Rather, it builds on 
the same natural instincts of realism in which common-sense realism arises. 
To be in line with what we know from evolutionary biology a realist of 
this opinion has to argue that much of the picture physics draws is human 
constructions, having no counterpart in a scientifi cally supported notion of 
reality. Common- sense realism is egalitarian; it incorporates the discoveries 
of sciences, but it also accords them equal treatment. 

 A critical approach toward any attempt to build a naturalized metaphysics 
based on evolution has recently been aired by James Ladyman and Don 
Ross in their defense of “physicism.” Th e following quotation encapsulates 
their dismissal: “[P]rofi ciency in inferring the large-scale and small-scale 
structure of our immediate environment, or any features of parts of the 
universe distant from our ancestral stomping grounds, was of no relevance 
to our ancestors’ reproductive fi tness. Hence, there is no reason to imagine 
that our habitual intuitions and inferential responses are well designed for 
science or for metaphysics.” 3  Instead, they endorse fundamental physics 
as metaphysically prior to the special sciences. Although Ladyman and 
Ross do not consider themselves to be scientifi c realists of the traditional 
ontological breed, but think of themselves as structural realists, they 
believe that people eventually have “learned to represent the world and 
reason mathematically—that is in a manner that enables us to abstract 

3   Landyman and Ross (2007), p. 2. 
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away from our familiar environment.” Of course I fully agree that this 
ability has contributed enormously to the acquisition of scientifi c 
knowledge. Moreover, I do not disagree on the latter point. I also think 
that scientifi c explanations are far superior to habitual intuitions, for our 
intuitions change frequently partly due to the impact of scientifi c beliefs. 
But apart from these points of agreement I advocate the very view they 
attack. Th e problem is, I think, that a strong realist interpretation of the 
theoretical structure of science may reify or hypostasize what in fact really 
belongs to the false idea that scientifi c theories  represent  the world as it is 
in itself. I shall return to this issue in Chap.   4     as well as in Chap.   10    . So 
my discussion is not about empirical knowledge  per se , but about how far 
we can draw specifi c metaphysical conclusions based on the way scientifi c 
theories are presumed to represent the world. 

 It is a characteristic of any naturalized metaphysics that it rejects the 
possibility of a priori knowledge. I do not lament the loss. But Ladyman 
and Ross see metaphysics as a form of unifi cation of science based on 
scientifi c explanation and justifi cation. In contrast, I see it as partly an 
empirically underdetermined discipline and partly an examination of 
the interrelationships among the basic concepts by which we understand 
reality. Categories like truth, objects, events, space, time, and causation 
are all fundamental notions that all of the sciences presuppose and take 
for granted. Th ese basic concepts are the issues of the discussion that 
takes place in Chaps.   5    ,   6    ,   7    ,   8    ,   9    , and   10    . I believe these categories 
are important for our understanding of what science does but cannot 
be fully explained by science itself. Th e provided analysis is revisable, 
not by empirical means, but by human refl ection in case its claims are 
not in accord with our knowledge of human cognitive capacities and 
institutional norms and values. Metaphysics covers basic ontology, but 
it includes even more than that. It is a theory of  alleged  truth-makers; 
yet, this must include an exposition of how these alleged truth-makers 
become truth-makers. Metaphysics is the only discipline that delineates 
a possible story of the relationship between the world and our thinking 
about this world. 

 So I argue that evolutionary naturalists are metaphysical antirealists 
with respect to abstract concepts and ‘things’ that do not exist in  empirical 
space and time. All those purported entities we cannot either directly see 

http://dx.doi.org/10.1007/978-3-319-31077-0_4
http://dx.doi.org/10.1007/978-3-319-31077-0_10
http://dx.doi.org/10.1007/978-3-319-31077-0_5
http://dx.doi.org/10.1007/978-3-319-31077-0_6
http://dx.doi.org/10.1007/978-3-319-31077-0_7
http://dx.doi.org/10.1007/978-3-319-31077-0_8
http://dx.doi.org/10.1007/978-3-319-31077-0_9
http://dx.doi.org/10.1007/978-3-319-31077-0_10
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perceptually or indirectly detect experimentally are constructed entities 
in the sense that they exist only as human conceptions and not as natural 
entities. Evolutionary naturalism denies that abstract concepts are real 
entities and therefore that they can act as  real  truth-makers. In contrast to 
metaphysical realists, evolutionary naturalists restrict the number of real 
truth-makers to only those that observation can detect. 

 Th e idea behind the present book took form already during my stay at 
the Center for Philosophy of Science in Pittsburgh more than 20 years 
ago when I had completed my book on the Danish physicists Niels Bohr. 
In that book I characterized him an objective antirealist, i.e., a realist 
concerning elementary particles but an antirealist with respect to the 
quantum theory. In this respect I argued that he was very much like a 
pragmatized Kantian. 4  My original manuscript turned out to be much 
too large, too kaleidoscopic and unfocused, and therefore was never 
brought to a completion. I am happy for that, because my view today has 
a stronger Darwinian twist than it had in those days. Th is has given me a 
more empirical basis for defending my form of naturalism, which denies 
that scientifi c knowledge goes beyond what can be experienced directly 
or indirectly. However, the various themes of the manuscript survived, 
and some of them are treated in my other books. But in my hands the 
main topic of the relation between scientifi c knowledge and metaphysics 
remained untouched up to now. 

 Whom am I going to thank? Well, fi rst and foremost the other visiting 
fellows at the Center, of whom many were from Germany. We all had time 
for a dinner or a drink late in the evening while discussing philosophical 
matters. I especially want to mention Th omas Uebel, with whom I shared 
an offi  ce, and Max Urchs, one of the many East Germans who in the 
German reunifi cation were squeezed between the socialist tradition and 
the capitalist  Wissensdünkel . Later, for some years he and I, together with 
Uwe Scheffl  er, arranged the Poel workshops on logic and philosophy of 
science, involving philosophers from countries around the Baltic Sea. 
Indeed, I also want to thank people around the Center such as John 
Earman, Adolf Grünbaum, Peter Machamer, Ted McGuire, John Norton, 

4   In spite of our slightly diff erent views on Bohr, both Henry Folse (1994) and I agree that Bohr can 
be seen as a pragmatized Kantian. 
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Gerald Massey, and Nicholas Rescher for their hospitality and comments 
in discussions. Closer to home I ought to mention Finn Collin whose 
long-time criticism of the social constructivists is one I share. Many more 
have been of great inspiration, even some I may not remember today. 
Last, but not least, I must recognize Henry Folse who, as usual, stood 
by my manuscript with comments and linguistic corrections. He and I 
shared a common interest in Bohr’s philosophy very early on, and when 
we met for the fi rst time in Moscow at the 8th International Congress 
of Logic, Methodology, and Philosophy of Science in 1987, none of us 
could know that this encounter would bring us in such close contact over 
so many years. With these words let us move on.  
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    1   
 Evolutionary Naturalism                     

          Philosophers have obsessed over both the ontological question of what 
makes claims about the world true and the epistemological question of 
how we can justify believing that some claims are in fact true. Ordinary 
sensory perception provides most of our experience of the world, so the 
answer seems straightforward: facts about those things that we can see 
make our beliefs about them true. However, experience, in my use of the 
term, is the product of both bodily interaction and perceptual informa-
tion. Th e regularity in our perception of things and our ability to inter-
vene and manipulate what we can perceive assure us that beliefs based 
on sensory information are true. In spite of the fact that we sometimes 
misperceive things, evolution has given us strong confi dence in the per-
ceptual information provided by our senses because of the utility this 
information has for successful actions and life management. 

 But what about beliefs concerning things we cannot experience, say, 
historical events, future events, other minds, invisible entities, laws of 
nature, mathematical objects, or other entities posited by various meta-
physical theories? Th e truth of all these beliefs seems to depend on diff er-
ent domains of reality, for which our senses are not biologically adapted. 
How can we, for instance, philosophically vindicate our belief that those 



invisible entities and properties science posits are real? And, again, how can 
we philosophically justify believing that well-established theories science 
accepts are, within the conceptual scheme in which they are expressed, at 
least approximately true descriptions of some aspect of reality? 

 Wilfrid Sellars has addressed this problem by distinguishing between 
the  manifest image  of the man-in-the-world and the  scientifi c image  that 
has been arrived at through experimental investigation. Th e manifest 
image is a product of the conceptual framework in terms of which we 
observe and explain our everyday world. In this image the world con-
sists of persons and things. Moreover, persons are diff erent from things 
because people have thoughts and consider themselves to act for reasons. 
Th us, the manifest picture seems to correspond to the image of the world 
to which we are adapted by natural selection, whereas the scientifi c pic-
ture is the one that is hypothesized by our best physical theories. Sellars 
himself thought that the manifest image and the scientifi c image each 
constitute a unique frame of understanding that is prima facie mutu-
ally incomparable: “Th e scientifi c image presents itself as a  rival  image. 
From its point of view the manifest image on which it rests is an ‘inad-
equate’ but pragmatically useful likeness of a reality which fi rst fi nds its 
adequate (in principle) likeness in the scientifi c image.” 1  Hence, Sellars 
Junior emphasized the primacy of the scientifi c image in all cases where 
this image confl icts with the manifest image. 2  Nevertheless, he argued 
ultimately for a “synoptic vision,” according to which the descriptive and 
explanatory resources of the scientifi c image are combined with the “lan-
guage of community and individual intentions.” Th e manifest image sup-
plies the scientifi c image with a conceptual framework of persons, which 
“provide[s] the ambience of principles and standards (above all, those 

1   Sellars (1963), p. 20. 
2   Bas van Fraassen (1999) construes Sellars’ position as if Sellars “argued that the two world pictures 
are in irreconcilable confl ict, and that the infi nitely superior scientifi c image must eventually dis-
place the manifest image altogether” (p. 2). However, Sellars did not say anything as radical as that, 
but argued pretty unambiguously that “the conceptual framework of persons is not something that 
needs to be  reconciled with  the scientifi c image, but rather something to be  joined  to it” (p. 23). So 
even though Sellars perhaps considered the scientifi c imagine superior, he did not hold, as Fraassen 
accuses him of doing, that the manifest picture has to be replaced by the scientifi c image. Sellars 
took the two images to form a single stereoscopic picture. 
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which make meaningful discourse and rationality possible) within which 
we live our own individual lives.” 3  

 Sellars Junior neither claimed that the objects in the manifest image 
can be reduced to systems of invisible entities nor argued that the objects 
of the manifest world are fundamental and that the objects posited by 
science are mere abstractions constructed for prediction. Using Kant’s 
terminology we can say he believed that the manifest image represents 
the world as it appears to us, whereas the scientifi c image in the long run 
represents things as they are in themselves. Also Sellars Senior, Roy Wood 
Sellars, had been occupied with fi nding “the inclusion of man in nature, an 
inclusion that would do justice to all his distinguishing characteristics.” 4  
Few philosophers before him had foreseen how this problem might be 
solved by seeing science as part of nature herself: “Science and philoso-
phy are properties of man. To explain them, we must comprehend man’s 
capacities and his place in the world.” 5  For Sellars Senior the solution to 
the understanding of human beings and their capacities for science and 
philosophy lies in the explanation of man’s appearance in nature. We fi nd 
such an account in the view of evolutionary naturalism. 

3   Ibid., p. 40. 
4   Sellars (1922), p. 3. 
5   Sellars (1922), pp. 1–2. Th e context of quotation is “Philosophy like science is a human achieve-
ment, and so rests on man’s capacities. Unlike science, philosophy is forced to consider those 
capacities and processes, which make it possible. It is for this reason that philosophy is necessarily 
so engrossed with man. Knowledge is a human aff air, even though that which is known is distinct 
from the knower. But man is part of nature, and so these capacities and processes operative in sci-
ence and philosophy must fi nd their natural explanation. Intelligence must be given its locus and 
attachments. In order words, science and philosophy are properties of man. To explain them, we 
must comprehend man’s capacities and his place in the world. Th e fi nal problem of philosophy is 
to connect the fact and content of knowledge with its conditions. How does knowing occur in the 
kind of world that is actually known? Knowing is a fact and must be connected up with the world 
which sciences study. Th us a system of philosophy answering this question is the capstone of 
science.” 
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1.1     The Manifest Image 

 In this work I attempt to formulate an informed stand on those prob-
lems touched upon by Sellars’ distinction. What is real? To what extent 
does science represent the world as it really is? And does a separation 
between the manifest and scientifi c image make sense in relation to 
human evolution? I shall argue that, as it turns out, the distinction is 
not quite adequate. Evolution has given us the manifest image, the real-
ity of common sense, but evolution also constrains how we can develop 
the scientifi c image. Science deals with both visible and invisible entities 
and correctly ascribes existence to both, but I also claim that in order 
to reconcile contemporary science with our biological heritage we must 
recognize that some of the basic categories of science are mere abstrac-
tions, i.e., constructions of our own minds. With respect to the issue of 
invisible entities, I hold that the reality of scientifi c objects need not be 
more problematic than that of everyday objects: From the point of view 
of an evolutionary epistemology, the challenge of proving the existence 
of things we cannot see is no diff erent or more serious than the challenge 
posed by visible ones. Th e problem concerning the existence of scientifi c 
objects is simply part of the more general question of the extent to which 
we are warranted in believing in the reality of a mind-independent world. 

 With respect to the issue of whether science provides us with a true pic-
ture of the world, I suggest that we often describe and explain the world of 
concrete particulars in terms of abstract categories that we have somehow 
derived from experience and that therefore do not exist independently 
from the minds of scientists. We make such constructions in order to 
grasp our experience as of an organized and structured world existing in 
space and time. I also argue that we have developed these abstract cat-
egories  as identity conditions for external objects . Not only the very forms 
of sensuous intuitions, space and time, but also the connection of phe-
nomena through the category of causation and the various laws of nature 
derived therefrom are such abstract entities of just this sort. All function 
as various identity conditions for describing concrete particulars. 

 Humans need to create abstract concepts in order to be able to carry out 
refl ective thinking, given the spatio-temporal limitations of the sensory input 
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to which the progenitors of the human species were subjected. Our ances-
tors’ sensory experience was confi ned to their immediate surroundings and 
was perspectival at the outset, so much, if not most, of our cognitive capac-
ity rests on innate dispositions that facilitate our ability to learn in order to 
react and survive. But during the evolution of higher animals, and especially 
hominids,  Homo sapiens  also gained the capacity of abstract thinking, which 
started out as the ability to generalize types from tokens. 6  Th is ability then 
became strongly reinforced by the later evolution of human linguistic pow-
ers, suggested to have taken place between 200,000 and 100,000 years ago. 7  
Th e ability to think abstractly turned out to be not only connected with the 
capability of generalization, but also with the capacity of contemplation, 
with planning and foreseeing a possible future based on past experiences. 8  

6   Th ere is a strong tendency in analytic philosophy to argue that conceptual and semantic (re)pre-
sentations go hand in hand. I think it is a mistake. Th oughts in higher animals seem to have been 
present long before our linguistic competence evolved. Wilfrid Sellars gave a sophisticated charac-
terization of this tendency. In his (1963) he says about man’s manifest image of himself-in-the 
world: “Its central theme is the idea that anything which can properly be called conceptual thinking 
can occur only within a framework of conceptual thinking in terms of which it can be criticized, 
supported, refuted, in short, evaluated. To be able to think is to be able to measure one’s thoughts 
by standards of correctness, of relevance, of evidence. In this sense a diversifi ed conceptual frame-
work is a whole which, however sketchy, is prior to its parts, and cannot be construed as a coming 
together of parts which are already conceptual in character. Th e conclusion is diffi  cult to avoid that 
the transition from pre-conceptual patterns of behaviour to conceptual thinking was a holistic one, 
a jump to a level of awareness which is irreducibly new, a jump which was the coming into being 
of man” (p. 6). In contrast, several studies indicate that nonhuman animals have thoughts, which 
include the use of diff erent forms of nonlinguistic concepts. For instance, one comparative study 
conducted by Zentall  et al.  (2008) claims: “We suggest that several of the major varieties of concep-
tual classes claimed to be uniquely human are also exhibited by nonhuman animals. We present 
evidence for the formation of several sorts of conceptual stimulus classes by nonhuman animals: 
 perceptual classes  involving classifi cation according to the shared attributes of objects,  associative 
classes  or functional equivalences in which stimuli form a class based on common associations, 
 relational classes , in which the conceptual relationship between or among stimuli defi nes the class, 
and  relations between relations , in which the conceptual (analogical) relationship is defi ned by the 
relation between classes of stimuli. We conclude that not only are nonhuman animals capable of 
acquiring a wide variety of concepts, but that the underlying processes that determine concept 
learning are also likely to be quite similar” (p.13). 
7   Th is is the estimate made by a recent study based on linguistic data, which is an estimate claimed 
to be consistent with fossil and genetic data. See Perreault and Matthew (2012). 
8   Abstract and contemplative thinking allows us to imagine possible scenarios for the future, but 
generally all it allows is expectations of a range of possible futures, not which of those futures will 
actually happen. Th e case of deterministic mechanistic prediction is relatively a very special case 
where we can predict  the  one and only possible future. Th at ability arrived only many millennia 
after the capacity for abstract thinking had evolved. 
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Th e introduction of language gave  Homo sapiens  a forceful tool to construct 
expressions that were independent of a reference to here and now, but based 
on the ability to imagine what could happen elsewhere at other times. 9  

 Human evolution and natural selection have, I submit, strong implica-
tions for the metaphysical dispute between realists and antirealists. Until 
now this dispute has taken place without much notice of the possible 
constraints natural selection may put on our ability to pose and answer 
metaphysical questions. One holds a realist view with respect to some 
entity if one believes that this entity exists independently of any human 
categorizations and judgments. Being a realist is always relative to a class 
of entities; one does not have to be a realist with respect to every entity 
posited by successful scientifi c theories. Consequently, realists hold that 
statements of a certain class, whether they concern philosophical prin-
ciples, mathematical objects, nature, history, other minds, or meanings, 
not only may be true, but also if true, they are true quite independently 
of our individual or collective preferences. Conversely, the antirealist is 
one who denies the cognitive independence of such entities and there-
fore denies that some of these types of statements, if not all of them, are 
true or can be held to be true irrespective of our ability to justify them. 
Th erefore one may ask, how can we decide what is real and what is not if 
so much of our thinking involves abstractions and idealizations? 

 We are all realists concerning our everyday world because nature has 
supplied us with a realist instinct. Natural selection has molded human 
cognitive capacities such that sensory and behavioral information about 
our environment is automatically taken to be trustworthy and is not 
disbelieved unless other sensory or behavioral information overrules it. 
When other information ‘overrules’ my normal trust in my senses, it 
causes me to disbelieve the direct report of my senses, but it also leads me 
to ‘correct,’ not to discard that information. Consider the oar that looks 
bent where it intersects the water surface; it does not lead me to abandon 
my perception of the oar, but to correct it. Furthermore, it generally gives 
an explanation of why in this case the senses cannot be trusted. It is by 

9   Evolutionary biology is an empirical science, and if these sorts of claims are more than just specu-
lative hypotheses, they must be justifi ed by empirical evidence. In note 4 I mentioned Zentall et al. 
(2008). Further evidence can be found in Shettleworth (2010) who discusses the cognitive evolu-
tion in non-human animals. 
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explaining how the senses are deceived (a trick of perspective or diff erent 
indices of refraction, etc.) that I can ‘correct’ for the deception. So selec-
tion is our guarantee that we have reliable and permanent knowledge 
about an independent environment that we do not control for the most 
part. It is plausible to suppose that natural selection has given, say, bees 
capacities that give them “reliable and permanent knowledge about an 
environment…” for the very same general reasons as for  Homo sapiens . 
But because the goals and needs of bees’ survival and reproduction are 
quite diff erent from  Homo sapiens  (i.e., biologically we are quite diff erent 
organisms), diff erent sensory capacities have been selected, thereby mak-
ing “bee knowledge”—and hence “bee reality” (the world-for-bees) very 
diff erent from human knowledge and human reality. Yet, presumably the 
actual real world is the same one that both humans and bees inhabit. In 
some sense the challenge here is to explain how bee knowledge and bee 
reality can be as diff erent from their human counterparts as (I think it is 
reasonable to suppose) they are and yet both be “of” the one-and-only 
same world we both inhabit. I see the fl ower and the bee sees the same 
fl ower, but what I see is not the same as what the bee sees. If those things 
that we experience did not exist, no suitable sensory modalities to accrue 
information about them would have developed in the long run. We are 
adapted to and by a mind-independent world. Our ability to both con-
trol parts of our environment and sometimes foresee or predict what we 
cannot control supports our realist instinct. 

 Most philosophers would believe that it would change the game entirely 
if the existence of invisible things hinged on our cognitive capacities. But 
we have no faculties other than our sensory capacities that reveal whether 
the thing we cannot perceive with our senses exists at all, much less that 
it does not exist, as we perceive it. Th is raises the question: If the fl ower is 
real, does it exist as the bee perceives it or as we perceive it, or as both or 
neither? Th e manifest image of bees is diff erent from the manifest image 
of human beings. What is common to both is that natural selection has 
made bees and human beings sensitive to fl owers. Th us, sensation, human 
or otherwise,  never  corresponds to an objective reality; it determines a 
reality as it appears to humans or as it appears to bees. Some would argue 
therefore that beyond the various appearances the fl ower objectively 
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 consists of invisible things that are diff erent from how it appears to bees 
or human beings. Science aspires to tell us what these things are like. 

 Nevertheless, the realist about invisible entities must face a dilemma. 
She might be confronted with empirically underdetermined theories 
concerning invisible things. William H. Newton-Smith has aptly char-
acterized the situation in the following way 10 : In this situation the realist 
cannot simultaneously satisfy the ontological or epistemological ingredi-
ents in her position. If she maintains the ontological ingredient, claiming 
that one theory is true and all others are false, then she cannot satisfy 
the epistemological ingredient because she possesses no means to deter-
mine which one is which. Newton-Smith calls such a view the  ignorant  
response. It accepts the existence of inaccessible facts. If instead the realist 
attempts to satisfy the epistemological ingredients, arguing that empiri-
cally undecidable assertions do not involve any determinate facts that 
make them either true or false, then she cannot uphold the ontologi-
cal ingredient, because if we adhere to the epistemological ingredient of 
realism, there are no inaccessible facts beyond our sensory experience. 
Newton-Smith calls this view the  arrogance  response.  

1.2     The Scientifi c Image 

 Th e realist dilemma can also be used to approach the second issue. Do 
scientifi c theories provide knowledge about mind-independent laws gov-
erning an objective reality? Modern science makes extensive use of very 
unfamiliar concepts in its description of experimental and observational 
fi ndings as well in its pursuit of purely theoretical insight and understand-
ing. For example, in the last 40 years, physicists have tried to establish a 
consistent theory of everything, couched in an extraordinarily abstract 
formalism, according to which they claim to be able to explain all known 
forces in nature from the laws of “particles,” so-called “superstrings,” in 

10   Newton-Smith (1981), pp. 40–42. Th is would be a philosophical (i.e., in principle) objection 
only if these alleged facts are necessarily, universally inaccessible. If there is a possibility of some 
future way of accessing these facts, then we would fi nd out which of the underdetermined theories 
(if any) is the true one, and the realist position all along would have been correct: one is true but 
we are ignorant of which. 
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an 11- or 24-dimensional space-time. Alas, some physicists have even 
attempted to postulate a space consisting of more than a thousand dimen-
sions in return for a physical system with only one free variable. A pervasive 
opinion prevails among these theoreticians that, when all is said and done, 
the subatomic world is constructed from just this one kind of particle and 
hence that the existence of the entire macroscopic world is the eff ect of the 
behavior of these strings. A successful superstring theory would have to 
explain why we experience only four space-time dimensions instead of 11 
(or maybe instead of many hundreds). Apparently these physicists believe 
that the superstring theory as an objective description may give us a true 
picture of the fundamental laws and entities of nature. 

 However, these physicists take their theories to be understood as an 
objective account of the constituents of the micro-world. Today, most 
physicists and philosophers share the same view concerning all scientifi c 
theories, though many of the models operate with unobservable objects 
and properties transcending all possible sense experience. It is commonly 
thought that the permanency and regularity of observed phenomena can 
be explained only by postulating the existence of so-called “theoretical 
entities” or fundamental structures beyond what can be the objects of 
our immediate experience. Here it is assumed that the business of science 
demands revealing the laws and hidden structures behind the phenom-
ena, and in doing this, despite our cognitive limitations, science aims to 
provide us with a true or approximately true description of reality. 11  By 
and large, science is regarded as able to meet this demand in virtue of well-
established methods and practices. 

 Th is view of the relation between a scientifi c theory and its domain of 
reality seems to have excellent support as long as it gains that support from 
theories concerning observables like those of classical mechanics. But after 
the arrival of the theories of relativity and, especially, quantum mechan-
ics in the beginning of the last century—theories departing signifi cantly 

11   I think that the usual interpretation is that science aims at such a description, but has not yet 
attained it; we have some approximation to the truth, but not the “fi nal” or “ultimate” truth of the 
matter. Th e part that I fi nd most problematic about this common characterization of the realist 
attitude is that it silently moves from asserting that science provides  a  true description of reality to 
the conclusion that science provides the one-and-only true description. I think one can still call 
oneself a “realist” and assert that there are a multitude of possible true descriptions—because nature 
still determines what is true—each appropriate or somehow useful for a particular context. 
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from the conception of classical physics—an ongoing debate among phi-
losophers has been about whether or not science tells us a true story of the 
world. It is even reasonable to say that this debate was already going on 
in nineteenth-century debates over atomism, thermodynamics, and elec-
trodynamics and that the revolutions of the twentieth century just exacer-
bated this problem. At the end of the nineteenth century, physicists, like 
Ernst Mach and Wilhelm Ostwald, questioned the reality of what could 
not be directly experienced such as atoms and fi elds. Accordingly, hypoth-
eses about invisible entities could not be true, although they might have 
thought-economic value and some kind of predictive power. However, 
during the fi rst two decades after the turn of the century almost all physi-
cists came to accept that the dispute was scientifi cally settled in favor of 
the atomic hypothesis. Mach’s phenomenalist approach to the existence of 
atoms was therefore no longer a live option among those physicists who, 
in the 1920s and 1930s, were debating the interpretation of quantum 
mechanics. 

 Th us, the classical dispute between Bohr and Einstein was not a debate 
about whether or not atoms are real. Neither of them doubted the exis-
tence of the atomic world. Th e issue they debated concerned how to 
describe this world unambiguously. For Einstein “Physics is an attempt 
conceptually to grasp reality as it is thought independently of its being 
observed. In this sense one speaks of ‘physical reality.’” 12  Bohr, on his side, 
maintained “Indeed…physics is to be regarded not so much as the study 
of something given in advance, but rather as the development of methods 
for ordering and surveying human experience. In this respect our task 
must be to account for such experience in a manner independent of indi-
vidual subjective judgment and therefore objective in the sense that it can 
be unambiguously communicated in the common human language.” 13  
What distinguished Bohr from Einstein was what each assumed about 
when a description of atoms can be regarded as meaningful and what the 
conditions are under which such a description is unambiguous or not. 

12   Einstein (1949), n.3, p. 81. 
13   Bohr (1963), p. 10. Th e original English text has ‘a priori given’ instead of ‘given in advanced.’ 
However, ‘a priori’ gives wrong philosophical associations as something existing in the mind prior 
to and independent of experience. Neither does ‘a priori’ match Bohr’s Danish words ‘på forhånd 
givet,’ which means something exists pre-structured or pre-established prior to its experience. 
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Einstein stood fi rm with realism as it was built into the foundation of 
classical physics, believing that statements ascribing properties to atomic 
objects are meaningful, even when it is empirically impossible for us to 
determine whether or not such a predication is true. Th e EPR argument 
provides an especially straightforward argument in support of this realist 
notion of truth conditions. In contrast, Bohr believed it is meaningless to 
ascribe properties to atomic objects if it is, in principle, impossible for us 
to justify the truth of such a description. Th e only situations in which the 
predication of a conjugate variable to an atomic object can be justifi ed 
are those cases in which we can refer to the value of such an observable in 
the context of a certain measurement. Th is is what Bohr meant when he 
emphasized that the quantum mechanical formalism applies only given 
certain defi nite experimental conditions. 

 Although they followed diff erent lines of reasoning from that of Ernst 
Mach and Wilhelm Ostwald, some contemporary philosophers argue 
against reasoning from the purely empirical success of a theory to any 
metaphysical commitments to imperceptible entities postulated by that 
theory, and consequently to the idea that empirically successful scientifi c 
theories reveal the underlying structures of the world. For instance, their 
eff orts to moor all knowledge to a physicalistic and a non-metaphysical 
foundation, the logical positivists denied that scientifi c theories represent 
any hidden structures of nature, since every claim about theoretical enti-
ties could in principle be translated into claims about observation. 

 After the 1960s the decline of positivism gave an opening for scientifi c 
realists, like Karl Popper, to defend the opposite claim in their criticism of 
the positivists’ program. But now the debate moved from a polar to a trilat-
eral format, for at the same time other philosophers like Th omas Kuhn and 
Paul Feyerabend—equally critical of positivism—argued that the incom-
mensurability of scientifi c theories disproves the contention that science 
comes closer and closer to the truth. A generation later, Bas van Fraassen 
formulated an updated defense of the positivist view freed from its “linguis-
tic straight jacket,” which he called “constructive empiricism,” and which 
generated a fi erce discussion between the adherents of these two rival realist 
and antirealist views. Since then, the debate over science’s ability to describe 
reality has seesawed back and forth. 

 Th e central philosophical problem in the recent discussion is whether 
or not there are convincing reasons to believe that all those aspects of a 
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scientifi c theory that do not refer to anything observable, and thus that 
are not directly empirically accessible, are a true description of reality. On 
the one hand, scientifi c realists argue with a few exceptions that the aim 
of science is to produce a true or an approximately true description of the 
world as it is independently of our cognitive powers. Science mainly is 
concerned with searching for truth. In connection with this assumption, 
when there are good reasons for accepting of a theory, it is reasonable to 
believe that it is true. As grounds for their position, scientifi c realists put 
forward arguments such as inference to the best explanation, the principle 
of a common cause, and the success of science. On the other hand, the 
opposed view of antirealism asserts that the aim of science is to provide 
us with theories that are merely empirically adequate, that is, theories 
that only give us an account of what we can observe, just as it claims that 
nothing other than empirical justifi cation takes part in the acceptance of 
scientifi c theories. Usually such an assumption is associated with empiri-
cism. Th e vindication of antirealist views is commonly based on infer-
ences by historical induction, on arguments for the underdetermination 
of scientifi c theories by empirical data, and on arguments for the incom-
mensurability of scientifi c theories. 

 Indeed, the current debate is more complex than I indicated above: 
realists may be further subdivided into those supporting entity realism 
with the kind of arguments used by Ian Hacking and Nancy Cartwright, 
those defending theory realism in the manner of Richard Boyd and Stathis 
Psillos, and those advocating structural realism like James Ladyman and 
Steven French. In general, entity realists consider themselves as scientifi c 
antirealists with respect to theories in contrast to scientifi c realists, whereas 
some empiricists do not regard themselves as scientifi c antirealists. Th is 
might, for instance, be Hans Reichenbach and Wesley Salmon. Th ere are 
really many sides in this debate as characterized by Richard Boyd long 
ago 14 : empiricist realists, empiricist antirealists, and constructivist antire-
alists, entity realists and structural realists. Of course, each has its favored 
argument against the others. 

 Th e debate between realists and antirealists has far-reaching infl uence 
on our understanding of scientifi c progress. Realists believe, in general, 

14   Boyd (1985b). 
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that science comes closer and closer to what is true because of the methods 
that scientists have at their disposal for making rational choices between 
alternative theories, while antirealists often believe that truth is relative to a 
particular conceptual framework, owing to the fact that they have eventu-
ally abandoned the earlier idea that there is a neutral observational founda-
tion from which various frameworks can be evaluated. Th ese antirealists 
also assert that all frameworks are equally acceptable: Th ere is no progress 
other than greater empirical adequacy. In their most radical forms of social 
constructivism antirealists become relativists with respect to theory choice, 
asserting that not objective facts but only historical, social, and cultural 
circumstances determine which scientifi c theories are held to be true. 

 Well, this characterization of antirealism may sound like there is a con-
tinuum of antirealisms from Bas van Fraassen to Andrew Pickering, but 
that is not exactly on target. Th ere is a signifi cant diff erence—which does 
not admit of degree—between true empiricists, i.e., those who think the-
ory choice is normally or ideally settled by empirical evidence, and those 
who think empirical evidence cannot ever settle theory choice and that 
the real reasons for theory choice are social or economic or what have you. 
Among the empiricists, some who accept inference to the best explana-
tion, including some pragmatists, think that the best explanation for the 
agreement between theory choice and evidence is that the theory is at 
least approximately true. Others, like van Fraassen and other pragmatists, 
are empiricist antirealists, and they typically fi nd the inference to the best 
explanation question begging. (Of course, there are or were rationalist 
realists like Descartes, but I think that species is now extinct, and I guess 
rationalist antirealists are normally idealists.) But the typology of real-
ists and antirealists, and how they relate to the history of empiricism and 
rationalism, and to pragmatism, is not particularly obvious or clear-cut. 
Perhaps some kind of chart comparing the views of Machian phenomenal-
ism, the logical positivists (both realist and non-realist), the Popperians, 
instrumentalists (or operationalists), constructive empiricists, pragmatists 
[both realist (Brian Ellis) and not (Richard Rorty)], and constructivists (of 
a variety of types) is almost impossible to draw. It is really quite a diverse 
spectrum, which demonstrates that there are not one but many images of 
science. 

 At the same time that philosophers of science have been debating real-
ism and antirealism with respect to interpreting the scientifi c description 
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of nature, there has been a parallel debate among philosophers of  language 
about the same basic issue with respect to what constitutes linguistic 
meaning and truth. In fact, both, partly separated, debates have their roots 
in methodologically diff erent approaches to the realist and the antirealist 
ways of thinking. Realists take their departure from their goal of justify-
ing an ontological description of the world. Th ey then try to elaborate 
a semantics and epistemology conforming to their metaphysical analy-
sis. In contrast, the antirealists attach much more weight to epistemology 
and the analysis of the relevant conditions under which we have reliable 
knowledge, which they subsequently uses to develop both a semantics as 
well as an ontology. Th e opposition between these diff erent philosophical 
agendas reappears in the debate concerning realism and antirealism in the 
modern semantic clothing in which Michael Dummett has dressed it. 

 Dummett argues, on the one hand, the antirealist claims that truth 
is somehow connected with our cognitive abilities, namely what we can 
legitimately (or justifi ably) hold as true depends on the grounds we can 
cite for believing or accepting it to be true. Th e ground, which entitles us 
to hold that something is true, is usually taken to be a body of empirical 
evidence. So, on the basis of that assumption, the antirealists can claim 
one of two things: they may consider the truth of a certain belief as some-
thing that we are justifi ed in holding either in virtue of our  actual  grounds 
for holding the belief, whether it is true or not, or in virtue of all possible 
grounds assuming we have infi nite time and perfect epistemic conditions 
at our disposal. Truth is what is decidable either by direct observation or 
by a reliable procedure of inquiry. 15  For the realists, on the other hand, 
this is no requirement. On their view, truth is determined by the rela-
tionship between our beliefs and the reality, quite independently of the 
question of whether or not we possess proper means to decide their actual 
truth value. Th us, a proposition can easily be true without its content 
of truth being acknowledged—or justifi ably asserted. Later I return to 

15   Unless you already know what is in fact true, one may ask how you could know that any proce-
dure is in fact reliable. Th e best you could do was to show that for a procedure that made predic-
tions that could be known by direct observation, in the past, predictions made using this procedure 
were subsequently verifi ed by direct observation, so we are inductively inferring that this procedure 
will be as predictively successful in the future as it was in the past. Ultimately direct observation is 
the only epistemic criterion for truth. 
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Dummett’s semantic distinction to see how evolutionary naturalism falls 
in between realism and antirealism in its treatment of truth and meaning.  

1.3     Kant’s Metaphysical Dualism 

 Historically, the metaphysical dispute about our knowledge of reality goes 
back to the breakthrough of modern science in the Renaissance, and espe-
cially Descartes’ methodological solipsism, which created a dualism between 
the knowing subject and the object known. For Descartes positive knowl-
edge of the world is confi ned to judgments based on clear and distinct ideas 
grasped by reason. No subject can gain a posteriori knowledge about the 
world as such, but merely a sensory representation of it that turns out to 
be quite diff erent from the real world of entities possessing only primary 
qualities. Th e immediate object for our sensory cognition is an “internal” 
representation of what is given in sensory intuition. Th e culmination of 
this segregation of the mind and the world is reached with Kant’s distinc-
tion between reality as it appears to us, organized and structured by the 
categories of the mind, and reality as it is in itself, transcending any possible 
kind of understanding. Of course, there is no scientifi c understanding of 
things-in-themselves with the faculty of pure reason, but the transcendental 
ideas have a regulative role. Th is duality is common to both Kant and the 
British empiricists. Th e diff erence between them is that Hume denies that 
the content of the mind, in the form of sense impressions, can give us cer-
tainty for asserting true belief claims about the nature of the external world, 
whereas Kant argues that the coordination of the sense impressions by the 
a priori forms of intuition, together with the subsumption of phenomena 
under the a priori categories of understanding, gives us genuine knowledge 
of the external world as it appears for the knowing subject, but not such 
knowledge of the external world existing independently of this subject. 

 It is, indeed, debatable what Kant understood by his distinction 
between sensory appearances, as part of the phenomenal world, and 
things-in-themselves, as part of the noumenal world. Sometimes he 
expresses himself as if appearances are not mental entities but material 
objects as they are known to us, but very often he refers to them as noth-
ing but phenomenal presentations. For instance, when Kant characterizes 
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himself as a metaphysical dualist by being an empirical realist as well as a 
transcendental idealist, he does so in a way that makes the empirical real-
ist looks very much like a phenomenalist: “Matter is with him [the tran-
scendental idealist] only a species of representations (intuition), which 
are called external, not as standing in relation to objects  in themselves 
external , but because they relate perceptions to the space in which all 
things are external to each other, while yet the space itself is in us.” 16  But 
if space is in us, then so is matter as pure representation. “In our system…
these external things, namely matter, are in all their confi gurations and 
alterations nothing but mere appearances, that is, representations in us, 
of the reality of which we are immediately conscious.” 17  

 Any interpretation must give Kant benefi t of the doubt and make his 
thoughts as coherent as possible. Taking this principle into account, it 
seems to me that Kant explicitly denies that phenomena are merely sub-
jective; the phenomenal world is real, not ideal. He clearly thought of 
himself as an empirical realist. But I would not say that for that rea-
son he thinks that phenomena  are  material objects, for being a material 
object is itself a concept of the understanding; materiality is subjective, 
but phenomenal objects are real. Th is may very well be an inconsistent 
position—at least history read Kant as an unstable state for philosophy, 
which quickly decayed into idealism. 

 Kant’s conception of the thing-in-itself ( das Ding an sich ) is equally 
ambiguous. On the one hand, he seems sometimes to regard the thing-in- 
itself as a transcendental object independent of our knowledge of it. In that 
case things-in-themselves should not be regarded as the unknowable ‘exter-
nal’ causes of the mental appearances, since this would be an application 
of the concept of causation outside the sensuous range of understanding. 
On the other hand, time and again he speaks about things-in-themselves 
exactly in this fashion. “Th e understanding in limiting sensibility…thinks 
for itself an object in itself, but only as a transcendental object which 
is  the cause of appearance  and therefore not itself appearance, and which 
can be thought neither as quantity, nor as reality nor as substance, etc.” 18  

16   Kant ([1787]2007), A 370. 
17   Ibid., A 371–A 372. 
18   Ibid., A 288/B 344. 
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Afterwards one cannot see how Kant can say something like this without 
believing that he needed the thing-in-itself as a causal counterpart to the 
mental appearance. Kant addressed Hume’s metaphysical skepticism by 
claiming that the phenomenal world, in contrast to the world-in-itself, 
is not ontologically diff erent from our mental representations formed by 
applying the categories of the mind to the sense impressions. Nevertheless, 
Kant argued for the existence of things-in- themselves based on metaphysi-
cal reasoning: partly, as Descartes had done before him, by assuming that 
the cause of our mental presentation has its ‘external’ grounds in some-
thing that is not directly sensed and partly as a limiting notion of a thing 
that is not an object of sensuous intuition. 

 Perhaps it is not fair to say Kant was a phenomenalist, which would 
make him a skeptic about the  reality  of an external world. ‘Matter’ is also 
‘in us’ because it is, in eff ect, a category of the understanding. Th e key 
notion here is not ‘matter’ but ‘externality.’ Th e thing-in-itself, of which 
we can form no representation, is by defi nition the  external  thing that 
grounds the phenomenal object as not merely subjective. I think the best 
we can say for Kant is that he did not consider the “grounding” rela-
tionship between appearances and things-in-themselves as akin to what 
he called “causality,” because for him causality was in eff ect Newtonian, 
mechanical causality between presentations in space and time; thus, 
when he speaks of the noumenon as the grounds of the phenomenon 
he has in mind something quite diff erent from what he called “causal-
ity.” However, Kant’s project is quite diff erent from most people today 
who would accept the point of his Copernican revolution. To show how 
synthetic a priori knowledge is possible Kant has to prove the universality 
and necessity of his concepts; no Darwinian-oriented philosophers would 
undertake such a task. Th e concepts are neither universal nor necessary 
but the product of natural selection, which exhibits neither of those char-
acteristics. So Kant’s strictures on the use of causality (which he violates 
in the passage just quoted) need not apply to today’s naturalist/pragma-
tist outlook. However, according to this outlook, Kant is not justifi ed in 
believing that something of which he can form no representation exists. 

 Contrasting with his characterization of the transcendental idealist, 
Kant placed the transcendental realist, who also is a dualist in virtue of 
being an empirical idealist: “After wrongly supposing that objects of the 

1 Evolutionary Naturalism 17



senses, if they are to be external, must have an existence by themselves, 
and independently of the sense, he fi nds that, judged from this point of 
view, all our sensuous representations are inadequate to establish their 
reality.” 19  But because both of them are dualists, then neither the tran-
scendental realist nor the transcendental idealist is able to establish the 
one-world view in which our sensory representation of the world is also 
the external world as we possibly can represent it. To overcome dualism, 
and the skepticism following from it, we need a philosophical argument 
according to which reality at least includes the phenomenal world as we 
experience it. 

 Modern philosophers have generally proposed two opposed strategies 
in order to satisfy the Cartesian quest for fi nding a reliable procedure of 
inquiry into the external world. Th e fi rst suggests that science, in par-
ticular through relativity theory and quantum mechanics, has overcome 
the Kantian distinction. According to this strategy, these sciences show 
us that part of reality lies behind what can be seen with the naked eye. 
Especially the use of mathematics in science yields a representation of 
how things really are independently of our experience of them. Physics 
need not rely on any sensuous representation in order to characterize the 
external world. Th e world of modern physics is the real world as it is in 
itself. Th e other strategy claims that reality is by necessity restricted to 
what in principle can be perceived by human sense organs, a view that 
in its ultimate and most extreme form restricts reality to our subjective 
impressions (subjective idealism) or the immediately given phenomenon 
(phenomenalism). However, neither strategy makes much sense from a 
Darwinian perspective because both mathematics and sense impressions 
are results of human evolution.  

1.4     Evolutionary Epistemology 

 Over millions of years, biological selection adapted hominids’ cognitive 
powers to meet the sensory input from the external world. Before the 
evolutionary tracks of hominids and the other primates diverged, most of 

19   Ibid., A 369. 
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the sensory mechanisms, including those that detect colors, had already 
evolved. Other mammals have little or no color vision. Most of them, 
like dogs, for instance, are dichromats, having only two types of cone 
cells in their retina, in contrast to humans, who are trichromats. Th is 
enables the dog to distinguish blue from yellow, but not red from green. 
However, this does not imply that a red berry is not really red or that red 
berries are not sweet and juicy. 20  For human beings colors are empirically 
real properties. Th ey make a diff erence to us in how things really are in 
our sensory experience and in the way we perceive, act, and think about 
them. Red berries can be seen on a background of green leaves and signal 
readiness to be picked and swallowed. But according to contemporary 
scientifi c theory there is more to the story than this. Colors appear as they 
do because of the way we are adapted to present to our consciousness 
information about the surfaces of the objects in our environment caused 
by the interaction between our optical sense organs and electromagnetic 
radiation. Investigation has shown that colors do not have the nature that 
naïve realism attributes to them. Naïve realism treats colors as having a 
simple directly experienced nature; we simply see that something is red; 
we do not get it from something else. However, scientifi c inquiry reveals 
that colors are the causal result of how things’ surface structure appears 
to us in the presence of light and the properly functioning neurons in 
the human brain. 21  Colors are epistemologically simple, but ontologically 
complex. Some might take this to indicate that the sciences deal with 
Kant’s colorless things-in-themselves after all, but such a conclusion does 
not follow. 

 For science to establish that colors can be associated with how sur-
faces refl ect light waves, and that color qualia may be associated with our 
sensory capacity to transform electromagnetic radiation into perceptual 
information, one cannot strip colors from the scientifi c image of nature. 

20   One might ask which red is real, the physicist’s red as the ability to refl ect light of a certain fre-
quency or the empirical red delivered by my senses? However, there is no physicist’s red but only a 
physicist’s and a neuroscientist’s explanation of why red is empirically real. 
21   Th is train of cause and eff ect takes us only as far as the excitation of neurons in the brain. It is 
another step from that neurophysiological event to the red qualia that enters into my conscious-
ness; there is nothing that is “red” in my brain, but there is a very real empirical red experienced by 
my consciousness (a.k.a., my “mind”). Th is is the big issue, though not entirely unexplainable in 
my opinion (Faye, 2013). 
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Th ese qualities are just as real as anything else scientists work with. In the 
right season cherries have green leaves and red berries not only for the sci-
entifi cally unschooled, but also for the horticulturalist and the evolution-
ary botanist. It would be absurd to suggest that colors, sounds, tastes, and 
odors do not exist in spite of the fact that the human species is adapted 
to experience these qualities. Th is much we are told by biology. It is only 
when science begins to ask questions about how perception of colors is 
physically caused that color is no longer glued to the surface. Th e physical 
sciences tell us that perceptual qualities are much more complexly created 
than naïve realism imagined. Even so, the physical sciences have to carry 
out their investigation within the scope of our naturally evolved sensory 
capabilities including the ability to see red berries in the proper light. 

 Humans and chimpanzees have between 98 and 99 percent of their 
genes in common. Th is means we share with chimpanzees many physi-
cal similarities as well as cognitive similarities. Th e shared cognitive 
mechanisms include (1) non-linguistic concept formation, i.e., thinking 
about kinds as well as numbers; (2) simple addition and subtraction; 
(3) imagination; (4) inductive reasoning; (5) deductive reasoning; (6) 
causal understanding; (7) error fi nding; (8) spatial-temporal awareness, 
(9) a realist instinct, i.e., the capacity of distinguishing between bodily 
internal from bodily external information, and perhaps (10) a theory of 
(other) minds, i.e., knowing both one’s own intentions and the inten-
tions of other members of one’s species. 22  Th ese capacities have evolved 

22   See, for instance, Boysen (1993); Boyson & Hallberg (2000); Vlamings, Uher & Call (2006); 
and Matzuzawa (2007). Animals and birds may have intentions without being consciously aware 
of these intentional states. Some researchers, like Hare, Call &Tomasello (2001), believe that chim-
panzees possess a theory of mind as an intervening variable such as being aware of their own inten-
tional states as well as imputing intentions and knowledge to others; other researchers like Povinelli 
and Vork (2004) claim that all data can be explained as behavioral abstractions because of separate 
associations between singular types of perception and singular types of behavior. See Shettleworth 
(2010) pp. 441 ff . for a thorough review of the research data in this area. As she correctly remarks, 
“In the classifi cation of intentional states, theory of mind implies second-order intentionality” 
(p. 441). However, I think from an evolutionary point of view it is much more behaviorally effi  -
cient to be aware of one’s thoughts and wishes as an intervening variable between diff erent types of 
thoughts and diff erent types of behavior rather than to behave on association of singular type of 
thoughts with singular types of actions. It is, of course, an empirical question whether or not an 
animal possess self-awareness and other-awareness, but I would be surprised if at least the great apes 
(and perhaps birds like ravens) do not possess some limited awareness of their own mental states as 
well as others.’ 
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adaptively as cognitive mechanisms for handling sensory information. 23  
What we and the chimps do not have in common is an advanced capac-
ity of refl ective thinking, the use of language for communication, oral 
as well as written, and an advanced capacity of mathematical reasoning. 
Refl ective thinking and language gave human beings not only the ability 
to contemplate their own cognitive practices, but also the ability to reify 
or hypostasize their own thoughts. Some researchers believe that many 
components of human linguistic ability can be found in other species 
as part of their natural communication system, yet in the evolution of 
human language these components have become uniquely co-adapted for 
linguistic communication. 24  

23   Th ere are two possible interpretations to what I am saying: (1) human and chimp cognitive pow-
ers are ‘homologous,’ i.e., derived from a common ancestor, and this explains their similarity, or (2) 
the two are ‘analogous’ or ‘convergent’ where evolution selected the two forms separately because 
they both proved positive adaptations for tasks the organism faced, i.e., the similarity occurs not 
because of common ancestry but because of common needs and environments. I think it is combi-
nation of the two, partly because chimp cognitive powers will also have evolved after the separation 
from their common ancestry with humans, but this is all together an empirical question. 
24   Chomsky (2004) and (2005) has suggested that the evolution of language was a very discontinu-
ous process taking place as a single mutation around 100,000 years ago. For him, language ability 
consists of being able to construct and understand recursive data. Hence, Hauser, Chomsky & 
Fitch (2002) fi nd that this ability defi nes the faculty of language in the narrow sense (FLN), 
whereas all perceptual, motor, and cognitive abilities that contribute to language but are shared 
with other species belong to the faculty of language in the broad sense (FLB). It has indeed been 
shown that the protein FOXP2 aff ects language learning as malformation of the FOXP2 gene 
causes loss of language skills, but the protein is to be found in animals as well as songbirds. Th e 
protein in humans is distinct from those observed in chimpanzees by the substitution of two amino 
acids, in mice three, and in songbirds seven amino acids. Others such as Pinker and Jackendoff  
(2005) point out that this disposition evolved more gradually on the basis of many mutations and 
that the precursors of language in general are not to be sought among non-human primates. Here 
it is worth noting that ever since chimpanzees and bonobos shared a common ancestor with 
humans about 5–7 million years ago, natural selection has been eff ective among their as well as our 
ancestors. So it is not at all certain that their manner of communication and our language ability 
are genetically linked particularly closely. Th e Danish linguist Ib Ulbæk (1998) thinks that lan-
guage has not evolved from earlier primates’ ability to communicate, but from their cognitive abili-
ties, i.e., as a non-linguistic understanding of their surroundings in the form of remembrance, 
recognition, and performance. In my view, Ulbæk correctly suggests that cognitive development 
from early primates to  Homo sapiens  has proceeded fairly gradually, while language ability has 
evolved in spurts. Th is hypothesis fi ts well with the notion that concept formation phylogenetically 
precedes language formation. In order for language to develop, a number of anatomical and physi-
ological traits had to be in place. Upright walking not only freed our human ancestors’ arms and 
changed the shoulder blades, so we can throw overhand, but it also opened the pharynx and oral 
cavity. Today, it is estimated that about 100 diff erent muscles are included in speech from the air-
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 So the result of the cognitive adaptation of human perception was 
later embodied in the basic rules and categories of human languages. 
However, in order to be of any use for interaction with the environment, 
perceptual information had to be processed and compared with earlier 
stored information. Th e ability to compare sensory information had a 
higher survival value if it was not always carried out automatically but 
sometimes happened deliberately by conscious refl ection. As a result per-
ceptual concepts became blended with concepts created by our ancestor’s 
imagination. Th e development of a language of perception supplemented 
with a language of refl ection eventually caused us to grasp the world in 
metaphysical terms of space, time, thing, event, property, and causality 
and to structure our description of the world in the way in which these 
terms were interrelated by our basic conceptual framework. Today we 
use our natural language to express our particular beliefs about everyday 
states of aff airs. Languages as such are neither true nor false, but they sup-
ply us with the power of making true or false assertions about the entities 
posited by the senses as well as about what we directly sense. In order 
to make such claims, we need some linguistic exit and entry rules (the 
arrows of reference), which identify the spoken-about entities, and those 
rules are therefore analytical although originally empirically attained. 

 As a Darwinian I claim that biology reveals the grounds for an ontologi-
cal understanding of our everyday knowledge. Th e existence of the reality 
we experience proves itself conditionally by taking Darwin seriously, as 
Michael Ruse urges us to do. 25  Common-sense realism is justifi ed by its 
immense survival value. If we did not trust our senses and the information 
about an external world that they reveal, we would have been gone long ago. 
Our sensory capacities, and the “trust” we place in them, co-evolved; one 
could not have evolved without the other. While natural selection does not 
determine that an organism will evolve in a certain way (because variation 
is “random”), it does bar certain possibilities from ever evolving. Evolution 
by natural selection, including the evolution of the cognitive mechanisms 
of the human species, implies that the capabilities of our conceptual and 

ways to the lips. In addition, many social competences had to be in place as well before the ability 
of language could evolve. 
25   Ruse ([1986]1998). Th e title of this book is  Taking Darwin Seriously . 
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linguistic resources were constantly adapted to material conditions outside 
our body and mind. Consequently, the distinction between an external 
world existing independently of any human being and the thoughts and 
beliefs that human beings hold about this world naturally evolved. I hold 
that this distinction between what refers and what is referred to is a pre-
condition for a theory of meaning for any natural language. Knowing the 
meaning of a statement in any such language is equivalent to being able to 
form what the community, typically, believes to be a true sentence about 
reality, and knowing reality (as well as knowing one’s thoughts and beliefs) 
seems to be equivalent to the ability to state what the community takes to 
be the appropriate true statements. Yet, it is open for debate how far mean-
ingful statements about nature can transcend possible experience and still 
truly express entirely objective states of aff airs. 

 Indeed, we need an ontological distinction between a knowing subject 
and the object known simply because our thoughts and beliefs are logi-
cally distinct from what they are presumably about. Although no subject 
may be thinking about or perceiving an object, this does not imply that 
it does not exist. Nor does thinking of it, or even allegedly perceiving it, 
imply that it does exist. Th e dichotomy between the external world and 
the species-specifi c apprehension of it can be overcome by virtue of an 
ontological commitment to the externality of the cause of what episte-
mologically may appear to be its internal eff ect. Th is ontological com-
mitment requires that a Darwinian epistemology replace the Cartesian 
epistemology. We are biologically adapted to makes a distinction between 
entities that are regarded as external and as internal. For, as a matter of 
fact, a normal (i.e., non-hallucinatory) sensuous  presentation  is compre-
hended under the category of material objects (and not sensory appear-
ances). Th is category has evolved in pre-scientifi c cognitive practice and 
eventually is expressed in terms of our natural language. Natural language 
has evolved as a means of communication that enables us to express our 
ideas, thoughts, and beliefs at the same time as such expressions may also 
designate an external world. It has the power to express our immediate 
experiences, while at the same time it signifi es what this experience is 
about. So the use of a natural language commits us ontologically to an 
external world, as the world is described in terms of what we experience 
it to be. 
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 So the traditional epistemology, which we can trace back to Descartes, 
distinguishes between subjective and objective knowledge by claiming 
that the subjective and the objective are not the same, nor do they have the 
same properties. Subjective knowledge is about the mental apprehension 
of an object that is  caused  by the non-apprehended or ‘external’ object. In 
contrast, objective knowledge is apprehension-independent. It refl ects the 
object as it really is by describing it in terms of defi nite self-determined 
properties. But Darwinian epistemologists deny all this tradition. To them, 
the distinction between objective and subjective knowledge is disastrous. 
Instead, they maintain that natural selection has empowered us with the 
ability to separate an external world from an internal world, but it is still 
such that the external world is grasped in terms of species-dependent cat-
egories just as much as the internal world. According to them, we cannot 
have knowledge of a species-independent world as it exists absolutely in 
and by itself. Whatever knowledge we have of an external world must 
depend on who we are and be based on how we are adapted to experience 
it. Regardless of whether we describe the external or the internal world, 
we may give a mind-independent description of it, but that description, 
because it is  we  who give it, must necessarily be species-dependent. 

 Th e distinction between an objective, mind-independent domain of 
things-in-themselves, on the one hand, and a subjective, mental, world 
of sensory appearances, on the other hand, so saturates the Cartesian- 
Kantian tradition in epistemology that it can be extremely hard to 
formulate any alternative. (Actually the ancients already had an alterna-
tive, which has no reference to the objective-subjective dichotomy; it is 
Aristotelian science.) Th e evolutionary naturalist is a common-sense real-
ist distinguishing the external from the internal world and by claiming 
both that the world we perceive to be separable from our direct experi-
ence of it is external and that the world we perceive to be inseparable 
from our direct experience of it is internal. We may say then that external 
things experienced to be separable from consciousness have an “objec-
tive” or “mind-independent” existence. If this is the full meaning of these 
terms, it seems quite unproblematic. However, the evolutionary naturalist 
also maintains that all knowledge of the external world as well as of the 
internal world is species-dependent. If the terms “objective” and “mind- 
independent” are used to refer, inclusively or exclusively, to objects beyond 
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our species-dependent power to observe, then the evolutionary naturalist 
would say that only things-in-themselves can have that status. But we 
cannot have knowledge of what we do not have the power to somehow 
observe, since we are adapted to have only that information we come 
to possess as a causal eff ect of the interaction between the electromag-
netic fi eld and certain neurons in our sense organs. So, given the species-
dependent nature of all human knowledge, the notion of a thing-in-itself 
apart from how any organism cognizes it does not really make sense from 
a Darwinian point of view. Th e Darwinian insists that if ‘objectivity’ is 
taken to be equivalent to ‘mind-independent,’ and the latter is considered 
to be equivalent to ‘species-independent,’ then no human being can pos-
sess that kind of ‘objective’ knowledge. However, ‘objectivity’ and ‘mind-
independency’ are sometimes associated with ‘intersubjectivity,’ in which 
case we mean only that this knowledge is independent of any particular 
individual mind. Th is raises no concern for the evolutionary naturalist 
since all knowledge that is intersubjectively established is species depen-
dent. In this cognitive sense, both the external as well as the internal state 
of aff airs can be said to ‘exist objectively’ in the world. 

 Nevertheless, science makes extensive use of abstract concepts, which seem 
to have no direct connection to our experience of an external world. Do not 
at least some of these concepts stand for a representation of an objective real-
ity beyond an experiential presentation of the external world? I would take 
some of the abstract concepts that are (normally) believed to represent an 
external world to be substantive concepts representing entities, their proper-
ties, or their behavior, e.g., atoms, electron spin, or pair annihilation. But 
truth is also an abstract concept. ‘Truth’ is a “second order” concept in the 
sense that it is about the relation between these substantive concepts and the 
things they may or may not represent. I shall argue that our evolutionary her-
itage puts a restriction on the scope of a realist interpretation of science. I hold 
that the concept of truth contains a certain epistemic element because the 
concept itself is an abstraction from our innate ability to distinguish function-
ally between successful and unsuccessful beliefs: Th us, what makes a belief 
true or not depends on our ability to establish the existence of a truth relation 
between that belief and what makes it true. I contend that the truth relation is 
external rather than internal: external states of aff airs make our beliefs true or 
not, only because they can in principle be demonstrated, only because such 
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states of aff airs can be compared with other states of aff airs. In all other cases, 
our beliefs are about abstract mental constructions. How this works out in 
detail will be explained later. 

 Th us, in contrast to the classical debate between realists and instrumen-
talists, I claim that the contemporary metaphysical discussion of science 
should not target the question of whether or not so-called “unobservable” 
entities are real. My suggestion is that from a Darwinian point of view 
there is no diff erence between observing everyday things, like human 
beings, horses, and cars, and instrumentally observing scientifi c objects 
like fi elds, electrons, atoms, or viruses. Clearly, we are not adapted to see 
what is invisible to us. Here technology compensates for our lack of the 
appropriate sensory channels. Of course our belief in such invisible enti-
ties is highly dependent on our state of knowledge at any given time, but 
the observation of visible entities is just as much knowledge- dependent 
as is the observation of invisible entities. Th e proper metaphysical debate 
should be about how claims about invisible objects become true given the 
cognitive mechanics that we have selectively acquired to cope with our 
environment. Th e unfortunate distinction between visible and invisible 
entities is founded on a dualist view of representational knowledge. A 
common way of looking at the distinction is to think of the visible objects 
as the objects of sensuous representations and to think of non-perceptual 
objects as belonging to the noumenal world-in-itself. Nonetheless, I claim 
that this is an unfortunate way of looking at the problem. Whenever we 
make any claim about either visible or invisible objects, we cannot sepa-
rate the question of what endows these presumably diff erent statements 
with a truth value from the question of which epistemic constraints these 
diff erent assertions may be subjected to. 

 As we have noted, from Descartes forward the epistemological struggle 
has been about how we could justify any idea or sensation as a faithful 
 representation  of the world or how we could justify which ideas or sensa-
tions are faithful and which are not. For a long time, it was agreed that 
we need some concept of representation in the analysis of the relationship 
between our perceptions and the world. Ideas and sensations are diff er-
ent from what causes them; physical objects are logically distinct from 
the mental states that point to them. Ideas and sensations took the place 
of the real things: they became an internal substitute for external things. 
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God was, perhaps, the only being who may not have such a relationship 
to the world; in this case the world was regarded as nothing but a pure 
manifestation of his thoughts. However, nobody can compare his or her 
mental representation with the world-in-itself; one can only compare one 
idea with another idea, one sensation with another sensation. So how can 
we know whether or to what extent our ideas and sensations resemble the 
world-in-itself? Even if we hold that they do not have to be similar to what 
is represented, it is still unclear in which sense the so-called “appearance” is 
epistemically separable from the object of experience. Within the scheme 
of mental representation itself, we cannot distinguish between form and 
content. Hence, for a Darwinian, it becomes meaningless to make an 
epistemic distinction between what cannot in practice be separated. 

 Th e principles of scientifi c reasoning or methodology have their origin 
and only justifi cation in this evolutionary process of selection. Th e basic 
cognitive mechanisms, by which human beings process external infor-
mation, were selected according to their functional effi  ciency. 26  Later, 
when evolutionary selection empowered human beings with a capacity 
of refl ection, we were able to investigate consciously our own experiential 
and cognitive practices, and this gave rise to these principles of scien-
tifi c reasoning. Similarly, scientifi c theories as expressions of conceptual 
frameworks provide us with an exact language with which we can com-
municate scientifi c information in a very effi  cient way. As such theories 
are neither contingently true nor contingently false, they can, however, 
be used to make true or false statements about posited entities and the 
causal laws governing them. Th us, scientifi c theory off ers a language that 
makes the description of such entities intelligible. Here the fundamental 
laws provide us with the same exit and entry rules of the theory, since 
these laws are nothing but rule-giving statements that at the same time 
are given as analytically true, but can be known only a posteriori. 27  

 Th e focus on a Darwinian epistemology explains why the sciences 
vindicate their discoveries and assumptions as they do, as well as why 

26   Natural selection has to work with the materials that are available at that stage of evolution. What 
may evolve may be functionally the most effi  cient  given what nature has to work  with. If natural 
selection had been “given” diff erent materials to work with, diff erent—and perhaps functionally 
more effi  cient—capabilities or organs may have evolved. 
27   See Faye (2014), p. 103 ff . 
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scientists believe they possess knowledge of nature and are ontologically 
committed to the world as described by natural science. Both ordinary 
experience and science belie philosophical doubts about realism because 
our senses and powers of reasoning are selectively adapted to handling 
information about the external world such that this information becomes 
useful for actions and reactions. A Darwinian epistemology makes us 
common-sense realists and explains why this is so. If we subscribe to a 
Cartesian epistemology, and attempt to explain our beliefs in an external 
world, we face an explanatory gap between sensory appearance and a 
reality that is assumed to lie behind the appearance. A Cartesian analysis 
requires us to try to prove the reality of a world that our basic instincts 
assure us exists. But for a Cartesian the true reality is the one given by 
reason and not by the senses. Th e consequence is metaphysical skepticism 
concerning the ability of the senses or empirical inquiry to deliver true 
and warranted beliefs—given the failure of Descartes’ own strategy via the 
veracity of an infi nitely Perfect Creator. An evolutionary epistemology is 
the viable alternative that explains our capacity of knowing the world 
in terms of natural selection. But in no way is it straightforward how 
evolutionary epistemology can guide us in our search for an evolution-
ary ontology that also underpins scientifi c research. Because, as Michael 
Ruse explains to us: “We are animals using our evolutionarily acquired 
powers to delve into questions for which such powers were certainly not 
intended.” 28  Th e question is not whether scientifi c beliefs represent exter-
nal states of aff airs, observing electrons are not part of these powers, but 
how far these beliefs can be said to represent the world as it truly is. Does 
the nature of scientifi c beliefs reach no further than what we are justi-
fi ed in saying stems from the representative capacity that selection has 
bestowed on us? Or to put it in more general terms: Which beliefs do we 
impose upon experience and which do we draw from it? Th is question 
awaits a decisive answer. 

 Perhaps Cartesianism leads to metaphysical skepticism, but if that is 
so, then it seems Darwinism does too, since it denies that we can have 
knowledge of a species-independent world-in-itself. Elsewhere I have dis-
tinguished the distinction among three metaphysical positions: realism, 

28   Ruse ([1986]1998), p. 188. 
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antirealism, and agnosticism. 29  I defi ned these positions with respect to 
their contentions about things-in-themselves and the kind of knowledge 
we may have of them. If we follow Ruse’s interpretation of Kant’s things-
in- themselves, a Darwinian philosopher could not accept this kind of 
entity. Ruse believes that the Darwinian epistemology implies metaphysi-
cal skepticism. 30  In the present context, this skepticism can be associated 
with metaphysical antirealism. I think this assertion is generally correct. 
As we have noticed, Kant’s concept of things-in-themselves is notori-
ously ambiguous and diffi  cult to reconcile with his general strictures on 
the application of the pure concepts of the understanding. According 
to one reasonable interpretation, things-in-themselves are objective but 
 abstract  entities, which do not exist in space and time—hence the nou-
menal nature of their existence. Th e only entities a Darwinian will accept 
as real are those that exist in space and time, and these external entities 
are nothing but things-as-they-can-appear for us. Th ings-as-they-appear 
to us have both secondary qualities as well as primary, but the external 
things, according to classical materialism, have only primary qualities, 
and the secondary qualities are added by us. 

 In another interpretation things-in-themselves belong to an objective 
and species-independent world consisting of nothing but  concrete  enti-
ties since these entities are what cause our sensory appearances of them. 
Th ese objects could be radiative fi elds or centers of force as well as atomic 
and subatomic particles. Th erefore, their characteristics may be diff erent 
from what they immediately appear to be. So based on our experience we 

29   Faye (2002), pp. 209–114. Here I associated metaphysical realism with the claim that things-in-
themselves exist, that statements about these things-in-themselves are either true or false, and that 
we can obtain (a priori) knowledge of their truth value, whereas the metaphysical antirealism was 
associated with a denial of the ontological, the semantic, and the epistemological component of 
metaphysical realism. However, metaphysical agnosticism holds that some ontological statements 
about things-in-themselves are true or false, and we may have knowledge of these truth values. I 
further separated metaphysical agnosticism into a weak and a strong position. Of those two I 
defended a strong agnostic attitude, which I defi ned as the view that “denies that we can have true 
beliefs about things-in-themselves unsupported by any empirical underpinnings.” Today I would 
state my opinion diff erently. We can observe invisible objects only as long as we can make them 
observable to us. Hence, we do not know them as things-in-themselves but always as things-as-
they-are-experienced by us. So I agree with the metaphysical antirealist with respect to things-in-
themselves. Th ere are no such things. But I am a realist with respect to truth. Th ere are external 
truth-makers beyond our sensory experience. 
30   Ruse ([1986]1998), pp. 192–196. 
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may sometimes have good grounds for believing in such entities that are 
distinct from their visual impressions. Th ings-in-themselves would then 
count as all those objective things that cannot be seen by the naked eye 
but can be observed or, as we often say in science, ‘detected,’ by instru-
ments. If the Darwinian philosopher goes with this interpretation, she or 
he would not be a metaphysical skeptic but rather a metaphysical agnostic. 

 However, no interpretation can overcome a fundamental ambiguity. 
Th e external world contains visible as well as invisible things; this is the 
world we can either experience or observe or detect, and represent, and 
this is the world of which we can have knowledge. An objective world, in 
the sense of a world described in species-independent terms as it is in itself, 
is not something that we are adapted to understand, and therefore is not 
something we can have knowledge about, and therefore not something 
whose existence we have reason to postulate. So there is nothing to be 
agnostic about. Nothing in the account of evolutionary epistemology gives 
any reason for the metaphysician to favor agnosticism over antirealism.     
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 Evolution and Human Cognition                     

          As we all know, Darwin explained the evolution of biological organisms 
in a way that places human beings as one species alongside other animals. 
Th is is an explanation that most of us accept. Th e consequence of the 
explanation is that our present cognitive and physiological aptitudes were 
established in our long-gone ancestors and have been inherent in their 
successors ever since. Th e evolution made up our cognitive and physi-
ological possibilities, but evolution also set the natural limits for how far 
these innate aptitudes can be used. All cognitive and physiological charac-
teristics are due to biological selection and adaptation to a physical envi-
ronment on which individual organisms in general have little infl uence. 1  
What is strange, however, is that many philosophers, including some 
well-known contemporaries, ignore this Darwinian legacy. Th ey continue 
to do philosophy as if our sensory of experience and capacity of cognition 

1   Perhaps individual animals do not have much impact on the environment, but certainly there 
must be many cases where the behavior of large animal populations has had deep impacts on the 
environment. In any event, my general impression is that the view that sees evolution as happening 
within a relatively stable environment is sort of giving way to an outlook that sees organisms as 
simply more of the myriad parts of the environment itself as a whole complex system, all of which 
are in dialectical interaction with the others—both organic and inorganic—in myriad ways, which 
we are barely beginning to understand. Ultimately the whole question of a border between the 
organism and its environment seems somewhat arbitrary. 



were not the product of organic evolution. Instead these philosophers 
and philosophers of science occupy themselves with a conceptual analysis 
of propositions neglecting the fact that these propositions have a human 
origin. 

 Th e Darwinian explanation of human cognition, however, understands 
cognitive dispositions as primarily a product of biological evolution, which 
among humans eventually originates in a (co)-evolution of social and cul-
tural behavior with human organismic capacities. Th e selective develop-
ment of human cognition has conditioned conceptualization, language, 
and the very nature of human subjectivity, not the other way around. 
Neither human consciousness nor the logic of language can be consid-
ered as a precondition for human cognition. Hence the Darwinian legacy 
should warn us against that philosophical hubris of which we can easily 
become a victim, if we naively believe that science gives us some kind of 
access to the world-in-itself and that there is a one-to-one correspondence 
between the scientifi c representation of nature and nature herself. 

 In this chapter I shall defend the view that human cognitive capacities 
should be understood as a result of biological evolution and therefore that 
the scope of scientifi c understanding is limited by the sensory conditions 
to which our conception of the world has become adapted. If this is true, 
it puts severe cognitive limits on how far beyond our sensory experiences 
a realist interpretation of science is justifi ed. In the end I shall argue that 
much of what science and philosophy have to say about the world is due 
to abstraction and idealization and exists only as a construction of the 
refl ective mind. 

2.1     The Darwinian Legacy 

 When Aristotle characterized humans as rational animals he was closer 
to the truth than many of his medieval successors, not so much because 
of our capacity of rational deliberation, which some of us unfortunately 
do not share, but because he considered us as a kind of animal. It was not 
until Charles Darwin that we got an explanation of why we share ana-
tomical and physiological features together with many animals. According 
to Darwin, the human species has evolved over time from ancestors who 
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were non-refl ective animals. Hence: once an animal always an animal. Th is 
evolution can be described by three conditions that not only developed 
our bodies but also our consciousness and cognitive capacities. It explains 
human cognitive abilities as a result of a long process of variation, selec-
tion, and retention. By making the mechanism of knowledge acquisition 
a result of evolution, biology becomes a critical source for understanding 
human cognition. Th e branch of naturalistic epistemology that focuses on 
biology was dubbed “evolutionary epistemology” by Donald Campbell. 2  

 Evolutionary epistemology is a form of naturalized epistemology in 
which the focus is on understanding the cognitive capacities of biological 
organisms in terms of how these capacities developed under the processes 
of natural selection. Due to this development, well-adapted organisms 
have been able to cope with their surroundings, as long as these are sta-
ble. According to some evolutionary epistemologists, this implies that the 
universal evolutionary mechanism, by which organisms are created, is the 
same mechanism working within the evolution of cognition and within 
the products of cognition such as language, culture, and society. Th is 
universal mechanism is adaptation by natural selection. An evolutionary 
approach to epistemology is expected to answer all epistemological ques-
tions in virtue of biological organisms’ cognitive adaptation over time. 
Defenders of adaptation by natural selection, like Donald Campbell, 
strongly believe that all biological cognitive capabilities are stored imma-
nently in social and cultural development. In his work Campbell has tried 
to understand all forms of knowledge from a neo-Darwinian perspective, 
where selection is the key factor in cognitive evolution because it explains 
how our cognitive representations are fi rst and foremost adapted to the 
physical environments, but also eventually to the social and cultural 
surroundings. Natural selection works such that among variations in a 
set of similar organisms those that fi t best into the actual environment 
have the greatest chance of survival. An important thing to note is that 
the adaptation of organisms, according to this model, does not evolve 
because of instructions from the environment. Th e model is based on two 
 conditions: (1) Knowledge is regarded as the result of a selection process 
that generates and maintains the reliability of the senses and the cognitive 

2   See Campbell (1974). 
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mechanisms that process the information received through the senses. 
(2) Development of methods of reasoning such as induction, “trial and 
error” learning, deduction, and other methods, as well as development 
of scientifi c theories, is also controlled by selection processes. In other 
words, evolutionary epistemology holds that the possibility conditions of 
cognition exist in biological development. Th us this epistemology claims 
to be able to explain the results of this evolution. 

 However, in my opinion, Campbell and other adaptationists seem to 
overlook the fact that the cognitive process of advanced learning acts not 
only in virtue of a passive adaptation. Th e important fact, which Campbell’s 
approach ignores, is that the organism must deliberately act on information 
received, as this is the only way that the organism “learns” whether its rep-
resentation is successfully adapted to what is represented. Th e implication 
is that the individual organism cannot  learn  from the environment unless 
natural selection has given some of its predecessors an ability to understand 
sensory information as information about its environment. Induction, for 
instance, is not capable of working as a leaning mechanism if it merely con-
sists of  trial and error  attempts. An organism learns next to nothing from an 
accidental behavior that fails by acting in yet another accidental but unsuc-
cessful way. It is time consuming, uneconomical, and may be dangerous, 
too. A miscarried attempt and one may not get a second chance. 

 As a form of naturalism, evolutionary epistemology is fully committed 
to empiricism, but at the same time it rejects the idea that perception 
is experientially immediate (direct realism). Th e form of evolutionary 
epistemology, which I advocate, displays a selection theoretical model of 
how any given perceptual belief and its object can fi t together. According 
to Campbell, language is neither the foundation nor a prerequisite for 
cognition. It is a mistake to understand cognition as having a propo-
sitional form or as being limited to humans. Rather, all organisms can 
show behavior that refl ects their cognition of their environment. At fi rst 
what matters is not the issue of linguistic sense, but how we humans 
can share common linguistic reference and convey linguistically formu-
lated assumptions. In the evolution of human linguistic capabilities the 
 problem of reference comes temporally before the problem of mean-
ing. Th e ability of reifying our experience precedes the development of 
a language. In my view this amounts to saying that concept formation 

34 Experience and Beyond



(at least up to a certain level) occurs earlier than language formation, i.e., 
sensory-based concepts are pre-linguistic necessary conditions for lan-
guage formation. 3  

 An appeal to the biological theory of natural selection cannot be 
used directly to justify scientifi c (and other more advanced) conjectures, 
because in this case concept formation goes with language training. Th is 
requires an epistemological relevance theory of language learning. Such a 
theory must start with the assumption that the ability to speak any lan-
guage is a capacity innate to humans, while the language any individual 
actually speaks is learned empirically and changes from one culture to 
another. A number of empirical studies suggest that, for example, our 
basic color separations fi t into all languages, a phenomenon that can be 
explained only by the fact that our ability to identify colors was estab-
lished in the evolutionary history of our lineage long before our capac-
ity for language. 4  Empirical studies show color categorization exists in 
monkeys, birds, and some fi sh. Noam Chomsky has also argued that 
all human languages are characterized syntactically by a basic common 
structure that is innate. Similarly, writers such as George Lakoff  and Mark 
Johnson have pointed out that there are certain fundamental semantic 
fi gures of speech across all cultures, unlike the variety of natural lan-
guages that displays a plethora of diff erences in meaning and structures. 
Not surprisingly, human languages are a product of culture as much as 
nature. Many of our refl exively acquired assumptions are more closely 
related to linguistic meaning than to linguistic reference. 

 Overall, Campbell saw selection in one form or another as the active 
mechanism of human cognitive development. Th erefore he appealed to 
social selection rather than natural selection in order to solve the adaptation 
problem in a cultural context. Th e analogous problem for biological evolu-
tion is for example the biological form of organisms. Th e theory of natural 
selection denies that organisms’ cognitive skills can develop through exter-
nal “instructions” to the organism. It is only the environment that selects 
between diff erent phenotypes. Th e capacity of sight developed from a natu-

3   See also Ulbæk (1998) who argues that our language has not evolved from prehistoric primates’ 
communication system but from their non-linguistic understanding of their environment. 
4   Cf. Franklin  et al . (2005); and Franklin  et al . (2008). 
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ral variation among phenotypes (generic proliferation and mutations in the 
genotype) in a number of organisms among which the environment then 
“selected” some favorable variants that exhibited a phenotype with the capa-
bility to detect and focus light and so had a better chance to survive in the 
environment until they could reproduce. In this way, eyes gradually evolved 
because their function of providing useful information about the external 
world enhanced the individual organisms’ ability to survive and reproduce. 

 Of course, the function of the eye is not always optimal; thus it can eas-
ily fool us. Th erefore some beliefs acquired perceptually may be suspect. 
We do not trust these perceptions, because we trust in others—those 
perceptions that do not betray us are just not erroneous and therefore can 
be relied on. Perceptual beliefs hang together and therefore are reliable 
because of this connection. No one of them is individually infallible or 
basic but all form a system whose individual elements may eventually be 
revised. Yet we can have confi dence in most of our perceptual assump-
tions, because their relation to other perceptual assumptions establishes 
their reliability. Th erefore, we can have confi dence in the majority of such 
beliefs, while we can also revise a few of them. Yet, if certain perceptions 
deceive us it is because they lead to a misguided behavior. 

 But is natural selection a reliable mechanism for explaining how 
we can have scientifi c knowledge, i.e., theoretical knowledge that goes 
beyond what we can see with the naked eye? We must fi rst consider how 
our beliefs may adapt to what we cannot see: how can it be that in some 
cases where we cannot perceptually observe the world, it still seems to be 
possible to develop knowledge that fi ts nicely with the worlds as revealed 
in experimental science? Th e question can be answered only if we can 
reason from an individual biologically based epistemology to a biologi-
cally based social epistemology, which tells us how theoretical knowledge 
about invisible entities becomes part of our scientifi c practice. In this 
situation the environment no longer selects individual organisms, but 
where empirical facts discovered by scientists act as a selective force on 
the body of collectively accepted beliefs. 

 One proposal for understanding this kind of cognitive selection is pro-
vided by Karl Popper’s falsifi cationist methodology. He claimed that empir-
ical observations can never verify or even provide inductive confi rmation 
for any scientifi c (or other general) assumptions, but that scientifi c theories 
and hypotheses can be falsifi ed by observations. In this way observation 
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off ers a mechanism for selecting that theory that is most likely to be true. 
In a manner reminiscent of the Darwinian mechanism of selection, our 
hypotheses about the world ‘adapt’ to the world through falsifi cation. As 
long as they are not falsifi ed, one has every reason to believe them. Th e 
hypotheses that are most fi t are those that survive even the most demand-
ing tests to which science can expose them. Th erefore to show their value 
scientifi c conjectures must be constantly exposed to new serious tests 
deliberately designed to falsify them. Popper’s example of evolutionary 
epistemology is grounded in his rejection of induction as a logical method 
to identify true universal assumptions. Such universal presumptions arise, 
rather, as a result of the particular researchers’ bold guesses. Ideally the 
individual guesses of many diff erent scientists build up a pool of variations 
among the guesswork of the research community, just as new mutations 
create a series of variations in a population of genetic material. Falsifi cation 
ensures the selection of the most viable assumptions very similar to the 
environmental selection of the most viable organisms. 

 Campbell diff ers from Popper in being more open to the idea that sci-
entifi c development is guided by social selection. He wanted to go one step 
further and explain science’s adaptation to reality as a relatively mechani-
cal process in analogy with organisms’ adaptation to the environment. 
However, it is unclear how far he thinks that social selection determines 
epistemic selection. He distinguished usefully between scientifi c justifi -
cation and competition between scientifi c theories and hypotheses. Th e 
explanation of scientifi c justifi cation is based on cognitive skills acquired 
by organic evolution, but when it comes to the rivalry between the alterna-
tive theories and assumptions, Campbell seeks an explanation in terms of 
social factors. Such social factors that act as selective forces include social 
recognition, persuasion, interests, peer pressure, institutions, economic 
resources, and social power; all these factors act together in the selection 
and creation of certain scientifi c traditions and views. Th us, according to 
Campbell, the diachronic understanding of science must be at least partially 
internal, because the individual observer chooses those assumptions, which 
have been best adapted to the environment by the logic of falsifi cation, 
and the best adapted assumptions are those that have not yet been dis-
proved. 5  At the same time the understanding of science must be partially an 

5   Campbell & Paller (1989). 
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external comprehension, because the social circumstances determine which 
competing ideas survive in the long term. It is therefore not surprising that 
Campbell seeks support for social selection theory in the modern sociology 
of knowledge program.  

2.2     Setting the Legacy Straight 

 Th e strong empirical support for the Darwinian account of evolution indi-
cates that the main idea behind evolutionary epistemology is correct; now 
the most rational thing to believe is that human cognitive capacities such 
as the principles of language learning and rational thinking are already 
embedded in us as “epigenetic rules”—an expression due to the socio-
biologist Edward O. Wilson. Michael Ruse has commented that he feels 
less comfortable today in using this expression, because people invariably 
associated it with Wilson’s theory of cultural development, so he prefers a 
more neutral term like “innate dispositions” or “capacities,” and this is how 
we should read him. 6  Human cognitive abilities are “hardwired” disposi-
tions encoded in our DNA. Obviously, some philosophers might choose to 
ignore this fact and still rely on a transcendental understanding of human 
cognition, but doing so fl ies in the face of everything our empirical research 
into human nature reveals. Experience tells us otherwise. Nonetheless, 
there are reasons to refl ect on a weak version of evolutionary epistemology. 
Otherwise, the program may easily turn into a sort of scientifi c occultism. 

 Here it is necessary to distinguish between a weak and a strong evo-
lutionary program. Th e  weak program  argues that cognitive mechanisms 
such as the individual’s capacity of thinking, reasoning and language 
acquisition can and must be understood in terms of human evolution 
formed by selection and adaptation. However, the  strong program  goes 
further in that it also wants to understand collective phenomena such 
as society, science, and culture and their developments as a result of the 
same kind of selective processes. 

 Accordingly, Michael Bradie distinguishes between “Th e Evolution of 
Epistemological Mechanisms” (EEM) and “Th e Evolutionary Epistemology 

6   Cf. Ruse’s Preface to the second edition of  Taking Darwin Seriously  ([1986]1998), p. xii. 
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of Th eories” (EET). 7  Th e fi rst kind of evolution applies to individual observ-
ers, where the cognitive selection begins with an individual, and then by 
virtue of a better fi t of this particular individual’s properties to the surround-
ings the cognitive mechanism is spread to its descendants and eventually to 
the entire population. In the second kind of evolution ideas, thoughts, and 
theories are assumed to evolve in relation to social circumstances. Th e selec-
tion of ideas, and thus a better adaptation of scientifi c theories to the social 
environment, is tied to a social fi tness of these ideas in a community of ideas. 8  
Th e strong program diff ers from the weak program in that it implies that 
selection is the principal explanatory principle behind any social or cultural 
development, whereas the weak form merely holds that selection explains 
the evolution of the cognitive abilities of individual organisms. Th e weak 
program allows the major development of social, cultural, and scientifi c ideas 
to be due to deliberation and decisions and not selection. 9  In other words, 
the weak program accounts for our  cognitive dispositions  and their function; 
however, the strong program also attempts to account, at least partially, for 
the actual  cognitive content  of these dispositions in terms of biological and/or 
social selection. 

 Whether we consider the weak or the strong version, it is important to 
keep things separated that are not always distinguished. Variation, selec-
tion, and adaptation can explain the emergence of skills, dispositions, and 
cognitive principles as genetically inherited characteristics of the individual. 
It does not claim that variation, selection, and adaptation can explain the 
knowledge we actually have or are able to get. Th e knowledge we actually 

7   Bradie (1989), p. 394. Th e distinction is important because early criticisms of evolutionary epis-
temology such as Th agard (1980) were not aware of it and were therefore successful in their rejec-
tion of the blind selection of theories but had little to say about a possible acceptance of the 
selection of human cognitive mechanisms. 
8   I think there are two versions here as well: A weaker one, which claims that in cases of more or less 
empirically equivalent theories, social factors determine which is chosen, and stronger version, 
which holds that all theories create their own empirical base, by virtue of the theory ladenness of 
observation and incommensurability of standards, so empirical evidence counts for naught (or 
nearly so), consequently the only basis on which theory choice is really made is social (or economic, 
or gender-based, or religious, or…). 
9   Among the supporters of the weak evolutionary epistemology one fi nds Michael Bradie himself, 
Quine, Wilfrid Sellars, Michael Ruse, Abner Shimony, Nicholas Rescher, Daniel Dennett, Eliot 
Sober, and many more, while those who subscribe to some form of strong evolutionary epistemol-
ogy count names like Karl Popper, Donald Campbell, Stephen Toulmin, William C. Wimsatt, 
David Hull, and a number of others. 
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possess, and all we can ever attain, is  acquired  and therefore does not rely 
on genetic selection. A person’s knowledge varies greatly from individual to 
individual, from culture to culture, and seems at least as much shaped by 
historical and social factors as by individual genetically inherited disposi-
tions. Of course, the supporters of strong evolutionary epistemology may 
rightly point out that the diff erence between inherited and acquired char-
acteristics is not so great. Innate cognitive capabilities are due to informa-
tion that is genetically transmitted to the next generation, whereas acquired 
characteristics are due to information or skills that are linguistically and 
physically distributed to succeeding generations. Our use of language is 
an ability that has arisen through biological selection, because language 
(much more clearly better than other behavior) has shown its functional 
usefulness in conveying information between organisms in a diff erent way 
than the purely genetic transmission of information. Consequently, the 
strong evolutionary epistemologist may argue that corresponding to this 
other form of information transmission there exists a selection mechanism 
that makes more likely that published, but individually supported, ideas 
and assumptions are adapted to the social and cultural structures that are 
grounded in language. However, the crucial point is whether the strong 
evolutionary epistemologist—in her eagerness to utilize ‘selection’ as an 
explanatory principle for cultural and social issues—has not easily come 
to miss a signifi cant distinction. Th e distinction is between the role these 
innate capacities play in determining which ideas and assumptions we  pos-
sibly  can have and the role these capacities have in explaining why we as a 
collective  actually  have those ideas and assumptions that we do have and 
how we periodically change these ideas and assumptions. 

 So where do the boundaries between nature and culture become mani-
fest, and does it make sense to appeal to the mechanism of selection when 
we talk about higher-level thinking and creative processes, of which the 
sciences are examples? How far can social norms, ethical standards, politi-
cal ideologies, and scientifi c theories be said to have been at any given 
moment adapted to prevailing social and culture conditions through 
selection? To answer these questions we must fi rst have a clear idea of 
what is included in the notion of “selection.” 

 Th e word “selection” means that something has been sorted out. But this 
is a special form of assortment, where what has been selected does not have 
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an infl uence on whether it is selected or deselected. In the case of natural 
selection it is the adaptation to the physical environment that determines 
whether an organism’s descendants are selected or discarded. Although we 
can speak of natural selection as “favoring” those individuals who perform 
well, this is always a metaphor, for “to favor” implies conscious intent. In fact 
natural selection is always  passive  in virtue of nature’s  passive  “sorting-out.” 
If we look at epistemic selection, we encounter the same  passive  “sorting-
out.” Th is happens whenever empirical facts, according to Popper, passively 
“fi lter out” individual hypotheses that are not supported by observations or 
experiments or whenever social factors passively “fi lter out” socially accepted 
theories and models that do not suit the present social circumstances. 

Th is evolutionary model is not compatible with our prima facie belief 
that scientists actively and deliberately choose their hypotheses. Unless 
such a notion is a fi ction of our imagination, the strong program of evolu-
tionary epistemology lacks an explanatory model in which scientists make 
an  active  choice of hypotheses in relation to the goals, which these hypoth-
eses are constructed to help us to achieve. Th e proponents are being misled 
by the tendency to think of “Nature” as acting like a conscious organism. 
Natural selection is, of course, blind; it does not, so to speak, “know” what 
it is doing. But the scientist’s selection of hypotheses is a conscious process 
and embodies a deliberately intentional rational choice of hypotheses and 
an acceptance of certain empirical facts. 

 Natural selection among a varying population explains genetically 
determined evolution. It is characterized by the fact that external infor-
mation, i.e., not encoded in the genome, cannot improve or change the 
inherited properties of the organism. Darwin was correct as he, unlike 
Lamarck, denied that acquired traits could explain biological develop-
ment. But at the same time it is reasonable to assume that at some point 
during biological evolution just by pure chance an inherited capac-
ity arose, which enabled organisms with this capacity to receive exter-
nal information which they could actively “choose” to accept and use 
constructively to build and improve the usefulness of already received 
information. In the end, this capacity of conscious selection made it pos-
sible for external, non-genetically transmitted information to be stored as 
learned skills, behaviors, knowledge, and values. Hence once the organ-
ism becomes capable of acquiring information by learning, it becomes 
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possible for it to be enlightened by this information and to act upon it. 
In this way such information eventually became communicable from one 
generation to the next. 

 We must assume that biological development supplied us with a capac-
ity to actively “choose” a particular conjecture, in light of the informa-
tion we have received empirically about the relevant facts. Already long 
before hominids appeared on the African savannah, organisms learned to 
know their environment, or at least those parts of it that aff ected their 
survival and reproduction. It is inconceivable that this development 
can be understood without seeing the learning process as rooted in an 
inductive mechanism that must not itself be learned but must be trans-
mitted genetically. A capacity of simple induction helps organisms to 
gain knowledge of their surroundings and helps them to conceptualize 
important things in their habitat. Of course Popper denied this. Th us 
at some time through a passive selection by the surrounding environ-
ment organisms must have gained a capacity of active selection. At some 
point in biological evolution, organisms that could store and accumu-
late their sensory experiences, gained a greater chance of survival, and 
thus the genetic information enabling the development and enlargement 
of memory was then passed down to their descendants. Th e capacity to 
build up experience, that is, to learn, is based on at least four or fi ve key 
cognitive mechanisms: memory, concept formation, imagination, con-
jecture, and inductive inference. Indeed this capacity was strongly rein-
forced in human beings when the capacity for linguistic communication 
also evolved. Once these innate dispositions were in place, humans could 
actively begin to construct ideas and beliefs and shape hypotheses about 
the world that they cannot see. Put somewhat paradoxically: Th e selective 
explanation of human cognitive development also explains why selection 
is insuffi  cient to explain the development of science. 

 First, nature passively opts out, and then the organism actively opts in. An 
active choice presupposes goals or intentions. How can we possibly explain 
the emergence of intention, intentional learning, etc., without having to 
refer to an already innate intention or design? Th e American philosopher 
Ron Amundson points out that a selective explanation must meet three key 
conditions: (1) Th ere must be a multitude of variations, (2) variations must 
be of such a nature that they are random and not directed toward any goal, 
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and (3) the sorting mechanism cannot be goal-oriented or purposive. 10  If a 
phenomenon does not meet these three conditions, we quite simply have 
no selective explanation for this phenomenon. When talking about phy-
logenetic development, it is precisely in relation to this natural evolution 
that Darwin’s theory provides a convincing explanation in terms of natural 
selection. However, when we consider ontogenetic development the same 
sort of explanation seems unsatisfactory (at least when we are talking about 
human beings and other animals with a high- level awareness). 

 Nonetheless, certain forms of ethological behaviorism have sought to 
develop a selective model of animal and human learning founded in a 
stimulus-response mechanism. Th is approach assumes that an individual 
organism receives many diff erent stimuli (information) from the envi-
ronment, to which it responds randomly. Over time its reactions are 
gradually adjusted to the given stimuli through a reward (punishment) 
system to build up a positive or negative correlation between stimulus 
and response (conditioning). In other words such behaviorism subscribes 
to a kind of passive learning. Th e reward system consists of a mechanism 
by which the organism can learn to repeat certain behaviors since it gains 
some benefi t from the environment. 11  

 However learning is much more than conditioning. Th ree models of 
learning are needed to deal with diff erent level of cognition. Th e genetic 
model of learning can handle examples like this: a termite queen can dis-
tinguish how much salivation workers and soldiers have left in the food 
with which it is fed and react to an imbalance by producing more eggs 
containing soldiers if necessary. At one point in the past the termite queen 
received information about an imbalance and she responded by starting 
to produce more soldiers than workers; eventually it was rewarded by 
receiving information that the balance between workers and soldiers was 
re-established and it began to produce fewer soldiers. A second model 
based on conditioning may explain an example like the following: many 
juvenile songbirds fi rst learn to sing like adults when they have listen to 

10   Amundson (1989), p. 417. 
11   Of course the organism is still utilizing some sort of inductive mechanism: If an organism was 
rewarded when it responded with  R  last time, it will be rewarded when it responds with  R  next 
time. Conditioning assumes inductive capacities. So the behaviorist poly does not get you out of 
the need to assume that the organism has genetically acquired inductive capabilities. 

2 Evolution and Human Cognition 43



the mature song from other males. Here it seems correct to assume that a 
sort of operant conditioning is at play. Th e behavior of the juvenile male 
bird is reinforced in virtue of having positive eff ects on the environment. 
Th is enables it to compete with other males. 

 A third model of learning may be called the intentional model, i.e., a 
purpose-oriented model of leaning. Th e problem with behaviorism and 
the model of conditioning is that it completely ignores the fact that higher 
animals are endowed with a refl ective consciousness through the process 
of biological evolution. Th is means that under the infl uence of natu-
ral selection these organisms have developed an advanced consciousness 
capable of presenting the outside world and of imagining the expected 
consequences of their behavioral choices, given this presentation. Th e 
function of consciousness is to receive and process information about 
the environment where the organism’s responses to this information are 
not already generically predetermined but depend on imagination and 
already stored information. Th is is a much more effi  cient way to process 
information that may be challenging for an individual organism, since 
the organism can respond more eff ectively by an individual conscious 
action rather than by a phylogenetic adaptive one. A reward system must 
have been in place long before such a capacity for refl ective conscious-
ness allowed for the possibility of individual conscious choice, but once 
the refl ective consciousness evolved, the phylogenetically based reward 
system was supplemented with an ontogenetically based one. 

 Of course, the behaviorist may argue that these innate abilities func-
tion as internal constraints on the possible responses to external stimuli. 
But such restrictions reduce the possibility of selective explanations, cf. 
Amundson’s condition (1). In addition, it seems fair to assume that con-
sciousness, refl ection, and language have had a survival value for indi-
viduals with these cognitive capacities, because they have contributed to 
an active individual learning. 

 Epiphenomenalism, which considers the mind as just an unproductive 
and non-functional property of the brain, has diffi  culty explaining the 
survival value of consciousness, just as it is impossible for epiphenom-
enalism to explain why consciousness has become increasingly developed 
as brains of our ancestors have grown larger and larger. For example, 
it is known from Hawaii—whose geological time is quite short—that 
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 cave- living insects and spiders, which have evolved from forms with col-
ors and big eyes, have now turned white and have much reduced eyes. 
Eventually, their eyes will completely disappear. Animals that live in 
total darkness need neither colors for protection nor eyes for navigation. 
It is therefore biologically uneconomical to maintain these properties, 
especially because as they adapt to a life in the dark the aff ected organ-
isms need energy to develop other sensory organs that can replace their 
eyes. An epiphenomenal consciousness without a function would also 
be biologically uneconomical. Th e mind helps a higher organism to act 
consistently with an active orientation relative to its surroundings in 
three ways: fi rst by collecting and processing information concerning the 
present, second by deliberating the most likely future scenarios based on 
information about the past, and third by acting accordingly. 

 Variation and natural selection provide a convincing explanation of 
phylogenetic adaptation, but not one of ontogenetic adaptation. We may 
agree that the mind, as a capacity for presenting the environment, is created 
by variation and natural selection, but since natural selection is extremely 
slow relative to the lifespan of individual organisms and requires the pres-
ence of a large amount of variation in a given population to be successful, 
any mechanism that accelerates an individual’s capacity for adapting to 
its environment would immediately have an obvious survival value. Th e 
 intentional  mind is precisely such a mechanism. A single organism that 
may actively and appropriately opt in and opt out in response to diff er-
ent information can much more quickly adapt to the actual environment 
than a species can adapt by passive natural selection. Th e alternative to a 
purpose-oriented adaptation by leaning would require a random “trial and 
error” learning mechanism, i.e., a mechanism by which the external cir-
cumstances sort out among many randomly generated guesses. Th e burnt 
child shuns the fi re, they say. One time is enough. Th e probability that 
the individual quickly might get hurt, would be too great if (a) it could 
not use its past experience purposely as a deliberate means to solve new 
problems and if (b) it could not imagine what solutions were relevant and 
most eff ective. Purposeful solutions to the problems of everyday life are 
not chosen by chance; they are deliberately elected because they are likely 
to be more successful than arbitrarily chosen. We set up not just solu-
tions indiscriminately, but choose possible solutions that we believe are 
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relevant and have the greatest chance of success. Th is stands in contrast to 
Amundson’s condition (2). 

 Th e basic diff erence between a purposeful understanding and a “trial 
and error” response can be illustrated by the following example. Imagine 
you receive an empty wine bottle where the cork is pushed into the bottle. 
At the same time you get a hammer, a metal hanger, a corkscrew, a spoon, 
a shoe, and a serviette. Now you are asked to get the cork out of the bottle 
without breaking it. Based on your previous experience with a hammer 
you immediately exclude it. Th e same reasoning probably applies to the 
spoon and shoe. You do not even try to use these tools. You note just 
by looking at the corkscrew it might be too short, or maybe you realize 
that a corkscrew cannot be used on a loose cork. Many will probably try 
out the hanger, making it a metal hook and try to fi sh out the plug. Th is 
seems a rational possibility until either a little experience or reasoning 
shows it will not work. If you are clever enough, then you do not even try 
to use the metal hanger. Reasoning by elimination eventually you realize 
the serviette is the tool you need to get the cork out. If one corner of the 
serviette is inserted into the bottle, and the bottle is turned upside down, 
the plug will lie between the serviette and the bottleneck and the cork can 
easily be pulled out. You solve a new problem not using random verifi ca-
tion, but using experience and refl ection. 

 Bearing in mind Amundson’s condition (3), one may object that we 
normally do not reject the assumption just because it might seem to run 
counter to our immediate observation. It is not so that sensory expe-
rience serves as an automatic sorting mechanism among our assump-
tions. Often we must engage in some critical refl ection on whether the 
 “falsifying” observation is not what it purports to be, or whether the “fal-
sifi ed” assumption should be rejected, or which one of a conjunction of 
possibly falsifi ed assumptions we choose to reject. Such a deliberative 
process does not meet Amundson’s condition (3). In fact none of his 
three key requirements of selective explanation are met when we want to 
explain the outcome of refl ective consciousness and advanced behavior. 

 Consequently, when we want to describe the ontogenetic development 
of a member of the human species, or other higher species, it is impos-
sible to understand this process as purely a result of the Darwinian selec-
tive process according to which external circumstances constantly sort 
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out among a diversity of individual randomly generated assumptions. 
Evolution has equipped us with the cognitive mechanisms that are capa-
ble of fi nding optimal solutions in the shortest possible time. It involves 
intentions, tactics, and strategies. Higher animals have been equipped 
with cognitive mechanisms that make our thinking, learning, and behav-
ior goal-oriented and purposeful. In addition to them, the human species 
is equipped with a capacity of language that enables it to explain a world 
beyond our sensory capacities by the use of abstract concepts. Th ese abili-
ties and skills form the basis of the development of the sciences. Also in 
the sciences, we encounter refl ection of the same nature as in everyday life. 
Despite the fact that Karl Popper held that science never uses inductive 
methods and believed instead that scientifi c progress consists in impos-
ing bold guesses and then trying to shoot them down, there are many 
reasons for believing he was wrong. Falsifi cation of scientifi c hypotheses 
happens all the time, but it is not an end in itself, or necessarily the end 
of the hypothesis. Th omas Kuhn gave an accurate criticism of Popper’s 
falsifi cationism. Th ere are, he said, only two alternatives: Scientifi c theo-
ries are never confronted with a counterexample, or they are confronted 
with counterexamples all the time. 12  For example, astronomers knew for 
many years that Mercury’s observed perihelion movement diff ered from 
the one Newtonian mechanics predicted, but during the Newtonian era 
no one considered that falsifying evidence (for that is what it was) as 
refuting Newton’s mechanics. Only after Newtonian mechanics gave way 
to relativity, which made the correct predictions, was this evidence seen 
as falsifying Newtonian mechanics. 

 Science is progressive; biological selection is not. In contrast to biological 
change, which is random [and refl ects utterly unpredictable environmen-
tal change for innumerable non-biological reasons (geological, meteoro-
logical, astronomical, pathological, etc.)], scientifi c change, like all cultural 
change (of which it is a species) in general, builds deliberately upon earlier 
ideas. So it seems. Sometimes the lack of progress in biology is questioned 
due to the fact that humans are more complex than lizards, which again are 

12   Kuhn ([1962]1969), p. 80. 
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more complex than worms. 13  So even if there is no teleological progress in 
nature, there seems to be a direction toward greater and greater complexity. 
How can random selection produce such an improvement? Understanding 
this controversy hinges on what we mean by complexity, but in order to 
make the discussion short, let us assume that complexity has something to 
do with structure: How many elements a system contains and how many 
causal relations that exist between these elements indicate the degree of its 
complexity. Given enough genetic variations in a population, some will 
produce an off spring with a trait that has a bit more complex structure 
than its parents, some of them not. Whether one of the more complex 
forms is selected or not selected depends on the environment. Th ere is no 
guarantee that a more complex form is more adaptive than a simpler form, 
but sometimes the complex variation pays off , in which case the more 
complex form eventually will dominate in the population. Accidentally, 
evolution took a direction, which has now produced human beings. 

 However, in self-conscious beings the introduction of new ideas is goal- 
orientated. New ideas relate to what has been the tradition and modify 
or change it in a purposeful way. Where biology is Darwinian, culture is 
‘Larmarckian’ or ‘Spencerian.’ 14  As true as it is that science and culture 
transcend biology, they still have their roots in biology. Th e Darwinian 
approach to epistemology must be able to explain the ‘Larmarckian’ 
nature of cultural change. Natural selection from random variations 
explains the development of the  capacities  of human thinking and the 
 forms  of thoughts, but the  content  of human thinking is somehow deter-
mined by refl ection and conscious intentions in the meeting between the 
physical and social worlds. Of course, it is imperative for the Darwinian 
to explicate how random changes among the genotypes can cause non- 
random change among the phenotypes. Two strategies seem available. 

 Michael Ruse points to the distinction between what he calls the envi-
ronmentalist option and what might be called the epigenesist option. 15  
Th e fi rst takes the human mind as  a tabula rasa . Whatever there is to 

13   For a critical discussion of progress in biology from a Darwinian point of view, see Ruse (2012), 
pp.99-127. 
14   See, for instance, Ruse ([1986]1998), pp. 124–125. 
15   Ibid., p. 140–141. 
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learn, humans can learn it. After ideas have surfaced in the human mind 
irrespective of their adaptive value, the environment starts to annihilate 
the maladapted ones. Th is is the trial and error-option we have already 
discarded. Th is method is ineffi  cient, inter alia because, as Ruse says, 
humans have “to learn all sorts of things in each generation which could 
as readily be passed along encoded within the genotype.” 16  Moreover, the 
environmentalist option hardly takes us beyond Darwinism. Humans do 
not get to their conclusion by refl ection and deliberation. In every new 
generation it is the environment alone that determines what we believe 
and what not, and for those whose beliefs are unfi tted it may have fatal 
consequences. In contrast, the epigenesist choice denies that the human 
mind is a  tabula rasa . Instead this view holds that our way of thinking 
and doing things is deeply embedded in our genes, since it is biologically 
advantageous for us to think and do these things in particular ways. If our 
beliefs are already predetermined to a high degree by nature, individu-
als can think and act within the bounds nature makes possible without 
devastating results for their survival or reproduction. Here Ruse points 
to Wilson’s epigenetic rules (innate dispositions). Th ese are inherited as 
cognitive matrices in the human genotype and generate innate reactions 
to external information under the right circumstances. However, some of 
these matrices seem not only to shape the form of our thought and action 
but also fi x their content. Nevertheless, “epigenetic rules” cannot yield 
the complete answer because human thoughts and actions would then 
be absolutely determined by our genotype. Th e fi tness of an organism is 
much more benefi tted if evolution likewise provides it with epigenes that 
code for certain cognitive capacities allowing the phenotype to choose the 
content of its beliefs in the form of imagination and refl ection. As a result 
we see the fl ourishing of human cultures in all their shapes and colors. 

 Th erefore I conclude that evolutionary epistemology in its strong 
form is untenable. Selection cannot explain the development of science. 
However, the weak form seems to give us a successful explanation of why 
we have the innate and goal-oriented skills we do have. An explanation 
for the development of the sciences should be sought not in a process 
of social or cultural selection, but in the interaction between our innate 

16   Ibid., p. 142. 
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ability of imagination and the surrounding reality. In addition to the way 
we understand and represent things, natural selection has also given us a 
generically inherited capacity to judge whether what we think and believe 
also corresponds to that which we think and believe. Biological evolution 
by natural selection has provided us with a facility to consciously trouble-
shoot false assumptions and maintain true beliefs.  

2.3     A Fallacy of Naturalization 

 While the foregoing considerations seem to rule out the strong program, 
there are more far-reaching arguments against evolutionary epistemology, 
which, if sound, cast doubt on not only the strong, but also the weak pro-
gram. Traditional epistemology is a normative discipline. Evolutionary 
epistemology is descriptive. Traditional epistemology therefore seems 
to explain something about human epistemic behavior that cannot be 
explained by a purely descriptive, naturalistic theory. A normative theory 
can tell us that a person acts in an epistemically responsible way, if and 
only if he or she feels obliged to uphold or reject a belief based on certain 
criteria of good science. Th erefore many will be skeptical of whether or 
not a descriptive discipline such as evolutionary epistemology can pos-
sibly address the normative goal of traditional epistemology. 

 Popper, who supported evolutionary epistemology, believed that his 
EET model of falsifi cation of scientifi c theories provided a  normative 
methodology. 17  His problem was that a descriptive theory such as 
Darwinian evolution cannot also be normative—unless, of course, one 
commits the naturalistic fallacy and infers from what is to what ought to 
be. It is also not a good idea, one may argue, to tie epistemology closely 
so a scientifi c theory such as natural selection. Since all scientifi c theories 
have the potential of being abandoned, therefore the descriptive element 
needs to be qualifi ed. However, the falsifi cation of the descriptive element 
does not imply that the normative element will not fall and therefore needs 
no modifi cation. For instance, Bradie considers the normative element of 
epistemology as the one that lasts, since this is not based on facts in the 

17   See Popper (1972). 
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same way as the descriptive element. According to him, Popper is not in 
a position to argue that falsifi cationism sets out a framework for how the 
researcher ought to act and at the same time describes how nature itself 
actually disposes of wrong ideas through falsifi cation. 18  

 As a whole Bradie supports weak evolutionary epistemology. But he 
also recognizes that the position faces grave diffi  culties in answering a 
number of fundamental epistemic questions. In particular he points to 
three urgent snags: 

 Th e fi rst challenge relates to the naturalistic fallacy. 19  Discussing this 
fallacy Bradie confronts Hilary Kornblith’s view. Kornblith argues to his 
own consent that one subscribes to a naturalized epistemology only if one 
answers in the affi  rmative to the last of these three questions:

   Q1: How  ought  we to arrive at our beliefs?  
  Q2: How  do  we arrive at our beliefs?  
  Q3: Are the processes whereby we  do  arrive at our beliefs  the same as  the 

processes by which we  ought  to arrive at our beliefs?   

Traditional epistemology emphasizes that Q1 and Q2 can be answered 
independently. Th erefore Q3 is denied. Any naturalized epistemology, 
of which evolutionary epistemology is a species, holds the opposite view, 
namely that they cannot be understood or answered independently. 
Critics of naturalized epistemology would reject this claim on the grounds 
that such a view commits the naturalistic fallacy, because the answer to 
Q1 is derived from Q2. Apparently, Kornblith has two options: he can 
either argue that the naturalistic fallacy is no fallacy, or he may say that 
Q1 cannot be answered independently of Q2. Kornblith himself prefers 
the last alternative. And he adds that when Q2 fi rst has been answered, 
then there is nothing more to say about Q1. 20  Th at’s what he calls  the 
replacement thesis . Th is view provokes Bradie to say that thus Kornblith 
commits the naturalistic fallacy with a vengeance. 

18   Bradie (1989), pp. 408–409. 
19   Ibid., pp. 395–396. 
20   I presume that this is what Kornblith actually takes to be Quine’s view as it is presented in 
“Epistemology Naturalized,” i.e. that epistemology must abandon its traditional normative aspira-
tions; saying what we “should do” is nothing more than saying what we actually do. 
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 If one accepts Bradie’s interpretation, it becomes problematic for the 
advocate of evolutionary epistemology to answer key epistemological issues, 
as they are mainly normative, for example, the issue of entitlement to a 
belief. Can a purely descriptive approach answer normative questions with-
out committing the naturalistic fallacy? Bradie thinks not, arguing that the 
relative independence between normative and descriptive matter should be 
maintained. He admits that he sees no immediate solution to the problem. 

 Unlike Bradie, I am much more optimistic about the naturalization of 
epistemology. Norms are undoubtedly man-made. Nevertheless, they are 
based upon the abilities that we actually have. It makes no sense to say 
that one ought to do something unless it is assumed that one can do it. 
Of course we would not have a norm saying that it is ‘normally’ wrong 
to tell a lie, if it were not because we actually have the ability to lie and 
the ability to speak the truth. Th e capacity to assert what is false, i.e., 
to lie, is innate; it exists already in  corvids  and higher mammals and, of 
course, is given to those who have utilized deception for some survival 
advantage. But to keep someone deliberately in the dark, one must be 
able to imagine what actually the case is, and what would happen if one 
did not act deceptively, and what would happen if one did. One must be 
able to represent the environment and fi nd out what the consequences 
are if one does such and such. Such capabilities are directed toward the 
achievement of a goal, although their origin is based on natural selection. 
Such capabilities, which work by fi nding out what is most appropriate 
for a particular purpose, also provide the ground for the development of 
more refl ective cognitive systems, where one has the opportunity to con-
sciously formulate epistemic and moral standards with respect to general 
man-made principles. What matters here is that when the capacity to 
imagine an object fi rst appeared, it was no longer a selective process that 
determined which purposes one actually imagined an action should have. 
Such purposes may aim at something actual, something constructed, or 
something highly imaginary. One purpose may be to think and reason 
properly, another might be to do things right. 

 Since traditional epistemology defi nes knowledge as justifi ed true 
beliefs, it also involves defi ning standards for what it takes for a belief 
to obtain a status of knowledge. Beliefs must be justifi ed. Th erefore 
the internalist demands that one needs to know that one’s beliefs meet 
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the standards of justifi cation. Th e naturalist does not have to deny the 
requirement that scientifi c beliefs should at least be empirically justifi able 
and that on the basis of induction, abduction, and inference to the best 
explanation we have the possibility of showing whether or not our beliefs 
meet the requirements we set for justifi cation. Th e purpose of justifi cation 
is precisely to show that a particular belief is supported by norms that are 
considered to lead to genuine knowledge. If these considerations are on 
target, the naturalistic fallacy is a problem only for the strong form of evo-
lutionary epistemology. Weak evolutionary epistemology can give a good 
explanation of how the normative sides of cognition gradually emerged. 

 Th e second challenge, which Bradie discusses, involves a vicious cycle, a 
problem initially raised by Roderick Chisholm. 21  Th e vicious circle is based 
on two fundamental epistemological questions: (a) what do we know? (the 
problem of extension) and (b) what are our criteria of knowledge? (the 
problem of criteria). Is it legitimate to use scientifi c knowledge in our epis-
temological interpretation if we afterwards use the same interpretations 
to evaluate scientifi c knowledge? In the light of this challenge Chisholm 
distinguishes between two epistemological approaches. One is  methodism , 
according to which we should formulate an answer to (b), i.e., to adopt a 
method fi rst, and then use it to respond to (a). Th e other is  particularism , 
according to which we should formulate a response to (a), giving model 
cases of genuine knowledge and then use it to respond to (b). 22  John Locke 
and other empiricists are methodists, while naturalized epistemologists 
like Popper and Campbell are particularists. Bradie points out that the cir-
cularity not only perpetrates the naturalized epistemology variant but any 
theory of knowledge. At the same time he doubts that Darwinian thinking 
can defend the methodist approach over the particularist. 

 But is the allegedly vicious circle really vicious? What we know and what 
the criteria are for knowledge can easily be established through a gradual 
specifi cation of diff erent levels of knowledge. At fi rst, we can establish a 
purely functional sense of knowledge. Like humans, many animals possess 
knowledge that originates in their capacity to store and use sensory infor-
mation from the environment to behave successfully. A guillemot fi nding 

21   Bradie (1989), pp. 401–403. 
22   Chisholm (1982), pp. 61–72. 

2 Evolution and Human Cognition 53



its nest among tens of thousands of other nesting sites on the bird cliff  has 
such knowledge. Indeed this is an embodied and practical form of knowl-
edge, but it is  acquired  knowledge nonetheless. First in those cases where we 
talk about propositional and refl ective knowledge, gleaned from the infor-
mation we receive directly from our senses, do we need to establish certain 
criteria for proper knowledge acquisition. It is necessary to have criteria of 
justifi cation only in these situations, since under these circumstances the 
process of mental refl ection occurs in order to bridge the conceptual and 
inferential gap between what we know directly and what we might possibly 
know indirectly by inference from the directly known. In order to bridge 
this gap, one requirement for satisfactory justifi cation is that it be rooted in 
an adequate empirical basis. One can then appeal to normative criteria of 
adequacy to determine which of our many refl ectively acquired conjectures 
meet this requirement. Th e same holds for other requirements. 

 Finally, as the third challenge, Bradie focuses on what he calls the 
Darwinian argument for naturalizing epistemology. 23  His starting point 
is Kornblith’s claim that truth has a survival value and that organisms not 
having cognitive contact with the world have a pathetic but praiseworthy 
tendency to die out before they reproduce. 24  In Bradie’s reconstruction 
the argument goes like this: (1) Th e belief in truths has survival value. (2) 
Natural selection ensures that our innate intellectual endowment gives us 
the capacity to believe in truths. (3) Knowledge is a necessary byproduct 
of natural selection. Kornblith fi nds support for this line of arguments 
in Quine and adds the following in support of the replacement thesis: 
(4) If nature has designed us so that we tend to prefer true beliefs, then 
the processes by which we arrive at these true beliefs are the processes we 
ought to use. Hence those processes by which we arrive at our beliefs are 
those we should use. Th e conclusion can be formulated in a strong and 
a weak version: Th e strong variant holds that there is complete overlap 
between how we actually do reach our beliefs and how we ought to arrive 
at them, and the weak variant claims that there is only approximately a 

23   Ibid., pp. 403–406. 
24   Kornblith (1985), p. 4 f. Of course we talk this way semi-seriously, but strictly speaking such 
organisms never “die out” because natural selection would never have allowed a  species  of such 
creatures to have evolved in the fi rst place.  Individuals  cursed with “lying” faculties just die, so no 
such species could exist. 
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match between how we reach and how we ought to arrive at our beliefs. 
It is important to keep in mind the diff erence between being genetically 
predisposed to fi nd truth and holding assumptions that are in fact true. 
Kornblith’s argument says only that we are predisposed to fi nd truths. 
But then the second part of the argument states that the methods and 
cognitive mechanisms we actually use when we pursue our natural dispo-
sitions are also the ones we ought to use. Furthermore, we might add the 
assumption that the methods and cognitive mechanisms that we actually 
use to fi nd truths must also be the ones that we are predisposed by selec-
tion to use. But from here we cannot reach the conclusion that they are 
the same methods that we ought to use, because if we are predisposed to 
use them, we can hardly fail to use them. Th us, it does not make sense to 
add the normative claim that we ought to use them, since we cannot do 
otherwise. So the naturalistic fallacy still blocks the way to a normative 
conclusion. Are those methods we are predisposed to use also those we 
ought to use? One possible riposte is to ask another question: How can 
one be free to choose a method we ought to follow if natural selection has 
determined it otherwise? 

 Bradie’s criticism is diff erent: he argues (2) does not follow from 
(1). Th e mere fact that some characteristic of an organism has survival 
value does not guarantee that it will be selected in the selection pro-
cess. Th erefore, (3) does not follow from (2). Bradie’s point is true, of 
course, but Kornblith’s assumption (2) does not claim that there are no 
properties that would have had survival value for human beings, even if 
these properties never have been or will be realized by a biological selec-
tion. Th ere are probably many such properties. Kornblith’s claim is rather 
that the selection process has actually selected those organisms that were 
predisposed to receive information that does not misinform them about 
their surroundings, that is, were actually genetically predisposed to form 
true beliefs rather than false ones. 

 According to Bradie, the conclusion (3) is in itself problematic. Th e 
argument indicates, he claims, that evolution ensures that organisms and 
their environment “fi t together,” but it says nothing about the  process by 
which humans acquire knowledge, much less if the beliefs they do acquire 
are genuine knowledge (as traditionally defi ned). Assuming that our 
cognitive abilities have evolved by natural selection does not lead to the 
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conclusion that the mechanisms that are alleged to generate knowledge 
also are predisposed to generate truths rather than falsehoods. Obviously, 
Bradie is right that biological evolution is not a good model for the devel-
opment of scientifi c knowledge. It is possible to recognize the importance 
of Darwinian selection in the formation of the basic cognitive mecha-
nisms without underwriting the further belief that science follows the 
model of selection. But I believe he is wrong in claiming that the very 
basic cognitive mechanisms that provide us with empirical evidence are 
not better adapted to the environment than that they are not more likely 
to endow conscious organisms with true beliefs rather than false beliefs. 
If these knowledge-generating mechanisms worked quite randomly and 
induced ignorance as often as knowledge, they would soon have a nega-
tive eff ect on the survival of the genotype. Th e organism has no other 
means for determining if information from its senses is reliable, and thus 
its behavior could not be designed appropriately for the environment. For 
the same reason it would be inexplicable why natural selection would not 
have selected against such ignorance forming mechanisms, but instead 
seems to have been reinforced in virtue of the continuing phylogenetic 
development of increasingly complex cognitive structures. 

 Th us, I conclude that the weak version of evolutionary epistemol-
ogy can avoid committing the naturalistic fallacy. Th e argument goes as 
follows: the innate cognitive mechanisms that we actually possess, and 
which selection has predisposed us to use, have proven eff ective for their 
selected function, namely more frequently to provide us true than false 
beliefs. Of course, this does not allow us to conclude that it is also the 
mechanisms we ought to use. Such an insight can only be reached after 
 Homo sapiens  had developed a capacity for refl ective thought, which can 
assess its own cognitive mechanisms with respect to self-adopted objec-
tives. With the capacity for refl ective thought, which we have inherited 
from our ancestors, follows the ability to use our innate cognitive mecha-
nisms purposefully and to evaluate them with standards of the mind’s 
own adoption. Of course, we cannot come to the realization that our 
innate mechanisms ought not to be used. Th ere is no alternative. It makes 
no sense in this context to talk about an “ought” when there are no other 
options. In contrast, with respect to refl ectively acquired beliefs we may 
set up cognitive standards that we rationally believe must be met before 
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such theoretical assumptions rightly can be said to express knowledge. In 
this situation we can talk about “ought” because, as refl ectively conscious 
beings, we can easily intend our beliefs to adhere to various standards. 
But an ought follows a purpose, and its relevance is based on the success 
by which it helps us to realize this purpose. 

 Intentional behavior distinguishes higher animals from lower. First when 
the natural capacity for having intentions had evolved through millions of 
years of selection, organisms were able to interact with their environment by 
deliberate actions instead of just passively responding to it. Innate intentional 
behavior gave rise the construction of concept formation in many animals, 
and this was the beginning of the evolution toward capacity for language 
formation in humans. Especially with the development of language, the 
human species was able to create social and cultural communities. But here 
too, the capacity for language serves as a reliable means of communication, 
because mastering linguistic expression gave our ancestors an evolutionary 
advantage in comparison to those that relied on mere bodily gestures.  

2.4     Intention and Innate Dispositions 

 One section before the last we touched upon “epigenetic rules,” or better 
innate dispositions. It is now time for me to focus on how the methodology 
of science and scientifi c reasoning fi ts into this Darwinian picture of human 
knowledge. From what has been said so far it is obvious that the roots of 
scientifi c practice have to be found in the biological advantage science-mak-
ing has for human reproductive success. Here I am not alone. Adaptation 
by selection is what justifi es and constrains this practice. But I have also 
argued that science is a result of human intentions, powers of imagination, 
and refl ective reasoning. Th e content and progress of science seems to be a 
product of human intellectual abilities to pick up external information and 
choose between diff erent theoretical alternatives in order to explain that 
information. Th e conundrum is to reconcile these two assertions. 

 Epigenetic rules are characterized as “ultimately genetic in basis, in the sense 
that their particular nature depends on the DNA developmental blueprint…
In cognitive development, the epigenetic rules are expressed in any one of 
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the many processes of perception and cognition.” 25  Th ese rules have evolved 
as adaptations because of their survival value. Wilson distinguishes between 
“primary rules” and “secondary rules.” Primary rules concern how raw infor-
mation coming into the (human) organism is prepared for recognition; the 
secondary ones are those that go further to process this information in a way 
that is adaptively useful for learning, thinking, acting, and communicating. 
Although—like others—I shall continue to use his terminology, I shall change 
it a bit and add a further distinction. Th e “primary rules” correspond more or 
less to what I call “cognitive schemata”, and the “secondary rules” are what I call 
“cognitive mechanism”. “Epigenetic rules” as either schemata or mechanisms 
have their origin in the genes, but their status as cognitive and methodologi-
cal  rules  results from abstraction due to human introspective refl ection on the 
pre- existing cognitive practice itself. Th e objectives for such an abstraction are 
innate cognitive schemata or mechanisms, inbuilt in our way of thinking long 
before the human species had a language capable of expressing those rules. 
Some of these cognitive dispositions must at least go back to a time before 
the dinosaurs. But at some point in the evolution of humans or human-like 
beings the ability to become aware of one’s cognitive practice was selectively 
established and indeed this helped their descendants to improve their cogni-
tive practice. So I speak about “epigenetic rules” as the refl ective counterpart to 
the existence of innate cognitive schemata and mechanisms. 26  

 In the last three or four decades evolutionary science has generated over-
whelming evidence that both the so-called “primary and secondary epigen-
etic rules” have a genetic origin. Th is evidence stems from many diff erent 
sources such as transcultural experiments, pre-language experiments with 
infants, and comparative studies in relation to experiments with chim-
panzees, dolphins, monkeys, rats, ravens, and other intelligent creatures. 
Basically the most successful hypothesis for explaining all these data is that 
many patterns of human reasoning are innate and not learned. In these 
experiments neither humans nor animals were trained to think in certain 

25   Lumsden & Wilson (1981). 
26   When did this refl ective self-awareness begin? Was it after language or before? It would seem that 
the conscious formulation of abstract rules—as distinct from their concrete embodiments—could 
only have happened after both language and some sort of culture prevailed, so very recently in 
evolutionary terms. Th en it would seem that cultural evolution rather than biological evolution 
would have come into play in establishing these schemas as rules. 
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ways; thus if they are able to solve certain tasks, regarding which they had 
no prior experience, the only reasonable conclusion is that somehow they 
had genetically evolved schemata of recognition and mechanisms of think-
ing that guided them to the goal. Th e mechanisms cover all kinds of reason-
ing: deduction, forms of induction, comparison, abstraction, etc. All these 
forms of recognition and reasoning are epigenetic rules brought into exis-
tence as cognitive schemata or mechanisms by natural selection. Nobody 
will deny, of course, that the human capacity of learning by self-refl ection 
has enhanced the use of these dispositions far beyond what any other ani-
mal on earth is able to employ. Th is also means that most naturalists will 
agree that logic, mathematics, and the empirical sciences deal with issues 
that have no direct relations to our survival and reproduction. Nevertheless 
these sciences are constructed and receive their justifi cation in accordance 
with these naturally evolved epistemic rules. 

 Central to refl ection is the ability to target our action and thinking 
in the direction we want in order to fulfi ll wishes, needs, and goals. Th is 
capacity is what we call intention. It is itself grounded in a cognitive 
schema. By all accounts, having intentions is a feature human beings 
share with higher animals. 27  It is not a trait that just appeared when 
natural selection produced the fi rst  Australopithecus  or the genus  Homo . 
Mammals such as dogs, pigs, dolphins, and chimpanzees possess men-
tal states, which may be characterized as having intentions. In short, an 
intention is characterized as a mental state that is directed at a target 
and acts as a cause for the behavior taken to achieve this goal. Such an 
intention does not have to be an object of awareness, or for that matter 
could even be made an object of awareness. It is not a requirement for 
being in an intentional state that the possessor is conscious or aware of 
its presence. Not many animals other than humans have the ability to 
be aware of their own states of mind by being able to represent to them-
selves their own mental states and therefore their own intentional states. 
So from an evolutionary standpoint refl ective awareness  presupposes 

27   Th e Cambridge Declaration of Consciousness , signed by many prominent scientists in the fi eld of 
cognitive neuroscience and animal behavior, states in its conclusion: “Th e absence of a neocortex 
does not appear to preclude an organism from experiencing aff ective states. Convergent evidence 
indicates that non-human animals have the neuroanatomical, neurochemical, and neurophysiolog-
ical substrates of conscious states along with the capacity to exhibit intentional behaviors.” 
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pre-existing intentional states. Th e ability to refl ect on their own mental 
states, including desires and intentions, has given  Homo sapiens  a great 
evolutionary advantage because it allows us to plan for the future and to 
change our natural surroundings. 

 Since we do not need to be conscious of our own intentions to have 
them, it is suffi  cient for being a mental state that it can cause achieving 
a particular goal toward which the intention is directed. Th e conscious 
intention is therefore a mental representation of a specifi c goal that one 
wants one’s actions to realize and that in the right circumstances induces 
this action. Th is feature distinguishes intentions from other mental states. 
Usually it is argued that all mental states such as beliefs, feelings, and 
desires are “directed toward an object” in the sense that they represent 
their object, so the mind’s directedness is also called its intentionality. 
But unlike the mind’s other representative states, intentions function at 
the same time as causes of action, or at least have the potential to do so. 

 Explaining the diversity of plants and animals on a naturalistic ground, 
Darwin hardly regarded it as possible to fi nd such an explanation outside 
of biology. He rather looked for a way to describe a uniform mechanism 
by which traits of plants and animals could evolve and which was com-
mon to all biological organisms. He focused on reproductive capacity, 
(genetic) variation, adaptation, and habitat. Th is gave him the opportu-
nity to identify the causal mechanism behind evolution, which he called 
natural selection. But when it comes to the explanation of individual 
human behavior and attitudes, then the Darwinian explanation of the 
evolution of species is less applicable, if it is applicable at all. Indeed, one 
can often point to instincts as innate dispositions that are encoded in the 
genetic materials of various animals. Th is may be the birds’ migration 
patterns, predators’ hunting habits, or the various species’ mating behav-
ior. But on top of the instinctive behavior an intentionally controlled 
behavior gradually develops that diff ers from instinctive behavior by not 
characterizing the population in general but the particular individual. 
Intentions off er the individual the opportunity to put its own unique 
stamp on its behavior and, at best, open up many more behavioral pos-
sibilities in contrast to its instinctive, species-driven behavior. 

 Th e same is equally true of humans, even more so. Th us what the sciences 
are dealing with especially is the result of intentionally controlled behavior. 
From the point of view of the agent’s own consciousness intentions appear, 
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whenever we are aware of them, as internally given reasons for actions. 
However, from an external point of view they function as causes that pro-
duce the appropriate action by their ability to represent the eff ect in advance 
of its actual occurrence. If it were not for intentions, humans would not 
have developed language, tools, science, social institutions, and culture. We 
would not have created rules, norms, or standards. And none of us would 
have been able to improve our bad manners.     
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    3   
 Sensation, Perception, and Observation                     

          Our senses put us in touch with the surrounding world. In this  empirical 
world of common-sense experience, things have extension, textures, colors, 
tastes, odors, and produce sounds. Evolution has formed it this way, and 
genetic variation and the environment have selected the specifi c functions 
of the senses through which we experience these qualities. Of course, we 
already know from many examples of animals that they have sensory chan-
nels vastly diff erent from ours, so presumably what these animals “know” of 
their environment is quite diff erent from what we know. But without the 
sensory channels mentioned we humans would be in no position to know 
physical objects or to interact with nature, nor would we have had any lan-
guage. In the past the collective sensory experience of our ancestors led to the 
construction of our common-sense world. Even today it continues to consti-
tute the appearance of the actually existing world, and our natural language is 
adapted to that fact. Sensation is our inborn manner of getting information 
about our environment. On the basis of beliefs acquired by sense perception, 
we can intervene in the course of nature, create new things, destroy them, 
transform them into something diff erent, or chase them around. 



 In this chapter I distinguish among  sensation ,  perception,  and  observa-
tion . Th e perceptual world is the visible world conceptualized, and the 
observational world is the perceptual world acknowledged. Th e growth 
of science uses technology to augment our senses and thereby enables 
us to take scientifi c knowledge beyond the world of direct sensory per-
ception to the world of the unseen. Th e main message of this chapter 
is that what cannot be seen may yet be “observed” in the sense now 
used by the sciences. Th us, observation plays a very important role in 
the development of the scientifi c conception of the world and in the 
establishment of an experimental and a linguistic practice in science. 
But telling what kind of role it plays, and how it plays it, demands that 
some well-known controversies be addressed: What more precisely do 
we understand by observation; what is it to observe? What does it mean 
to say that two persons see the same thing? Similarly, there is the ques-
tion of modality: what can we perceive when we observe? What kinds 
of entities are observable? And fi nally there is the question: How do we 
pick out those terms, predicates or sentences, which we characterize 
as observational? An answer to some of these queries will give us some 
clues to how closely our understanding of the world is bounded by 
our biology. 

 Perception is sometimes divided into two aspects: the phenomeno-
logical (or aesthetic) side of perception concerning the sensory form in 
which the content is presented to us and the propositional side of per-
ception concerning the beliefs arising from the informational content of 
perception. I believe that historically, philosophers have emphasized the 
importance of the phenomenological element in their account of percep-
tion, at the expense of the propositional element. In doing so they have 
forgotten that perception is much more than merely experiencing certain 
sensations. More recently the focus has shifted to the propositional part: 
namely that perception is the acquisition of beliefs about the external 
world. However, cognitive science and evolutionary psychology seem to 
establish that perception operates on more than one level. So what is 
perception? 
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3.1     Perception as Belief Acquisition 

 Seeing allows us to gain non-inferential beliefs about the world 
 surrounding us by means of our unaided eyes. It is common among phi-
losophers and cognitive scientists to distinguish between sensation and 
perception. Sensation is the immediate sensory impression that informs 
us about our nearby surroundings, whereas perception is seen as inter-
preted sensory impression. 1  I think the latter characterization is unfor-
tunate. Interpretation and cognitive processing are two diff erent mental 
processes. Interpretation is a conscious process that consists of creating 
a hypothesis about meaning, and therefore involves forms of inferences, 
but what is called “interpretations of sensation” refers to cognitive pro-
cesses that happen automatically and are not accessible to introspection. 2  
Th e cognitive processing of sensory information consists in a spontane-
ous non-conscious transformation of this information into conceptu-
ally mediated beliefs. I think Sellars was on point when he argued that 
we have beliefs that we have acquired non-inferentially directly through 
the senses 3 : What he meant by this was that perceptual beliefs do not 
arise from the alleged interpretation of ‘sense-data’ or sense impressions. 
But he was so enmeshed in analytic philosophy that he thought that it 
was impossible to have any belief that did not presuppose other beliefs. 
However, in this respect, Sellars was mistaken; experimental evidence 
indicates that we can have the capacity of forming innate beliefs, which 
are not linguistically expressed and which do not require the existence of 
other beliefs. 4  

 It is not only humans who can see. Higher animals, such as mammals 
and birds, as well as lower animals, like reptiles and insects, also have 

1   See, for instance, Gärdenfors (2006), p. 25. 
2   See Faye (2012) pp. 96–102 for a discussion of interpretation in the humanities and the postmod-
ern claim that everything is interpretation. I believe that interpretation takes place in case we do not 
understand what we perceive. A scientist perceives the spectrum from a galaxy but she thinks it is 
abnormal in comparison with spectra from other galaxies. Th is forces her to make an interpretation 
of the abnormal one. 
3   Sellars ([1956]1997), sect. 32. 
4   For instance, it is evident that birds, fi sh, and apes have the ability to perceive colors. Th y need not 
be aware of their color beliefs to have them. Not even in principle. Awareness of the colors is 
enough to have color beliefs. 

3 Sensation, Perception, and Observation 65



vision. All animals with sense organs have sensory impressions because 
they have developed a natural capacity to select and discriminate among 
things in their neighborhood in order to mate and fi nd food. When they 
experience these sensations these animals are brought into a certain  sensory  
state. But, although most animals do see in virtue of having visual recep-
tors, nothing indicates that most of them are endowed with a belief of 
what it is that they are seeing. Seeing does not bring them into a  perceptual  
state. But who actually knows whether or not the hawk perceives the liz-
ard as a lizard; whether or not the mouse sees the cat as its enemy; whether 
or not the grizzly bear classifi es the salmon as food; or if the he-wolf senses 
the she-wolf as a female? Of course, various animals behave diff erently 
toward diff erent kinds of animals; but is it reasonable to assume that they 
do not recognize any particular animal as an object of a certain kind? 

 Although animals may seem mute it seems wrong in some sense to 
say that they do not hold beliefs. Indeed they do not have the power 
to express their beliefs linguistically, but, nevertheless, the bear seems to 
believe something is food whenever it recognizes it as edible, and the he- 
wolf seems to believe the she-wolf is a female whenever he mates with her. 
Th e bear can sense that diff erent kinds of fruits and berries belong to the 
same category of edible things though these are perceptually dissimilar. 
Th erefore the category “edible things” has a certain kind of perceptual 
reality for the bear. We could also include examples of domesticated ani-
mals whose behavior is to us most familiar: the dog surely believes one 
person is a friend and another a foe. Th ey believe they will be taken for a 
walk every morning, then get fed, etc. Th ey learn all this from humans, of 
course, but they are surely able to communicate the content of their beliefs 
in their behavior. In general one might argue that since many higher ani-
mals form communities with a well-defi ned social structure, and since 
they are able to display a great variety of behaviors, these phenomena can 
only take place if we recognize that these animals hold a variety of beliefs, 
which enable us to explain their behaviors. Classifying particular animals 
into groups of diff erent species involves abstract thinking. Mammals and 
birds have the ability to identify their mates and off spring and even their 
own species; they can discriminate between what is edible and what is 
not and who are their predators and who are not. Th us, the argument 
concludes, this gives some warrant to ascribing beliefs to animals. 
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 We are so used to thinking that concepts and language go hand in 
hand that it seems out of the question that animals use any kind of con-
cepts. We learn the use of concepts by learning the use of a language. I 
suggest, however, that whenever an animal by its behavior show signs 
that it senses a token as a type, it masters a concept. So a belief arises in 
its mind whenever it actually recognizes a particular thing it experiences 
as a certain particular individual, such as its mating partner or off spring, 
or in those cases in which it recognizes a group of individuals to be par-
ticular instances of a certain type. I think there is good evidence for such 
a claim. 5  Hence, the ability of concept formation is an innate ability that 
found its way into biological evolution a long time before the appearance 
of  Homo sapiens . Some concepts are inherent as innate dispositions; oth-
ers are learned by imitation, imagination, and refl ection. Indeed more 
advanced and sophisticated concepts used in human thought would be 
impossible without the use of  human  language. 6  

 When it comes to animals’ identifi cation of other animals as belong-
ing to their own species or their identifi cation of other animals as ‘prey’ 
or ‘enemies,’ we fi nd that even the lowest animals are able to pick out a 
mating partner and ferret out some suitable food and avoid being some 
other animal’s food. Nobody would suggest, I imagine, that a spider, by 
making a visual identifi cation of a mating partner, is acquiring a belief 
that it is confronted with a specimen of the opposite sex or that the hon-
eybee has certain beliefs about where nectar can be found when dancing 
in front of the beehive. Why should it then be necessary for birds and 
mammals to have beliefs about what they are seeing in order to do what 
they are doing? Th e answer could be that beliefs come in degrees. Beliefs 
may vary from the very rudimentary to the highly complex through the 

5   Th e evidence is abundant. Each time an animal recognizes its own species it shows that it possesses 
a concept of that species. Since even lower animals can identify their own species automatically, it 
seems reasonable to assume that some concepts are inborn, whereas others are learned by 
experience. 
6   Th e issue about “language” depends in part on how we defi ne “language.” It is unquestionable that 
animals  communicate  with each other by a variety of symbolic systems that may use auditory tech-
niques like whales and some birds, or use behavioural patterns, like building a nest or a bee’s “danc-
ing.” Th ey also “mark” various things in their environment as a sign of their presence to other 
animals. In all of these cases a semiotic system is used to communicate a message. Is that “having a 
language”? 
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various stages of the evolution. I hardly intend to claim that the spider 
or the honeybee is in any state close to understanding what it is doing. 

 Whether it is reasonable to attribute any beliefs to birds and mammals 
is a question of whether or not one interprets their behavioral accom-
plishment as demanding that their perceptions can be explained only by 
attributing them certain beliefs. I see no compelling argument against 
such an interpretation. I understand ‘beliefs’ to be mentally ‘converted’ 
information that  x  is  F , either received or put into storage. Information is 
carried by a signal  S , whose pattern an organism has the ability to process 
and respond to, so that the processing can result in a conscious or uncon-
scious use of this information. If information is transmitted by a signal, 
then by virtue of that fact it is informative, it is not encrypted and so does 
not have to be ‘decoded.’ Rather in order for information to give rise to 
a belief, it must be converted by the brain in such a way that it becomes 
a mental property in the form of a specifi c belief about the world, giving 
rise to the signal  S . However, the organism may process  S  incorrectly. It 
also means that if an organism believes that  x  is  H , this belief may be false 
either because the creature has processed the information incorrectly or 
because the information content was defi cient with regards to whether  x  
is in fact  F  or  x  is  H . Someone could argue, of course, that the question of 
whether dumb animals can possibly have beliefs hangs on the question of 
whether it is possible to have beliefs that are not conscious in the mind 
of the believer. To exclude such a possibility one can claim by defi nition 
that to have a belief is to have the capacity of knowing one’s belief and 
making judgments about its content. But such a defi nition seems to be an 
act of fi at since it would also exclude any explanation of human behavior 
in terms of beliefs of which the agent is not aware. Although the question 
of unconscious motivation carries with it its own philosophical problems, 
there seems little doubt that even human motivation does not lie wholly 
within the realm of our conscious beliefs, much less what motivates other 
conscious or unconscious organisms in our environment. 

 A more evolutionary approach is needed. In my opinion it makes sense 
to attribute some beliefs to higher animals to explain their behavior. Even 
though these animals cannot deliberately justify their beliefs, due to 
 evolutionary adaptation such beliefs have survival value for those animals. 
Th is suggestion fi ts nicely into the Darwinian outlook that consciousness 
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is not a property solely of  Homo sapiens . In general higher  animals are 
involved in some kind of epistemic perception. Th e reason why it is true 
that animals other than human beings may not be aware of their own 
beliefs may have to do with their lack of a refl ective consciousness. 

 Fred Dretske has distinguished between  non-epistemic  seeing and  epis-
temic  perception. Th e former kind of simple seeing is an ability that we 
share with many of our fellow creatures, whereas the latter is a capacity 
we possess, possibly together with some higher animals. 7  Th e diff erence 
between the two kinds of seeing is refl ected in the way philosophers dif-
ferentiate between  seeing x  and  seeing that x  is  F . Suppose a man, who has 
never heard of the Western civilization, is shown a cell phone for the fi rst 
time in his life. From his reaction we can tell that he can see the apparatus, 
he can touch it, circle around it, and even talk about it to his kinsmen, 
but he does not see that it is a cell phone. He can distinguish it from other 
items he is aware of, but this ability does not provide him with the ability 
to recognize it as a telephone. Without any concept of a cell phone his 
perception cannot supply him with the belief that he sees a cell phone. On 
the other hand, we immediately see a cell phone; we convert the informa-
tion into a belief of what it is, as soon as we become aware of it. 8  

 Quite analogous, a young student who is confronted with an X-ray 
picture of a body part may not see the black spot as a deathly tumor, while 
the trained physician, given his background knowledge, immediately sees 
it as such. But, as van Fraassen points out, it is silly to claim that we and 
the New Guinean do not look at the same object or that the  student and 
the physician do not perceive the same spot. 9  Likewise, it would be absurd 
of me to deny that the spider and I are capable of seeing the same object 

7   Cf. Dretske (1963) Chap. 1, and his papers “Simple Seeing” and “Diff erences Th at Make No 
Diff erence” in Dretske (2000), pp. 97–112 and138–157. See also Brown (1987) Chap. 4. 
8   If I speak naturally, not in a philosophical setting, I would just say “I see a cell phone.” To say “I 
see it as a cell phone” or to say “I see that it is a cell phone” seems to me to suggest the two-level 
sense data plus interpretation model of perception. Th is is certainly not Dretske’s intention. 
Suppose someone makes a cell phone that looks like a wristwatch. I might, being presented with 
such a device, inspect it to discover what it really is and proclaim: “I see that it is a cell phone.” But 
I would assert this latter sentence, rather than simply “I see a cell phone,” only in the special cir-
cumstances where it is not, as it were, immediately apparent to me what it was that I saw. Th e two 
sentences are subtly diff erent in meaning. 
9   van Fraassen (1980), p. 15. 
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when I perceive that it catches a fl y. Both humans and animals are engaged 
in non-epistemic, sensory seeing, and the only requirement for such an 
engagement is that the organism has well- functioning visual senses. 

 Simple seeing gives us beliefs about color, shape, size, position, and 
movement, but not beliefs about the identity of things or the type of 
things. Dretske claims that animals and small children can see things, 
say a thimble, without having to judge them to be thimbles, identifying 
them as thimbles, or regarding them as thimbles. Th is mental situation 
consisting of simple seeing diff ers from the cognitive situations where 
we see that the chair is red, when the chair is in the room, whether it is 
in pieces, who sits on it, and what happens when the person rocks on it. 

 Perhaps infants and animals come sort of close to simple seeing—though 
some concepts may be so innate that they are imposed on the sensory 
given literally from birth. But I think once we attain self- consciousness 
our basic conceptual apparatus is so entrenched that “simple seeing” 
without engaging the higher perceptual faculty is normally not possible. 
So granting Dretske the existence of a mental state like simple seeing, and 
I do not see why we should not, seeing  x  still seems to involve some sort 
of beliefs, and therefore concepts, although perhaps of a very rudimental 
sort. Most probably we would not say that a spider has a concept of a fl y, 
i.e., that  x  is  F , and therefore does not convert the sensory information 
about its presence into a belief about the occurrence of a fl y. Instead see-
ing  x  involves converting information about the presence of something, 
which in some higher animals can be described as converting information 
into a belief that  x  is  F , where  F  refers to the property of ‘being present.’ 
Probably the evolution of spiders has not even brought it to this stage. 
Likewise, the spider receives information that something of a certain size 
and of a certain form is moving around. It seems reasonable to think that 
the information is then being compared to some genetically transmitted 
blueprint of edibles. If the size and the shape are ‘right’ according to the 
blueprint, which has evolved through selection and adaptation, the spider 
will attempt to catch the fl y. Of course, somebody might say that what we 
mean by a “concept” is just such a mental blueprint, whether it is trans-
mitted genetically or culturally. All I have done here is to say the same 
thing as ‘concept’ using the metaphor of a ‘blueprint.’ However, I do not 
accept such a reproof since the argument is actually meant to show that 
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what we take to be concepts have evolved out of such neural  blueprints. 
Th e crux of the matter is rather at which stage of evolution such blue-
prints went from being purely ‘neural’ to be ‘mental.’ 

 Consequently, if this is true, there cannot be a diff erence between non- 
epistemic seeing and epistemic perception that makes an epistemic diff er-
ence. Th e role played by the epistemic component is a matter of degree. 
It seems to be an important fact about  epistemic  perception that most of 
what we see is directly recognizable as being this or that item. Walking 
into the wood I see trees, bushes, plants, leaves, grass, soil, animals, and 
birds as what I am immediately seeing. In case I focus on a tree, I imme-
diately have a non-inferential belief that what I am looking at is a tree. I 
am not in a situation in which I have to interpret phenomenal impres-
sions of green and brown colors to see it as a tree. I do not analyze the 
various phenomenal features of my perception in order to get the idea 
that the object I face right now is a tree. Seeing a tree is one and the 
same as gaining an immediate belief that there is a tree in front of me. 
However, the non-inferential character of this belief is dependent on my 
level of conceptual sophistication and the perceptual context in which I 
experience the item in question. I may directly see the tree as an oak, if I 
can distinguish between oaks, beeches, and other kinds of trees, or I may 
merely see it as a tree if all trees look alike to me. 

 Consequently, it seems appropriate to defi ne epistemic perception in 
terms of belief acquisition: For all  S ,  x :  S  perceives  x  as  F  if, and only if, 
 S  acquires a belief through information from the senses that  x  is  F , where 
 S  is any subject,  x  is any object (or property) and ‘ F ’ is a genetically or 
culturally transmitted concept or mental blueprint. If the subject does 
not gain such a belief, it means that the subject cannot apply the proper 
concept ‘ F ’ to what it is non-epistemically seeing, and thus it will be 
epistemically unable to perceive the object. Perceiving is pre-linguistic—
the dog recognizes his master—a single indivisible sensory-cum-mental 
event. Higher animals, no doubt, are capable of recognizing and iden-
tifying parts of what they see, for instance, a dog recognizes strangers, 
whereas people also seem normally able to know that they are seeing 
what they see. Th ey may know that  x  is an instance of ‘ F, ’ or they may 
be ignorant of what  x  might be because they lack a concept of  F . As long 
as we move around in an environment in which we can put names on 
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objects and properties we are seeing, we are involved in a more advanced 
form of epistemic perception. I may, indeed, know the names of diff er-
ent species of trees without knowing the circumstances under which they 
apply. In such a situation I do not (and cannot) understand that the tree 
in front of me is an oak. But I am still involved in epistemic perception, 
since at least I see a tree and am aware of seeing one. Even the aboriginal 
from New Guinea—who recognizes immediately a solid thing he cannot 
identify—is to a certain extent involved in a kind of epistemic perception 
by knowing the surroundings of the cell phone, its colors and form. He 
also recognizes that it is not a plant or an animal, that it is one object, that 
it is diff erent from other objects, and that it is, in general, not an instance 
of any of the concepts that he does have. He has, as it were, categorized it 
into the category of “unknown things.” 

 We may learn some facts supporting an epistemological analysis along 
these lines from patients with split-brain surgery. 10  One fact is that the 
linguistic center for most people seems to be mainly located in the left 
hemisphere, whereas spatial orientation, musical appreciation, and visual 
pattern recognition are located primarily in the right hemisphere. For 
example, when objects are presented to the left visual fi eld of a patient 
with such split-brain surgery, all of the information about the objects 
is transmitted to the ‘non-verbal’ right side of the brain with the result 
that the patient cannot name the objects, even though the patient can 
recognize the objects by correctly picking them out when so directed. 
Th e person has some beliefs but not the linguistic capacity to name the 
objects that those beliefs are about. Th us, there is some evidence that the 
diff erent functions of the two hemispheres may be characterized as two 
forms of epistemic perception, one in which objects are just recognized 
and another where the object is known to be what it is seen to be. 

 Th ere is, in other words, no logical connection between our compe-
tence as a speaker in a certain area and our ability to see something as 
something specifi c, i.e., as an instance falling under a certain “concept” 
(or fi tting a mental blueprint). Th e connection is close, nevertheless; with-
out the conceptual sophistication, which our linguistic competence both 
presupposes and promotes, we would be incapable of seeing most items 

10   Cf. Sperry (1970). See also Marks (1980). 
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as something that belongs to a certain category. Some, more  experiential 
concepts, which were relevant for our experiential orientation in our pre-
decessors’ environment, are innate because of adaptation. 11  Also infants 
learn the linguistic part by imitation, not by instructions, but that is only 
after the perceptual machinery has been engaged to the extent that it is 
able to identify diff erent objects as falling in diff erent categories, and 
all the cognitive apparatus that presupposes. However, we learn more 
advanced concepts by linguistic instructions about using the correspond-
ing name. In these cases it would generally be odd to argue that a person 
has a belief that what he is seeing is, say, a wedding, but he does not know 
under which circumstances he may correctly name an item in his visual 
fi eld a “wedding.” Similarly, it would be incoherent to claim that he does 
know these circumstances and believes that he is seeing a wedding, but 
that he does not realize that the appropriate circumstances for applying 
the term are fulfi lled. It would be equally absurd to say that he knows the 
circumstances that have to be fulfi lled to use the term to refer correctly to 
an item, but that his perception of these circumstances does not lead him 
to any beliefs about what it is that he is seeing. 

 Indeed, it is obvious that beliefs we immediately acquire from our 
senses may be wrong, because the sensory information can lead to a mis-
taken belief. Th e conceptual converter may not be sophisticated enough. 
For years I see ravens every time I walk in the woods, but then one day an 
ornithologist tells me that the birds I have been seeing were in fact black 
crows. Since my linguistic competence was not developed well enough, I 
used the name “raven” incorrectly, and because of my mistaken concept 
of ravens, I directly saw ravens, where to be correct I should have seen 
crows. But most often people are correct in the beliefs they gain by the 
senses because, as competent concept-holders, they are able to apply suc-
cessfully most of the names and predicates concerning their daily envi-
ronment. If we were led to mistaken beliefs as frequently as correct ones, 
then our senses would be highly unreliable, and presumably evolution 

11   In some animals juveniles seem to learn concepts from experiencing their own species’ behavioral 
actions (prairie dogs). We may even assume that before  Homo sapiens  developed the capacity of a 
language they had developed a rather sophisticated conceptual system in relation to their environ-
ment that was partly genetically inherent and partly taught from one generation to the next by 
sounds, signals, and actions. 
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would have fi ltered out those faculties. So while of course it is possible to 
be mistaken about what it is you are seeing, evolutionary theory supports 
the conclusion that this happens in only a minority of common cases.  

3.2     From Perception to Observation 

 Evolution determines which things animals can sense and perceive as 
well as how they sense and perceive them. Humans are no exception. 
But the adaptation of our senses to our environment is harmonized with 
bodily movements. So the beliefs we gain from perception exist already 
in the brain as conceptual dispositions and were initially formed as a 
typological recognition on the basis of the coordination of various sen-
sory impressions and behavior. Plants do not have sense organs since they 
are stationary. Th ey get their nutrition directly from where they grow, 
and many use the wind, birds, or insects for pollination. In contrast, 
birds and animals move around to fi nd food and meet a mating partner. 
Th eir senses guide their behavior, and their behavior guides their senses. 
Hence sensation and behavior have co-evolved in birds and animals. Th e 
brain is adapted to coordinate sensory information and proprioceptive 
and kinesthetic information. Th is is probably the reason why much of 
our sensory information is not stored as representational knowledge but 
is directly expressed in bodily responses. Th is saves costly reaction time, 
and the brain is not overloaded with information, which it does not have 
the capacity to handle, as it would be if both imagination and refl ection 
were always required to behave effi  ciently. Th is also explains why embodi-
ment is a key concept of cognitive theory. Embodiment refers to the fact 
that cognition results from not only processing sensory information in 
our brains, but also that our bodily actions can aff ect this information 
processing process. 12  Hence perception engages a disposition in which 

12   Bourdieu ([1997]2000) aptly describes the situation: “Th e world is comprehensible, immediately 
endowed with meaning, because from the very beginning, the body has been exposed to its regu-
larities. Having thereby acquired a system of dispositions that are coherent with these regularities, 
the body fi nds itself predisposed and ready to anticipate them practically through behavior that 
activates a type of knowledge through the body, which ensures practical knowledge of the world…
In other words, if the agent has an immediate understanding of the familiar world, this depends on 
the fact that cognitive structures, activated by the agent himself, are the product of an  incorporation 
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the brain matches the sensory input with its repertoire of conceptual 
schemata for applying concepts (or mental blueprints), and when such 
a match is found it engenders a belief. A perception in itself necessarily 
involves an epistemic judgment or refl ective awareness such as that I am 
 now  watching a tiger, a toilet, or a toothpick. 

 Th us, sensation and perception operate on two diff erent levels. First, 
sensation works on the basis of certain innate dispositions to structure 
and enhance information coming to the sense organs. Th is is simple see-
ing. Some of this information may be blended with embodied infor-
mation, i.e., information about the world that is kept as proprioceptive 
experiences, as when you drive a car through heavy traffi  c; your percep-
tion and bodily movement become one cognitive process. Some other 
is stored in our memory as propositional knowledge we can recall when 
we are in need. So whenever we see something as a fact, for example that 
the traffi  c light turns red, we are involved in epistemic perception. Such 
a fact concerns medium-sized objects that refl ect the light from the sun 
or artifi cial light. But this is also where the range of human perception 
stops. Nature has not given us the capacity of sensing very minute things 
like atoms and molecules or even microbes or human cells. Neither do 
we have the capacity to experience things on a very large scale, nor do we 
have developed organs that can register electromagnetic radiation other 
than in the range of visible light. For instance, there is infrared radiation 
all over, but we have not developed senses for it, even though some ani-
mals have. Just because we do not have a receptor for some sensory input 
that does not imply that the sources of such input are few or that it is of 
no adaptive use. Of course, we have not developed X-ray or gamma ray 
receptors exactly because there is so little of that kind of radiation here on 
earth. However, thanks to human ingenuity we have been able to build 
instruments that partially compensate for our limitations. Th ese instru-
ments function just like natural sense organs. Some signals go into them 
in one end; humans receive information in the other end. 

 So we construct instruments to deliver, in a sensory form, information 
about something we cannot gain information about by unaided human 

of the structures of the world in which he acts and on the fact that the instruments used to know 
the world are constructed by and through the world” (pp. 135–136). 
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sense organs. Collecting and recording this information give rise to beliefs 
about the object the information is about. Such a belief can be just that an 
unidentifi ed  x  is present. In this case we want to interpret what  x  is other 
that an  x . In other cases the belief we acquire is a belief that  x  is  F . In these 
situations it seems correct to say that we are not involved in an act of inter-
pretation. 13   Observation  diff ers from  perception  in the sense that one must 
be accountable for those second-order beliefs one attains from observation 
by being able to point to relevant evidence in order for these beliefs to 
count as knowledge. 14  However, perceptual knowledge demands no such 
justifi cation; the acquired belief only has to be reached by a direct sensory 
mechanism and to be logically compatible with what we already know. It 
is only if the reliability of a particular perception is put into question that 
we may fi nd it necessary to defend it with further evidence. 

 At the time of the invention of the telescope and the microscope sci-
ence moved from observation to instrumental observation. We still ‘see’ 
through one of these instruments because they use light to collect infor-
mation, but we also observe stars or bacteria with them. Observation 
takes place when one concentrates on the object of one’s perception or 
is epistemically aware of the information one receives from the environ-
ment. Th erefore I shall propose an account of observation, which could 
be called  the internalistic theory of observation in contrast to the external-
istic theory of perception . Central to my account is the idea that just like 
perception observation involves belief acquisition. But where perception 
belongs to the embodied part of cognition, observation is due to the refl ec-
tive part. Or to put it in a well-known slogan: perception does not require 
that you know that you perceive, whereas observation requires that you 
know that (and what) you perceive. If we grant that some dumb animals 
have beliefs about their environments, they may be involved in percep-
tion but they cannot intentionally contemplate the belief they received 

13   Faye (2012), pp. 98 ff . 
14   It is not obvious that the evidence has to be “adequate” but it must be relevant. It seems to me 
that observation can and sometimes does lead to beliefs that are mistaken. When Herschel fi rst 
observed what we now call Uranus, he interpreted it to be a comet. Of course, he was making 
observations. So we might make an observation and might be able to point to evidence we might 
think is adequate to justify the beliefs we get from this observation, but that in fact this evidence is 
not adequate, and all we have is a mistaken belief. In other words, our mistake was about the ade-
quacy of the evidence. But this does not mean that an observation was not made. 
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from perception. Animals cannot make refl ective judgments about their 
beliefs. In science, however, a purely epistemic theory of perception is 
insuffi  cient to explain  observation , much less  instrumental observation , 
and must be supplemented by a refl ective account of observation. My 
contention is that the belief acquisition we fi nd in instrumental observa-
tion can be grasped along the same lines as what we fi nd in perception. 
Th e generalization will work if we realize that the common epistemic 
element in both perception and scientifi c observation is the acquisition 
of beliefs regarding the object the information is about. Th ey diff er only 
with respect to the degree of epistemic justifi cation.  

3.3     Theory-Ladenness 

 It is part of the folklore of today’s philosophy of knowledge that obser-
vation is theory-laden. Th e phrase “theory-laden” leaves more room for 
culture and less for nature. Nevertheless, the expression is an unhappy 
idiom. It seems to ascribe more cognitive power to interpretation in terms 
of a scientifi c theory held at a given time than to the innate mechanism 
underlying observation. Nevertheless, when Norwood Russell Hanson 
introduced the term in  Patterns of Discovery  he was careful to distinguish 
between what he called “theory-ladeness” and what he called “the interpre-
tation thesis.” An interpretation is something put onto a supposedly given 
sensory input, something that in principle could be stripped away and 
leave an “uninterpreted, pure sensory given.” I think with “theory- laden” 
Hanson had in mind something more akin to a Kant-like pre- conscious 
synthesis that was  inseparable  from what it is that we directly experience. 

 Already from Gestalt psychology it is known that the brain adds in its 
own information to the sensory input. Th e stimulus that arrives in the 
brain from one’s eyes is the same regardless of whether one sees a white 
vase or two black opposing faces (Rubin’s vase). Apparently, the brain pro-
cesses this sensory information by fi nding a match between it and infor-
mation of previously established cognitive blueprints, which in this case 
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can be either a vase or two faces. 15  It does so automatically even though we 
might have established refl ective knowledge that contradicts that percep-
tion. Th ink merely of the stick submerged in water that is seen as if it is 
bent, though known to be straight. Faced with a Müller-Lyrrel diagram we 
know by measurement that both lines are the same length. Nevertheless, 
such positive knowledge is not capable of totally removing the perceptual 
illusion of seeing one of the lines as longer than the other. A classical series 
of experiments made by the Belgian psychologist Albert Michotte on 
visual perception of causality demonstrates that in some situations people 
can have experiences of moving objects that are quite paradoxical when 
the movement is described according to ordinary mechanical principles. 16  
In other experiments, made by two Danish psychologists, Edgar Rubin 
and Edgar Tranekjær Rasmussen, where the subjects are introduced to 
some simple geometrical fi gures, they feel constrained to give a perceptual 
description of the relationship of these objects although they are aware of 
it as inconsistent with Euclidean geometry. 17  Th us, established refl ective 
knowledge does not override our perception in every situation. Th ere are 
cases where relevant knowledge does not enforce itself on the perceptual 
organization even though it might form a signifi cant part of our general 
background knowledge. Eventually we may learn to “correct” these illu-
sions, say by knowing how an unbroken oar in water looks like. 

 Th e above examples illustrate that sometimes perception and refl ectively 
pre-established knowledge are not consistent with each other. Background 
knowledge cannot always aff ect the way the brain processes the sensory 
information, which is a natural capacity of living beings and which may 
change from species to species. Refl ective knowledge may merely aff ect, 
or rather constitute, the  observational  component, in addition to the per-
ceptual component, because observation needs to be not only biologically 
reliable but also epistemically justifi able. So obviously there must be odd 
cases where these two kinds of elements are not, or cannot be, brought 
into mutual consistency. What is correct about claiming that observation 

15   Probably this is also the mechanism behind association and the Rorschach test. Th e sensory 
information is the same for every test person but various people process this information in virtue 
of diff erent conceptual modules determined by their psychological character. 
16   Michotte ([1945]1962), p. 87 and p. 125. 
17   See Rubin (1950), and Tranekjær Rasmussen (1955). 
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is theory-laden, I believe, is that our refl ectively established knowledge 
may have a direct formative infl uence on what we perceive something to 
be. It is a trivial fact that seeing an object as an object or as a certain object, 
say, a cat, requires a certain amount of conceptual resources. Generally, we 
never see something unspecifi c as “sense data” or sense impression, which 
then is interpreted in accord with whatever concepts are available to that 
perceiver. Although psychological research has shown that people never 
actually experience some kind of ‘raw’ purely sensory input, it is mistaken 
to conclude from this fact that all observation is laden by the scientists’ 
theoretical commitments. While it is no doubt true that scientists strongly 
committed to a theory will tend to make observations directed by that 
theory, it is surely mistaken to assume that no scientist can ever be suffi  -
ciently open minded about his or her theoretical commitments to be able 
to describe perception from the point of view of common sense. Th us, it 
goes much too far when Hanson claims that our concept of seeing not 
only implies that we perceive something as this or that, but also that such 
or such  would be  the case, if what we do actually see were to be in a certain 
counterfactual situation. 18  As he says, “to see an X-ray tube is at least to see 
that, were it dropped on stone, it would smash.” Are we really able to see 
counterfactual situations? Is it not so that the smash of the X-ray tube, if, 
contrary to the facts, it were to hit stone, is something we know, assume, 
imagine, or expect? Of course it is. We do not see it because this is not that 
about which our sense organs actually inform us. 

 As noted earlier, Wilson distinguishes between primary and secondary 
“epigenetic rules” corresponding to a distinction between the capacity of 
sensation and that of cognition. Th e function of sensation is to collect 
information and to distribute this information to the cognitive centers 
of the brain, whereas the function of cognition is to use this informa-
tion to imagine what is going to happen next and to steer the brain’s 
motor-control system of our body accordingly. Sometimes sensation and 
cognition are regarded as parts of a single continuous information pro-
cessing involving recognition, identifi cation, and classifi cation. But from 
an evolutionary point of view it seems reasonable to keep their  functions 

18   Hanson (1958), pp. 19 ff . 
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distinct. 19  Th erefore, the claim that perception and observation are 
theory- laden only implies that a cognitive process somehow transforms 
the sensory information under the eff ect of what we already believe so 
that we not only see something but also usually see it as something. 

 What is correct about claiming that observation is theory-laden is that 
observation depends partly on a person’s conceptual knowledge and lin-
guistic competence and partly on the physical circumstances in which 
the act of perception takes place. It is surely mistaken to hold that we 
fi rst receive information and then make a theoretical interpretation of 
this information before we infer what it is that we really observe. Th e 
processing of the sensory information should not be seen as a process 
of ‘interpretation,’ which happens only in case we consciously acknowl-
edge a lack of information. Most of what we observe instrumentally does 
not go through an act of interpretation before we are aware of what we 
are observing. Exactly the same holds for observation with unaided eyes. 
Human beings become adapted to recognizing diff erences and similari-
ties in the sensory information input as signs of certain types. After we 
have learned to distinguish various types, we no longer need to interpret 
what we observe. We are no longer just seeing something, but seeing it 
as a certain type. Familiar things and events are usually identifi ed imme-
diately as certain things and events whenever they are perceived in the 
appropriate circumstances. Moreover, as we learn to master a particular 
language that provides a sophisticated conceptual system, we see these 
things and their properties in the categories of that language. Our natural 
language provides us with the names for the things and events found in 
our everyday surroundings. We are immediately  aware  of a certain entity 
as a person, a house, a tree, or a mountain whenever we grasp that such 
an entity belongs to the type that has that name in that particular lan-
guage, for if one’s language contains terms for these entities, the mastery 
of that language consists in one’s cognitive skill in unhesitatingly apply-
ing each term to the right objects.  

19   Also Dretske defended such a distinction as one between non-epistemic simple seeing and epis-
temic perception. He then identifi ed simple seeing with information encoded in an analog form 
and perception with information encoded in a digital form. See his paper “Sensation and 
Perception” in (1981), pp. 135–153. 
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3.4     Instrumental Observation 

 Th e items in our vision are perceived as defi nite objects of a certain type 
because we can grasp them conceptually as such. It also seems reasonable 
to assume that the higher animals have perceptual beliefs because up to a 
certain point they can identify particulars as defi nite particulars or particu-
lars as instances of defi nite types. Th e meaning I have reserved for “observa-
tion” implies that no higher animals, except human beings, have the capacity 
for making observations, because they are not able to justify the beliefs they 
obtain through their senses. Beliefs we gain by instrumental observation 
are, of course, only possible in a more developed state of human culture. 
Instrumental observation requires that the sensory information not only 
produces fi rst-order beliefs about what one perceives, but also second-order 
beliefs about how the fi rst-order belief can be justifi ed with reference to the 
technology employed in extending the limits of our senses. In science we 
rarely have the possibility of comparing recordings we can see by the unaided 
eye with the items themselves. Most stars and nearly all galaxies are such 
items; cells, molecules, atoms, hadrons, and leptons are others. We cannot 
check alleged recordings of these objects with the objects themselves. When 
we compare pictures of Barak Obama with the man himself, we do it by see-
ing whether the person on the pictures has the same features and properties 
as the real Obama. And if there is a high degree of similarity between the 
pictures on the TV screen and the man himself, the producer regards it as 
evidence that the broadcast is working. But with respect to distant celestial 
objects or small corpuscles, which are either too faint or too small to be seen 
with the naked eye, scientists cannot compare pictures taken through tele-
scopes or microscopes with the perceived features of the objects themselves. 
Th e same holds, of course, for other instrumental recordings of these items. 
When a skilled physicist looks at a photograph taken of a track in a Wilson 
cloud chamber (today this instrument has been replaced by a bubble cham-
ber or a spark chamber), she immediately acquires the fi rst-order belief that 
she is seeing a picture of a cloud chamber track. She may also directly acquire 
a fi rst-order belief that what she sees is a picture of a track of an electron in 
spite of the fact that she cannot see the object itself and thus cannot compare 
it with the photograph. As an observation, however, she would also have 
obtained a second-order belief about the evidence supporting her fi rst-order 
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belief. Such a second-order belief is an epistemic belief. Th e diff erence is that 
fi rst-order beliefs are perceptual beliefs, whereas second-order beliefs are epis-
temic beliefs that can be used to justify fi rst- order beliefs. 

 Nobody would say that the physicist perceives the electron. But he 
perceives its track. In the same way as a photograph of something is not 
identical with what it is a picture of, a track or a signal is not identical 
with what has caused it. Th e track on the photograph has properties that 
the actual track in the cloud chamber does not have, and the actual track 
has other properties diff erent from those of the electron. Th e electron 
itself, as distinct from its track, does not have properties that are directly 
perceivable to the physicists or us. Yet, as soon as he looks at the photo-
graph, the trained physicist may acquire the fi rst-order perceptual belief 
that the white line is a track of an electron. Th e perceptual belief need not 
be a result of an inference or interpretation of other perceivable features; 
he may immediately perceive the track as one of an electron. In addition, 
the sensory input produced by the instrument is converted not only into 
a fi rst-order belief of the physicist that he perceives white line patterns 
on a photograph, but also a fi rst-order belief that he is observing tracks 
of an electron. So therefore the question we have to answer is how can 
the physicist acquire such immediate fi rst-order beliefs about something 
that is invisible? He can do this because his second-order beliefs are about 
phenomena that he takes to be not only good evidence for justifi cation of 
his fi rst-order belief but also part of his concept of an electron that white 
lines on a cloud chamber photograph of this nature are good evidence 
of the presence of electrons. 20  Th e white patterns on the photograph are 
conceptually associated with the tracks of electrons due to the fact that 
part of the concept of an electron is that it has properties that allow it 
to interact with water molecules in a supersaturated water vapor leaving 
behind a trail. Hence, the physicist perceives the patterns as tracks of 
electrons. Th e second-order belief is about the perceptual criteria that 
the physicist may use in this context to identify the bearer of the name. 
When the physicist sees that these perceptual criteria are realized in a 
certain experimental context, he or she can justify the belief that these 
patterns are made by electrons. 

20   Cf. Faye (2002) p. 38 and p. 74. 

82 Experience and Beyond



 On the basis of her general training in particle physics and experience 
of the physical context in which such lines appear on the photograph, a 
skilled particle physicist will immediately perceive them as tracks of a cer-
tain particle. Her knowledge about the technical design and construction 
of a Wilson cloud chamber, knowledge of the experimental conditions 
under which the lines are recorded, knowledge of atomic physics, and in 
particular knowledge of how diff erent particles leave diff erent track pat-
terns on the photograph, all this information enters the processing of the 
information she actually receives through her senses, providing her with 
the fi rst-order belief that the line she sees is the track of an electron. All 
her knowledge enters into generating a second-order belief on the basis 
of the incoming sensory impressions and the fi rst-order perceptual belief, 
because the physicist’s notion of an electron includes the patterns on a 
cloud chamber photograph as one type of evidential criteria by which he 
can justify believing that an electron passed through the chamber. Given 
his background knowledge and knowledge of the circumstances under 
which this particular experience appears, the physicist is capable of both 
assigning the name of the particle that made the track correctly and using 
it as evidence to defend his perceptual belief, if needed. Since the young 
student does not know under which circumstances she may apply cor-
rectly the various names of fundamental particles, she is not able to form 
any perceptual belief about what it is that she is seeing, and she is not able 
to recognize the pattern on the photograph as a picture of the track of 
some specifi c particle. Th e student may even possess advanced  knowledge 
of atomic particles but still have no knowledge of the experimental cir-
cumstances under which she can refer to an observation or a detection of 
any of these particles. Without this knowledge she is not able to see the 
pattern on the photograph as a track of a certain particle. 

 Here I want to emphasize that whenever the physicist can use a term like 
“electron” to refer to the perceivable outcome of an instrument as the eff ect 
of what the term refers to, he is involved in an act of observation of the 
referent of that term. As a competent speaker of the physicists’ language, he 
knows the particular experimental circumstances in which “electron tracks” 
applies correctly to the lines he can see, and as soon as he realizes that he is 
confronted with these circumstances, he gains a second-order belief about 
the cause of information of his fi rst-order belief. Th e knowledge needed to 
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have such a competence comes from many sources. Many diff erent experi-
ments have previously identifi ed the patterns created by the various kinds 
of particles. Th eoretical knowledge such as the Lorentz force law has been 
used to make these identifi cations. Eventually practical knowledge gained 
by actions, manipulation, and experience together with theoretical knowl-
edge of particle physics enables the physicist to become better and better 
at identifying the various tracks. Finally, when all this information is inter-
nalized in the physicist’s mind, her observational competence has reached 
a conceptual level where she can apply the name “electron” correctly to 
what she sees whenever she is in the perceptually correct circumstances. 
However, she would not be able to observe the electron, unless she could 
actively use this background knowledge to justify her belief. 

 Since scientists learn of the existence and properties of objects that 
cannot be perceived through instruments that make them perceivable, 
I regard it as reasonable to say that under such circumstances where a 
scientist forms a second-order belief with respect to the acquired per-
ceptual belief, he or she is ‘observing’ what cannot be perceived by the 
naked eye. Th us, we always perceive items in a context, and phenomena 
are understood or explained by science only in such a context. Th e white 
lines on a photographic plate become understandable to the physicist as 
a picture of the track of an electron when he knows the conditions that 
have to be satisfi ed in order for him to refer to the conspicuous delinea-
tions as tracks produced by the electron, and he is aware that the context 
of the phenomenon corresponds with these conditions. I hold that this 
awareness is a case of observation where the second-order belief gained 
by the very skilled physicist is non-inferentially acquired. But the belief 
also may be inferred indirectly from other beliefs because the observing 
person has too little experience, or because the item of observation has 
not been observed before, or because the reliability of the instrument is 
unknown. Whether or not the student perceives a white line on a pho-
tograph as a track of an electron depends on whether or not he knows 
about the ionization that happens along the path of a charged particle 
passing through oversaturated vapor in a container. If he does not know 
this, and does not know how a cloud chamber works, he will not know 
that the term “electron” is applicable in the given context, and he will not 
obtain the same perceptual belief as the skilled physicists. Th us, he will 
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not acquire a correct belief about what he is seeing, and hence he will not 
epistemically observe an electron. 

 Indeed, a student or technician could be trained to identify the particles 
causing diff erent tracks just on the basis of their shape and never know 
anything about the actual physics that causes the track to be generated 
in the cloud chamber and the ways in which diff erently charged particles 
behave under diff erent forces. In this case the student or the technician is 
not observing anything. Th is identifi cation could even be carried out by a 
computer. If I am correct, the student or the technician lacks relevant sec-
ondary beliefs to justify their fi rst-order beliefs. When stellar spectra were 
fi rst measured astronomers had no idea what caused them, but they could 
still say they had “observed” certain elements in the sun’s atmosphere simply 
because they could match the lines with known samples of the elements. 

 Instrumental observation is  an intentional act  of getting perceptual 
information about an object in order to fi nd out whether the perceptual 
conditions for the application of a certain name to the phenomenon in 
our visual fi eld are satisfi ed. Th ese perceptual conditions concern the evi-
dential criteria for applying that name. Th erefore, in contrast to my defi -
nition of perception, I will say that we are making an ‘observation’ if, and 
only if, on the basis of perception, we come to believe that the conditions 
for assigning a name or a predicate to objects that we cannot see have 
been met because those criteria we can see are fulfi lled. In other words, 
for all  S ,  O :  S  observes  O  as  N  if, and only if,  S  forms a second-order belief 
that the object of his or her perception satisfi ed the evidential criteria for 
justifying the use of the name “ N ” and  S  is justifi ed in having this belief. 

 As a competent speaker of an explicitly defi ned professional language, 
the scientist knows the circumstances in which the names and predicates 
of that language apply correctly to something in his visual fi eld. But the 
scientist would never have become a competent speaker if she could not 
recognize those circumstances whenever they were present. However, rec-
ognizing that one is in the appropriate circumstances that determine the 
correct use of a certain declarative sentence—a sentence containing some 
of these names and predicates—is the same thing as acquiring a  war-
ranted  belief that the sentence can be asserted. 

 A little more can be said about the circumstances under which the 
 correct application of observational terms becomes established. Th e sense 
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of scientifi c terms is specifi ed by the coherent structure in which the 
terms are fi rst learned and then employed. I hold that various observa-
tional and experimental practices fi x the reference of observational terms. 
Th ese practices both identify the bearer of the names and determine 
whether the conditions are satisfi ed for assigning a certain predicate to a 
particular subject, which bears those properties. Th us, a term can func-
tion as an observational term, independently of whether or not it refers 
to something visible to the human eye, if its application can be associated 
with certain canonical experiments and observational situations. I do not 
hold that the meaning of such a term is identical with certain instrumen-
tal procedures as the operationalists once claimed. But the existence of 
canonical procedures makes certain that we can establish the referent of 
the terms referring to invisible entities, and by doing so we are genuinely 
observing these entities. Recognizing these procedures is what warrants a 
belief that we can observe what is imperceptible and gives us the warrant 
for making true statements about them.  

3.5     Observability 

 Th e nature of observation consists in forming an epistemic belief concern-
ing the perceptual items we are confronted with in our visual fi eld and, 
if necessary, the items that are the objects of our instrumental recordings. 
According to this characterization of observation, every item that is able 
to cause such an epistemic belief is an observable object or property of an 
object and every item that is unable to do so is unobservable. 

 In defending constructive empiricism, van Fraassen puts a heavy bur-
den on his distinction between observables and unobservables. Rightly so 
I would say, but he puts it up in the wrong place. He maintains that the 
alleged distinction is in no way a clear-cut distinction and that many bor-
derline cases exist between what is observable and what is unobservable. 
In eff ect, he grants that “observable” is a vague predicate. However, he also 
holds that there are clear cases and counter cases for determining its use. 21  
Seeing with the naked eye is the paradigmatic example of  observation. 

21   van Fraassen (1980), pp. 16–17. 
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Also a look through a telescope at a moon of Jupiter is clearly a case of 
observation, because it is possible for astronauts to go out there in a space 
shuttle and see the same thing for themselves with their unaided eyes. 
Th e counterexample is the purported observation of an atomic object in 
a cloud chamber. In this case, van Fraassen holds, a particle is detected by 
means of the cloud chamber, if the current theory is correct, and then this 
detection is referred to as an “observation of an electron” by the physicists. 
What they see is the track caused by the particle similar to the vapor trail 
in the sky left by a jet. Th e particle itself is unobservable. Th e same is true 
for things that can only be seen through a microscope. 22  Such microscopic 
objects are unobservable, according to van Fraassen’s distinction, contrary 
to telescopic objects a great distance from us, since they can never be scru-
tinized directly by human eyeballs. 

 For van Fraassen, the distinction between what is observable and what 
is not is fundamental to empiricism. However, he insists that the dichot-
omy has no ontological implications, because observability is too anthro-
pocentric a notion to entail anything about what is real and what is not. 
But it has a very important epistemological role to play by telling us that 
belief in truth is restricted to observability. 23  Nevertheless, van Fraassen 
seems to ignore that to say that an object is observed is to say that certain 
beliefs about unperceivable objects are true, and if these beliefs are true, 
then the referents of the statements must be real objects. However, van 
Fraassen concludes, we humans should not believe a theory about some-
thing that we cannot observe to be true. We are only justifi ed in believing 
the theory to be ‘empirically adequate’ in case what it says about what 
we can observe is true. So accepting a theory means that one is willing 
to claim that it is empirically adequate but not necessarily that it is true. 

 Obviously, van Fraassen’s argument for empiricism contains two indepen-
dent elements: (i) observability is coextensive with a belief in truth (not truth 
itself), and (ii) something is observable if it can be seen by humans, that is, 
it is observable if there are circumstances under which that something can 
be visually present to us. Th e second assumption is distinct from the fi rst. A 
person may accept (i) while she denies (ii), or she may hold (ii) but not (i). 

22   See van Fraassen’s answer to Ian Hacking in van Fraassen (1985), pp. 297–300. 
23   van Fraassen (1980), p. 19. 
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Here I shall not address the fi rst assumption; it concerns a topic that I will 
discuss in a succeeding chapter. Here I want to raise questions about whether 
van Fraassen’s characterization of observability is adequate. 

 Indeed, we cannot see electrons with our naked eyes simply because 
they do not possess properties that we have evolved to be able to perceive. 
All those properties that physicists attribute to electrons imply that they 
can be observed only by instruments, that is, electrons can be attributed 
only properties that are revealed in its causal interactions with macro-
scopic instruments that we can perceive. What we can see are traces (i.e., 
causal eff ects) of an electron or a record of these traces. Physically speak-
ing, observational beliefs are acquired indirectly through the medium of 
‘observations’ by means of instruments that extend human sensory limits. 
In this perspective instrumental observation is not so diff erent from ordi-
nary perception where visual beliefs are obtained only indirectly through 
the medium of the sunlight’s refl ection from the object. 

 I want to draw a distinction among (1) things that can be seen with the 
naked eye, i.e., things that are  perceivable  (or  simply observable , if they give 
rise to a second-order belief ), (2) things that are  prosthetically perceivable  
(or  prosthetically observable , if they give rise to a second-order belief ), and 
(3) things that are observable with respect to the art of instrument making, 
which may be called  instrumentally observable . Th e fi rst is more or less bio-
logically constant as long we are restricting ourselves to humans, although 
also concept-dependent. Th e second and the third kinds of observable 
things depend on our level of technological development at a certain time. 

 Th ere are two senses of observe,  synchronic  and  diachronic , one might call 
them, and therefore also two senses of being perceivable or simply observ-
able. Sometimes—when we are being very strictly literal—what we ‘observe’ 
is taken to refer to ‘at an instant.’ As it were, a frame in the running movie of 
time. Here change is inferred from a comparison of many observations over 
time. However, when we observe change itself, dynamic processes with tem-
poral thickness, then of course we add together many frames of the movie. 
In this context we observe ‘processes’ more directly than the momentary 
properties of objects, as we might “observe” the rebuilding of a city after a 
bombardment or one run of an experiment consisting of thousands of runs. 

 Th ings that are prosthetically perceivable are those that can be 
 experienced by a person only because a technical device is implanted into 
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the body in replacement of a sensory impairment. In such a sensory sub-
stitution information from an artifi cial receptor is coupled to the brain via 
a human-machine interface. Th e brain is then able to use this information 
in place of that normally transmitted by an intact sense organ. What sepa-
rates prosthetic perception and instrumental observation is that the fi rst 
form is normally not an intentional act; usually it produces only a fi rst- 
order belief, in contrast to instrumental observation, which in my opinion 
always involves a second-order belief. But in cases where prosthetic per-
ception produces a second-order belief by which a person can justify his 
or her fi rst-order belief, prosthetic perception becomes an instance of an 
intentional act of observation. 

 Now, imagine some astronauts who travel out to Jupiter and take a look 
at one of its moons. Th eir perceptions at close range can confi rm observa-
tions made by an earth-bound telescope. According to van Fraassen, this 
means that humans see through a telescope whenever we could bring 
ourselves into situations in which what is seen through that instrument 
will be immediately present to us. Th us, van Fraassen subscribes to (3) if, 
and only if, it is in principle accessible to (1). But how is “in principle” 
to be understood here? Since van Fraassen leaves it to science to tell us 
what is or is not observable, he cannot mean logically possible. 24  It seems 
therefore that van Fraassen holds that a thing is observable if, and only if, 
it is perceivable by the naked eye because that thing physiologically can 
become an object of simple seeing. 

 Nevertheless, not all events or things beyond our planet are physiologi-
cally possible for humans to encounter. Quasars billions of light years 
away or supernovas appearing in the Andromeda Galaxy may be so dis-
tant that they would have faded away long before we could arrive at their 
vicinity of space, so we could see them with our own eyes. Th is is not a 
question of whether or not it is within the range of our current physical 
technology. Some astronomical phenomena, like quasars, may belong to a 
certain category of objects that exists only in the early history of the uni-
verse. So even given the speed of light and time enough to travel out into 
the farthest region of space, it would be physically impossible for humans 
ever to confront such object. We may begin our journey to get there only 

24   Ibid., p. 57. 
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to see a quite diff erent kind of object than the one we observe in the night 
sky today when we get within a range visible to the human eye. So taking 
seriously van Fraassen’s criterion of observability amounts to a situation 
where some of what we ‘observe’ by looking through a telescope, like 
galaxies, is observable but some other things we ‘observe,’ say, quasars, are 
not, in spite of the fact that these celestial things look more or less similar 
when observed through a telescope. By refusing to rely on information 
that only scientifi c instruments yield, van Fraassen supports a concept of 
observability according to which something is observable only if human 
beings have the capacity of simply seeing it. Being ‘observable’ becomes 
a highly species-specifi c relation. Th is seems to be a very Darwinian atti-
tude, and so it is. But if this is the only thing one has to say about observ-
ability, one ignores that biological selection has given the human species 
the ability to learn from experience, among other things, to construct 
instruments for collecting empirically accessible information. 

 Van Fraassen is correct in insisting that the physicist does not see atomic 
particles in the cloud chamber, but she may see tracks of them. Similarly, 
whenever a person looks at some footprints of a bear in the snow or at a 
photograph of a very faint and distant galaxy, he does not see the object 
itself but sees a trace of (parts of ) it. He experiences only traces left by the 
object whose existence he thereby regards as revealed by these traces. In 
both cases the object may have ceased to exist long before its traces have 
disappeared. Th e same is true for atomic particles passing through a cloud 
chamber. In his criticism of the causal theory of perception, Dretske points 
to a useful analogy. 25  Th e diffi  culty with this theory, says Dretske, is that 
we cannot identify which part (the diff erential conditions) in the causal 
chain that we actually see. His illustration is Herman ringing a doorbell. 
How do we explain, for example, that what is audible and what is not 
audible in this process? Th e causal connection is a necessary condition 
only. Dretske argues that we must add an information component to the 
causal process. What matters is that a causal sequence carries information. 
Diff erent causal sequences can carry the same  information about a remote 
causal factor without carrying information about a more  immediate and 
intermediate causal factor. We hear the doorbell ring, but we hear (audibly 

25   Dretske (1981), Chap. 6. 

90 Experience and Beyond



observe) that someone is at the door. Th e reason is that we hear that of 
which our hearing gives us the primary representation. Th is primary rep-
resentation of the properties of remote objects is dependent on the con-
stancy with which they are represented. Th e same holds for all forms of 
perception. Th e physicist perceives the lines as the track of an electron, but 
he observes that an electron went through the cloud chamber, because if 
he is challenged he may point to the lines as directly visible evidence. 

 Sometimes we might see a visible object directly indicating the pres-
ence of some invisible object, as a jet’s trace in the sky indicates the pres-
ence of a jet we can barely see. But other times we might see that same 
object directly as the object itself, as the jet trace, or as a long streak of 
ice crystals in the stratosphere, which might interest the meteorologist. 
Atomic objects, viruses, and bacteria may therefore be observable in the 
instrumental sense, since there are experimental situations where they 
are represented by their eff ects on a screen or a display. However, one 
may object that we can always distinguish between things perceptually, 
as we see them, and the visual traces they leave behind them. But how 
can we distinguish between invisible entities and their various perceptual 
traces, which are taken to provide us with information about them? Th e 
dilemma is this: the invisible entity is distinguishable from the visible 
eff ects that are considered as evidence for its existence or it is not. If it is, 
then we seem not to be other than inductively justifi ed in asserting that 
these entities really exist, or we can make no such an epistemic distinc-
tion between invisible entities and their perceptual traces, but then it 
seems as if invisible objects are nothing but these eff ects. 

 Ignoring black holes and perhaps a few other similarly problematic 
objects, macroscopic objects are indeed simply observable. We see these 
things because they have certain properties that make them perceivable 
for us. At the macroscopic level the properties of size, shape, and color are 
certainly attributes that allow us to have perceptual access to those objects 
that possess them. Th e perceptual beliefs we acquire about macroscopic 
objects can be justifi ed in terms of other beliefs. Nevertheless, our sensa-
tion of these properties is of little interest from a physical or chemical 
point of view. Size, shape, and color of objects can be, and certainly are, 
of interest to physicists and chemists. But it is their measurement that 
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counts in science, so instruments are needed for measuring the values of 
these properties. 

 Th e scientist has to abstract from the immediately perceptual properties 
whenever she wishes to give a full physical description of the system that 
she can measure. In such cases she must assign to the system other observ-
able attributes whose numerical values are not directly perceptually acces-
sible in the sense that they can be picked up by the unaided eye. What 
we might pick out with the unaided eye is the comparison of some visual 
property of an object with some measurement scale in virtue of which that 
property is accorded a measured “value.” For instance, the mass of the sys-
tem can only be experientially apprehended by a lever, its charge can only 
be recognized by an electroscope, etc. Physically relevant properties that 
we can see directly with our own eyes are very few indeed. Th e position of 
macroscopic objects, or the change in their position, belongs to this cat-
egory, but even position is very often determined by instrument readings. 
Aside from the measurement of spatial and temporal intervals, the great 
majority of all other attributes of any signifi cance in physics and chemis-
try require the use of some kind of instrument to manifest any recordable 
trace, as when we read the position of the pointer of a measuring instru-
ment, or electronic digits on a computer screen, or watch the graphic 
curves on an oscilloscope. Since nearly every observable attribute in terms 
of which science describes macroscopic objects in order to predict their 
kinematical or dynamical behavior is based on an instrument reading, it 
seems arbitrary to claim that these properties make the object observable 
only if they are attributed to macroscopic objects. Th e reason is that even 
though we also attribute microscopic objects the same sorts of kinematical 
and dynamical properties, such objects are not observable. 

 As we have already pointed out, the obvious counterargument to this 
conclusion would be to say that observables attributed to macroscopic 
objects by their corresponding pointer reading observables are directly 
perceptible themselves, whereas the so-called “observables” attributed to 
microscopic objects by their corresponding pointer reading observables 
are not truly observed. It is paradoxical, to say the least, that the fi rst set 
of macroscopic observables has the status of genuinely observable quanti-
ties, whereas the second set of microscopic observables has the status of 
being only theoretical quantities, because the pointer reading observables 
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are in both cases only those with which we can be visually acquainted. 
However, the counterargument loses much of its appeal when one bears 
in mind that macroscopic properties, which usually are considered as 
simple observables, can sometimes be assigned a numerical value in situ-
ations where they function solely as theoretical quantities, and not just as 
perceptually accessible pointer reading quantities. 

 First, we need to introduce a distinction between two diff erent kinds of 
quantities, those that are correlated with a pointer reading observable and 
those that are not. In our terminology the fi rst kind includes the instru-
mental observables, while the second kind includes the purely theoretical 
quantities. Now consider, for instance, a double-star system, or the Earth’s 
movement around the sun. Th e mass and the velocity of these bodies can-
not, not even in principle, be observed by the eyes of any human being. 
Th ese attributes can be immediately experienced by our senses as long as 
we are handling medium-sized objects here on Earth, though their exact 
numerical value cannot be established without the use of instruments. 
But not even this will do in the case of a double-star system. Indeed, 
the relative position of the two stars can be observed through the tele-
scope as well be perceived directly from a nearby location. However, the 
assignment of mass to the bodies is possible, not as something which 
can be perceived directly, but as a specifi c numerical value of theoretical 
quantities based on Kepler’s third law in Newton’s general formulation, 
 T ²( M  A + M  B )/ a ³ = 4 π ²/G, where  a  is half the major axis in the relative orbit 
specifi ed by the observation of their mutual positions over a period of 
time. Th eir velocity can then be calculated on the basis of the conservation 
of energy from the general formula  V ² = G( M  A + M  B )(2/ r  − 1/ a ). Th e mass 
and the velocity of the stars, or the same properties of the Sun and the 
Earth, are strictly theoretical quantities, which can never correspond to 
some appropriate pointer reading observables. And the theoretical param-
eters  a  and  r , representing the orbital characteristics, can be said to des-
ignate observable quantities only in a derivative sense, since in actual fact 
they are calculated on the basis of many position measurements. So what 
in one context presents itself as a simple observable property, because it 
can be assigned to an object by visual means, appears in another context 
as an entirely theoretical quantity. Apart from showing that observation 
is laden by theory, this example illustrates quite well that the distinction 
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between observable and non-observable quantities is not absolute but var-
ies relative to the limits of our perceptual and instrumental possibilities. 

 Nevertheless, this counterargument does not seriously threaten my 
claim that we do observe  imperceptible  entities because it entirely fails to 
make note of a distinction between my claim that instrumental observa-
tion necessitates acquiring beliefs about theoretical entities through our 
senses and instruments as well as the question of how one can be justifi ed 
in believing what one observes. In the case of perception, we may still 
perceive whatever it is that we do perceive without having warrant for 
our beliefs. Th is holds for direct perception as well as for instrumental 
observation. All observation, including perception with the unaided eye, 
depends on background knowledge. What is essential to both perception 
and observation is that the subject acquires a belief based on sensory infor-
mation. Th is information being shaped by a given conceptual blueprint 
determines the perceptual or observational content regardless of the purely 
phenomenological form in which it appears. Th e acquired belief may or 
may not be true, but truth value is not a property of some concomitant 
qualia. Hence a distinction between observable and unobservable entities 
based on whether or not an entity can be seen with the naked eye, and 
therefore has a phenomenological form, fails to have any epistemic signifi -
cance. To attribute visual properties to an object of perception is nothing 
but to acquire the fi rst-order beliefs that the object exists and has these 
properties. Similarly, an object is observable if it has some properties that 
make it observable; that is, an object is observable if we can form a second-
order belief that what we see is good evidence for our fi rst-order belief. So 
it is correct to say that scientists observe microscopic objects, like atoms 
and electrons, whenever they actually take them to exist by applying their 
names correctly to what they  see  visually or by attributing to them a certain 
property on the basis of the outcome of an experimental investigation. 
Any object or attribute becomes ‘observable’ for us when we,  Homo sapiens 
technologensis , are able to construct instruments that provide us with infor-
mation about their presence and character.     
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    4   
 Theory and Reality                     

          Since the heyday of logical positivism, the dominant view in philosophy of 
science has been scientifi c realism. 1  But over the last two or three decades its 
prominence has seemed to dwindle. No one wants to return to the excesses 
of logical positivism, but as the dust after the battle settled, it became 
increasingly clear that not everything the defeated party had defended was 
without merit. And, as we shall see, scientifi c realism has its excesses and 
problems too. Hard-core instrumentalists believed that scientifi c theories 
are merely tools for predictions and calculations and that they have no 
ontological content telling us how the world is, being solely conceptual 
tools that are neither true nor false. Th eories help us to organize empiri-
cal data by postulating the existence of ‘theoretical entities,’ but theoreti-
cal entities are, and always will be, fi ctitious mental constructions, because 
their alleged existence would transcend anything that could be established 
by sense experience. 

1   Scientifi c realism was explicitly defended against antirealist opponents already by Galileo 
(Belarmino was clearly holding a kind of instrumentalism), and the consensus of the centuries that 
followed was that Galileo was right. So realism was already long entrenched before positivists began 
to doubt it. True, one could say the nineteenth century was a turn away from this traditional real-
ism, but remember not everyone in the nineteenth century was an idealist. 



 Scientifi c realism grows out of common-sense realism and the practi-
cal and observational success of science itself. Instrumentalism and hard- 
nosed empiricism, in contrast, are generated by a philosophical desire 
to strip metaphysics of any veil of legitimacy and to dress science in 
the armor of epistemic warrant. As long as astronomy, physics, chem-
istry, and biology dealt mainly with macroscopic objects that could be 
observed, as was generally the case prior to the end of nineteenth century, 
the acceptance of an instrumentalist view had no far-reaching implica-
tions with respect to either the number of theoretical entities explained 
away or possible technological consequences of a belief in these entities. 2  
But with the development of new theories about invisible entities, forces 
and processes such as electric and magnetic fi elds, molecules, and atoms, 
and together with the rapid increase in technology based on our beliefs 
in the reality of such entities and processes and the truth of what our 
theories tell us about them, it seems pointless to insist that we possess 
no knowledge of that part of reality that is not directly accessible to our 
naked eye. 3  It is, the realist would say, only because scientifi c theories pro-
vide us with knowledge of the hidden structure behind phenomena that 
we have been able to change nature, design new organisms, and improve 
the material and technological level of modern society. Science not only 
yields theories that predict how well-known phenomena may change. 
It also fosters theories that give us insight into the laws of nature—thus 
allowing the creation of quite new phenomena never seen before. Hilary 
Putnam once declared: Realism is the only philosophy that does not con-
sider the empirical success of science a miracle. 

 Common-sense realism is our inheritance from our biological ances-
tors. Our cognitive apparatus has been adapted to think of the world 

2   Historically, this fl ies in the face of the usual opinions of the Galileo vs. Th e Church debate, in 
which Bellarmino defended an instrumentalist view of theories, specifi cally the Copernican view, 
while Galileo insisted on a robust realism, partially as a consequence of his telescopic discoveries. 
Th is did indeed have “far reaching consequences.” I have no intention of denying the truth of this 
opinion. 
3   A great deal of nineteenth century scientifi c debate was also concerned with the “unobservable” 
reconstructions by geologists and palaeontologists of past ages. It is less tempting to take something 
like a tyrannosaur or an ice age as a purely instrumental construction designed to organize data. 
Here the—dare I say ‘innate’—realist refl ex is so natural as to make the antirealist view seem as 
far-fetched as it really is. 
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as separated from us. As long as we can push things around, create and 
destroy them, we are biologically determined to take our experience to 
be of things that are independently real. Even though human beings can-
not see, say, atoms, we—living in cultures highly infl uenced by Western 
 science—take them to be real as part of common-sense realism. Physicists 
can act upon them and their existence makes the outcome of human 
actions understandable. Biological adaptation has also arranged that we 
have the abilities to identify perceptions across temporal separations as 
diff erent perceptions of one and the same object. 

 In the preceding chapter I argued against the naked-eye empiricism 
because it was not committed to the observation of invisible entities. 
However, here I shall take issue with some of the most common arguments 
in favor of scientifi c realism, which go far beyond what an evolutionary- 
based ontology can accept. My aim is to show that scientifi c realists who 
advocate  semantic realism  lack philosophical arguments in support of their 
 metaphysical  thesis that currently accepted theories must be true or approx-
imately true of the world as it really is in order to be able to explain their 
empirical success. Similarly, an alternative form of scientifi c realism, called 
 structural realism,  which is very much in vogue these days, is not better 
off . Rather than being a realist concerning  theories , the Darwinian shares 
company with those philosophers who are realists only concerning  entities . 

4.1     Forms of Realism 

 Any theory of reality is “metaphysical” whether or not it is alleged to be 
justifi ed by rational or empirical means. Th us, materialism, physicalism, 
naturalism, phenomenalism, idealism, and solipsism are all metaphysical 
theories. Th e aim of any metaphysical theory is to give a true account of 
the ultimate nature of reality. Th ose metaphysical theories that take the 
nature of what exists to be independent of the mind are realist theories, 
while those that see the mind as having a constructive infl uence on the 
nature of existence are antirealist theories. What is characteristic about 
metaphysics is that it goes beyond science in the same way as science goes 
beyond common sense. 
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 Metaphysics can be subdivided into  ontology , the account of the beings 
or entities of which reality is composed, and  cosmology,  which is con-
cerned with the structure and origin of those entities. Th us, whether one 
says “objects” are the ultimate beings or “structures” are ultimate, one is 
holding an ontological, and therefore metaphysical, view. Diff erent meta-
physical theories have claimed the primacy of one over the other, but it 
seems to me that it is diffi  cult to talk about concrete structures without 
objects that enter into those structures or concrete objects without say-
ing how they are structured with respect to one another. I would use 
“concrete beings” or “concrete objects” to refer to the particular beings of 
one’s ontology; their opposite, “abstract entities,” denote, inter alia, those 
“essences” or “universals” that can “exist in” or “participate” in many par-
ticular beings. In the Middle Ages, realists were those who maintained 
that such abstract objects could exist apart from particulars, whereas, 
of course, nominalists denied that. Th ere could be, of course, ‘particu-
lar structures,’ such as the structure of the solar system, and ‘abstract 
structures,’ such as are studied in mathematics. But a structure remains 
‘abstract’ until some particular objects enter into that structure. Physics 
could describe in detail an infi nite number of abstract structures of pos-
sible planetary systems, but none would be ‘concrete’ unless some par-
ticular collections of stars and planets entered into them. We shall return 
to this issue at the end of this chapter. 

 All physical objects or objects claimed to exist in space and time are, 
however, concrete. (It would be, on this defi nition, possible to argue that 
“strings” or “other branches of a multiverse” are not physical objects, because 
they exist in other dimensions than the familiar ones of human experience.) 
Classical materialism, or mechanistic materialism, asserts that all concrete 
objects are ultimately and only physical objects possessing essentially and 
exclusively those properties that defi ne the classical mechanical state. But 
the introduction of the concepts of fi elds and energy in physics eventually 
pulled out the rug from underneath classical materialism. 

 “Realism” designates a possible ontological position in many diff erent 
fi elds. If one believes that the external world exists independently of our 
consciousness, regardless of whether or not one believes in the existence of 
particular things, one is a realist with respect to that surrounding  reality. 
Or in case one is in favor of the claim that there are moral facts that are 
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not, in some way or another, determined by people’s sentiments and emo-
tions, one is a realist with respect to the ontological status of moral values. 
Or if one takes the view that abstract entities such as numbers exist, even 
though they are not observationally accessible, one will be a realist con-
cerning mathematical quantities. We can also be realists when it comes 
to kinds, universals, modalities, and possible worlds. Common to every 
realist concerning these diff erent areas is that what he is a realist about is 
taken to be real, regardless of whether he himself or other human beings 
now or ever have existed. But it is not a requirement that if somebody is 
a realist in one area, she must be so in every other area. Th us, there is no 
implication between a belief in the independent existence of the external 
world and a belief in, say, the independent reality of abstract objects. 

 Here I shall make a distinction between metaphysical realism and sci-
entifi c realism.  Metaphysical realism  claims that reality as a whole exists 
in itself independently of the human mind. Apart from concrete entities 
in space and time, it may also be made up of abstract entities such as 
universals, relations, modalities, and substances whose identity condi-
tions are necessarily true. According to the metaphysical realist, there 
exists one and only correct way of representing the fundamental nature 
of reality, and it is the aim of this true metaphysical theory to give us a 
mind-independent description of what exists and how it exists. 

 In contrast,  scientifi c realism  holds that based on empirical evidence sci-
ence is able to tell us something true about the world. One version, called 
 theory realism , maintains that our best scientifi c theories give us a true or 
approximately true representation of the physical world in terms of some 
fundamental laws of nature and some entities governed by these laws. Th e 
aim of science is with the help of these theories to give us an explanation 
of what can be observed. Th e other version,  entity realism , holds that sci-
ence is able to discover the existence of invisible entities without being 
committed to a position that its theories are true or approximately true. 
Th e referents of these theories are models rather than real entities; thus 
entity realists can avoid the question of the truth of theoretical statements. 

 A third form of realism is  common-sense realism . For the sake of my 
argument, at this point I want to make a distinction between  mind- 
dependence   and  species-dependence  that allows me to explain common- 
sense realism as a result of human evolution. Common-sense realism has 
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it that the empirical world is real in the sense that things around us are 
not fi ctions of our personal mind. What we see or act upon continues to 
exist in situations where nobody is around. Because of all the traces found 
in our surroundings we are convinced that the planet existed before we 
were born and if we all died out at once because of a certain disease 
we are sure that mountains, rivers, and oceans would continue to exist. 
Nonetheless, since one may be a realist with regard to truth too, the 
obvious question is whether or not one can be a common-sense realist 
without being a metaphysical realist with respect to truth. Is it such that 
there is an ultimate reality, which makes our beliefs true independently 
of how human beings perceive the world? Before answering this question, 
we need to throw more light on the realist view that entities exist inde-
pendently of our sensations of them. 

 Two currents fl ow through Western philosophy: rationalist and empiri-
cist. Th ere have been those rationalists who anchor their account of the 
nature of this reality in what they take to be the dictates of reason. And 
then there have been common-sense realists, Hume notwithstanding, 
who take their account of reality from the dictates of the senses. So I 
distinguish the rationalist and empiricist vindication of realism. Th e ratio-
nalist approach can be associated with various forms of Platonism, apri-
oricism, and transcendentalism, whereas the empiricist approach would 
most notably be represented by most varieties of materialism, particularly 
in the robust version allied with classical mechanistic atomism. But there 
are also, of course, other versions that hold diverse particular views about 
the nature of this external reality. Although both rationalists and empiri-
cists hold that concrete entities exist in space and time, they are divided 
with respect to whether that reality includes more kinds of entities than 
concrete objects and processes in space and time. Th e rationalist-minded 
philosophers believe that reality consists of more than concrete objects 
and therefore are metaphysical realists with respect to both abstract and 
concrete objects; the empiricist-minded want to confi ne reality to only 
those things that exist in space and time. For that reason they are meta-
physical antirealists with respect to abstract entities. Th us,  metaphysical 
realism  holds with respect to abstract objects such as numbers, universals, 
relations, propositions, or possible worlds that they are a part of real-
ity and exist in their own right. However,  metaphysical antirealism —as 
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another ontological position within metaphysics—holds with respect 
to abstract objects that their existence is dependent on human beings. 
Antirealists, such as nominalists, reject the reality of abstract objects over 
and above concrete entities but they need not be idealists tout court. In 
fact, nominalists are metaphysical realists with respect to concrete entities. 

 Th e term “antirealism” is basically a newer addition to the vocabulary. 
Of course, nominalists are (perhaps the fi rst) antirealists as the Medieval 
debate had it, but in more recent times the main form of antirealism 
has been the more full-blown idealism, that is those who maintain that 
the perceived object is wholly constituted by the subject. “Realism” in 
the twentieth century arose as a reaction against this view, and the issue 
came to be in philosophy of science the issue of whether or not the con-
clusions of natural science tell us anything about a mind-independent 
reality, or whether those conclusions are wholly a construction of the 
scientifi c community. In other words,  scientifi c antirealism  in the form 
of instrumentalism denies that the nature of an independent reality has 
anything to do with the conclusions of science or that we can make any 
inferences about it, even hypothetically, from science. 

 For scientifi c realists the nature of reality is not a closed issue as it is 
for the metaphysical dogmatists; instead it is a provisional hypothesis ever 
amenable to revision on the basis of scientifi c progress. So the scientifi c 
realists are bound only by the conviction that what we know about the 
nature of reality is founded solely on what accords with our best scientifi c 
conjectures confi rmed by empirical evidence. However, theory realism is 
grounded in a representational view of scientifi c theories: For a theory to 
be true or approximately true, it must represent the world more or less as it 
is, and our best theory within a particular discipline  expresses  the knowledge 
we have gained about the entities covered by the discipline. Karl Popper 
was probably correct in asserting that no scientifi c theories, even taken 
collectively, can demonstrate the truth of any metaphysical claims, but 
they can falsify many metaphysical claims that have been made. I think 
this is the case with mechanistic materialism, once taken as having been 
demonstrated by classical physics, and the falsifying agent here is quantum 
mechanics. In this sort of view metaphysical ‘truth’ can be thought of those 
beliefs about reality that remain unfalsifi ed if the critical process is carried 
to infi nity. So I would consider it a “pragmatic” metaphysical attitude, 
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open to future revision. Metaphysics must “accord” with our best physi-
cal theories, but cannot be proved by them. Th e nature of that “accord” 
is what must be worked out by those who defend a certain metaphysical 
view. It is a matter for careful philosophical diplomacy. 

 Let us begin with the realist claim of mind independence. Th e 
 common-sense realist may have two diff erent positions in mind con-
cerning our ontological commitments. Th e fi rst is that the empirical 
world exists more or less as we perceive it, which means that the world 
is as we see it independently of human subjectivity. Th e world is not 
constituted by our personal wishes or beliefs; whatever exists exists 
as we would see it regardless of whether or not you and I are aware 
of it. How else should we explain the discovery of new objects that 
no humans have thought of before their detection? Anything that is 
accessible to our senses may be real, even though it is not actually 
an object of our perception. Th e second position is that the external 
world contains more things than what can be perceived by our senses. 
Th e common-sense realist hereby makes the external world physical, 
or mostly physical. He may contend that the world consists of the 
familiar things that surround us in our natural life and of those things 
discovered by science. Th e physical world as we perceive it is a mind-
independent world. Th e world consists of ordinary stuff  and objects 
like gold, water, human beings, animals, cars, and refrigerators, but 
also fi elds, forces, molecules, and atoms. Th e fi rst position could be 
called the  plain version  of common-sense realism. Also the common- 
sense realist may hold without any problem that the everyday view of 
reality has to be supplemented with the scientifi c story about invisible 
but “observable” things and their properties, a position that I shall 
called the  sophisticated version  of common-sense realism. 

 Indeed, a metaphysical realist is not prevented from holding that the 
mental is diff erent from the physical, nor therefore from claiming that 
the mental is objectively real, independently of whether someone believes 
it or not. But this is not what common sense tells us; this is due to meta-
physical refl ections about the constitution of the world. Realism, as a 
metaphysical position, does not rule out objects like minds, but it claims 
that the existence of minds and their specifi c nature are what they are 
regardless of the way one actually may conceive and apprehend them 
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and regardless of whether they are objects of anybody’s apprehension. 
Th omas Nagel, for instance, believes that there are subjective facts that 
are unattainable to human knowledge. 4  Th e requirement of logical inde-
pendence of human knowledge also means that things, events, and laws 
can exist even if they cannot be observed, that is, even if they are, in prin-
ciple, empirically inaccessible. Th e realist must insist upon the possible 
reality of such entities. Th e world may be inconceivable to our mind. 
Nothing in his metaphysical point of departure excludes the existence of 
unknowable entities as a genuine possibility. 

 Th is brings us to the realist’s thesis about the question of existence. Is a 
realist committed to believe in an ultimate reality? Th e  metaphysical  realist 
takes a big step further and goes beyond the external world of common-
sense but also beyond that of scientifi c realism. He adopts a God’s eye 
view of objectivity. In Kantian terms this requires that true metaphysical 
theories are able to describe real entities as they are in themselves and 
not only as they appear to us. However, the objection against this form 
of objectivism from common-sense realism is that we are unable to step 
out of our epistemic situation and describe reality independently of our 
own cognitive resources. Of course, anything like this would be impos-
sible. We are part of the world. We cannot describe the world from the 
point of view of “nowhere.” It must always be done from “somewhere.” 
As part of reality, we must describe reality as our biology has adapted us 
to understand it. So the evolutionary naturalist holds that the nature of 
the external world is mind-independent but not species-independent. 

 Th e metaphysical as well as the scientifi c realist assume that the exter-
nal world exists apart from any facts about human epistemic states; both 
deny that our thinking gives things their being. Knowing does not create 
being, but being makes knowing possible. So far the evolutionary natural-
ist agrees. But the metaphysical realist argues further that this implies that 
the world is what it is in itself, i.e., it has a  nature  that is what it is inde-
pendently of any cognitive contribution to our experience of it. Whether 
we can or cannot represent the external world as it is in itself is not a 
question that excludes that it is what it is solely in virtue of itself. But if 
we are going to know reality as it really is, our concepts have to refl ect its 

4   Nagel (1974). 
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very nature. As Th eodore Sider expresses it with approval: “Th e world has 
a distinguished structure, a privileged description. For a representation to 
be fully successful truth is not enough; the representation must also use 
the right concepts, so that its conceptual structure matches reality’s struc-
ture. Th ere is an objectively correct way to ‘write the book of the world.’” 5  
Th at is the God’s eye view. Reality is not just what it is as a result of our 
true apprehension; knowing reality requires that human comprehension 
transcends its own experiential conditions by having a truth content that 
corresponds to this reality. 

 However, a metaphysical realist could in principle hold that the exter-
nal world may be both structured and ontologically determinate, or 
unstructured and ontologically indeterminate, but whether it is the one 
or the other, it is what it is beyond any fi nite being’s epistemic capacity 
of representing it. But a metaphysical realist claiming that the world is 
species-independent is not required to believe more than that. She is not 
forced to believe anything specifi c about the structure of reality. She may 
deny completely that the ultimate reality is what it is considered to be 
on the basis of our ordinary experience. Instead she may argue that the 
objective species-independent world is as the most advanced sciences tell 
us it is. Th e later formulation may be called the  metaphysical version  of 
scientifi c realism. Th is is the view Kant scornfully called transcendental 
realism. Whether the realist adopts a common-sense or a metaphysical 
perspective on scientifi c theories, he holds a view in which scientifi c theo-
ries tell us about a world hidden from our immediate senses: the world 
is furnished with diff erent kinds of particles and forces impossible to see 
with our naked eye, or even conceived in our imaginations, and which 
do not possess the same properties as those that common sense realism 
ascribes to perceptual things. 

 Setting the various versions of  scientifi c  realism aside for a moment, 
what arguments can be levelled in support of metaphysical realism  in 
general ? Many will probably agree with Th omas Nagel when he points 
out that if we look at our history, we see that at some time our predeces-
sors did not know, or were not able to conceive, aspects of reality that we 
know or can understand today. 6  Similarly, we can infer inductively from 

5   Sider (2011), p. vii. 
6   Nagel (1986), Chap. 6. 
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this fact that there are things we cannot now grasp, but our descendants 
will be able to in the future. From these observations, most people will 
accept an inference to the conclusion that there may be things we cannot 
comprehend at any particular time in the future and therefore never ever 
come to understand. Of course, the decisive factor is whether this implies 
that there are things of which we have no conception because of the sen-
sory capacity we have and the way these things are, and not because we are 
not yet technologically developed enough to detect these things. Here the 
waters divide between metaphysical realists and common-sense realists. 

 On the one hand, the metaphysical realist would argue that some peo-
ple lack a capacity to conceive of colors or sounds if they are born blind 
or deaf. And some people do not have the mental ability to understand 
advanced mathematical theories. Analogously, we can imagine that there 
are aspects of reality that nobody, in principle, will ever be able to experi-
ence in form of perception or observation. Th e common-sense realist, 
on the other hand, would dispute this argument by arguing that our 
thought cannot reach beyond the conditions for the possibility of human 
action and experience. If she is also a Darwinian, she may add that these 
conditions are themselves a function of adaptation by natural selection. 
We can make sense of the examples of the disability of the blind, the 
deaf, and the person with a low mental ability to see, hear or understand 
aspects of the world, only because we realize that other people may not 
lack the ability to know or conceive them. In other words, the Darwinian 
believes that the examples make sense since we who belong to  Homo sapi-
ens  have a cognitive capacity by which these features are fully specifi able. 
Th e Darwinians maintain that we cannot claim to have a general concept 
of reality based on what we know or comprehend already and then mean-
ingfully apply it to something that is totally incomprehensible. 

 Th e disagreement between the metaphysical realist and evolutionary 
naturalist boils down to a dispute about the objective nature of real-
ity, not about the existence of an external world. Th is dispute cannot 
be addressed further until we know more about the boundaries of our 
thought and how truth relates to sentences expressing our thoughts. 
But Nagel mentions that in our notion of a universal or an existential 
quantifi cation, the value of a variable does not need to be the referent 
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of a  specifi c name or description in our language. 7  Th e reason is that we 
already have a general concept of everything, which comprises both what 
we can name or describe, and what we cannot. Consequently, we can 
speak of “All the things we can’t describe, imagine, or conceive of owing 
to our very nature.” 8  For this claim to become a way out for the meta-
physical realist, it seems as though he must admit that such a sentence 
can be true only if reality-in-itself consists of a negative fact that makes 
the sentence true. So long as the realist talks negatively about something 
that is known, say, “Th e Eiff el Tower is not made by wood,” a statement 
like this does not require to be true a negative fact that the Eiff el Tower 
is not being made of wood. What makes it true is the positive fact that it 
is made completely of steel. If it is completely made of steel, therefore it 
cannot also be made of wood. In the case of a sentence concerning some-
thing we cannot describe, or imagine or conceive, the realist cannot state 
any positive fact that makes the negative sentence true. Th us, if this con-
sideration is correct, it raises serious doubts about Nagel’s claim that the 
general concept of reality, he applies to what humans cannot understand, 
is the same as the one he uses for what is conceivable by us. 

 Th e above account of realism as regards the external world has so far 
provided us with three possible realist positions: (1) Physical things that 
we experience immediately through our senses or experimental opera-
tions exist in some way or another irrespective of no human perception 
of them; (2) physical entities, including the laws of nature, which are not 
objects of direct sense experience, but which are postulated by our best 
scientifi c theories, are also real in the same sense as the objects of direct 
sensation, and not merely mental constructions; (3) the best scientifi c 
theories aspire to tell us what the ultimate reality is. We may associate 
these three positions with  common-sense realism ,  scientifi c realism , and 
 metaphysical realism  concerning scientifi c theories. Common to both sci-
entifi c realists and metaphysical realists is the fundamental conviction 
that their theories  represent  more or less the world as it is and therefore 

7   Nagel (1986), p. 98. 
8   Indeed, there are things I can conceive of, but not imagine, like multidimensional spaces, and 
there are things I can imagine, but not describe, like the taste of a pineapple. And there are things 
I can describe or conceive of but only inadequately imagine, like a chiliagon (Descartes’ 1000-sided 
fi gure) or a bat’s ‘seeing’ the world by sonar. 
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are true or approximately true. In contrast, the common-sense realist dis-
tances himself from the representational view of knowledge. 

 Nonetheless, it is not uncommon to hear an objection against any attempt 
to account for realism. Th e complaint is that realism specifi ed in terms of 
commitments to a mind-independent world is obscured by metaphorical 
language. Is it possible to specify the realist’s position further? Maybe not. 
But we draw the distinction from our personal experience between con-
cocting a story by imagination and telling a story from memory of real 
experiences. Nobody, I assume, will deny that we are responsible for some 
of our beliefs and not accountable for others. Th ere is nothing more to the 
claim that the external world is mind- independent, i.e., that it is  external . 

 A possible supplement could be to say that realism with respect to 
the external world also involves a semantic commitment: If the world is 
not co-extensive with our cognitive resources, but is represented by our 
thoughts, then sentences about physical laws and objects are not reduc-
ible to sentences about mental states. Th e former type of expression has a 
meaning that cannot be translated into expressions of the latter type. Th is 
is the realist’s  untranslatable thesis . For example, according to common- 
sense realism, sentences about the external world are not translatable into 
sentences about sense data, and the truth of physical-object statements 
cannot be expressed in terms of the truth of statements concerning men-
tal states or subjective experiences. I am not claiming that this semantic 
formulation is logically equivalent to the ontological formulation of the 
mind-independent thesis. What I am saying is that for the realist, the 
mind-independent thesis has to be associated with the untranslatable 
thesis to be intelligible. Th is holds for metaphysical realism as well as 
for scientifi c realism and common-sense realism. Even though the meta-
physical realist admits the possibility of completely  unobservable  entities, 
he cannot claim without serious diffi  culties that this part of reality may 
be completely unknowable and still hold that our language can be used to 
describe such an invisible world. Th ough logically possible, it is diffi  cult 
for the metaphysical realist to argue positively for the existence of a reality 
 an sich  and at the same time hold that the nature of this reality as such 
could be cognitively inaccessible in principle, because if the world-in- itself 
can be described by a language, it must be possible to check their truth 
value, and if it cannot be so described, it would be impossible to get to 
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know it. Th e common-sense realist argues, however, that we are prevented 
from having knowledge of the nature of the things-in- themselves and 
that this implies that beliefs about ultimate reality cannot be expressed in 
physical-object sentences. Consequently, the realist concerning scientifi c 
knowledge can be characterized semantically as one who argues that: (1) 
Th e truth conditions of statements about theoretical entities cannot be 
reduced to statements about what we can perceive, but also if she is a 
metaphysical realist; (2) the truth conditions of sentences concerning laws 
of nature cannot be reduced to sentences about the physical manifesta-
tions of these alleged laws. 

 Based on the above discussion, we may characterize metaphysical real-
ism as a general philosophical doctrine consisting of three components. 
First, there is the  ontological  component of the view: Whatever there is 
is what it is independently of our cognitive capacity to think of it. A real 
entity, whatever that may be, has an objective specifi city and determinate-
ness, or it lacks both, independently of our cognitive powers. Th e meta-
physical realist is not forced to argue that determinateness holds good for 
reality as a whole. For instance, instead of maintaining that the future (and 
the past) is ontologically determinate, she could claim that the future (and 
the past) is ontologically indeterminate or simply unreal. Likewise, she 
could argue that some substances are vague or fuzzy entities that have inde-
terminate attributes. Th is leaves, apparently, the metaphysical realist with 
two diff erent options concerning the nature of the species-independent 
world. First, she could hold that everything real is ontologically determi-
nate in the sense that it has concrete specifi c attributes; second, she could 
hold that at least a part of what is real is  ontologically indeterminate in the 
sense that it lacks determinate actuality and attribute specifi city. 

 Second, there is the  semantic  component of metaphysical realism: the 
meaning of statements about reality must be analyzed by reference to the 
notion of truth conditions, the specifi cation of which in principle may 
reach beyond any possible empirical justifi cation. A sentence is true or 
false independently of whether or not we have any means to verify or 
ascertain its truth value. What determines these truth conditions is an 
alleged objective relation between a statement and the world that makes 
it true. A set of descriptions or a scientifi c theory is true if, and only if, it 
is related to the world in a way that corresponds to the world as it really 
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is. Although reality in itself, according to the metaphysical realist, exists 
as it does entirely detached from our cognitive capacities, it is gener-
ally assumed that those subject-predicate-object statements of ordinary 
language and/or scientifi c statements we use in our communicative dis-
course refer to such a species-independent world. Th us, claiming that 
a species-independent world exists is associated with a thesis that true 
scientifi c accounts concern an objective reality, regardless of our sensa-
tions, opinions, or emotions. An important consequence of this thesis 
is that statements about the world are not reducible to statements about 
anything else, especially not to statements about our sensory experience 
or mental states of the subject. 

 Th e third element is the  epistemic  component: we may have objec-
tive a priori knowledge of the world as it is in the sense that we make a 
rational analysis of what counts as  the  correct theory of reality as a whole. 
Knowledge in this objective sense is beliefs, which all rational beings 
would agree on if they had the capacity to justify their certainty. Th us, 
the metaphysical realist maintains that objective knowledge exists in 
the form of invariably true propositions and scientifi c theories. In other 
words, propositions and theories concerning the reality-in-itself are held 
to be true independently of whether we have experientially proven, or 
might prove, them or not. As Karl Popper states this position: “Objective 
knowledge is knowledge without a knowing subject.” 9  Th is is knowledge 
as God would have it. 

 Since reality  an sich  for God would be one with his understanding of 
it, God does not, according to such a viewpoint, need reliable methods to 
prove God’s possession of objective knowledge. Th e world-in-itself would 
be inseparable from God’s knowledge of it, or reality  an sich  would at 
least be congruent with his conception of it, 10  for God as an infi nite mind 
would not be bound by a distinction between the subject and the object. 
But fi nite human beings, in contrast, need reliable methods to determine 
whether or not their mental representations such as scientifi c theories are in 
accordance with reality  an sich . Th us, the fourth element of metaphysical 

9   Popper (1972), p. 109. 
10   Only the latter would be the view of traditional Christian theology. Th e pantheistic or panenthe-
istic view that reality exists in God is a heresy for traditional Christians, since they also hold that 
there was evil in the world. 
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realism is the  methodological  component: in the right circumstances ordi-
nary people or scientists are able to provide warranted judgments about the 
truth of all kinds of beliefs regardless of whether they are about observable 
or unobservable entities or are formulated in terms of singular or universal 
sentences. Th is is due to the fact that some rational (perhaps not empirical) 
methods or procedures exist such that their application yields a true belief 
of the world as it is. Beliefs about the reality as a whole, according to the 
metaphysical realist, are ascertainable by rational means: nevertheless, there 
are other procedures that, when followed, yield only good, and not certain, 
grounds to believe that something is objectively the case. Such a procedure 
provides us with a rational method by showing that the appropriate state-
ment is likely to be true or false. 

 In order to defend this position, the metaphysical realist is bound to 
explain what kinds of facts make statements about the world-in-itself 
true. He must give us a metaphysical account of how the truth value 
of statements about ordinary entities, about unobservable entities, and 
about abstract entities are ascertained. Furthermore, the metaphysical 
realist must explain how we can have diff erent epistemic access to ordi-
nary things, the realm of an unobservable reality, and universal, modal 
and necessary truths. He must point out which truth-conducive proce-
dures of inquiry are at our disposal for gaining such knowledge. He must 
also identify under which circumstances we can know that the truth con-
ditions of the one and only correct theory are in fact fulfi lled and, in 
general, what conditions have to be fulfi lled for a meaningful use of the 
sentence in question. Indeed, the metaphysical realist’s position becomes 
precarious if his analysis of the truth conditions means that metaphysi-
cal facts lie beyond the empirical domain of direct or indirect evidence. 
Indeed, the metaphysical realist could deny that he is committed to all 
three components. Instead, he could argue that a world-in-itself exists, 
but apart from this we cannot say anything about it. In this case he would 
not say more than what Kant did.  
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4.2     Conceptual Frameworks and External 
Commitments 

 Having laid out these various forms of realism, it must be emphasized that 
some philosophers see themselves as both scientifi c realists and empiri-
cists. Th is is true of Karl Popper and Hans Reichenbach to mention only 
a couple. Others, like Bas van Fraassen, call themselves empiricists and 
scientifi c antirealists. Whether one prefers to call oneself a realist or an 
antirealist is more or less inconsequential, so long as one holds most of 
the common-sense realist’s presuppositions as one’s own. More important 
than such labels is that a given view is characterized unequivocally and 
exhaustively. However, there seems to be a tendency among those empiri-
cists who consider themselves as epistemic optimists to accept that there 
are some methods that can provide us with a rationally warranted belief 
in the claims of science, methods, that is, that make scientifi c statements 
regarding things beyond the directly empirically accessible suffi  ciently 
probable that it is rational to accept them. In contrast, epistemic pes-
simists argue that there are no reliable procedures of inquiry yielding a 
rational warrant for believing the truth of scientifi c theories. 

 Th e opposition to realism with regard to theoretical entities beyond 
the empirical world has traditionally been championed by the instru-
mentalist doctrine that theoretical concepts are merely heuristic tools for 
organizing the scientist’s observations. Instrumentalists take a nominalist 
stand on theoretical entities. Common names and natural kind terms of 
invisible entities do not refer to anything in reality; hence, statements 
about these entities should not be considered literally true. All concepts 
of “unobservable” things, events, and properties are nothing but logi-
cal constructions from “observables.” Accordingly, the central thesis of 
this view is that imperceptible things like forces, fi elds, atoms, mol-
ecules, genes, and viruses are not real and that the names of these things 
proclaimed are merely a unifying designation of concrete experimental 
results. Th is contention leads to the claim that scientifi c theories con-
taining sentences about such imperceptible things do not express proper 
knowledge; instead, they are inference schemes that can be utilized for 
predictions of future experiences on the basis of past experiences. 
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 Instrumentalism is an ontological position about theoretical entities 
closely associated with the application of phenomenalist constraints on 
what can possibly exist. Only things with which we are directly acquainted 
can be said to exist with any justifi cation for phenomenalism. Embracing 
such strong epistemic requirements on ontology, instrumentalism can 
be regarded as a form of non-cognitivism about what we cannot directly 
perceive. Similar non-cognitivist views have been asserted within other 
areas of human cognition: Discussions about the reality of tenses, moral 
values, causality, probability, and possible worlds can in many cases be 
seen as a continual battle between realists and nominalists. Th erefore, 
the question we need to ask is whether the instrumentalist has better 
arguments against the existence of theoretical entities than those of the 
phenomenalists against the existence of ordinary physical objects. 

 Th e language of science is full of terms that refer to invisible entities 
and properties. Th erefore, one seems to be ontologically committed to 
entities and properties that we cannot perceive, unless the instrumental-
ist can prove, for instance, that all sentences concerning them can be 
translated without loss of meaning into sentences of a language in which 
each and every term concerns perceivable objects. Few instrumentalists, 
other than operationalists, would argue that a given theoretical sentence 
has the same intension as any set of observation sentences, that the truth 
conditions for a sentence “ X  is  F ” containing terms for a so-called “unob-
servable” object  X , and a similarly “unobservable” property  F , are identi-
cal with the truth conditions of an appropriate observation sentence, or 
a set of sentences, “ Y  is  O  1 ,  O  2 ,  O  3 ,  O  4 ,…,  O   n   , ” which contains only the 
terms for an “observable” object  Y  and the “observable” properties  Os . An 
instrumentalist does not have to argue that these two sentences necessar-
ily have the same meaning. 

 As an alternative the instrumentalist could say that he does not claim the 
synonymity of such sentences but merely considers them to be coexten-
sive. One way to vindicate such a consideration is to do as Frank Ramsey 
proposed and substitute existentially bounded variables for predicates and 
names. He proved that all theoretical predicates of a theory, i.e., terms 
referring to ‘unobservables,’ can be treated as existentially quantifi ed vari-
ables such that the axioms of the theory link the predicate variables to 
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each other, and a dictionary links them to the observables. 11  Th e result of 
this so-called “Ramsifi cation” is that all problematic predicates are elimi-
nated but the structure and observational consequences remain unaltered. 
If the so-called “Ramsey sentence” is true, it tells us that to which we are 
ontologically committed. Th erefore, Ramsey sentences have been used 
in the attempting to get rid of theoretical terms and replace them with 
observational terms. In fact, this was not Ramsey’s own purpose. Rather, 
he used his method to defi ne the observational terms of observational 
language in terms of the theoretical terms of theory. 

 Th e instrumentalist disapproval of the fact that in order to be true the 
language of science presupposes the existence of things we cannot observe 
by the naked eye is only one of two challenges to the ontology of “unob-
servables” with which the realist must deal. It is simply not enough for 
the realist to prove that the language of observables cannot express all our 
scientifi c beliefs. Instead, the common-sense realist may rejoice that it is 
part of our biological heritage to argue that things we can use, manipu-
late, and handle are real things that do not go in and out of existence with 
human thought of them. In this respect, invisible things are no diff erent 
from visible ones. Th e other challenge arises from the fact that to be true 
the language of logic and mathematics, for instance, apparently requires 
the existence of abstract entities. In Peano’s arithmetic we seem to be 
committed to holding that natural numbers exist as real entities apart 
from fi guring in mathematical discourse, and in the Zermelo-Fraenkel 
set theory we have the same obligation toward sets. 

 As Rudolf Carnap once pointed out, whenever we adopt such linguis-
tic frameworks we are ontologically committed to believe in the reality of 
numbers, sets, propositions, and so on. 12  But he also made the restriction 
that ontological existence claims outside a particular linguistic framework 
are devoid of cognitive content. By this he meant that we have no cognitive 
means at our disposal to determine whether or not the truth conditions of 
such sentences are satisfi ed by some non-linguistic entities. He argued that 
whenever we wish to talk about some kind of being, we must do so within 
a linguistic framework. Such a framework is constituted in virtue of (1) a 

11   Ramsey ([1930]1990). 
12   Carnap ([1950]1958). 
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set of concept defi nitions, (2) some principles for governing the syntax 
between these concepts, and (3) some principles for testing the truth values 
of statements within the framework. In the case of a rational (as opposed to 
an empirical) framework, (2) and (3) are coextensive. Th e commitment is 
‘ internal ’ with respect to the linguistic framework employed by any given 
theory. Th us, a sentence like “Is there a prime number greater than 5?” 
can be answered within the theory of numbers by saying that at least one 
number exists of which we can say that it has the property of being prime 
and greater than 5. Carnap also argued that no metaphysical question 
about the existence of numbers as a whole can be answered “outside” this 
framework; that is, no existence claim has a truth value with respect to the 
world independently of some linguistic framework. Th e request for the 
truth value of existential claims independently, or “external” in Carnap’s 
terminology, to a linguistic framework is cognitively meaningless. When 
we ask if something  really  is, we are asking a question that goes beyond 
the conventional criteria for establishing whether something is. It is an 
‘ external ’ question to which there can be given no real meaning because it 
concerns reality considered outside a linguistic framework. 

 What Carnap did was to maintain that mathematical theorems are 
meaningful when we have specifi ed the syntactic and semantic rules for 
talking about numbers, including what it means to say that mathemati-
cal statements are true, but without committing ourselves to saying that 
mathematical objects exist independently of the language in which they 
are specifi ed. Any attempt to legitimize the reality of any entity posited 
by a linguistic framework in other terms than empirical evidence is self- 
defeating because their existence is the product of the linguistic frame-
work. However, Carnap may be criticized for setting up his distinction 
based upon assumptions that he regarded as philosophical bedrock, but 
which no philosopher shares today. Th ose assumptions were some form of 
verifi cationist principle of meaning connecting meaning and experience, 
an extensive form of linguistic conventionalism overstating our liberty of 
choosing a language and the classical analytic-synthetic distinction. 

Anyhow, Th omas Hofweber has convincingly defended the distinc-
tion by arguing that a standard question like “Are there numbers?” can 
be given two readings of the quantifi er contained in the statement and 
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therefore be provided with two sets of truth conditions. 13  One he calls the 
inference role reading, another he names the domain conditions reading. 
Th e fi rst is the trivial reading allowing a competent speaker to infer from 
one sentence to another and therefore knowing how to answer the ques-
tion, whereas the second is not at all trivial. What we ask about here is 
whether there exist numbers, or what have you, external to and indepen-
dent of the language of our discourse. Hence, the external question just 
as much as the internal question is a question about facts. 

 In fact, the plausibility of Quine’s famous dictum “to be is to be the 
value of a bound variable” hinges on a similar dichotomy between inter-
nal and external commitments. 14  Indeed, this claim may seem very odd, 
since Quine personally rejected the signifi cance of the division between 
internal and external existence. 15  Existence is what existential quantifi -
cation expresses. Th us, the ontological commitment of a given theory 
can be found by identifying the entities over which the quantifi cation of 
the theory is made. Internal questions such as “Is there a prime number 
greater than 5?” are subclass questions, whereas external questions such as 
“Are there numbers?” are categorical questions. However, Quine thought 
that categorical questions can be reformulated as subclass questions. For 
instance, we could interpret ‘Are there numbers?’ as a subclass question: 
“Of all the objects are any of them numbers?” So the distinction is only 
relative to a particular framework. Quine himself might have approved 
Carnap’s distinction if it had been possible to make a clear-cut distinction 
between analytic and synthetic sentences, but it is well known that he did 
not think this was possible. However, Quine’s conclusion can be put into 
question: logic alone does not have the resources to answer any questions 
concerning the existential status of the objects over which the variables 
range. In fact, as Hofweber also points out, non-referential words, for 
instance, non-referential number words, are congenial with quantifi ca-
tion over numbers used in their internal reading. Th e objects and the 
variables are logically distinct, but are the objects real or merely parts 
of linguistic constructions for the purpose of interpreting the variables? 

13   Hofweber (2007). 
14   Quine (1969), pp. 91 ff . 
15   Quine ([1951]1966). 
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To settle the issue we must look for answers “outside” of the linguistic 
framework. 

 Putnam’s internal realism rides on the same ticket as Carnap: “‘Objects’ 
do not exist independently of conceptual schemes. We cut up the world 
into objects when we introduce one or another scheme of description. 
Since the objects and the signs are alike internal to the scheme of descrip-
tion, it is possible to say what matches what.” 16  Similarly, van Fraassen’s 
claim that we are committed to accepting our best scientifi c theories, 
though we cannot establish their truth, rests on the distinction between 
internal questions about what the theory postulates as an interpretation 
of its formalism and external questions about whether or not the posited 
entities are real. A common-sense realist of the Darwinian sort would say 
that such external commitments can be explained in virtue of our innate 
capacity of distinguishing language from what it deals with. None of 
our hominid ancestors would have survived if they had not been capable 
of separating representation from what is represented. Were our distant 
forefathers and foremothers, as a result of selection, tuned in only on a 
warning signal and not also on the danger it could be associated with, we 
would not have been here. 

 Th e metaphysical realist’s (or, for that matter, the metaphysical anti-
realist’s) commitments are in confl ict with Carnap’s thesis that exter-
nal questions about the ultimate reality have no cognitive satisfactory 
answer: Th e reality of abstracts such as numbers, sets, possible worlds, 
and  propositions is a question about what  really  exists (or what  really  does 
not exist) independently of any conceptual framework. Solving this dis-
agreement is pressing, as the following analogy shows. Mathematicians 
have constructed diff erent geometries based on distinct interpretations 
of the famous parallel postulate. Th ese diff erent geometries as concep-
tual frameworks are all internally coherent and consistent like all good 
theories of some metaphysical entity. But which one of these alternative 
geometries is the one that truly represents that physical space is an exter-
nal question? In science it becomes an empirical issue which one of these 
geometries gives us the best representation. However, within metaphysics 
the best empirical representation is not necessarily the true representation, 

16   Putnam (1981), p. 52. 
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but any appeal to coherence, consistency, intuition, or inter- theoretical 
connections does not help us to answer the external question. 

 A similar external commitment holds for the scientifi c realist who 
argues that the aim of scientifi c theories is to give us not merely the best 
but a true description of the empirical world. Th us, he must be prepared 
to argue for the correctness of the assumption that space, time, atoms, 
quarks, fi elds, and so on exist objectively regardless of our way of concep-
tualizing this world. Th e scientifi c realist is forced to show that her beliefs 
about the empirical world can be warranted in some ways other than just 
by appealing to a given linguistic framework. 

 For instance, classical mechanics relies on everyday concepts like solid-
ity, motion, and position in the observational description of macroscopic 
objects. But the usually crude determination of these attributes was not 
entirely satisfactory with the recognition of the Renaissance that they 
could be measured and therefore become represented by the objects of 
mathematics. Th ey could be turned into quantities. From that time on, 
a precise determination of their magnitude would involve instruments. 
Rulers, clocks, and levers were the basic instruments, and thereby mechan-
ics got a new set of observables that were instrument readings that could 
be expressed numerically. Such pointer readings must be connected with 
mass, position, and velocity through operational rules: meter sticks gauge 
the scale of distances, clocks record how much time has elapsed, levers 
can be used to measure the weight of masses in a gravitational fi eld, and 
velocity can be defi ned as uniform distances covered by equal times. 

 Newton’s mechanics ascribes imperceptible properties to perceptible 
entities. Th e ascription can be done through those of their properties 
we can experience. Quantum mechanics, however, deals with theoretical 
objects that cannot be objects of direct perception; hence, none of their 
properties can be attributed to them on the basis of our visual acquaintance 
with any of their other properties. Nevertheless, both William Craig 17  and 
Carl Hempel 18  have independently shown that with respect to any axi-
omatizable theory, it is always logically possible to construct an equiva-
lent theory that entirely leaves out theoretical terms and expressions and 

17   Craig (1956). 
18   Hempel ([1958]1965), pp. 173–226. 
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replaces them with observational terms and expressions. Th us, theoretical 
terms are construed as meaningless auxiliary marks that serve as inferential 
devices between observational statements. Indeed, choosing a theory with-
out theoretical terms has severe costs, such as loss of explanatory power, 
simplicity, and heuristic fertility. A common-sense realist is not obliged 
to prefer such a language as the one that can express what we can know. 
She may argue that human thoughts have been set up such that things 
leave traces, and whenever we have experienced enough of them we have to 
believe that something has left them. In particular, such beliefs are induc-
tively justifi ed if in other situations we have been able to interact with what 
causes these traces. 

 Th e realist position concerning invisible entities is very often identifi ed 
with the thesis that theories that are considered to be the best at present 
are closer to the truth than earlier ones and that the central terms of our 
best current theories are genuinely referential. Th is identifi cation means, 
of course, that the truth of theoretical sentences about invisible objects 
and attributes is not reducible to the truth of a fi nite set of sentences 
about empirically accessible things and properties, or, in other words, a 
Ramsay sentence is not synonymous with the original theoretical sen-
tence. As a reason for her position, the realist may point out that only 
if modern scientifi c theories are regarded as approximately true can we 
explain their predictive success. However, a realist may seek a stronger 
commitment than to those objects which science may posit. Science 
manages, she may argue, to describe laws and structures far beyond our 
ordinary experience. Th e physical world consists of both pre-given enti-
ties as well as pre-descriptive laws of nature. And, according to her, the 
aim of scientifi c theories is to give a literal and objective description of 
such a world, and its present success can be seen as a token of the per-
formance of these eff orts. Th e realist of this metaphysical sort holds that 
science eventually secures increasing knowledge about the world as it is in 
itself and hence knowledge about the basic structure of reality. However, 
being an evolutionary naturalist myself, I could imagine holding that the 
entities, their properties, and relations are real and not holding that laws 
have some sort of objective reality beyond the things whose behavior they 
describe. It seems that you could be a realist with respect to entities but a 
nominalist with respect to laws.  
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4.3     Theory Realism 

 In the preceding chapter I argued that an evolutionary naturalist can 
account for our beliefs concerning the existence of objects that we cannot 
see with the naked eye but that can be observed by instruments. So the 
question is to what extent the scientifi c realist needs to assume metaphys-
ical realism concerning things we cannot even observe by instruments 
before his assumptions clash with the evolutionary naturalist’s common 
sense. Th e evolutionary naturalist would exclude these genuinely invis-
ible entities from our ontological commitments. Th e problem we have to 
address in the remaining part of this chapter is therefore how much of 
this realist’s interpretation of scientifi c theories can be defended based on 
evolutionary epistemology. 

 Usually, the scientifi c realist is committed to a belief in a world of invis-
ible entities governed by laws of nature, which it is the goals of science to 
discover. But what counts as theoretical ‘entities,’ ‘natural laws,’ and their 
‘properties’? How many or how few of the scientifi c terms employed in 
theoretical explanations stand for real objects? Apparently, it varies from 
one science to another which entities or quantities we regard as observables 
as well as from one explanatory context to another in the same discipline. 
Here it would be appropriate to remark that one may “pick and choose” 
with respect to which theory one interprets ‘realistically.’ Even in classical 
macrophysics there are clearly many non- referential terms like “friction-
less pulley” or “perfect vacuum,” or “black body,” which we usually call 
“idealizations.” One may be a realist about terms employed in most of the 
explanations of quantum physics but less enthusiastic about realistically 
interpreting many of the “unobservables” of contemporary cosmology. 
Furthermore, one may be totally skeptical with respect to a realistic inter-
pretation of the explanatory vocabulary of Freudian psychoanalysis. 

 In general, macroscopic objects and events can be seen by the naked 
eye, and their visual properties like size, shape, form, solidity, colors, 
position, and motion are what distinguish them from each other. Human 
beings are aware of these attributes as a result of selection and adapta-
tion. However, in the Renaissance the physicists began to attribute a 
new kind of properties to physical objects based on their wish to employ 
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measurable quantities. Th ese enabled quantitative prediction that could 
be more easily checked with observations, thereby justifying the theories 
employed in the explanations. Although such quantitative attributes were 
of a human construction, they were considered to be nature’s primary 
and real properties. Some of the visual properties had to give away in 
what was intended to be an ‘objective’ description of physical objects. 
Th ese non-quantifi able attributes were treated as secondary and mind- 
dependent properties because they could not be replaced by measurable 
quantitative properties. 19  

 In physics, experience tells us that qualitative attributes do not play a 
role in the description of the kinematical or dynamical behavior of physical 
systems. In classical mechanics, for instance, an object’s position, velocity, 
rotation, and acceleration are the intended properties that are immediately 
accessible to the senses. Its mass is also a property we sometimes experience 
directly as the solidity of matter and feel by the gravity. But transformed into 
a quantity on a gravitational force fi eld, it can be measured by the weight. 
Basically all measurements are position measurements since positions and 
changes in position are the only quantitative properties we are adapted to 
see. All other mechanical entities and properties like force, momentum, 
and kinetic energy are defi ned as not directly observables; however, they 
can all be specifi ed in terms of directly observables:  F  =  ma ,  p  =  mv , and 
 E  = ½ mv ². Classical mechanics ascribes such “non-observable” properties 
to all physical objects on the basis of “observable” ones. But the scientifi c 
realist would say that these “unobservable” properties are something over 
and above the various relationships between the “observable” properties. 
In the last chapter we recognized the arbitrariness of this old distinction. 
Properties such as force, momentum, and energy may be imperceptible 
but not unobservable. Even though these attributes are not directly repre-
sented by a corresponding pointer reading observable, we do have observ-
able access to them whenever the pointer reading observables provide us 
with a second- order belief of the value of these properties. It is part of the 
meaning of these terms that the changes in the position of a system having 

19   Well, being so ‘treated’ was hardly universally agreed upon. Th e very arbitrariness of this distinc-
tion, relying in turn on the arbitrariness of ‘measurable’ led to its denial (Berkeley) and the onset of 
the idealist worldviews that characterized the Romantic period. We cannot really ignore the whole 
Kant through Hegel excursion, folly though it may be. 
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a certain mass constitute conclusive evidence (within a theory) that the 
system has a defi nite momentum, a specifi c kinetic energy, or is acted upon 
by a specifi c force. 

 In his defense of realism, Michael Devitt presents us with the following 
way to characterize this ontological position: A person  P  is ontologically 
committed to believing in the existence of an object  a  (or a property  F ) in 
uttering assertively a sentence token  S  if  a  (or  F ) must exist to make  S  true. 
Th ough Devitt will not deny the validity of this semantic criterion (and 
we have just seen in the discussion of Carnap’s linguistic frameworks how 
such a criterion fail to meet external commitments), he believes that there 
is another, more basic criterion, according to which a person is so commit-
ted if, in asserting  S , that person says that  a , or an  F , exists. 20  Th e fi rst cri-
terion requires that we possess a semantic theory for  S  to tell us what must 
exist to make  S  true, before we can say anything about a person’s commit-
ments, whereas the second criterion merely presupposes that as speakers 
of a certain language we understand  S  if, and only if, we know what onto-
logical commitments a person has. If someone asserts “Th e electron is an 
atomic particle,” this sentence is not true unless there exists something to 
which “electron” refers and to which “atomic particle” applies. But Devitt 
claims that the commitment of this statement to the existence of electrons 
and atomic particles is the same as the one following from the assertions 
“Th e electron exists” and “Atomic particles exist.” Period! 

 I think Devitt’s argument is correct only if it is taken to establish that 
no semantic theory is needed to know what “existence” really means. Th e 
word “exists” in a sentence like “Th e electron exists” does not have a mean-
ing distinct from its meaning when we claim that the electron must ‘exist’ 
for the sentence to be true. Had there been any diff erence between its 
meaning in the object language and the meta-language, we could decide 
to replace the meaning in the object language with its meaning in the 
meta-language, or, if not, we might be involved in an infi nite regress. But 
the fact that there is no diff erence leaves us without an argument for the 
conclusion that our commitments are external to the linguistic framework. 
Moreover, if the Craig-Hempel thesis holds, then since any theoretical sen-
tence can be proved to be coextensive with a set of observation sentences, 

20   See. Devitt ([1984]1991), sec. 4.6. 

4 Theory and Reality 121



the realist is deprived of a strong reason to claim that our ontological com-
mitments are external to the theory. If a theoretical sentence expresses a 
fact that can be translated into a certain appropriate set of simple observa-
tion statements, we would be able to do away with any reference to “unob-
servables.” Th us, why are we being justifi ed in believing that imperceptible 
entities and properties are real? Does the theory realist have something 
better to off er? 

 Th e theory realist sees the success of science as strong grounds for her 
thesis that the theories of developed sciences are typically approximately 
true. Th is success is also taken as evidence for the contention that theo-
retical terms within our best theories refer to whatever they are supposed 
to refer to. Sometimes it is even said that realism is the only conceivable 
explanation of why science has been so successful, because the prediction 
of observable phenomena would be a cosmic coincidence or a miracle if 
theoretical terms did not refer to real entities. 21  If realism were not true, 
it would be especially incomprehensible how new and unforeseen phe-
nomena can be predicted by a theory that it was not created to predict. 
Th e discovery of the element hafnium succeeded its prediction on the 
basis of Bohr’s reorganization of the periodic system according to physi-
cal features of the atoms. As a consequence of his relativistic theory of 
the electron, Dirac predicted the existence of a positive electron before 
Anderson discovered it. Pauli suggested the existence of an escort par-
ticle, the neutrino, as an explanation of the continuous spectrum from 
beta decays; its existence was not directly confi rmed until many years 
later. Th e exchange of virtual mesons in a nuclear fi eld was an essential 
part of Hideki Yukawa’s theory of the strong nuclear force before these 
particles were discovered about ten years later. Th e W bosons and the 
neutral Z meson were fi rst detected after they had fi gured for a while in 
Steven Weinberg and Abdus Salam’s theory amalgamating the weak and 
the electromagnetic force. All such examples make it highly unlikely, the 
realist contends, that theoretical terms making these predictions possible 
do not refer to real entities causing those phenomena that are perceived. 

 Th e theory realist, however, also adduces other arguments for her the-
sis that theoretical terms may refer to something objectively real and that 

21   See Smart (1963), p. 39, and Putnam (1978), pp. 18–19. 
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therefore we are ontologically committed to “unobservable” entities in an 
external rather than an internal sense. In searching for a systematization 
of their data with the purpose of explanation and prediction, scientists 
need (because it is inherent in the nature of scientifi c explanation) to 
operate with hypothetical entities that are not directly observable. Th e 
hypothetical method, which was at fi rst scorned (particularly atomism), 
came to be accepted because theories employing such postulations were 
more explanatorily and empirically successful than rival theories that 
stayed within a purely empirical vocabulary. As long as scientists confi ne 
their explanatory resources to perceptible entities, the realist argues, they 
are able to formulate merely empirical generalizations, but generally sci-
entists are not content with the amount of integration that empirical gen-
eralizations alone deliver. What they want is a further integration of laws 
that bases itself on a small number of scientifi c principles, something that 
requires a further unifi cation and development of concepts covering a 
broader domain of experience. Th erefore, the way to pass beyond empiri-
cal generalizations must be accomplished by introducing more general 
concepts not corresponding to anything directly observable. And, says 
the realist, scientists eventually get a better and better grasp of the world 
through their acquaintance with these principles as they become able to 
expose the laws or mechanisms underlying the phenomena. 

 But how can this be an argument for the reality of natural laws or 
invisible entities? Th e realist argues that the ontological commitments 
entailed by our most successful scientifi c theories are justifi ed because 
they make possible an integration of concepts. Scientists seek such uni-
fi cation only partly because of pragmatic reasons; that is, they want to 
work with as few conceptual tools as possible. A more important reason 
is that most scientists believe that their concepts refl ect something in the 
world. So if they can manage to reduce the number of the general con-
cepts in their description of a certain domain, they have reason to believe 
that at least that part of nature has been described in its most basic form, 
which the realist may then take to be as it is in itself. Th is realist line of 
thought is that whenever science is capable of describing the world with 
all its diff erence and complexity, given very few concepts, it is most likely 
to be true of the world as it ultimately is because these concepts have dis-
solved the complexity into its most simple constituents. 
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 Th is argument, however, suff ers from two serious shortcomings. Th e 
fi rst one is due to the fact that the conclusion is not consistent with the 
history of science. Many abandoned theories, once used to explain an 
entire domain of experience in virtue of few general concepts, are no lon-
ger taken seriously, and the entities they postulated form no part of any 
contemporary ontology. Th ink, for instance, of the Aristotelian theory 
of motion. During the period it was widely accepted. It seemed to give 
a coherent account of our everyday experience of motion based on a few 
simple concepts. Vertical movement was considered dependent on the 
gravity of the body; dense things like rocks and water went downwards, 
more ephemeral things like air, vapor, and fi re, upwards. Horizontal move-
ment of a wagon, a stone, or an arrow required the presence of a moving 
force in the form of oxen, horses, or manpower. All other motion could 
be described as a combination of these two fundamental forms. Likewise, 
the ancient idea of the world as built up of the four basic elements, earth, 
water, air, and fi re, contains many fewer elements than any contemporary 
theory. Th erefore, it is at least doubtful that today we have reached the 
right categories corresponding to reality once and for all just because we 
have been able to isolate a few concepts for explanatory purposes. Th e 
argument shows only that we always are  internally  committed to those 
entities and properties that our currently best theories presume—it can-
not prove that we are  externally  committed to such things. 

 Th e second objection is even more fatal to the realist’s argument. What 
reason could justify asserting that a scientifi c theory with fewer concepts 
is more likely to be  true of the world as it is in itself  than one with more 
concepts? Th e idea of an underlying unity beneath the diversity of phe-
nomena is as old as philosophy itself, having been a primary motive of the 
Milesians’ quest for an  arche . Th e notion was strengthened in medieval 
times by the Christian doctrine that a perfect Deity would do nothing 
in vain, so He created the cosmos with as few as possible basic enti-
ties. Th is notion was further entrenched by the axiomatic development 
of mathematics and logic, which again began with the Greeks (Euclid) 
and has persisted right through the logistic program of Russell and the 
logical atomists. So I would tend to think that the fact that science is 
animated by such goals as unifi cation and simplicity has a historical ori-
gin diff erent from serving to ‘justify’ (in the eyes of realists) postulating 
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hypothetical entities. Today there are really no metaphysical grounds for 
believing that the world should consist of only a few basic entities instead 
of multiple such. Similarly, nothing implies that these entities must have 
fewer properties rather than more. Even if we grant the scientifi c realist 
the existence of such assumptions, it is impossible to see how that could 
help him to establish his belief that there are those entities or properties 
that a certain scientifi c theory prescribes, for such a theory may turn out 
to be too simplistic in its assumptions about the basic number of entities 
or properties constituting its domain. Historical evidence tells us that 
frequently theories start out by postulating very few entities and proper-
ties, but eventually have to adopt a lot of conceptual extensions in order 
to cope with increasing experimental evidence for entities or properties 
not included in the original version of the theory. Clearly, we do not par-
ticularly want a theory that posits superfl uous entities or properties. But 
rejecting superfl uousness is not the same as embracing simplicity. 

 From a Darwinian point of view, it is not surprising if we are pro-
grammed to be epistemically attracted to the simplest solution. Th is is 
when inductive learning works best, it makes our reasoning easier to 
grasp, and it saves time to work with the simple rather than the  complex. 
But does simplicity tell us something fundamental about the world, 
beyond the fact that as a mental capacity it has been benefi cial for us? 

 In addition to the reasons discussed above, further arguments have 
been advanced to support the realist claim that there are objective coun-
terparts to postulated entities and properties. Closely related to the uni-
fi cation argument is the question of abduction or inference to the best 
explanation. Against the antirealists, realists argue that only some scien-
tifi c theories operating with “unobservable” structures and mechanisms 
can explain all relevant facts in a coherent and convincing way. Th us we 
have grounds for concluding that those theories are able to do so tell 
us how the world really is, or at least approximately how it is in itself. 
However, we have to distinguish between at least two kinds of claims that 
might motivate embracing this inference to the best explanation. On the 
one hand, the realist may hold that an inference to the best explanation 
leads us to the objective laws of nature, in which a case he may be called a 
realist concerning scientifi c theories; on the other hand, he may embrace 
the claim that the inference shows what is the most likely entity causing 
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the eff ect, and in that case he could be said to be a realist concerning 
scientifi c entities. 

  Induction, as well as inference to the best explanation, plays an impor-
tant role in formulating appropriate theoretical laws of science. But, 
again, it is not strange for a Darwinian that such methodological capaci-
ties play an important role in scientifi c reasoning. We are born with a 
capacity of inductive learning. Adaptation has favored those who could 
form more accurate general assumptions based on relatively few encoun-
ters. Th is has, and has had, an advantage in the struggle for fi tness. But 
the realist will have a hard time defending the view that inference to the 
best explanation is a reliable guide to objective truth. Historically, this 
inference has fallen far behind the production of infallible knowledge, 
and we have little basis for believing that the situation will change in the 
future. What is considered to be the best explanation at any given time 
is whatever theory or assumption that seems to cover all chosen known 
phenomena in the most satisfactory way. 

 Th e theory realist may attempt to be modest, saying that the inference 
to the best explanation only provides us with good reasons for an explana-
tion to be likely more true. One may wonder, however, how to establish 
such likelihoods other than by saying that a theory is in empirical agree-
ment with all phenomena considered being relevant at a given time. A 
correlation test, for instance, provides us with a measure of how good the 
correspondence is between the observed values and the expected values a 
given hypothesis predicts. Th us, if the measure of the likelihood is nothing 
but this external virtue, the realist must face the serious question of the 
empirical underdetermination of theories. Usually, though, the scientifi c 
realist will trade on internal virtues of a theory, like simplicity or fruit-
fulness, as the characteristics of the best explanation. But how can such 
internal virtues establish that the “unobservable” entities are real regardless 
of the conceptual framework? 

 Th e ‘conceptual framework’ is pertinent to the  description  a theory 
provides of the imperceptible entities or properties, but not to the  real-
ity  of those entities. I am not arguing that it is inconsistent with real-
ism to say that theories employing diff erent conceptual frameworks may 
provide diff erent descriptions of one and the same entity, without in any 
way impugning the reality of that entity, for example, phenomenological 
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 thermodynamics and statistical mechanics. I can well imagine a race of 
aliens that is intelligent enough to develop a scientifi c description of the 
world and that these aliens are referring to a similar world as our science. 
But I would be utterly amazed if they employed exactly the same concep-
tual schemes as we do in our science, especially if their sense organs were 
of a diff erent sort from ours. Of course, conceptual schemes are tools and 
so relative to the scientists, their culture, and their goals and worldview. So 
what I attempt to argue is that the scientifi c theories may describe reality 
as it appears to the scientists but that it is impossible for the realist to argue 
that some of these diff erent theories describe the world as it is in itself. 

 Simplicity and unifi cation will not justify the realist’s assumption, if he 
harbors such an assumption, that by and large theories come closer and 
closer to describing how the species-independent the world really is. But 
perhaps coherence and consilience might? It might be argued that the idea 
of a world-in-itself can be associated with the conception of everything 
being consistently connected with everything else. From this conception 
we might infer that a hypothesis capable of explaining the facts corresponds 
better to the world as it is in itself if it agrees with other  hypotheses than 
if it does not agree with any. Newton was able to reconcile the laws in the 
heavens with those on earth. Kepler’s laws and Galileo’s could be derived 
from his laws of motion. However, a scientifi c realist may have a problem 
with such an argument since a true hypothesis may or may not cohere 
with most other assumptions considered to be true. Typically, a theory 
realist will subscribe to a correspondence theory of truth right as a matter 
of fi rst principles. Assuming this theory, Aristarchus’ heliocentric hypoth-
esis was approximately true but inconsistent with Aristotle’s physics and 
the majority of other astronomical hypotheses then accepted. When the 
view concerning the truth of these other hypotheses eventually changed, 
Aristarchus’ hypothesis came into agreement with the majority of the newly 
accepted assumptions. Th ereby physics got closer to reveal how the species-
independent world really is. So the realist could argue that a claim is not 
metaphysically interesting, even if it is true, before we have independent, 
theoretical warrant for believing it. And he could continue by saying that 
so long as the hypothesis is not coherently connected with other commonly 
accepted assumptions about the world, it is not independently justifi ed as 
true of the world as it is. 
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 Also, the realist could emphasize that a hypothesis not only has to agree 
with other confi rmed hypotheses to be closer to the truth than its alter-
natives. It also has to agree with those ontological principles forming the 
arrangement of the world, one of which I have previously named “the 
principle of the unities of time, space, and cause” after criteria of the classi-
cal drama. 22  For instance, the realist may argue that an explanation has an 
a priori probability of being true if it accounts for a certain phenomenon 
in terms of other phenomena with which it is spatially and temporally 
connected, all of which must fi t into the same ontic scheme of categories 
that can possibly enter into a causal relation. Nobody, to put it vividly, 
would dream of explaining today’s hole in the ozone layer over Antarctica 
by the assassination of crown prince Franz Ferdinand in Sarajevo 80 years 
ago, because we regard such an explanation as entirely irrelevant. And 
the reason for this claim of irrelevancy is that the explanation suggested 
does not respect the unities of time, space, and action. But supposing we 
could show that WWI led to a process of environmental degradation (and 
social change) that ultimately brought about the meteorological factors 
that caused the hole in the ozone layer, then citing the assassination in 
Sarajevo would not be irrelevant to explaining this phenomenon. Th us, 
the realist must supply arguments that justify assuming such an ontologi-
cal principle and that therefore show that coherence with this principle is 
necessary for an objective description of reality. Th e fact is that what we 
can imagine  a priori  is due to our innate cognitive capacities and ruling 
out  a priori  certain phenomena as possible causes of other phenomena is 
a hazardous business beset with problems. 

 Another way of looking at the attempt to justify realism by infer-
ence to the best explanation is to say that such an inference leads us to 
those entities that are causally responsible for the observed phenomena 
to be explained. By assuming that real “unobservable” entities are caus-
ally responsible for what we can observe, realism yields the best explana-
tion of why these physical phenomena occur in a lawful way. Th ey do 
not just “pop up” by mere chance but are the observable eff ects caused 
by the behavior of “unobserved” entities. A theory that explains a wide 
variety of diff erent phenomena according to a common cause is also bet-

22   See, for instance, Faye (2002), p. 93. 
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ter than one that explains the same phenomena according to diff erent 
independent causes. For example, as Wesley Salmon has pointed out, 
the determination of Avogadro’s number, i.e., the number of molecules 
in a mole of any substance, was the decisive achievement in convincing 
the scientifi c community of the reality of atoms and molecules. What 
is crucial is not so much the fact that Jean Perrin succeeded in achiev-
ing a precise experimental value of Avogadro’s number as the fact that, 
within a few years, he and others reached the  same  number based on 
several independent methods and carried out on a variety of diff erent 
phenomena. Among those phenomena were Brownian movement, alpha 
decay, X-ray diff raction, black body radiation, and various electrochemi-
cal eff ects. Th us, ruling out the question of a ‘miraculous’ coincidence, 
this remarkable agreement among the results of experiments, which seem 
to be quite independent of one another, can be taken as strong evidence 
of the hypothesis that behind the diff erent phenomena there is a real 
common cause of their appearances. 23  

 Nevertheless, once again the history of science seems to teach us 
another and diff erent lesson. As long as the discussion is kept on the 
empirical level, there are historical cases where theories were regarded as 
the most prolifi c explanations available, but where this explanatory suc-
cess was not enough to establish the reality of the entities proposed. Th e 
theories of phlogiston and caloric are just two obvious examples. Apart 
from this fact, the antirealist is always in a position to argue, as Bas van 
Fraassen does, that a case of the type Salmon mentions merely shows that 
our best theories are empirically adequate. 24  Such a case does not by itself 
establish the general philosophical point that our theories of molecules 
have to be true or that molecules are real. Th is conclusion does not imply 
that modes of reasoning like consilience, coherence, and inference to a 
common cause have not shown their biological value in organizing sen-
sory information. For instance, any organism that could recognize some 
particulars as all of a specifi c kind would be better off  than those that did 
not have this capacity, simply because these organisms could eventually 
develop a uniform response to the same kind of particulars. But this does 

23   Salmon (1984), pp. 214–227. 
24   See van Fraassen (1980), Chap. 1. 
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not put us in a situation where we can conclude that this is the one and 
only way to group these particulars. We can say only that the capacity of 
consilience has been useful for the survival of those who had this capacity. 

 What is wrong with the realist’s argument for the inference to the best 
explanation is not that no such inferences are used in science. But she 
needs to prove that it can be used to show that scientifi c success leads to 
referential success and that referential success cannot be explained away 
by the antirealist. Such an inference fails to prove that we are ontologi-
cally committed to those entities or laws of nature that are used by our 
best explanations. Th e argument works in favor of the realist’s point of 
view only if she already has proved that we do have ontological com-
mitments to the entities and properties postulated by theories that are 
empirically adequate.  

4.4     The Success Argument 

 I propose that we distinguish between two sorts of scientifi c success. One 
kind is related to science’s ability to conceptualize in a rigorous fashion 
the invisible world in terms of categories and principles, which allow us 
to make substantially correct predictions of numerous visible phenomena. 
Let us call this  theoretical success . Th e other is related to our technological 
conquests of the invisible world and our ability to manipulate it to create 
new eff ects. Th is kind can be called  practical success . 

 Th eoretical success amounts to the fact that science until now has been 
able to foresee phenomena that no one could have imagined before their 
discovery. Science progresses into new areas, scientists build on already 
well-established truths, and it continuously accumulates further evidence 
of phenomena, some of which were hitherto unknown. Our best sci-
entifi c theories have passed many empirical tests without being refuted, 
and they can yield coherent explanations of many otherwise unconnected 
phenomena. Th erefore, it seems justifi ed, the argument concludes, to 
consider those invisible entities postulated by a successful theory as real 
because they can be used to account for a large number of visible phe-
nomena. For example, a concept like ‘fi eld’ enters into a theoretical expla-
nation of gravitational and electromagnetic phenomena; thus, the realist 
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believes that we have every reason to assume that this concept refers to 
an objective feature of reality. However, if the invisible entity in question 
has been introduced solely for the benefi t of a certain rather specifi c cal-
culation, it seems less reasonable to believe that the term by which it is 
introduced refers to anything in the world, unless, of course, it helps the 
scientist to predict a new phenomenon as in the case of Planck’s quanti-
fi ed oscillators. 

 Practical success makes science successful in virtue of our ability to con-
struct an advanced technology on the basis of the insight into nature that 
we gain from applying scientifi c theories to practical problems. However, 
even though science by and large can be said to be successful in both of 
the above senses, the fact that science can be ascribed theoretical success 
hardly counts as a strong argument for scientifi c realism. 25  Th eoretical 
success should be taken merely as evidence that current scientifi c the-
ories are what they are supposed to be, namely, empirically adequate. 
In this case, explanatory success depends entirely on predictive success. 
Apparently, a scientifi c theory in physics cannot have explanatory success 
without having predictive success. But does it hold the other way around? 

 Sometimes it is argued that predictive success does not imply explana-
tory success as, for instance, in the case of quantum mechanics. It is held 
to be an example of a theory with very little explanatory power but with 
a lot of predictive force. Obviously, in this case the denial of the converse 
implication happens to rest on premises that are very sensitive to the 
kind of notion of explanation to which one subscribes. 26  However, with 
respect to the present discussion of what can be inferred from the suc-
cess of scientifi c theories, it is not useful to make a distinction between 
predictive and explanatory success. 

 In the history of science, and even in contemporary science, there are 
many examples of theories that may be used to predict future phenom-
ena, theories that are inconsistent, or make false empirical predictions, or 
whose central terms we come to believe do not refer to something real—
e.g., the Ptolemaic system for the motion of the planets and Newton’s 

25   Several philosophers share the view that theoretical success implies scientifi c realism. See, for 
instance, Boyd (1973), (1985) and (1990); Newton-Smith (1978) and (1981); and Niiniluoto 
(1977). 
26   For a further treatment of this issue, one may consult Faye (2014). 
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theory of gravitation. 27  In principle, the Ptolemaic model could still be 
used for predicting the observed positions of the planets on the vault of 
heaven, in spite of the fact that scientists no longer believe that the plan-
ets are satellites moving around the earth. Such predictions can be more 
easily achieved today because of the calculative power of current comput-
ers. Indeed, the geocentric model cannot explain all facts expected, e.g., 
the diff erence in movements between the inner plants and the outer plan-
ets, and this is one reason that today we think that the heliocentric model 
is correct. But in spite of the predictive success of the Ptolemaic model, 
nothing in reality corresponds to ‘epicycles’ and ‘geocentric orbits,’ the 
most central terms within the theory. Analogously, the world cannot be 
as Newton’s theory of gravitation held if Einstein’s general theory of rela-
tivity gives us the correct description on a much grander scale. Th e cen-
tral term of the theory, “gravitational force,” does not refer to something 
in reality; instead it has been replaced with “geodesic curvature of space-
time”. However, the Newtonian theory is in fact still used for the predic-
tion of many astronomical phenomena and solutions of technological 
problems in connection with space research, tidal movements, and virtu-
ally all terrestrial phenomena in our daily experience. 

 Th e conclusion is therefore that predictive success implies neither truth 
nor the reality of the presumed referents of theoretical terms. Scientifi c real-
ism cannot make capital out of the fact that science has strong predictive 
success. Th e best that predictive success can prove is that the world works as 
if there were these entities. Th at some theories have useful predictive power 
without being true or having referential success may instead be interpreted as 
a general indication of theories more prescriptive nature. 

 But what about the converse implication: do truth and referential suc-
cess imply predictive success? As Larry Laudan argues, scientifi c theories 
may be genuinely referential without being successful. 28  Th e examples 
he mentions are Dalton’s theory of atoms, the Proutian theory that the 
atoms of heavy elements are made up of hydrogen atoms, and Bohr’s 

27   It is well known that Bohr’s model of the hydrogen atom contained internal inconsistencies. 
Nevertheless, Bohr was able to predict accurately the ionized helium spectrum and Sommerfeld the 
fi ne structure of the hydrogen spectrum. But, as Vickers (2012) concludes, this example seems to 
be a case against the realist’s thesis that (theoretical) success is indicative of truth. 
28   Laudan (1982), p. 223. 
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early model of the electron. All of these were apparently genuinely refer-
ring theories in spite of fact that they made many fl awed and inconsis-
tent claims about atoms and their constituents and today are regarded 
as unsuccessful. Laudan also rejects a possible realist retreat, according 
to which it is said that a theory whose central terms refer will usually be 
successful. He does so because, as he says, it is always possible by the use 
of negation to generate “indefi nitely many unsuccessful theories, all of 
whose substantive terms are genuinely referring.” And he compares this 
logical point with the many unsuccessful theories of atoms that have been 
proposed during the two millennia of speculations about the nature of 
matter. If Laudan were correct, it would imply that the realist’s argument 
at this point is badly damaged. 

 Nevertheless, I do not think that Laudan gives the realist suffi  cient 
benefi t of the doubt. I believe that a realist with perfect justice may claim 
that various historical theories were not successful because some of their 
central terms did not designate anything or described it in a way that 
we no longer believe was correct. Some of them did, of course, since 
scientists had correctly identifi ed those entities in question. But Laudan 
seems to imagine that the realist position asserts only that substantive 
terms are interpreted as referring. Against this, the realist could argue that 
the most important predicative terms also have to be genuinely referen-
tial for a theory to be successful. For example, a sentence like “Electrons 
move around the nucleus in energetically stationary, but otherwise clas-
sical orbits” expresses one of the fundamental assumptions Bohr made. 
Here the realist could argue that the terms “electron” and “nucleus” refer, 
whereas predicates like “move around in stationary but classical orbits” 
and “have a determinate position and a determinate momentum” were 
not satisfi ed. For this reason, while Bohr’s theory made many impres-
sively successful predictions, today we regard it as incorrect. It ascribed 
the wrong attributes to the right entities. So what made some of the 
theories mentioned unsuccessful was in fact that some property terms of 
the theories failed to be satisfactorily defi ned or turned out to be empty. 

 Th e above example also reveals how truth and reference are related 
for the scientifi c realist. Usually, the truth of a theory is taken to imply 
the genuine reference of its theoretical terms, while genuine reference 
does not necessarily imply the truth of very statement the theory implies. 
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A theory can only be true or approximately true if its terms have some 
real counterparts. In other words, whereas truth is, even according to 
realists, assumed to be suffi  cient for successful reference, reference is 
merely supposed to be necessary for truth. Th is is not the place to take 
a more careful look at the realist notion of truth, something that will be 
discussed in the succeeding chapter. But we still have to fi nish our discus-
sion of whether scientifi c success is a parasite on genuine reference. 

 In addition to the putatively theoretical success of explanation and 
prediction, science is connected with practical and technical success. 
Maybe successful predictions are not a consequence of the fulfi llment of 
the referential aspect of the theoretical terms employed, assuming that all 
that observation can justify is the genuine reference of the observational 
terms and hence empirically successful theories. Nevertheless, in science 
we are able to perform experiments with things that we cannot see with 
the naked eye. Afterwards, on the basis of the knowledge of the causal 
properties of these unseen objects that we obtain from these experiments, 
we may use them in the design of the physical function of technical 
apparatus and instruments. Th e realist could argue that because we can 
manipulate what we cannot see and bring about the observable eff ects we 
want to produce, we are justifi ed in concluding that the theoretical terms 
of both the causal description of the experiment and of the function 
of the involved apparatus genuinely refer. It is an undeniable fact that 
we repeatedly, with increasing success, create and construct new tech-
nologies by using invisible entities to create causal mechanisms allowing 
these technologies to operate as we anticipate. But this fact would be 
inexplicable unless our best current theories were genuinely referential. 
For instance, since we are able to move around individual genes in a cell, 
taking some out and putting some others in, and thereby creating new 
organisms, it would be beyond any rational warrant to suggest that genes 
are not real merely because we cannot see them. 

 As Ian Hacking points out, the fact that electrons can be used as tools 
is an example of the strongest kind of evidence for realism about invisible 
entities. 29  But this is not necessarily an argument for the truth of these 
theories, i.e., for them to provide a literally true description of how things 

29   Hacking (1983), Chap. 16. 
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ultimately are. We do not need theories to know whether such entities 
exist or not. In his opinion it is not because one can make experiments 
with them that one is committed to believing in their existence, nor is 
it because electrons can be used to experiment on something else. What 
matters is that by understanding the causal properties of electrons, we can 
use our knowledge to build devices in which the electrons will behave in 
a certain characteristic manner whenever we want them to do so. Based 
upon some rules of thumb, electrons can be prepared in such a way that 
they can be employed to produce phenomena we wish to investigate in 
some other domain of nature. 

 For the entity realist, this conclusion is equivalent to holding that 
 practical success implies referential success. Although the converse entail-
ment is not true, theoretical terms may indeed have reference without the 
referent being an entity that can be used technologically. Th e unstated 
premise of the entity realist’s inference is that you may “observe” some-
thing that does not exist and wrongly believe things are real that you 
cannot see, but you can never manipulate anything that is not there. And 
even less can you manipulate an entity to cause a wanted eff ect unless it 
exists. So the conclusion of the entity realist is that any theory of knowl-
edge that confi nes knowledge to be about those things we can see with 
the naked eye is not very convincing. 

 A fi ne example illustrating some of these points is the discovery of haf-
nium. 30  Th e periodic system of the elements was not established until 
around 1870. When this happened, it was done only on the basis of the 
 chemical features  of the elements, and most chemists regarded it as a purely 
empirical classifi cation of the elements. In 1897 J.J. Th omson suggested a 
connection between atomic structure and the periodic system, but it was 
not until Niels Bohr’s second model of the atom that anybody was able 
to give a physically satisfactory account of all the elements from hydro-
gen to uranium, including the transition groups and the rare earths. Th e 
theory Bohr used to construct this account was a result of a mixture of 
ill-defi ned general principles and empirically based concepts coupled with 
an exceptional measure of physical intuition. Among the principles and 

30   My knowledge about the discovery of Hafnium rests entirely on an excellent study by Kragh 
(1979) and Kragh (1980). 
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theoretical concepts were the construction principle (Aufbauprinzip), the 
correspondence principle, penetrating orbits, and symmetry concepts. 
On the empirical side was chemical evidence in the form of ionic colors, 
magnetic properties, ionization potentials, atomic volumes, polarizability, 
and physical evidence in the form of optical spectra. Relying on these data 
and formative principles, Bohr gave a physical description of the atomic 
structure of the various elements and of how the electrons build up in 
shells from one element to the next. Th is description was able to repro-
duce many of the characteristics of the original periodic system. 

 After the formulation of Bohr’s model, it was soon strongly supported 
by its ability to incorporate evidence from X-ray spectroscopy discovered 
by Dirk Coster. Th is evidence was in agreement with the predictions that 
included the right number of curves for the absorption edges, indicat-
ing the possible confi guration based on levels defi ned in terms of three 
quantum numbers; the curves of absorption edges showed that the build-
ing up of electrons started out roughly where it was expected; fi nally, the 
curves almost reproduced those parts of the periodic system in which the 
atomic construction occurs at the intermediate, but still incomplete level. 
Likewise, the model predicted new results for optical spectra of the ele-
ments subsequently confi rmed by Friedrich Paschen and Ralph H. Fowler. 

 Nevertheless, Bohr’s model was overthrown a few years later, partly 
because J.D. Main Smith and E.C. Stoker changed it in order to cope with 
the structure and the existence of simple chemical compounds and partly 
because the exclusion principle introduced by Wolfgang Pauli could sup-
port their changes by explaining the electron distribution in each shell of 
a single atom. In spite of this achievement, Bohr’s model still had another 
big victory to claim. At this time the element with atomic number 72 had 
not yet been satisfactorily identifi ed. It was generally believed to be an 
element that belonged to the rare earths, and chemists were looking for it 
in ytterbium minerals. In 1911, Georges Urbain claimed to have isolated 
this new element by the method of fractionations. He called it “celt-
ium.” Eleven years later, Urbain, together with the X-ray spectroscopist 
Dauvillier, announced that, based on a few X-ray lines, they fi nally had 
identifi ed element 72 in agreement with Urbain’s earlier chemical discov-
ery. However, had this claim been correct, it would have been fatal for 
Bohr’s theory, according to which element 72 should be considered to be 
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a homolog of zirconium and therefore have no chemical similarities with 
the rare earths as celtium was alleged to have. Knowing this and unhappy 
with the quality of Urbain’s and Dauvillier’s X-ray lines, Dirk Coster and 
George von Hevesy succeeded within half a year in fi nding the missing 
element, now named “hafnium,” among zirconium minerals. Th ey also 
used X-ray spectroscopy to identify the new element on the basis of two 
excellent lines that Coster showed were part of its L-spectrum. 

 When one focuses only on the predictive success of Bohr’s model, as 
would van Fraassen, one could argue that it merely provided us with an 
empirically adequate account of the correlations of the various optical 
spectra of the elements and of the various X-ray spectra as well as a similar 
account of the mutual correlations between these two kinds of spectra. 
But the same does not hold with respect to Coster and Hevesy’s manipu-
lative success. Manipulation proves that invisible entities exist; it does 
not only show that our beliefs about them are empirically adequate. Why 
is this? Because we cannot think otherwise. We have evolved through 
natural selection to believe that invisible entities are real, just as well as 
visible, in case we can get in touch with them. Selection and adaptation 
have made systematically bodily interaction with the world our innate 
criteria of mind-independent existence. If we can intervene and infl uence 
things in virtue of our behavior we are automatically justifi ed in believing 
that these things are separated from us. Epistemic skepticism is not a real 
option. Any reservation about invisible entities is not an actual possibil-
ity. Descartes’ doubt about the external world is the imagination that 
plays its game upon the mind. Given that the human species are adapted 
such that our faith in external things is unavoidably associated with our 
bodily action, we are biologically perforce to accept the reality of things 
we can manipulate. It is simply imperative for our survival. 

 However, what makes this justifi cation “automatic”? It is certainly true 
that we have a strong psychological tendency to believe this, and when 
we are in our everyday state of mind, we naturally do believe it, and the 
philosophical scruples of the scientifi c antirealist seem silly. So psychologi-
cally this belief seems “automatic,” but that’s not the same as logical jus-
tifi cation, which is what traditional philosophy has demanded. However, 
rationality is not above psychology; it is part of psychology. Surely, rational 
thinking rests on certain norms based on refl ection. As humans eventually 
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gained the capacity of refl ective understanding, the need for conscious 
standards of justifi cation became immanent. But if these standards were in 
confl ict with our innate cognitive mechanism, we would be much better 
off  without any standards. 

 I think Hume would agree that  psychologically  antirealism is not a real 
option, but also insist that manipulation is  the only  justifi cation. But why 
not just stop with highly confi rmed models? Surely if we were to ask 
a physicist why he believes that positrons, say, are real, he would say 
because our best models, which tell us that these bits of visible evidence 
are the eff ects of invisible positrons, have been extensively tested and are 
well confi rmed. It seems very unlikely he would say because we can spray 
them on niobium balls to neutralize their charge. So if we are going to 
rest the case on our psychological tendencies and dispositions, we do not 
always have to go to the level of manipulation. Evolutionary epistemol-
ogy is not supposed to justify only manipulative success and ignore the 
clear selective advantage of organisms holding beliefs that exhibit predic-
tive success. For example, predicting agriculturally relevant phenomena 
would have surely been of use to evolving  Homo sapiens .  

4.5     Constructive Empiricism 

 A theory of elements is empirically adequate if the world observation-
ally appears as if there are such elements. Van Fraassen distinguishes 
between acceptance of a scientifi c theory and the belief in its (partial) 
truth, claiming that acceptance involves only the view that the theory 
saves the phenomena, not that it is true. 31  Nevertheless, the acceptance of 
a theory about  S  means to take all its claims literally, both claims about 
“observable” and “unobservable” entities. His idea is that by acceptance 
we commit ourselves to using the entire potential of the theory as if  S  
exists in giving explanation and doing research. Still, we should be agnos-
tic about the claims a theory makes about “unobservable” entities because 
they cannot be observed. Consequently, according to van Fraassen, the 
confi rmation of Bohr’s model would not force us to embrace a belief in 

31   van Fraassen (1980), p. 8 and p. 12. 
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the reality of atoms. Th e model was accepted for a while simply because it 
was considered to be empirically adequate in virtue of yielding successful 
predictions. 

 But is it possible to account for the discovery of hafnium without believ-
ing that Bohr’s model of periodic system is true regarding its assumption 
about atoms? In more general terms: is it possible to accept a model with-
out being externally committed to the theoretical entities it is a model 
about? Th at Coster and Hevesy were able to isolate and produce hafnium 
in quantities so large that everybody directly could see the  material seems 
to justify a belief in hafnium atoms. As scientists eventually accepted 
the reorganization of the periodic system on atomic ideas, they began to 
accept ways to identify the diff erent elements on the atomic level, which, 
I hold, at the same time established the referent of hafnium, even before 
samples of this element became visible to their eyes. 

 In my opinion we can accommodate invisible but “observable” entities 
into the ontology of common sense. As I see it, there is no epistemo-
logical diff erence between seeing a red car on the street and the instru-
mental observation of a cell. Both of the acquired beliefs are acquired 
non- inferentially as soon as one has a robust conceptual grasp of one’s 
own visual experience. I assume that this ability of having non-inferen-
tially determined perception was gained long ago in evolutionary history, 
and it is something we share with many animals. So, according to the 
evolutionary naturalist, the world of science is not merely the empirical 
world of perception. Th e premises tacitly employed in seeing the objects 
of common sense are hard wired by natural selection, but the theoretical 
principles involved in observing or detecting the invisible entities, which 
enlightened common-sense realists believe exist, are neither common to 
all humans nor hard wired by natural selection. Th ey are based on fal-
lible assumptions of human-created science. Take an object like gamma 
ray bursters. We have arrived at the view that they are enormous explo-
sions in very distant galaxies, but that is a conclusion reached by a lot 
of research and controversy. Astrophysicists think of the issue as settled 
today, but it seems totally possible that future models, or empirical dis-
coveries, might replace the ones accepted today and our belief about what 
causes gamma ray bursts will be altered. Th en we will say our belief that 
GRBs are caused by enormous distant explosions turned out to be false; 
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these “objects” do not really exist. I do not think we could discard the 
hard-wired premises of common-sense realism like this, or if we tried to, 
we would soon perish; while solipsism is a philosophical possibility, it is 
not a real possibility for organisms evolved through natural selection. 

 Elsewhere I have argued for a criterial theory of meaning accord-
ing to which the observational criteria for identifying each element 
are part of the meaning of the name of that natural kind. 32  Th ere is a 
causal  connection between the use of the name and its bearer. Th e causal 
 connection is determined by the criteria we have elected to use to identify 
the bearer of the name; in the present case of hafnium, the evidence was 
in the form of chemical data, particular lines in the optical spectra and in 
the X-ray spectra. Th ese evidential empirical criteria are satisfi ed by the 
bearer’s sortal properties      , and they enter into the defi nition of a particular 
name “hafnium” and determine the reference of that name. 

 Th e mere fact, however, that Coster and Hevesy could manufacture 
a new visible element by extracting invisible atoms hidden inside zir-
conium minerals seems unintelligible if we only think of the periodic 
system as an empirically adequate classifi cation. Th e last point can be 
stated even more dramatically. A couple of elements between hydrogen 
and uranium do not occur in nature as, for instance, technetium. It is a 
metallic element that can be obtained by bombarding molybdenum with 
deuterons or neutrons. Now, if the only thing you do is to change one 
visible element into another visible element by adding invisible things to 
it, are you not justifi ed in believing that these invisible things exist? 

 When microphysical processes can be deliberately manipulated in a 
purposeful and constructive manner, then we have strong and justifi ed 
reasons to assume that our belief in the existence of atoms, protons, and 
neutrons is true. It would also be impossible to explain the success of 
our technological innovations unless we were able to refer to microphysi-
cal entities and to tell an approximately true causal story about them. 
We are able to do this since scientists understand their causal proper-
ties, and therefore they can use that knowledge in performing experi-
ments and measurements. In general, technological success requires that 
beliefs about what we are doing with invisible entities have to be true, 

32   Faye (2002), pp. 72–78. 
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and these beliefs can be true only if we are capable of identifying the enti-
ties involved and have knowledge about their causal behavior. 

 In order to explain why the use of imperceptible entities and mag-
nitudes implies beliefs, and not merely acceptance of the theory, as van 
Fraassen suggests, Sam Mitchell has developed a functional argument for 
why it has to be so. 33  First, he lays down a condition that should be 
acceptable for an empiricist like van Fraassen: Only if somebody would 
act  diff erently toward two kinds of entities does it make sense to argue 
that he or she harbors diff erent kinds of epistemic attitudes toward 
these entities, that is, holding a certain belief is true on one hand and 
being agnostic toward it on the other. Th en he argues that in designing 
experiments and measurement apparatus, scientists treat perceptibles and 
imperceptibles in no discernibly diff erent way. Th erefore, van Fraassen 
must claim either that we should be agnostic about the existence of per-
ceptibles, too, or that we should believe in the existence of imperceptibles, 
too. But since van Fraassen seeks to found our attitudes toward impercep-
tibles on our justifi cation for accepting them (namely that claims about 
them are part of an empirically adequate theory) rather than in believing 
in the approximate truth of the theory we accept, then the justifi cation 
for believing in the “observables” of the theory should be suffi  cient for 
believing in the so-called “unobservables” of the theory. Moreover, I con-
tend that there are no obvious epistemic grounds on which to draw a 
demarcation between visible and invisible entities. And thus the distinc-
tion will not bear the weight van Fraassen puts on it. 34  

 Th e criterial theory of meaning, according to which the causal relation-
ship between the name and its bearer results from the criteria for identify-
ing the bearer, allows the scientist the possibility of changing these criteria. 
Th e use of a “natural kind term” is always open to revision because the cri-
teria are revisable for some pragmatic purpose. Whenever science discovers 
that what is regarded as identifying criteria does not refer to sortal proper-
ties, we may delete some of these criteria and replace them with new ones, 
or we may enlarge the number of remaining criteria, or in the worst case 

33   See, Mitchell (1988). 
34   See, for instance, Faye (2000). 
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scenario, we may give up the idea that a certain set of criteria establishes 
reference to a genuine entity as it happened with caloric, phlogiston, etc. 

 Van Fraassen’s constructive empiricism confi nes our ontological 
commitments to those physical things we can see with our naked eye, 
and in that sense he celebrates  plain  common-sense realism. Th e evo-
lutionary naturalist extends his commitments to invisible entities that 
can be observed by instruments, and in that sense he supports  sophis-
ticated   common-sense realism. However, both are skeptical about the 
representational view of scientifi c theories.  

4.6     Structural Realism 

 No doubt, the realist has a strong case if he refers to the technological 
applications of science as something that is suffi  cient to explain the ref-
erential success of scientifi c models. Th e practical success of science sup-
ports the external ontological commitments of the language of science. It 
is because of their manipulability that invisible entities are acceptable to 
sophisticated common-sense realism. Notice, furthermore, the diff erence 
at this point between theoretical success and practical success: it is only 
the latter that is suffi  cient for referential success. Technological progress is 
a result of our power to act and intervene in physical processes. It shows 
that there are parts of the world that we cannot immediately see with our 
unaided eyes but to which we have cognitive access through instrumental 
observations. But, taking this for granted, it still remains to be proved that 
this kind of progress could not be explained on the assumption that the 
manipulated reality always exists as a conceptually grasped set of entities, 
properties, and relations and that perhaps these might be described in 
another way if the cognitive abilities of human beings had been diff erent. 

 Th e kind of realism we have opposed takes the present scientifi c theories 
to be true or approximately true about the things in themselves. Because 
of the optimistic no-miracle argument, it holds that only true theories can 
explain the success of science. Laudan has, in contrast, introduced the pes-
simistic meta-induction argument: Th e existence of theory change in the 
past seems to supply good inductive grounds for holding that presently 
accepted theories sooner or later will be replaced by new theories. Th erefore, 
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predictive success guarantees neither truth nor reference. Laudan’s argu-
ment assumes that reference cannot be secured externally independently 
of the truth of the theory that fi rst introduced them. Th e physical content 
of a theory permits it to be true or false, but then if a theory eventually 
is overturned by a new one, truth cannot be what explains the empiri-
cal success of a theory. In the attempt to stay clear of this dilemma, some 
realists argue instead that theories have empirical success because of the 
structure of mathematical formulation of a theory. Th is view, which John 
Worrall attributes to Henri Poincaré, but which he was fi rst to explicate, 
is called structural or syntactic realism. 35  Th is form of realism, he argues, 
can account for no miracle argument and meets Laudan’s objection that 
scientifi c realism is unable to explain the transition from an older theory 
to a newer one where the latter is inconsistent with the former. Structural 
realism gives us the best of both worlds and still explains why succeeding 
theories have empirical success. 

 Structural realism is not a full-blown realism. Th e idea is that science 
may completely misidentify the nature of things as they are described 
by the metaphysical and physical content of our best theories but still 
attribute the correct mathematical structure to reality. Worrall says, “Th e 
rule on the history of physics seems to be that, whenever a theory replaces 
a predecessor, which has however itself enjoyed genuine predictive suc-
cess, the ‘correspondence principle’ applies.” 36  Th is requires retention of 
formal structure over the change of theory in the sense that the math-
ematical equations of the old theory reappear as limiting cases of the 
mathematical equations of the new theory. Worrall’s historical case is the 
transition from Fresnel’s to Maxwell’s theory of light. Fresnel’s theory 
made correct predictions because it accurately identifi ed certain relations 
between optical phenomena that depended upon something undergoing 
periodic motion at right angles to the light. 

 But what, more specifi cally, is a structural realist? It cannot be that 
a realist interpretation of the meaning of scientifi c theories yields an 
understanding of the physical content of the laws of nature. In his dis-
cussion of this problem James Ladyman mentions that structural realism 

35   Worrall (1989), p. 112. 
36   Worrall (1989), p. 120. 
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may be formulated as one of two alternative positions: an epistemologi-
cal refi nement and a metaphysical approach. 37  Th e epistemic structural 
realist holds that there are epistemic constraints on what we can know 
about the world. We are justifi ed in believing that we possess objective 
knowledge if there happens to be a mathematical continuity across the-
ory change and scientifi c revolutions. Th is proposal requires a clear-cut 
distinction between the structure and the content of our theories, that 
is, a distinction between the mathematical equations and the theoretical 
 interpretation of the formalism. 

 It is possible to fi nd some support for this view in Bohr’s methodol-
ogy for developing a theory of quantum mechanics. Bohr introduced 
the principle of correspondence, and no other physicist has made such 
an explicit use of the correspondence principle as a guiding principle in 
the formation of a new theory. He realized that according to his model 
of the hydrogen atom, the frequencies of radiation due to the electron’s 
transition between stationary states with large quantum numbers, i.e., 
states far from the ground state, coincide approximately with the fre-
quencies to be expected from classical electrodynamics for a free electron. 
However, his own model of the atom eventually failed to predict some of 
the spectroscopic phenomena that were observed in the years to come, 
and by the beginning of the 1920s it was quite obvious to Bohr and other 
leading physicists that they still had to look for the fi nal theory. Hence, 
in the search for a consistent mathematical formalism that could predict 
all observations, it became a methodological requirement for Bohr that 
any further theory of the atom should predict values in domains of large 
quantum numbers that should be a close approximation to the values 
predicted by classical physics. Th e correspondence rule was a heuristic 
principle meant to make sure that in areas where the infl uence of Planck’s 
constant could be neglected, the numerical values predicted by such a 
theory should approach those predicted by classical radiation theory. 

 Th e correspondence rule was an important methodological principle 
in the historical development of quantum mechanics. In the beginning 
it had a clear technical meaning to Bohr: It demanded that calculations 
based on the mathematical formalism of classical electrodynamics gave 

37   Ladyman (1998), p. 410. 
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the same result the ones got by applying the rules of Bohr’s “old quantum 
theory” as one approached the limit of large quantum numbers. Using 
the correspondence principle, Bohr was able to connect the frequencies 
of radiation of an atomic spectrum with the Fourier components of the 
motion of an electron in orbit and then “compare the radiation emit-
ted during the transition between two stationary states with the radia-
tion which would be emitted by a harmonically oscillating electron on 
the basis of electrodynamics.” 38  Later on, Bohr as well as Heisenberg 
 considered quantum mechanics as a mathematical “generalization” of 
classical mechanics in which certain structural elements are preserved. 39  
Matrix mechanics fulfi lled the promise of the correspondence principle 
in retaining the forms of the classical equations in the limit where the 
quantum of action could be ignored. 40  Accordingly, we can explain the 
predictive success of classical physics if we take into account that it agrees 
with quantum mechanics in the domain where the eff ects of the quan-
tum of action play no signifi cant role. 

 In contrast to modern structural realists, however, Bohr realized at the 
time he became involved in the interpretation of quantum mechanics 
that in order to get to the meaning of quantum mechanics it was not 
suffi  cient to preserve only some structural features. Th e formalism can-
not be understood unless we continue to interpret it in such a way that 
classical concepts must be used to describe experimental results, and we 
therefore have to apply these concepts while interpreting the mathemati-
cal formalism. 41  I think Bohr was right. It is obvious that it makes no 

38   Bohr ([1920]1976), p. 51. 
39   Although Pauli’s exclusion rule and the introduction of spin broke with the attempt of explaining 
the structure of the basic elements along the lines of the correspondence argument, as Pauli pointed 
out in a letter to Bohr, Bohr continued to think of it as an important methodological principle in 
the attempt to establish a coherent quantum theory. In fact, he repeatedly expressed his opinion 
that Heisenberg’s matrix mechanics came to light under the guidance of this very principle. In his 
Faraday Lectures from 1932, for instance, Bohr emphasizes: “A fundamental step towards the 
establishing of a proper  quantum mechanics  was taken in 1925 by Heisenberg who showed how to 
replace the ordinary kinematical concepts, in the spirit of the correspondence argument, by sym-
bols referring to the elementary processes and the probability of their occurrence” (1998, p. 48). 
See also Heisenberg (1967), p. 98. 
40   Bohr ([1925]1984), p. 852. 
41   Faye (1991), pp.  113–119, presents a formal semantic formulation of Bohr’s principle of 
correspondence. 

4 Theory and Reality 145



sense to compare the numerical values of the quantum mechanical pre-
dictions with those of classical physics unless the meaning of the physical 
terms in both theories is somehow commensurable. So in Bohr’s opinion 
the use of the correspondence principle in developing the new quantum 
mechanics justifi ed the epistemic ideal that classical concepts, like posi-
tion, momentum, and energy, are indispensable for our understanding of 
physical reality at the empirical level, and only when classical phenomena 
and quantum phenomena are described in terms of the same classical 
concepts does it make sense to compare the predictive results of diff er-
ent mathematical formalisms. Th erefore, this example shows that the 
structural realists’ attempt to draw a revealing metaphysical distinction 
between structure and content, i.e., between formalism and interpreta-
tion, fails. Worrall’s structural realism is unable to explain the predictive 
success of theories because it focuses on mathematical structure sepa-
rated from its interpretation in the context of a physical theory. One can 
develop pure structures in a priori mathematics, but when one employs 
some bit of these mathematical structures to express a physical theory 
(with empirical content) then the “interpretation” issue becomes crucial. 
To explain predictive success requires attributing to the phenomena not 
only structural, but also substantive properties as well. 

 Ladyman also rejects the epistemological form of structural realism; he 
claims it off ers no advantage over traditional scientifi c realism. His objec-
tion considers two possible ways of understanding scientifi c theories. 
One way is to look at a theory as a Ramsay structure in the sense that a 
Ramsey sentence for the theory replaces the conjunction of all theoretical 
constants with distinct observational variables bound by existential quan-
tifi ers. Th e result is that theoretical terms are eliminated but the observa-
tional consequences are preserved. It is a mistake, however, to think that 
this Ramsifi cation of a theory entirely eliminates the theoretical terms. 
Th ey are still being referred to, not directly with theoretical terms, but 
indirectly via their Ramsey descriptions, whose direct referents are known 
by acquaintance. Th e idea is here that the world consists of “unobserv-
able” entities between which “observable” properties and relations obtain. 
Th us, the relations form the structure of the world, the structure itself is 
the abstract form of a set of relations that hold between these entities, 
and the relations are those that can be known. William Demopolous 
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and Michael Friedman have shown that the problem with this linguistic 
structural understanding is that any structure of a set of relations can 
obtain from any (suffi  ciently large) collection of objects. But if that is the 
case, no given structure picks out a unique set of  relations characterizing 
this world. Th erefore, we should reject a Ramseyian understanding of the 
structure of a theory. 42  

 An alternative conception has been proposed by Stathis Psillos, a read-
ing that makes structural realism indistinguishable from traditional real-
ism. 43  He argues that Worrall’s mathematical continuity is not suffi  cient 
to answer the pessimistic meta-induction; we need a positive argument 
connecting the mathematical formalism to predictive success, an argu-
ment that shows that mathematical formalism successfully represents the 
structure of the world. He also doubts that it is possible to discriminate 
between our ability to know this structure and our ability to know that 
it successfully represents the nature of the world. Instead, he argues that 
structure and nature are inseparable; properties are defi ned by the laws 
in which they feature, and the nature of something consists in its basic 
properties and their relations as they are structurally described in math-
ematical equations. 

 Ladyman advocates an ontic or metaphysical version of structural real-
ism because he claims that this is the only option that can explain onto-
logical discontinuity. He (and Ross) defi nes his position in these words:

  Ontic Structural Realism (OSR) is the view that the world has an objective 
modal structure that is ontologically fundamental, in the sense of not 
supervening on the intrinsic properties of a set of individuals. According to 
OSR, even the identity and individuality of objects depends on the rela-
tional structure of the world. Hence, a fi rst approximation ‘Th ere are no 
things. Structure is all there is.’ 44  

 What we normally take to be individual entities are nothing but struc-
tures all the way down. Th ere are relations but no relata, at least not 

42   See Newman (2004) for a criticism of Ramsey sentence realism posed by Cruse & Papineau 
(2002). 
43   Psillos (1995) and Psillos (1996). 
44   Ladyman and Ross (2007), p. 130. 
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considered as self-subsisting individuals existing in space and time. One 
consequence of this view is that there are modal or nomological struc-
tures, but these structures have no causal power or effi  cacy. What we 
think of as causal structures exist only as pragmatic approaches in the 
special sciences. Compared to modern physics, there are objects, but they 
are deprived of any inherent nature, identity, and individuality. 

 Th e ontological commitment of structural realism is more than to the 
empirical content of a theory but less than to the full ontology of scientifi c 
realism. Ladyman also thinks that the ontic approach to mathematical 
structures fares well with the semantic or model theoretic view of theories 
because “theories are to be thought of as presenting structures or models 
that may be used to represent systems, rather than as partially-interpreted 
axiomatic systems.” 45  Th e predictive success of specifi c theories of physics, 
such as starlight being bent near the sun as predicted by general relativ-
ity, is possible to understand if we assume that the most abstract math-
ematical structures go beyond a correct description of actual phenomena 
and represent modal relations between them. He opts for an elaboration 
of structural realism that takes “structure to be primitive and ontologi-
cally subsistent.” 46  He then draws attention to Weyl’s view on objectivity, 
according to which the status of objectivity can be bestowed only on 
relations that are invariant under particular transformations. Th us, ontic 
structural realism takes structures and relations to be the fundamental 
constituents of the world rather than objects and properties. 

 According to Ladyman and Ross, ontic structural realism “as we develop 
it is in principle friendly to a naturalized version of Platonism …” 47  So how 
do they relate to Sellar’s manifest image? Th is is a fi gment of evolution. 
Here is a couple of quotations: “To say that all that there is are relations 
and no relata, is therefore to follow Plato and say that the world of appear-
ances is illusory,” 48  and “Individual things are locally focused abstractions 
from modal structure.” 49  Moreover, the manifest image cannot explain the 

45   Ladyman (1998), p. 416. 
46   Ladyman (1998), p. 420. 
47   Ladyman & Ross (2007), p. 158. 
48   Ibid., p. 152. 
49   Ibid., p. 153. 
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use of representations in fundamental physics. In contrast, scientifi c realists 
mistakenly believe “that the appearances are caused by unseen objects and 
that the behaviour of these objects can be invoked to explain the appear-
ances. But the resources of the manifest image  cannot be (directly) used for 
satisfactory representation in physics. Hence, mathematics has an inelim-
inable role to play in theories.” 50  

 Ladymand and Ross distinguish between structures in the formal 
sense, which they simply call structures, and structures in a material sense, 
what they call “real patterns.” Th e former are the mathematical models 
by which we map the real patterns that make up the relations between 
empirical data. Of all possible structures that could possibly obtain, how 
do we pick out the “right” one? It would seem that logically there must be 
many that would be equally consistent with any fi nite set of data points. 
Th is is also a question that occupies van Fraassen: How is it possible 
to distinguish between non-instantiated mathematical structures from 
instantiated physical structures? 51  Th e calamity is that Ladyman and Ross 
have no satisfactory answer to what that diff erence is:

  Physical structures exist, but what is it?…What makes the structure physi-
cal and not mathematical? Th at is a question that we refuse to answer. In 
our view, there is nothing more to be said about this that doesn’t amount 
to empty words and venture…Th e “world structure” just is and exists inde-
pendently of us and we represent it mathematico-physically via our 
theories. 52  

 Such a confession cannot hide that this in-the-world Platonism cannot 
explain why, say, some geometrical structures, supported by empirical 
evidence, seem to represent the world structures, while others do not. A 
conventionalist could object that the choice of geometry depends on the 
conventional selection of a metric and not on a factual matter, but since 
they are also representationalists, ontic structural realists cannot embrace 
such a possibility. Einstein’s General Th eory of Relativity connects space- 
time structure to the distribution of matter. Although I shall later discuss 

50   Ibid., p. 158. 
51   Fraassen (2006). 
52   Ladyman & Ross (2007), p. 158. 
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our understanding of the space-time structure, Einstein’s idea relies on a 
common-sense conception that a structure and what is structured are two 
sides of the same coin. 

 Likewise it is diffi  cult, at least for me, to apprehend how physical infor-
mation can be recorded by physical instruments if the recordings take place 
as interactions with pure modal structures. How can pure modal structures 
provide us with information at all? How can that which is not physical 
“interact” with that which is purely physical? Th e word “interact” is well 
defi ned in science only for physical interactions; that is why talk about 
the brain and the mind as “interacting” is uninformative. Th e exchange 
of energy, for instance, cannot be characterized in terms of mathematical 
structures due to the fact that we cannot determine the “energy” of a math-
ematical structure. In modern physics, energy and mass are two forms of 
the same thing, which we call “matter.” Even though the exchange of energy 
between a system and an instrument can be seen as a registration of infor-
mation about some verifi able property of the system, and therefore qua 
verifi able can be considered as a relation, it is also well known that quan-
tum mechanics itself off ers no description of the measurement process. It 
describes only the development of the system in probabilistic terms.  53  

 Some philosophers have raised objections to the ontic version of struc-
tural realism, but I do not intend to present these in any detail. 54  I want to 
say only that among realist-minded philosophers the diffi  culties of turn-
ing a mathematical representation into an ontological description of struc-
ture have been acknowledged. For instance, Mauro Dorato and Frederico 
Laudisa nicely summarize Maudlin’s view that “mathematical representa-
tions of physical phenomena are not a clear guide to ontology, since they 
often do not guarantee even isomorphic relations between themselves and 
the latter. Furthermore, for obvious algorithmic reasons they must greatly 
simplify and idealize the target they are a vehicle for, and so they are not 

53   Of course that would be a counterargument only if one also assumes QM is “complete.” 
54   See, for instance, Pooley (2005): “Th e main thesis of this paper is that, whatever the interpretative dif-
fi culties of generally covariant space-time physics are, they do not support or suggest structural realism” 
(p. 2). Also Friggs (2002) delivers an extensive criticism of structural realism. He convincingly argues 
that representation and structural isomorphism are not enough for embracing structural realism because 
most physical systems can be represented by diff erent structures. What is needed is the human intention 
to establish a representation for a particular purpose. 
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necessarily similar to what they are supposed to denote.” 55  Maudlin him-
self points out that “mathematical objects acquire algebraic and numerical 
properties that the physical objects do not have; there are purely gauge 
degrees of freedom in the mathematics.” 56  Ontic structural realism may 
attempt to overcome these problems by claiming that  physical phenom-
ena are nothing but mathematical structures represented by mathematical 
equations. But such a move is no way out. How can the concrete manifest 
world existing in space and time “emerge” from a causally inert world not 
existing in space and time? 

 Apart from what I have already said, my own disagreement with 
Ladyman’s ontic view rests on the following considerations: First, the 
semantic view of theories assumed by Ladyman is not necessarily an 
advantage for the structural interpretation. Not all proponents of the 
semantic theory of theories consider themselves realists. Bas van Fraassen 
provides one example. Moreover, the semantic view of theories is beset 
with some of the same problems as is structural realism. Both rely on 
assumptions that are diffi  cult to defend. On the one hand, the immedi-
ate interpretation of a theory is taken to be a model of abstract objects; 
on the other hand, a theory consists of a set of descriptive sentences, each 
of which has a certain truth value. 57  According to an ontic structural 
realist, who focuses on structure rather than content, physical theories 
represent a concrete structure, which means that a scientifi c theory is true 
or false with respect to some concrete relations and structures in nature. 
However, if we understand the meaning of a mathematical equation in 
virtue of knowledge of abstract relations, how can we determine the truth 
of the equation expressing a physical law in virtue of the actually exist-
ing structures of this world? Th e structure of a theory does not corre-
spond directly to some real structure but to the structure of some models, 
which constitute the interpretation of the theory, i.e., a set of mathemati-
cal expressions is structurally coherent with its models, and one of them 

55   Dorato & Laudisa (2014). 
56   Maudlin (2013), pp. 152–153. 
57   Cf. Faye (2006) for further criticism of the semantic view on theories. See also Faye (2002), 
Chap. 8. Instead of considering a model as part of the interpretation of a theory, I take it to be a 
construction to which a theory applies in virtue of defi ning a vocabulary and a set of rules using the 
vocabulary. 
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may then be isomorphic with the real structure of the world. It remains 
a puzzle to me how we can understand a particular theory’s structure by 
having access to the abstract structure of the models. 

 Second, ontic structural realism seems to represent a naïve view of the 
relationship between mathematics and reality made familiar to philoso-
phers from Wittgenstein’s old picture theory of language in  Th e Tractatus . 
Th e ontic structuralists see mathematics fi rst and foremost as a means of 
representing the world in thought. Th e function of mathematical formu-
las is to represent how the world is structured. Th is is possible only in so 
far as the meaning of a mathematical equation is interpreted in virtue of 
a corresponding structure, which, if it is realized, makes the mathemati-
cal formula as so interpreted true. As Wittgenstein argued with respect 
to language, any combination of sentences consists of a relation of logi-
cal structures of atomic sentences, and these atomic sentences stand in a 
direct relation to the corresponding possible facts so that the sentences 
are isomorphic with the atomic states of aff airs they picture. Similarly, a 
mathematical formula forms a structure itself, and this structure is “inter-
preted” by saying that the world is structured in the same way as the 
formula in order for it to become true. In this sense, the mathematical 
structures are logical pictures of possible real structures. Th e mathemati-
cal structure of an approximately true physical theory mirrors or pictures 
approximately the structure of factual relations. Th us, our currently best 
scientifi c theories and reality exhibit a mutual isomorphism by having the 
same structural form. 

 Setting aside the later Wittgenstein’s criticism of the picture theory, 
there is, I think, an important diff erence between his attempts to grasp 
the function of language in terms of the atomic sentences that picture 
possible facts and the ontic structural realists’ attempts to understand the 
function of scientifi c theories in terms of mathematical structures that are 
isomorphic with some possible factual structures. Wittgenstein’s idea was 
combined with the assumption that we have direct empirical access to the 
facts that were pictured by a language, say, the cup is on the table. But 
structural realists cannot have a similar empirical knowledge of the  modal  
relations of the world since these relations are ontologically independent 
of the “emergent” entities that take part in them. Th e object of theories is 
mathematical structures, real counterparts to our mathematical equations, 
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but we have no plausible way to get to know their existence by direct 
empirical inquiry, i.e., the modal laws that are the physical counterparts to 
the equations are inferred from the repeated behavior of like individuals. 
All we can observe and manipulate are objects and their properties. 

 Th ird, it does not suffi  ce for the structural realist to begin with the 
ontological commitments to structures given to us by accepting certain 
theories. Th e commitment to a certain structure is always internal to the 
mathematical framework. Th e ontic structural realist needs to point to 
some external commitments in order to move the structure from merely 
a logical possibility to that which is instantiated in reality. Again, I think 
that Bohr pointed to some fundamental problems concerning the mathe-
matical structure of our current physical theories to the eff ect that no such 
external commitments can be made for the equations expressing many of 
the principles of fundamental physics. In both quantum mechanics and 
relativity theory we meet complex numbers in the formulation of some 
of the basic questions such as the commutation rule and the four-interval 
invariant relation. Th erefore, Bohr rejected the view that theories give 
a ‘pictorial’ representation of the world. 58  His reasons seem to be that 
mathematical structures, which appear as a result of the use of imaginary 
numbers, can never be the object of our experience and therefore cannot 
be known to be instantiated in the world in itself. Th e existence of imagi-
nary numbers is clearly a human construction by means of mathematical 
abstraction from real numbers. Th is releases us from having any external 
commitments with respect to the structure of such theories. 

 Fourth, representations need not resemble what they are supposed to 
represent. In those cases where the representans can be compared with 
the representantum we may sometimes realize that little resemblance 
exists between those two. For instance—and here I need to consider 
only a more earthly example than those of fundamental physics—if we 
attempt to represent the upsurge of carbon dioxide in the atmosphere as 
causing the increase of the world’s average temperature in terms of logi-
cal relations, it is not very plausible to argue that a logical representation 
such as ∀ x ∀ y ( P ( x ) ⇒  Q ( y )) or (∼p □→ ∼q) is structurally similar to the 
causal relation. Is the material or the counterfactual implication more 

58   See Bohr (1999) p. 86 and p. 105. 
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structurally similar to causation than the other one? Whenever we see a 
resemblance between representans and representandum, say between a 
picture and the pictured, it is because human beings have chosen which 
observational features should be mapped by the representation. When we 
express a causal relationship in a logical equation, we do not observe the 
causal nexus but only the temporal succession of events. Th e structural 
realist infers from the structure of language to the nature of the world. 
But is this inference legitimate? I do not think so. Th e reason for rejecting 
the inference is that the structure itself does not have any  explanatory  role 
to play. It is not the structure of the logical expression we use to describe 
the causal relationship that explains why the addition of carbon dioxide 
to the atmosphere produces a rise in the global mean temperature, rather 
the structure of the language helps us to make certain deductive infer-
ences or calculations from one expression to another. 

 Th e fi nal objection I briefl y want to present is this. Assume that scien-
tifi c representations are in general empirically underdetermined. Models 
may therefore be empirically equivalent without having the same content 
or structure. Th e mere fact that in principle it is possible to construct 
such models with diff erent content or structure should make us suspi-
cious of the ontological claims of structural realism. If the same observ-
able facts can be described satisfactorily by structurally diff erent models, 
we have no reason to argue that mathematical equations represent objec-
tive relations and therefore no empirical grounds to prefer one particular 
formulation rather than another. 

 Th us, it is clear that ontic structural realism manifests an indefensible 
position on the relationship between mathematically formulated theories 
and the world. An isomorphic coherence exists between the mathematical 
structures, which exist independently of the world, and the real structure 
of the world as it exists independently of mathematics. Th is assumption 
makes sense only if both mathematics and the world are designed accord-
ing to the same principle of reason that allows a “mapping” of the logical 
relations between the elements of the world into logical relations between 
mathematical elements. In this way, a universal logic functioning as a 
superior principle for both mathematics and the world guarantees episte-
mological objectivity. Th is is all fairly mystical. In contrast, I believe that 
a less speculative and more practicable approach to an understanding of 
mathematically formulated theories and their relations to the world does 
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not go via syntax and formal semantics, but through an approach to sci-
ence that may involve ideas from cognitive semantics. 59   

4.7     The Failure of Representationalism 

 Behind both theory realism and structural realism lies a metaphysical pre-
supposition that our best scientifi c theories represent either the world’s 
fundamental entities or its basic structures. Indeed, in both science and 
everyday life we use representations, but from an evolutionary and prag-
matic point of view, little support can be given to such a representational 
view of scientifi c theories. In general, representationalism is dear to what 
Dewey famously criticized as the “spectator theory of knowledge.” In its 
place pragmatists wanted to place the knower not in the position of spec-
tator, but in the position of interactor with nature. I read the failure of 
representationalism as a fundamental pragmatist lesson, which leads to 
the view of theories as conceptual tools. 

 An evolutionary naturalist holds that perception should not be regarded 
as a passive  representation  of the external world but an active  presentation  of 
it. Th rough perception and interaction, the external world displays itself 
to us by providing us with experiential information of the kind we have 
been naturally selected by evolution to receive. Th e conceptualization of 
sensory information is part of this adaptation. Th e consequence is that 
whenever we see something as a particular type of thing it is constitutive 
for our non-inferential perception. It does not rest on any interpretation. 

 Interpretation and representation go hand in hand. 60  Both are results 
of an intentional act of understanding in terms of some preferred conven-
tions. What represents is a purposeful construction of what is represented. 
Maps are fi ne examples of representational devises. Here we can distin-
guish between the representans and the representandum and compare 
them according to the role of the representans. A map functions as a map 
always with respect to a defi nite purpose, which is that its  structure helps 

59   A preliminary attempt along these lines can be found in Giere (1988) and Giere (1999). For a 
criticism of his semantic view on theories, see Faye (2006). 
60   See Faye (2014), Chap. 4. 
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to orient us in the world. Th e map has been constructed with the purpose 
of displaying some structural similarities to what is being mapped, simi-
larities whose recognition in the map as well as in reality has to be visually 
accessible in order for the map to fulfi ll its purpose. But scientifi c theories 
are not like maps. A map works as a representation because it can be com-
pared visually with the representantum, but a theory cannot be compared 
visually to anything other than other theories. Th is is one of the reasons 
why I take theories to be conceptual tools, expressed as linguistic rules, 
for the construction of models. 61  

 If ‘representation’ always contains an intentional feature, which I think 
it does, one may be inclined to claim that no matter what is suggested 
to be a representans, it cannot but represent what it is intended to rep-
resent. However, the purpose as such is a necessary but not a suffi  cient 
condition. I think it is quite obvious that we need to put some empirical 
constraints on any understanding of representation. Th e purpose is not 
simply the intention of representing, but the intention of being able to 
compare the representans with the representandum in certain ways. If 
we cannot empirically demonstrate that they are similar to one another 
with respect to a chosen convention, we merely possess unredeemed high 
hopes that our alleged representation represents something. Th us, the 
lack of empirical comparability aff ects the premises of metaphysical real-
ism, scientifi c realism, and structural realism as well. 

 In my opinion, it makes sense to talk about true theories or approximately 
true theories only if one believes that scientifi c theories represent something. 
I do not see how one can avoid being a representationalist concerning theo-
ries and at the same time claim to be a theory realist or a structural realist. 
Instead, I hold that scientifi c theories, like natural languages, are not repre-
senting anything but are tools for communication of our beliefs; nevertheless, 
you can still be a sophisticated common-sense realist by being committed to 
invisible entities but not to true or approximately true theories. 

 At this point, we might face the challenge of why successful theories are 
so successful and try to defend truth in the correspondence sense; presum-
ably, the presence of successful theories is the reason why many realists fi nd 
themselves committed to correspondence. However, the pragmatist rejects 

61   Ibid. 
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this as a dead end and defi nes “truth” in terms of the process by which we 
have arrived at it as the most “successful.” In a sense the fundamental task 
of pragmatism is to defi ne what “success” is and the method by which 
such successful theories are developed. Personally, I take the success to be 
associated with their adequacy of being conceptual tools for constructing 
models in terms of which the scientists can explain the world. 

 Where does this criticism lead us with respect to scientifi c theories? 
Invisible entities exist. But we do not need scientifi c theories to be true, 
or approximately true, in order to discover the existence of invisible enti-
ties. Invisible entities can be, and often are, discovered without scientists 
having any “approximately true” theory at their disposal. We are com-
mitted to their existence whenever we are able to interact with them in 
a constructive way. Th e truth of scientifi c theories is not needed because 
the relation between theory and entities is mediated by models. Th e enti-
ties such as planets, stones, pendulums, light, atoms, electrons, photons, 
and quarks are not, and will not be, the direct objects of any theory. 

 I have elsewhere argued for a non-representational view of theories. 
My own view is that scientifi c theories are neither true nor false. Th is is 
not traditional instrumentalism because I do not think that the claim 
implies that invisible entities do not exist. Th eories are conceptual tools 
expressed as defi ning rules of interpreted formal languages. Fundamental 
laws, like Newton’s laws, Maxwell’s laws, and Schrödinger’s equation, 
function as defi nitions by stating relations between set of quantities. 62  
A theory consists of a vocabulary of certain idealized properties, which 
are defi ned as variables in some mathematical equations. Th e equations 
interrelate quantitative terms by defi ning some of them in terms of the 
others. Not until a mathematical model is established, which is an ideal-
ized representation of some concrete objects, will these defi ned quantities 
be part of descriptive statements that intentionally refer to the properties 
of concrete entities. We can then use this idealized model to explain the 
behavior of the corresponding physical entities. Th e upshot is that since 
past and present theories of physics do not deal with concrete entities 
but only mathematically defi ne attributes, scientifi c theories may change 
without aff ecting our ontological commitment of the entities involved.     

62   See Faye (2014) pp. 103 ff . Also Faye (2002) Chap. 8; and Faye (2005). 
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    5   
 Truth, Language, and Objectivity                     

          We are realists by nature. Believing in an external world has added 
 positively to the survival of our distant ancestors. But we are not born with 
only a natural sense of an external world; we are also born with a natural 
sense of truth: It would not have helped our long gone predecessors much 
to survive if they had had a sense of an external world but had no sense 
that their imaginary thoughts could give them a wrong representation of 
it. We benefi t biologically from a genetically determined conviction that 
some beliefs correspond with how things are, whereas other beliefs may 
fail to do so. Even an innate sense of an external world and a similar one of 
truth would not have been of any advantage for our forefathers had they 
not also acquired a cognitive machinery by which they could establish 
which beliefs were in fact true and which not. Th e means they acquired 
were mechanisms to establish the fi tness of thoughts to sensory experience. 
Ultimately, from a biological perspective it is what we can see, hear, and 
touch that causally determines what is true. It was fi rst much later in our 
evolution that our refl ection began speculating, reaching the conclusion 
that the external world may consist of things we could not experience. 

 Perhaps we are still missing something of importance; maybe things are 
not as simple as they look from an evolutionary point of view. Ontological 



commitments, according to some modern metaphysicians, are concerned 
with truth-makers in contrast to Quine’s view that these commitments are 
concerned with what entities the bound variables of the theory must range 
over for the theory to be true. As Ross Cameron puts it, “the ontological 
commitments of a sentence are not what the sentence quantifi es over but 
rather what entities must be included in our ontology to ground the truth 
of the sentence—what entities must exist to make the sentence true.” 1  Th is 
also holds for any sentence, which implies that its truth- maker transcends 
empirical accessibility. Metaphysical realism violates the Kantian limits, 
which deny the possibility of scientifi c knowledge of a thing-in-itself by 
claiming that facts about these are what ground the truth-makers. For a 
metaphysical realist the aim of any metaphysical inquiry is what really 
makes propositions truely uncontaminated by any human cognitive contri-
bution. Th us, common-sense realism seems to involve one notion of truth; 
metaphysical realism relies on quite another. Common-sense realism is the 
view that measures truth with respect to how external things appear to us. 
What is true is true in an epistemic sense and not necessarily in a meta-
physical sense. A true belief is what is best to believe, and that is what can 
be justifi ed by empirical evidence and good reasons. But the metaphysical 
realist is not satisfi ed with this restriction of the application of truth. To 
him or her a belief is true regardless of the existence of any empirical evi-
dence we may have for its acceptability. Th e problem for this person is how 
can we ever know when these conditions for truth-making are fulfi lled? 

 Th e concept of truth is traditionally deeply ingrained in any metaphysi-
cal point of view concerning how reality really is, not merely regarding 
how reality is conceived by us. Th is reality-in-itself is regarded as existing 
independently of any cognitive beings and as inaccessible to direct expe-
rience. Th erefore, this reality can be assumed to be very diff erent from 
the world of common sense; however, metaphysical realists believe that 
there is more to say about reality than what even science can ever pos-
sibly determine. Science has been able to supersede the world of common 
sense and formulate abstract theories that can be used to explain things as 
these are experienced by us, but the ultimate reality, as the metaphysical 
realist understands it, may exist independently of the empirical objects 

1   Cameron (2010), p. 252. 
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of science. In his bones the metaphysical realist believes that truth goes 
far beyond what common-sense experience and theoretical science can 
inform us about. Th ere are truths that are absolutely true independently 
of human experience. Neither common sense nor science in general can 
justify the truth of its own presuppositions and therefore show why every-
day knowledge or scientifi c knowledge is possible. 2  Th e world is neces-
sarily what it is, and truth depends solely on reality itself. Truth arises 
whenever we get things right about reality, even if we are unable to know 
by the use of our senses, or instruments, that what we believe to be true 
is in fact true. At least some metaphysical realists believe that we may 
discover these truth-makers by an a priori inquiry into the domain of rea-
son alone. Realists might defend their view by arguing that if it does not 
make sense to believe in absolute truth; that is, if somehow truth has to be 
conditioned and constrained according to our cognitive faculties, then we 
seem to be in the absurd position of claiming that we know certain truths 
without knowing what makes our beliefs true, i.e., nothing independently 
determines a belief to be true. As soon as the realist embraces the existence 
of such self-subsisting truth-makers, we can have beliefs about the world-
in-itself that are absolutely true or false. Although we cannot observe these 
ultimate entities or structures, realists believe we may infer their existence 
by reason and thereby be justifi ed in our beliefs about them. 

 So the notion of truth that metaphysical realism requires seems to be 
the view that our beliefs about the world are true or false absolutely, 
because these beliefs stand in a particular relation of “correspondence” to 
the  real  world’s truth-makers that endows them with a truth value regard-
less of any possible observational justifi cation. Th e real world, we believe, 
is not merely separated from our immediate experience and imagina-
tion. Th e real world is also thought by rational refl ection to be as it is 
untouched by our cognitive capacities, and therefore it could in principle 
be quite diff erent from what our perceptions or observations take it to be. 

 In contrast, the metaphysical antirealist claims that the world is as it 
appears to us. He holds with respect to the separation of the perceptual 
world from our actual perception that we are confi rmed in believing in 
the world of experience every second of the day. Th is is the reason why 

2   See Lowe (2002), pp. 6–7. 
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we are sometimes mistaken. But he does not know what the real world is 
apart from the empirical world. What is true is what we can establish to be 
true according to our senses. However, I think there are really two levels 
of antirealism here. One is agnostic about an independent reality; all we 
know is the empirical reality of the world as we see it. Th e other maintains a 
positive doctrine about this so-called “external” world. Th e second version 
holds both that truth goes beyond our immediate experience and yet also 
claims that what can act as a truth-maker is nonetheless species-depen-
dent. A metaphysical antirealist, subscribing to evolutionary epistemology, 
would then argue that we are biologically adapted to experience the per-
ceptual world as existing independently of ourselves as an “external” world, 
although the conscious awareness we have of this external world separated 
from our actual perception is a result of refl ection. So those, and only those, 
thoughts, beliefs, or sentences that refl ect the world as it is observed to be 
can be said to have a truth-maker. But we are not adapted to hold—and the 
metaphysical antirealist will reject it—that there exists such a real world, 
which makes any belief absolutely true or false. Instead he argues that the 
notion of a world as it is in itself is a mental construction. 

 I shall call metaphysical antirealism grounded in evolutionary episte-
mology “evolutionary naturalism.” Th e position does not deny the exis-
tence of truth-makers. It constrains its scope of inquiry into their nature 
of existence as it is revealed by the empirical sciences, and it uses only 
those conceptual resources that evolution can possibly have given us to 
understand them. So an evolutionary naturalist would deny that there are 
truth-makers behind what we can observe by claiming that such a tran-
scendental notion of absolute truth arises because we have misused our 
faculties of refl ection to suggest the existence of something beyond our 
experience that these faculties are not adapted to represent as it is in itself. 
What interests us here is therefore the question of the intelligibility of the 
metaphysical claim that each and every true proposition is always made 
true in virtue of the real (not merely mistakenly imagined) existence of a 
truth-maker. Is it a misuse of our faculties of imagination and refl ection to 
have a concept of truth that completely surpasses our cognitive abilities to 
settle whether or not it holds? In a nutshell, the problem is that if evolu-
tion has not furnished us with any cognitive means of establishing how 
the constructive elements of our refl ective thinking, such as truth-making 
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grounded in things-in-themselves, may or may not correspond to reality, it 
seems not to make much sense to claim that truth as correspondence with 
reality is the case for absolutely all propositions irrespective of its construc-
tive nature. Assuming it does not make sense, our task is to develop an 
alternative naturalized notion of truth, which is less metaphysically ambi-
tious, though more in accordance with what we know about human evo-
lution and our realist instincts. 

 Here I shall opt for a notion of truth that is true to our realist instincts 
that not only is there an external world that makes our beliefs true, but 
also that a correspondence relation between a truth-maker and a belief 
can only be justifi ed by pointing to the epistemic means that help us to 
establish the correspondence. I shall argue that the truth relation is not 
primarily an internal relation supervening on its relata, but an external 
relation constructed in terms of our conceptual comprehension of what 
counts as truth-makers. As Ruse succinctly puts it: “Obviously, work-
ing within the common-sense level, the Darwinian is just as much of a 
correspondence thinker as anyone else…But at the fi nal level, defend-
ing common- sense reality, as we have had to accept, the Darwinian sub-
scribes to a coherence theory of truth, believing that the best you can do 
is to get everything to hang together.” 3  Usually these two approaches to 
truth are considered to be in opposition. Th at they need not be is still 
something we have to demonstrate. I attempt to bring them together in 
a three-stage model of truth. 

5.1     What Is Truth? 

 We are interested in truth because we want our beliefs to be correct; we 
want them to represent the world as accurately as possible. In everyday 
life we use the term “truth” to tell each other that what is said is as it is 
said to be. Th is holds in science too. Th e claim of the scientifi c realist 
is that our best theories are true, or approximately so, and that truth 
as such is a goal worth pursuing in making theories, simply because we 
are thereby told that the world is as our theories represent it to be. Th e 

3   Ruse ([1986]1998), p. 202. 
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desired connection between theories and reality gives us truth. A sen-
tence about an objective state of aff airs is not always true, but only so 
in cases where the sentence expressing a belief is somehow compatible 
with the way things are. Th erefore, metaphysical realists see truth as a 
feature bestowed on our opinions, beliefs, and sentences in virtue of a 
correspondence between them and the reality they are representing. Such 
a correspondence is assumed to exist objectively, perhaps even unnotice-
able by the person who harbors a belief or asserts a declarative sentence. 
Th e metaphysical realist also holds that a belief or a statement acquires its 
truth value immediately with the formulation of this very belief or state-
ment, quite independently of whether or not we have means to establish 
its relation to the facts. Th e truth relation is considered to be  internal  in 
the sense that its existence does not rely on our epistemic capacities: it 
is enough for the relation to hold that the relata exist; that is, if the pos-
sibility that would make a belief true is actually the case, when the belief 
is factual, then when the belief is formed, it becomes automatically true. 

 Th us, the traditional understanding of the notion of metaphysical 
truth welds together an ontological component and a semantic compo-
nent by means of the notion of correspondence: A belief or a sentence is 
true if, and only if, it represents a fact or a state of aff airs, irrespective of 
whether or not this fact is cognitively accessible. For instance, experience 
never reveals what is necessarily the case or possibly the case, but only 
what is the case. Th e correspondence theory of truth catches our com-
mon intuitions that the truth of a certain belief, thought, or declarative 
sentence is determined by certain facts independently of that very belief, 
thought, or declarative sentence and that these facts are represented by 
the belief or the sentence in an appropriate way. Facts are the truth- 
makers and beliefs, thoughts, and sentences are the truth-bearers. But 
before this linkage is warranted, we must know what truth is and how it 
can be related to facts and meaning. 

 On the one hand, truth seems to be a feature of particular thoughts, 
opinions, judgments, beliefs, and assumption and, on the other hand, 
a feature of particular sentences, remarks, utterances, or statements 
 expressing these thoughts, beliefs, etc. But either way these tokens 
can possess the feature of being true only because they represent some 
facts, i.e., they have a semantic content corresponding to the facts. So 
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apparently we can discern between, say, the thought itself and what the 
thought is about. Th e former is, one might say, a psychological state of 
somebody’s thinking, and that state is not less real than tables and elec-
trons are, whereas the latter concerns the semantic content of his or her 
thinking. Th oughts, opinions, beliefs, or sentences have content because 
they are considered to function as mental (or physical) representations of 
objective states of aff airs. It is this function, and this alone, that conveys 
thoughts, opinions, beliefs, and sentences with the possibility of having 
a truth value. Th e capacity of our thoughts (and statements expressing 
these thoughts) to represent something other than themselves is what we 
have in mind when saying that they are true or false by correspondence. 
For that reason alone one might expect ‘truth’ to be in the eyes of the 
beholders of these thoughts and beliefs. If this is so, the metaphysical 
notion of truth as correspondence would prove to be deeply incoherent. 

 Whatever theory of truth one wishes to promote as the most cogent 
view, the notion of truth intuitively contains certain self-evident features 
constraining all reasonable theories. Crispin Wright mentions seven basic 
principles that a theory of the truth predicate must satisfy, although he 
writes them in a diff erent order: (1) a content is true just in case it cor-
responds to the facts; (2) truth and warrant are distinct; (3) truth is abso-
lute, i.e., something cannot be more or less true; (4) truth is stable, i.e., 
if a content is ever true, it always is; (5) truth is explicable by Tarski’s 
disquotational schema; (6) an assertion is to present something as being 
true; (7) every assertible content corresponds to an assertoric negation. 4  
In the subsequent account we shall relate our discussion to most of these 
principles to see how far they can be incorporated as axioms into a natu-
ralist theory of truth. As we shall see in due course, especially (3) and (4) 
can be put into question even by metaphysical realists. 

 Let me begin by saying that I take belief tokens or sentence tokens, like 
statements and utterances expressing those beliefs, to be the main bearers 
of truth. Only particular beliefs and particular sentences can  represent 
the world as it actually is. Belief types or sentence types can be true only 
by defi nitions, i.e., not in virtue of their representational role, since 
every representation is context-dependent and only tokens appear in any 

4   Wright (1992), p. 72. 
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 context. So, if I am correct, truth is a property that belongs to particular 
beliefs and statements of these beliefs. Th is move avoids problems with 
the truth of token-refl exive sentences whose content varies with the con-
text of utterance. Some philosophers, however, regard truth as a property 
of propositions. As Paul Horwich says, “No doubt we do attribute ‘truth’ 
to statements, beliefs, suppositions, and so on; but surely what we have in 
mind is that the propositional objects of these linguistic and mental acts 
are true, and not the acts themselves.” 5  But propositions are commonly 
considered as abstract entities by expressing (or intending) the infor-
mational content of what is believed, stated or supposed such as “that 
the Earth is spherical.” So if we attribute truth to a proposition, we are 
ontologically committed in advance to the reality of an abstract realm of 
meaning existing independently of any context. 6  Besides making a mys-
tery out of how we get to know this world, the theory fails to explain why 
the same token-refl exive sentence, being stated in diff erent contexts and 
by diff erent persons, apparently expresses the same proposition although 
it may have diff erent truth values in these diff erent contexts. 

 Instead, we shall say that a proposition can be expressed by a true 
or false sentence, and a sentence is true or false whenever it is stated or 
uttered, i.e., the sentence gains a truth value as soon as it is formulated 
rather than after the accumulation of evidence by the person who for-
mulates it. Th e semantic content of a complete declarative statement is 
the kind of state of aff airs the statement describes. Th ose states of aff airs 
are believed, stated, or supposed. Moreover, I hold that facts, if there 
are such things, are actualized states of aff airs (thus, states of aff airs are 
possible facts). Indeed, the meaning of the sentence determines what it 
can be used to describe (since words conventionally signify those things 
they stand for), and it therefore determines the semantic content of the 
sentence. But whatever supplies a sentence with meaning, the sentence 
does not necessarily have a content detached from the state of aff airs it 
describes. 

5   Horwich (1990), p. 17. 
6   In contrast to Horwich, Searle (1978) argues that the truth conditions of all sentences refl ect some 
background beliefs about the context in which it is appropriate to utter the sentences. 
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 A metaphysical notion of truth consists of two other elements that 
we shall dismantle: (1) the world consists of objective facts whose nature 
may be diff erent from how they appear to us; (2) beliefs or sentences 
are true in case they stand in an appropriate relation to these objective 
facts. If a statement is true in virtue of a correspondence to some facts, 
“correspond” as well as “fact” must be well understood, elucidating the 
kind of relation and its relata in order for them to take part in an expla-
nation of truth. Needless to say, one of the weaknesses of the notion of 
correspondence is recognized to be a non-metaphorical specifi cation of 
what it means for a statement to correspond with objective facts. It does 
not make us much wiser by being told that the statement ‘mirrors’ or 
‘pictures’ the facts, nor is it clear how we can identify facts without refer-
ring to those judgments by which we assert these facts. Indeed, nothing 
is wrong a priori with a view that truth is equivalent to corresponds-to- 
the-facts. But the fact, if it is a fact that the predicate “is true” might be 
substituted with “corresponds with the facts,” does not engender a theory 
of truth that explains what it means for a belief or a sentence to be true. 
Whether the notion of correspondence turns out to be relevant or not 
for a theory of truth depends entirely on whether it is possible to give a 
proper, non-circular clarifi cation of this notion of corresponding to facts 
that enables us to elucidate our intuitions about truth. 

 One of the adherents of the correspondence theory of truth, Bertrand 
Russell, saw the corresponding relation as a “rich” relation of congruence 
between language and reality. He believed that correspondence consists 
of a structural similarity between the constituents of propositions and the 
constituents of facts. Today it is generally agreed that it is incomprehensi-
ble how such an isomorphism between the meanings of those words that 
make up a sentence and the physical things, properties, and relations that 
constitute a fact is alleged to hold. Ignoring this is, I believe, the cardinal 
sin that structural realism makes. How can a proposition, “Th e cat is on 
the mat,” in any nonconventional way represents the fact that the cat is 
on the mat, if the cat, the mat, and the position relation of being-on are 
the physical constituents of the fact? A similarity of structure between the 
truth bearer and the truth-maker is neither necessary nor suffi  cient for 
truth. Putnam is right when saying, “everything is similar to everything 
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else in infi nitely many respects.” 7  One must therefore be able to specify in 
which ways the representans and the representandum are alike before the 
alleged isomorphism can be recognized. But such a specifi cation requires 
that one has access to the representans and to representandum indepen-
dently of each other. Th is is possible only with facts within the range of 
human perception. But the problem becomes acute when talking about 
things that are defi ned in a way to make them beyond experience. If we 
are referring to empirical facts, then it seems always to be possible just 
to point to the fact as long as we are only asserting true statements. To 
deny that an empirical fact is the case we cannot point to a non-fact. 
Neither does it make sense to say that a statement is a collection of physi-
cal signs, pictures, physical things, and properties, for a picture may per-
fectly match an object without being a picture of that object, and it may 
not resemble an object and still be a picture of this object. 

 Already Frege—in spite of seeing himself as a Platonic realist—argued 
most cogently against the idea of defi ning truth in terms of correspon-
dence to the facts. However, parts of his objection were already contained 
in the German idealists’ set of arguments in favor of truth as coherence, 
a view they inherited from Kant. Th e basic complaint is this: it makes 
sense to say that something is an accurate picture in case it corresponds 
with what it depicts because we can compare the picture with the object 
it is supposed to reproduce, that is, because we can link the picture to 
reality. But it makes no sense to say that a statement, or the thought it 
expresses, corresponds with the state of aff airs when we talk about truth. 
Here it is not a question of discovering a fact and then comparing it with 
the statement. A declarative statement cannot be compared with the non- 
interpreted state of aff airs it intends to describe in order to see whether it 
represents it correctly or not. 

 Another version of the correspondence theory of truth is not troubled 
by similar pitfalls. Th is version is due to John Austin who saw corre-
spondence as a correlation between language and reality. According to 
him, such a correlation rests entirely on linguistic conventions that are 
not intended to mirror or picture anything at all. Convention refl ects 
our intentions. He operated with two kinds of conventions:  descriptive 

7   Putnam (1981), p. 64. 
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conventions  correlating types of sentences with types of situations, things, 
events in the world and  demonstrative conventions  correlating statements 
with historic, or actual, situations in the world. A statement is then said 
to be “true” when a demonstrative convention correlates it with the his-
toric state of aff airs of a type that is descriptively correlated with the 
sentence used to state it. 8  In other words, Austin apparently held that 
a correspondence theory of truth has to be based on the notion of ref-
erence: a statement is true if, and only if, it is refers to the appropri-
ate historic situation, and a situation can be said to be appropriate for 
making the statement true if, and only if, it is of the type which meets 
the conventional requirements of application of the sentence with which 
the statement is expressed. In this proposal Austin took some reasonable 
assumptions for granted: First, a statement always refers to a particular 
state of aff airs; second, a declarative sentence of a certain type is by defi ni-
tion descriptively correlated with a certain type of state of aff airs. 

 Austin’s theory is attractive, but it contains some loose ends and 
unsolved problems. First, there is some ambiguity in connection with 
the central concept of descriptive and demonstrative convention. It is 
unproblematic, I think, when Austin holds that the descriptive correla-
tion between a type of sentence and a type of situation guarantees the 
conventionality of using tokens of this sentence to refer to a situation of 
this type. Such a prescription determines that the statement that “ X  is  F”  
is correctly carried out with no other sentence than the sentence “ X  is  F. ” 
But what makes Austin’s claim problematic is that the relation between 
the statement that “ X  is  F”  and a state of aff airs in the world, the relation 
that we assert obtains when we utter the sentence that ” X  is  F, ” is purely 
conventional and therefore changeable, if we would like it. 9  As Geoff rey 
J. Warnock truly points out, it is a question of fact, not of convention, 
whether or not a statement is true. He also notes that Austin’s defi ni-
tion of demonstrative convention is such that the convention correlates 
a certain statement with a particular situation. But he adds that this is 
inconsistent with Austin’s own conception of a ‘statement,’ according to 
which a certain statement is partly identifi ed by the aid of the situation to 

8   Austin (1950), p. 22. 
9   See Strawson (1950), p. 44, who is very critical of Austin’s view, and Warnock (1962), p. 67n. 
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which it refers. Th us, in order to avoid such an inconsistency I think one 
must say  something like this: It is the speaker’s recognition of a particular 
situation as belonging to a certain type that makes the speaker utter this 
particular sentence on this particular occasion. Th at he chooses this par-
ticular sentence rather than any other possible sentence for his statement 
is because he see the actual situation to be one in which the sentence 
will be the correct one to state (because he recognizes the situation as a 
kind with which it is correlated). However, the type of sentence of which 
the statement is a token determines what kind of facts the statement 
concerns. A sentence type and the type of a state of aff airs partly help to 
identify each other. 

 But this solution inevitably raises another question about the individu-
ation of facts, for the same fact may be identifi ed by diff erent descrip-
tions. Th e fact that Roald Amundsen was the fi rst man on the South 
Pole can also be referred to as the Norwegian with the biggest nose. Th e 
right answer is, so it seems, that a statement can be identifi ed as a physi-
cal sentence token being uttered in time and space independently of the 
particular state of aff airs, and the actual state of aff airs can be identifi ed 
as a physical phenomenon in space and time independently of the actual 
statement. Hence we can use diff erent descriptions to identify the same 
state of aff airs. 

 Second, Austin’s theory can also be criticized for want of the ability 
to explain the nature of states of aff airs with which negative, existential, 
general, hypothetical, disjunctive, and counterfactual statements are cor-
related. Th e paradigmatic case of his theory is the singular, affi  rmative 
statement like “Th e cat is on the mat.” But what about declarative state-
ments like “Th e cat is not on the mat,” “Th ere are white cats,” “All cats 
are mammals,” or “If the cat had not been on the mat, it would have 
been in the garden.” If these statements are true or false, does it mean 
that the fi rst statement is demonstratively correlated with the particular 
negative fact, as Russell suggested; the second with the particular fact of 
some cat’s being-or-not-being white; the third with the particular fact of 
all cats’ being-or-not-being mammals; and the fourth with the particular 
counterfactual fact of the cat’s being-or-not-being on the mat and would-
be- or-would-not-be in the garden? It is not quite obvious to believe that 
such facts exist that we cannot see and know how to recognize. For if 
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we cannot experience such particular facts, it is diffi  cult to see that they 
should instantiate types of situations to which the sentences “Some cat’s 
…” and “All cats’ …” are descriptive correlated. Th e problem does not 
improve when we look on putative modal, causal, hypothetical, counter-
factual, subjunctive, and probabilistic facts, or tensed facts for that mat-
ter. Granting for the moment that singular and positive facts exist, why 
not go the whole hog and claim that these other kinds of facts also exist? 
Nothing stops one from accepting all kinds of facts if one fi rst accepts 
some of them. Such facts must be real if facts make such statements true 
or false. So the question is whether there are facts that correspond to these 
diff erent types of sentences like those that allegedly correspond to singu-
lar, affi  rmative empirical statements, but from which we are barred from 
having any empirical access, and so do not have any perceptual possibility 
to decide whether exist or not. 

 After having raised the issue, we can either accept that facts may exist 
regardless of whether we can (empirically) recognize them or not, as the 
metaphysical realist would do, or we can doubt, as the evolutionary natu-
ralist does, that they exist at all. To the evolutionary naturalist there are 
no facts that are beyond the empirical facts that we can observe are the 
case. It is, of course, tempting to insist on the view that there are some 
states of aff airs with which we are directly acquainted, say, as when we see 
a book lying on the table. All those things, persons, and properties we are 
familiar with being related to one another seem to be the naked facts we 
are looking for. Nobody in his senses, except the skeptic, would reject his 
experience of a book on the table when he sees one there. Th e book on 
the table leaps to the eyes—it is simply a paradigm case of witnessing a 
fact. If we are not acquainted with books on tables, we are not acquainted 
with any facts at all. But we are: It is incoherent to say both that there is 
a book on the table, and it cannot be a fact that there is a book on the 
table. Th ings and events have various properties and stand in various rela-
tions to one another, just as they lack other properties or fail to stand in 
various other relations to each other, and their lacking these properties or 
failing to stand in these relations are also facts. Th rough our sense experi-
ence we are continuously informed about such facts and the experience 
we acquire by our senses causes us to believe that there is a book on the 
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table. Biologically speaking, we have no other options but to rely on the 
information we get through our senses. 

 But the issue of the general ontological status of facts is not the main 
issue; I assume both realist and antirealist admit that  empirical  facts are 
‘real’ and that we are directly acquainted with them. Traditional anti- 
realists stopped there. Th ere are no facts other than empirical facts—what 
we can sense directly. Now scientifi c realists want to go further and say 
there are trans-empirical facts about unobservable entities that explain 
the observable facts; indeed, they cause these empirical facts. Th e prob-
lem with these facts is that our beliefs about them are the results of infer-
ences from observable facts, which also use theoretical laws, assumptions, 
etc. Th us, their status is epistemically more precarious, so to speak. Th ey 
might be facts, and actually we have good reason to think they are facts, 
but they are not as certain as what we can know directly. In contrast to 
both, I have argued that their views of what belongs to the empirical 
world are too narrow. I see no reason why one should limit the empiri-
cal world to the world we can directly perceive. An evolutionary natu-
ralist may argue that invisible entities can be observed by instruments 
although they are not directly perceivable by our senses. So in her view 
atoms, molecules, etc., are part of the empirical world to which we are 
adapted even though we cannot directly perceive any of them. Still, the 
empirical world consists only of things that appear to us because atoms 
and molecules appear to us in the form of perceptual eff ects we consider 
as good empirical evidence for their existence. A trained scientist may 
immediately (non-inferentially) understand the observational evidence 
as the presence of this or that ‘theoretical’ entity because this evidence is 
part of his or her concept of being this or that entity. Such our grasp of 
instrumentally produced experience results from an inductive process of 
learning how to conceptualize this experience. For the evolutionary natu-
ralist, facts about such invisible entities are not trans-empirical facts and 
therefore epistemically on par with facts about visible entities. 

 Th us, it seems natural to assume that what provides the correspon-
dence between a statement and reality is the referential nature of repre-
sentations. First and foremost we can say that a sentence corresponds to 
some state of aff airs because various parts of the sentence conventionally 
refer to  diff erent parts of reality. Take, for instance, a simple affi  rmative 
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sentence like “ X  is  F. ” Here the sentence would be true in virtue of the 
existence of an object  X  that “ X ” represents and that belongs to the class of 
objects “ F ” applies to. Th e sentence can be true because it has a  referential 
structure. Th us, the utterance “ X  is  F ” is true if, and only if, there exists an 
object  X  such that “ X ” refers to  X  and “having  F ” is satisfi ed by  X . Facts 
are actual states of aff airs referred to by sentence tokens in the way just 
mentioned, whereas all states of aff airs are possible facts that are identifi ed 
by the meaning of the corresponding sentence types. But how will this 
account handle the other kinds of states of aff airs? 

 Austin argued, correctly I think, that negative facts à la Russell do not 
exist. A statement is not false because it corresponds with a negative fact 
existing in the real world but because it misrepresents positive facts. If a 
statement is true, it reports an actual fact; if it is false, it reports a possible 
state of aff airs that is not actualized. Suppose “ X  is  F ” and “ X  is not  G ” 
are both true; this would be equivalent to saying that “ X  is not  F ” and “ X  
is  G ” are both false. Now “ X  is not  G ” is true because the object to which 
“ X ” refers belongs to the class of objects that may not be members of the 
class denoted by “ G ” and  X  actually does not satisfy the criteria for being 
in  G.  Similarly, “ X  is  G ” is false because “ X ” refers to an object that is a 
member of the class of objects to which “ G ” may not apply and actually 
does not apply. But all states of aff airs are stated by declarative sentences 
that may either be true or false. So why is it not possible to perceive nega-
tive facts? Because negative facts are not present in experience; they are 
inferred from what is present. Be that as it may, this particular response to 
the problem of negative facts does not yield an appropriate characteriza-
tion of a fact, that is, a general response to answer the question of whether 
there exist existential, universal, nomological, causal, modal, counterfac-
tual, or probabilistic facts. If facts are what make sentences true, these 
true-endowing entities must exist objectively in all their plenitude inde-
pendently of the type of sentences that can be used to express them. But 
if facts exist objectively, they should be distinguishable by other means 
than by their linguistic counterpart. 

 Consequently, on the one hand, if a fact is merely a consequence of 
the claim that every well-formed declarative sentence token in a language 
is true or false, and then we are internally committed to believing in the 
existence of possible facts corresponding to every type of sentence. If all 
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well-formed declarative sentences in a language have truth value by cor-
responding to facts, the existence of diff erent types of sentences will be 
suffi  cient for the identifi cation of diff erent kinds of facts. But then the 
idea of facts making a sentence true seems to be vacuous, for a fact is just 
what can be expressed by a true statement. On the other hand, if a fact 
is something to which we are externally, or objectively, committed, it 
means that we must have a general notion of facts as real independently 
of any language with which they are taken to be descriptive correlated. 
Yet, such a view immediately gives us a problem. Granting that language- 
independent facts make every type of declarative sentence true or false, 
we face the problem of how to identify objective facts that transcend 
every possible means of verifi cation, such as counterfactual, modal, and 
universal facts. Can we solve this dilemma one way or the other?  

5.2     Truth and Meaning 

 Th e problem with the existence of language-independent facts is closely 
associated with the question of whether a theory of truth can be formu-
lated independently of a theory of meaning or whether a theory of mean-
ing can be stated independently of a theory of truth. Whether we can 
answer in the affi  rmative, or in the negative, the question persists: how 
do truth and meaning relate to one another? Th ese questions are notori-
ously some of the more diffi  cult ones in philosophy of language, because 
separate intuitions, which appear to be reasonable apart from each other, 
may be in mutual confl ict with one another when put together. 

 Let us assume that the meaning of sentence types determines the kind 
of possible facts or states of aff airs that may obtain. Meaning is capable of 
performing such a job because meaning determines the conditions under 
which any sentence token is true or false and because these truth condi-
tions in turn determine the reference of the sentence. Such an assumption 
presupposes that we have some means for explaining meaning indepen-
dently of a theory of truth. Consequently, we cannot identify any fact 
separately from the various features of sentences in a language. What can 
count as true depends entirely on the language itself, since ‘truth condi-
tions’ become internal to the language, a notion that is determined by 
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the way we classify the various sentences semantically. A language con-
taining sentences of existential, universal, nomological, causal, modal, 
counterfactual, and probabilistic form will each be assigned a truth value 
according to its coherence with other declarative sentences. What can act 
as a fact is no longer a language-independent issue. Th e notion of corre-
spondence between an external truth-maker and a linguistic truth-bearer 
as a feature of truth fails to play an independent function any longer. 

 Truth as correspondence can fail for two very distinct reasons. Either 
truth is really not a genuine predicate at all, or truth is a genuine predi-
cate, but cannot be analyzed in terms of correspondence. Th e fi rst view is 
presented by the so-called “redundancy” theory of truth. It holds that the 
predicate “is true” is empty because the ascription of truth to a statement 
is nothing more than what the statement says itself. Th e application of 
the truth predicate to a statement is simply tantamount to asserting the 
statement itself. We do not get more information about a statement by 
being told that it is true than we do just by hearing it be stated. Th e truth 
predicate is superfl uous. Ramsey was the fi rst who explicitly introduced 
this idea, but already Frege appeared to have a similar position. 

 Th e conclusion, which Frege drew from his opposition to the theory 
of correspondence, was quite evident: Truth cannot be a relation between 
propositions (i.e., sentences, beliefs) and facts. Instead facts are nothing 
but true thoughts, simply because there is no diff erence between saying 
“It is a fact that Napoleon married Josephine” and saying “Th e thought 
that Napoleon married Josephine is true.” However, Frege’s objections 
against the correspondence view of truth pull the rug from under only the 
Russellian version of isomorphism, whereas Austin’s explanation of truth in 
terms of correspondence-cum-correlation evades Frege’s objections. Austin 
specifi cally denied that “Th e fact that  X  is  F ” must lead us to believe that 
“fact” means the same as “true statement.” Th e reason why we can say “He 
stated a true statement” is just because we believe that his statement refers 
to a fact that is believed to have been described correctly. Th e phrase “It is 
a fact that …,” or its equivalent “It is true that …,” is intended for being 
used in situations where we ignore the distinction between language and 
the world and speak simultaneously about them. But this does not settle 
the issue whether at least some facts are real and can be seen. 
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 Apparently, the redundancy theory of truth is most famously for-
mulated in Tarski’s theory of truth. A minimum requirement for some-
thing to be true is generally considered to be expressed by the so-called 
 equivalence thesis: (T)  s  is true in  L  if, and only if,  p , where “ p ” stands 
for a sentence that is a reiteration of the object language sentence  s  or is 
a translation of the sentence “ s ” is standing for. Sometimes Tarski’s dis-
quotational theory is taken to be identical with the redundancy theory. 
Th e diff erence between them is, however, that the redundancy theory 
holds that “truth” and “assertibility” are synonymous, whereas the dis-
quotational theory holds that ‘truth’ merely has the same extension as 
‘assertibility.’ 

 Th e disquotational theory of truth captures some of our intuitions 
behind the basic principles mentioned in the beginning of the last sec-
tion. Th e disquotational schema states that if a sentence is true, then 
the sentence is assertible, and vice versa. Th e redundancy theory, how-
ever, takes for granted that a sentence is true because it is assertible. It is 
the feature of ‘assertibility’ that explains the use of the truth predicate. 
Indeed, the opponent of the redundancy theory will not deny that the 
notion of assertibility is somehow logically connected to truth, but he 
will insist that the implication is the other way around: A sentence is 
assertible because it is true, or believed to be true. It is the truth of the 
sentence, or our beliefs about the sentence’s truth value, which explains 
why it is asserted. 

 Th e coherence view holds that a sentence cannot “correspond” to 
anything other than itself. Th e assumption is that whenever we claim 
a sentence to be true or false, we do it on the basis of the sentences in 
the language we already assume to be true or false. We can only relate 
sentences to other sentences, and consequently a sentence can only be 
true or false if it coheres with the entire system of sentences; that is, if 
the sentence we want to evaluate is consistent with the coherent system 
of “true” sentences, it will also be true. Th is is due to the assumption that 
a speaker of a certain language understands, as Quine would say, a par-
ticular sentence only because she understands the whole language. Th e 
meaning of a sentence can be explained only in terms of the meanings of 
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other sentences that again have to be explained in terms of the meanings 
of further sentences, and so on. 10  

 It is not diffi  cult to fi nd some attractive aspects attached to this 
 suggestion, which seems to refl ect our linguistic practice as competent 
speakers. Assume somebody holds a certain sentence to be true, say, 
”Th ere are fi ve great tits on the feeder in my garden,” and he is asked 
what makes him believe such an assertion is true, how would he then 
respond? Well, if he begins by saying that he believes that the sentence 
is true because the sentence corresponds with the fact, we will not think 
that he was really explaining to us his reason for asserting it as true. If we 
do not know anything about the existence of great tits, such an appeal 
to the fact will not convince us at all. What we want of him is an expla-
nation of why he considers it to be a fact that there are fi ve great tits on 
the feeder. Th e proper way to do so seems to be by making an appeal to 
other sentences that both of us hold to be true: “Th ere are fi ve birds on 
the feeder,” “Th ey have a black head, white cheeks, and a yellow crest 
divided by a black stripe,” and “Th ese birds have a size similar to a house 
sparrow.” Subsequently, he can point out that according to the descrip-
tion of a great tit in Peterson’s fi eld guide, all these true sentences indicate 
that the sentence in question is true. Th us, by referring to other sentences 
that we both accept as true, he is able to tell us why the sentence is true. 
However, my point is that it is not only us, but also the speaker who gets 
an explanation of the reasons for ascribing a certain truth value to that 
particular sentence. 

 No matter how attractive the theory of coherence is and how much it 
accords with our linguistic practice, it also has some unpleasant implica-
tions. First, it holds that there is really no exit from the linguistic system 
to the world. Every explanation of truth is always in terms of truth of 
other sentences where we may end up in a circle in which such an expla-
nation contains the original sentence. Th is is a serious problem in itself. 

10   Of course this argument predates Quine! But it just seems silly because many states of aff airs can 
be simply pointed to or located by conventional indexicals that reach outside the circle of language. 
If this were true, “radical translation” of the sort Quine considers would be simply impossible; 
everyone would be totally a prisoner of his own language. Th ere could be no “gavagai” scuttling 
through the bush, because in this strange world ostention is forbidden; we must keep our hands in 
our pockets. 
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But our common intuition about truth is that something in the world 
makes empirical statements true or false, and it is not the truth value 
of other sentences. It is, indeed, something about a language as a whole 
that helps making a particular sentence true, since the language has been 
constructed to describe and communicate what one can observe whenever 
one observes it. But a declarative sentence is not always true, its truth value 
changes as the world changes, and therefore as our observation changes. 
So it must be something apart from the meaning of the sentence itself that 
makes it true. In order to break out of the linguistic confi nement, we need 
some ways of reaching out to the world that can explain our intuition that 
it is something in the world that acts as the truth-maker. 

 Second, the coherence theory seems to confl ate the truth of a belief 
and its warrant. When a person explains her belief in the truth of a par-
ticular sentence by citing her reasons for the assertion of the sentence, 
she is not explaining why the sentence is true, but why she believes it to 
be true. Only if the meaning of the sentences in the explanans is ana-
lytically connected to the meaning of the sentence in the explanandum 
can the truth of the former act as evidence for the truth of the latter. Of 
course, the meaning of a sentence has to be such that the evidence for 
the sentence’s truth and what makes it true cognitively have to coincide 
in order for us to have the ability to recognize its truth value. We have to 
be able to acknowledge the kind of truth relation that exists between the 
truth-maker and the truth-bearer based on the evidence available to us. If 
such a belief in the truth of the sentence is not simply a result of chance, 
the relationship between the truth-maker and the evidence for the truth- 
bearer must be stronger than a mere contingent relationship. It has to be 
of such a nature that whenever we have suffi  cient evidence of truth in, we 
then know that we have—at least for all practical purposes—identifi ed 
the truth-maker. 

 A theory of meaning must give an account of what we understand when 
we grasp the meaning of a sentence in a language. Here the traditional wis-
dom is that we gain this understanding by knowing the conditions under 
which the sentence is true or false. Th e consequence is that a theory of 
meaning depends on a satisfactory theory of truth. For if the truth condi-
tions of a sentence determine its meaning then understanding the truth 
conditions is a precondition for understanding meaning. Th us, there are at 
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least three serious objections to semantic antirealism: (1) We have to know 
the meaning of a sentence before we can verify whether it is true or not. 
Th e rejoinder might be that the meaning of a sentence is not a question of 
whether the sentence token is actually true or not but is a question of what 
would prove it true or not must be cognitively accessible by humans. A 
reply to the rejoinder would then be that we still have to know the mean-
ing of a sentence in order to know what would count as its verifi cation. 
(2) Th ere may be diff erent proofs of one and the same statement as with 
the geometric and the arithmetic proof of Pythagoras’ theorem. Th e only 
way to avoid this problem is to say that the meaning of a sentence is not 
identical with the procedure of proving its truth. (3) Th ere are groups of 
meaningful sentences, for instance, about the future, where we are forever 
prevented from establishing their truth values. How can their meaning be 
spelled out in terms of assertibility conditions? As we shall see, the evo-
lutionary naturalist has a view of truth and meaning diff erent from the 
semantic realist and more similar to the semantic antirealist.  

5.3     Non-Realism Concerning Truth 

 We have defi ned realism as the view that external things exist indepen-
dently of the mind. A proponent of metaphysical realism claims that 
a statement (belief, etc.) is true only because a certain external state of 
aff airs objectively obtains. A metaphysical realist theory of truth is there-
fore a theory that states that (1) the very same state of aff airs, which the 
statement is about (belief in, etc.), obtains independently of the mind; 
(2) it is this objectively existing state of aff airs that makes the statement 
true or false independently of the existence of any cognitive being’s rec-
ognition of this state of aff airs. In opposition to this metaphysical realist 
theory of truth, we have all non-realist theories. Th ese can either deny the 
ontological component of the metaphysical realist theory that there exists 
an objectively mind-independent world or deny the semantic component 
that the facts of the matter are what determine truth. 

 On the one hand, theories rejecting the ontological component are 
traditionally associated with solipsism or with subjective or absolute 
 idealism, whereas, on the other hand, theories rejecting the semantic 
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element usually subscribe to the idea that truth is somehow an epistemic 
notion. 11  According to these theories, the truth relation has something 
to do with justifi cation or warranted assertibility. In the previous chap-
ters, I have already dealt with the ontological component. Th erefore, 
here I shall consider the other kind of theories that focus on the epis-
temic notion of truth. 

 Th e metaphysical realist takes the relation between the truth-bearer 
and the truth-maker to be objective or somehow given independently of 
any relation to cognitive subjects. But what does this claim really mean? 
It seems obvious, indeed, that if somebody claims something determinate 
about particular things that can be experienced, say “Th e cat is on the 
mat,” such a sentence token is true or false regardless of whether any per-
son (or animal) perceives this state of aff airs or is even capable of perceiv-
ing the cat on the mat. For, if the world is objective, individual facts do 
not change according to whether or not we witness them. And, since the 
sentence token and the fact are both objective, the truth relation between 
these relata has to be objective itself. Th us, the truth relation between the 
utterance and the fact of the matter exists irrespective of whether any-
body is looking at that particular cat. 

 In this sense truth and warrant are distinct: we separate the truth rela-
tion from the grounds for judgments of truth, i.e., the grounds for assert-
ing whether the fact makes the utterance true or false. Th e latter is based 
on perception or some other confi rmation producing method. When it 
comes to individual statements (beliefs, etc.) concerning particular physi-
cal states of aff airs, perception does not constitute the relation between 
the truth-bearers and truth-makers; instead, it establishes the reasons for 
ascribing a certain truth value to sentence tokens (belief tokens, etc.) by 
the assessment of facts. It is impossible to see how one could hold that 
particular states of aff airs exist objectively and at the same time claim that 
these facts need to be perceived in order for them to make a sentence 
true or false. Which property does the perception add to an actual state 
of aff airs that it did not have before, and what turns the state of aff airs 
into a truth-maker? Any semantic non-realist theory of truth that does 

11   Kirkham (1992) contains one of the best and more recent expositions of diff erent theories of 
truth including various epistemic-based theories. 
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not grant a separation between the relation of truth and the relation of 
warrant or grounds runs into a serious problem of trust. 

 Sometimes truth is equated by semantic non-realists, not with actual 
recognition of a correspondence between a belief and the world, but with 
justifi cation in the long run or verifi cation in principle. (I take the phases 
“in the long run” and “in principle” to be identical). Here the claim is 
that truth is what will result if we have infi nite time and perfect cogni-
tive conditions for our disposal, but such a claim is not plausible. Many 
descriptive sentences are not empirically justifi able under less ideal but 
actually realizable conditions, even though we still assume that they are 
concerned with facts of the matter. Statements like “Th e law of radioac-
tive decay holds everywhere and all times,” “Th e present universe will 
last 60 billion years,” “No species more cognitive advanced than  Homo 
sapiens  will ever develop in the future,” “69,257 people were killed dur-
ing the eruption of Vesuvius in 79 AD,” or “Until now no two people 
have been observed to have identical fi ngerprints” cannot be verifi ed, 
even if we had enough time and resources. It is reasonable to agree that 
these claims assert particular facts of the matter and that therefore they 
may have a defi nite truth value. Of course, it is quite possible that some 
theoretical models might predict whether these sorts of claims are true, 
but nobody would consider such theoretical predictions as a proof that 
reality has to be as they assert. In order to ascribe a certain truth value to 
such sentences, we must have observational access to the facts that make 
them true or false. But in the examples in question, we do not have, and 
apparently cannot get, that empirical information that would allow us to 
determine the relevant truth-makers. Nevertheless, to argue that since we 
are unable to establish the facts of the matter these sentences are neither 
true nor false seems to confl ate the ontological property of being a truth- 
maker with the epistemic task of proving that it is a truth-maker. 

 However, as we have seen, the existence of a truth-making fact is only 
one necessary condition for an assertion to be true. Another necessary 
condition is that some external fact stands in a certain relation to what 
is said to be true because of that relation. So perhaps the proponent for 
an account of truth in terms of verifi cation in the long run could argue 
that it is not a question of existence of external facts but a question con-
cerning the nature of the truth relation between beliefs and the world. 
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Th is  truth- endowing relationship exists only if we can, in principle, fi nd 
grounds for its assertion, i.e., it does not exist only because of the exis-
tence of its relata. Such a way of escape is not convincing, for how can 
we analyze the truth relation in terms of the epistemic notion of justifi ca-
tion and at the same time admit that such a justifi cation would require 
cognitive powers nobody has? Nobody lives infi nitely long, not even the 
human species as such. Even taken collectively as the whole human race, 
we are defi nitely very limited cognitive beings in our possible empirical 
range and scope. 

 Th e original idea behind the non-realist move was to make truth acces-
sible to human beings and not to see it as something that would always 
escape our cognitive limits. Th e non-realist saw observational phenomena 
as revealing facts that could be judged by our senses as that which imparts 
truth to our beliefs and sentences. Unobservable phenomena cannot be 
objects for our empirical judgment and therefore cannot act as truth-
making facts. However, this eff ort for making truth accessible to humans 
is all given up again when truth is equated with what can only be reached 
under such idealized cognitive requirements. In practice the truth relation 
becomes epistemically unfounded. Th e realist and the non-realist notions 
of truth now end with the same result: truth is set beyond the range of what 
can ever be empirically known. Seeing truth as identical with justifi cation is 
in every way a mistake: not only does such a project fail our intuitions, but 
in the end it also betrays its origin by making truth unattainable. 

 To summarize I have argued that truth cannot be an epistemic notion 
in the sense that what counts as truth must be defi ned in terms of an ideal 
cognitive warrant. Produce whatever descriptive or declarative sentence 
token you like, if it is true or false, then it is so, not because we possess 
the ability to know that a fact matches or does not match the sentence, 
but because either there is a fact or there is not a fact, which makes it 
true or false, irrespective of our actual knowledge or even possible knowl-
edge. Not only does such an intuition refl ect our common-sense realism, 
but also such a claim recognizes that of course epistemic factors play a 
role in determining what we can say is true or false. Our cognitive abili-
ties may still have a role to play in contributing to the notion of truth in 
ways other than just constituting grounds for ascribing truth to individual 
 sentences, as these grounds require both perceptual recognition and various 
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confi rmation relations. Th ey may take part in determining what will be 
the correct sentence type to state in a particular situation in order for that 
particular sentence to be true. 

 Th us, the common-sense realist has a good case when it comes to 
explaining the truth of every empirical statement (belief ) as something 
that is made so by an external fact without any help from our cogni-
tion. Such a fact makes a particular sentence true or false because the 
statement refers to a particular fact. But if the advocate of truth as cor-
respondence understands facts as something given uninterpreted to the 
receptive mind, he might have overestimated the scope of his own argu-
ments. Only if the metaphysical realist can prove that facts are objec-
tively given as truth-makers and that the truth relation is based on an 
objectively supplied relation of reference can he claim that our notion 
of truth is completely mind-independent without involving any epis-
temic element. In contrast, facts as truth-makers may not be something 
that can be “read off ” of reality automatically and then represented to 
the mind as mental representational duplicates; their nature may not be 
as simple as the perceptual identifi cation seems to indicate. Situations, 
occurrences, and phenomena may not be objectively delimited or demar-
cated from one another in the world. We do not perceive merely a cat on 
the mat, one could say. What we perceive is incredibly complex; when 
we talk of perceiving a “fact” the particular individuals and relations that 
comprise that fact must be selected from the continuous input of our 
perceptions. Part of the process by which we identify individuals and 
relations is determined by natural selection, but part is also arbitrary and 
depends on our interests and cultural background. Th us, delineating a 
fact as a truth-maker is somehow dependent on our cognitive framework, 
epistemic situation, and epistemic interest. We cannot describe or refer to 
anything that transcends our cognitive limitations and therefore we can-
not say anything with empirically determined content about transcen-
dental things. Already Kant was aware of the constitutive character of the 
conceptual scheme for empirical knowledge, but he also manages to talk 
a good deal about things-in-themselves—at least as limiting concepts. 

In recent times philosophers of science have questioned the objec-
tivity of empirical knowledge as a result of the theory-ladenness of our 
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 perception. 12  Apparently, we have to accept that the individuation of 
facts, at least partly, depends on such conceptual schemes. However, the 
question remains, of course, how much this admission may ruin the real-
ist’s position that truth can be specifi ed in terms of a fi rm, mind-indepen-
dent correspondence between a truth-bearer and a truth-making fact. For 
if such a fact is not something that is (entirely) naturally given, but arises 
partially from linguistic conventions, how can the metaphysical realist 
continue to insist, without serious qualifi cations, on the alleged existence 
of objective facts? Moreover, if the truth relation is not naturally given as 
an  internal  relation, how can she maintain this essentially non-epistemic 
notion of truth?  

5.4     A Naturalized Notion of Truth 

 In order to understand the concept of truth and to explain its epistemic 
roots in perception, we have to look elsewhere for answers. I shall argue 
for a natural three-stage model of truth according to which both ‘corre-
spondence’ and ‘coherence’ describe diff erent cognitive steps in our entire 
belief formation. Th e foundation of truth emerges from causally induced 
beliefs by our environment long before higher biological organisms 
developed a refl ective consciousness. Th e formation of beliefs comes with 
the ability to generate concepts, and this ability exists as an embodied, 
unrefl ective cognitive capacity of perception made possible in virtue of 
natural selection. 13  Nature has by adaptation given us a causal underpin-
ning of correspondence. Th ose tacit beliefs an organism acquires through 
its sensory channels correspond causally to some state of aff airs outside 
the organism itself. “Snake, dangerous, get the hell out of here.” On this 
cognitive level of understanding belief formation is part of our causal 
processing of sensory information and need not be accessible to refl ective 
consciousness in order to take place. 

12   I do not intend to claim that Kant and contemporary constructivists are of a common mind, Th e 
whole point of Kant’s program was that he claimed to deduce—to prove transcendentally—the 
constitutive elements as universal and necessary (which secured “objective validity”), whereas con-
temporary constructivists want to make these constitutive elements relative and arbitrary. 
13   See Faye (2014), Chap. 2. 
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 Th e next step comes with language and refl ective consciousness. 
Eventually human beings inductively realized by refl ection that percep-
tions correspond to states of aff airs that can be distinguished from percep-
tions. So when human beings developed the capacity of expressing their 
beliefs in terms of languages they increased their ability to generate new 
linguistically fostered and transmitted concepts that were not directly 
connected to the processing of information many, many times. As a con-
sequence, a perceptually accessible state of aff airs could be characterized 
in diff erent ways depending on how the state of aff airs was conceptually 
described in relation to the entire linguistic system. But the cognitive 
situation is still such that the resulting beliefs are concerned with percep-
tual states of aff airs and intentionally assumed to be true whenever they 
causally correspond to them. 

 Finally, the refl ective mind generated further concepts that are not 
directly tied to immediate perception. By abstraction, imagination, and 
various types of inference, human beings have been able to create con-
ceptual constructions, and to express beliefs in terms of them, that go far 
beyond sensory information. From an evolutionary naturalist point of 
view these beliefs are no longer factually true in virtue of a causally estab-
lished correspondence to some perceptual state of aff airs, but they are 
formally true in virtue of their inferential and explanatory coherence with 
a network of beliefs. Th us, this three-stage model of truth operates with 
both a factual notion of truth as correspondence and a formal notion of 
truth as coherence. So the naturalist would conclude that the notion of 
truth-makers based on a naturally grounded notion of correspondence 
has a very diff erent cognitive function than the one based on a notion of 
coherence grounded in refl ection. 

 Th e evolutionary naturalist wants to explain the semantic content of 
refl ective thinking in terms of coherence and cognitive representations. 
Th e semantic content is not something extra besides cognitive represen-
tations and a coherent connection among the representans, i.e., what is 
supposed to do the representing. A word, a sentence, or another symbol 
has meaning because it is intended to represent something, and its truth 
conditions consist in our capacity to establish whether it actually repre-
sents what it intends to represent. Th e semantic antirealist urges that the 
semantic realist’s contention that undecidable sentences do have a truth 
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value is based on a mistaken model of semantic understanding that was 
originally generalized from decidable sentences to all kinds of assertions. 
Our understanding of a sentence’s meaning has to show up in a linguistic 
practice as an ability to know whether or not the truth conditions for 
the sentence are or are not fulfi lled. Th us, we should distinguish between 
those assertions where we can entertain this cognitive ability and those 
where we cannot. It is this distinction that motivates the evolutionary 
naturalist to say that whatever a fact is, it cannot act as a “truth-maker” 
unless it can be recognized to satisfy some truth conditions in the way 
that semantic antirealism thinks of it in terms of verifi cation/observation/
empirical accessibility, etc. 

 As said earlier, a metaphysical antirealist, who is also an evolution-
ary epistemologist, is a realist concerning our common-sense world but 
an antirealist with respect to the meaning of undecidable statements. 
Moreover, an evolutionary epistemologist, who is a semantic antirealist, 
may be an agnostic with respect to claims about concrete entities, but a 
non-cognitivist with respect to claims about abstract entities. Th e fun-
damental divergence between the metaphysical antirealist and the meta-
physical realist can be formulated as a diff erence in attitude toward the 
question of whether truth is partly an epistemic or completely a non- 
epistemic notion. Th e metaphysical realist argues that any meaningful 
assertion has a defi nite truth value regardless of our lack of cognitive pow-
ers to determine which value it is. Th e metaphysical antirealist denies this, 
maintaining instead that a particular claim can be true if, and only if, it 
has some time been empirically or observationally possible to determine 
the truth relation. Indeed, the metaphysical antirealist argues without dif-
fi culty that a necessary condition of being truth conditions is that they 
are epistemic in nature. Th is implies that what makes a belief true is the 
world as it can be observed to be. Th e metaphysical realist as well as the 
metaphysical antirealist may accept that the truth-maker exists indepen-
dently of our cognitive power, but in contrast to the realist, the antirealist 
takes the truth relation to depend on our cognitive faculties. At the same 
time this diff erence between the realist and the antirealist refl ects a funda-
mental disagreement about the features on which linguistic competence 
rests. Whenever a person grasps an assertion she seems, according to the 
realist, to grasp the conditions under which a sentence is true or false, but 
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not necessarily to know whether those conditions actually obtain; accord-
ing to the antirealist we understand the assertion only when we know the 
conditions under which it can be verifi ed or confi rmed. 

 Characteristic of semantic antirealism is the view that we cannot dis-
tinguish between the truth conditions of an assertion and our empiri-
cal ability to observe that which would make this assertion true. Th is 
view may be associated with a notion of truth as coherence. But semantic 
antirealism can very well be combined with a concept of truth according 
to which truth is a correspondence between a statement and the real-
ity it deals with. For the realist agreement between a sentence type and 
reality exists even in cases where it is impossible to observe or otherwise 
empirically substantiate what the sentence expresses. Th e antirealist’s 
claim, in contrast, involves a denial of this: the concept of truth cannot 
be extended to something that goes beyond our cognitive possibilities of 
knowing and therefore cannot be applied to undecidable assertions. Th e 
diff erence on this point between the metaphysical realist and the meta-
physical antirealist stems from the idea that the realist sees correspon-
dence-with-the-fact as an objective mind-independent relation between 
the world and a certain statement (and for that reason the truth relation 
will exist in spite of the fact that we possess no possibility of demonstrat-
ing it), whereas the metaphysical antirealist, in the form under consider-
ation, considers correspondence-with-the-fact as a constructed relation 
trading on the notion of coherence (for which reason truth will be absent 
if it is impossible for anyone to establish this truth relation). One of the 
questions then is how such a naturalistic concept of truth can be speci-
fi ed. My contention is that such an explication would disprove that the 
view of warranted assertibility of statements has to be altogether central 
for a metaphysical antirealist’s understanding of truth. It amounts to a 
rejection of the view that verifi ability in principle has to play a role in an 
appropriate account of this notion. Nevertheless, such an antirealist truth 
concept will at the same time explain why truth and warranted assertibil-
ity are co-referential but not synonymous. 

 Earlier I pointed out that the concept of truth is tied to the concept 
of reference. A descriptive sentence is true or false if, and only if, various 
parts of the sentence refer successfully to reality. But the issue concerning 
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how meaning and reference are related is a complex and diffi  cult question 
with no simple and straightforward answer. 

 On the one hand, it seems clear that if we imagine a physical sys-
tem of signals, which do not contain any language sign yet, i.e., any 
sound or mark that purposely stands for something else, then the whole 
system will have no intended meaning. What is required of a physical 
sound or mark to become a meaningful sign is that it is intended to reach 
out for something diff erent from itself. A system without an envisioned 
reference could not be dealing with anything and would therefore be 
senseless. A series of objects like 34WcedfV3\ has no meaning unless 
it is translatable into a known language, or artifi cially made up, which 
stipulates certain referring signs, or is causally associated with situations 
where it denotes specifi c things. No system of physical marks, like let-
ters, or physical signals, like sounds, can represent something by its own 
nature. Representing can only happen when we interpret the system to be 
intentionally pointing beyond the system itself. A physical system can act 
as a medium for meaning only when we attribute to it certain features, 
which make the elements of the system refer to mental states or physical 
elements. 

 On the other hand, it also seems evident that meaning determines 
reference. Assume somebody gives a defi nition of the word “gongo” in 
the following terms: “A gongo is a small, human-like creature that lives in 
old caves in the Alps.” Such a defi nite description yields the observational 
criteria under which the name “gongo” has a referent because the vari-
ous terms in the sentence provide it with a sense. It is only because we 
understand the meaning of the words in the sentence that we could take 
a walk in the Alps and be able to identify gongos if we ever come across 
them. It would be impossible to connect the word “gongo” with such a 
creature if we did not understand the content of the sentence. Th e sense 
of the sentence makes sure that “gongo” may have a reference, or will 
have a reference if a gongo exists. A whole language can be used to give 
sense to new words in terms of defi nite descriptions, because we already 
understand the meaning of the language and thus make certain that we 
can connect these descriptions with the world. 

 Th is confl ict puts us into a dilemma, for meaning as truth condi-
tions seems to presuppose reference, and reference seems to presuppose 
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 meaning as truth conditions. It is the same dilemma we fi nd buried in the 
discussion about truth as correspondence or coherence. Th e fi rst scenario 
fi ts well into Putnam’s remarks about his and Kripke’s theory of reference: 
“Th e idea that the extensions of our terms are fi xed by collective practices 
and not by concepts in our individual heads is a sharp departure from the 
way meaning has been viewed ever since the seventeenth century.” 14  Th e 
second scenario fi ts equally well with Frege’s argument that understand-
ing the sense of a term as it can be explicated by a defi nite description is 
what gives us the reference. However, I do not consider the two alterna-
tives as opposed. 

 From an evolutionary perspective one may argue that many experien-
tially basic concepts were in some distant forefather’s head because of all 
higher organisms’ cognitive skills of identifying, comparing and abstract-
ing what they were seeing long before their descendants developed any 
linguistic practice. It seems reasonable to assume that the fi rst linguistic 
practice arose assisted by these experiential concepts.  Homo sapiens  sim-
ply learned to associate various sounds with kinds of visible objects in 
their environment. Parts of the cognitive mechanism behind this learning 
process were that some of the sounds pointed to objects separated from 
the sound-producing organism. Eventually, as the primordial linguis-
tic system evolved, the reference of singular sounds was supplemented 
with a syntactical and semantic structure in which coherence among the 
referential carrying elements gave its users the capacity to understand 
how the system functioned. Th is rise of the linguistic system seems to 
change reference from being a natural result of selection to being mainly 
a conventional result of intention. But our possibility of establishing the 
externality of the referent is still confi ned to the original empirical basis 
of information. 

 So I would say what are real are the truth-makers, we are able to 
observe, and the relationships they have to each other. But how we indi-
viduate—in a particular language—the set of truth-making facts that we 
say characterizes this world will depend on how we ‘individuate’ the dis-
tinct “facts” that comprise this network of relationships. It is quite rea-
sonable to suppose that diff erent languages will individuate truth-making 

14   Putnam (1981), p. 75. 
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facts diff erently and so will come up with a description of the world 
as a diff erent list of facts than another language (non-intertranslatable). 
Indeed even in one language diff erent interests will lead the fact-lister 
(i.e., the world describer, a.k.a. scientist) to individuate the truth-making 
facts diff erently and so produce a diff erent description of “the world”—
many descriptions, one reality;  e pluribus unum . 

 Th us, I claim that it is our cognitive power to recognize the referents of 
the various terms of a sentence that is what determines whether a state-
ment is true or not. It is human beings who establish whether or not the 
intended reference between a sentence type and the experienced reality is 
as imagined. Natural reference is not something that exists objectively in 
nature; it is something that has evolved through natural selection by our 
cognitive adaptation to an external world. Any later determination of ref-
erence in terms of meaning, as Frege suggested, can only be the intended 
reference, i.e., a reference made up in virtue of a person’s access to the 
entire linguistic system. Determining that the intended reference actu-
ally refers to something external—and therefore makes it possible for an 
expression to be true or not—depends both on our empirical capacity of 
recognizing the presence of a referent for the term and on our knowledge 
of the truth conditions of that expression. After this fi rst moment the 
empirical criteria that allowed us to establish the referent are also those 
that make the continuous reference intelligible. Moreover, it is these 
truth conditions that have to be satisfi ed in order for us to be capable of 
ascribing a truth value to a sentence of which the term is a part. 

 As competent users of a certain language we have learned in which 
empirical situations particular names and predicates can be associated 
with a referent. By becoming language users we learn which empirical 
states of aff airs have to be fulfi lled for using a sentence in order for those 
states of aff airs to be counted as a referent for the sentence in question. 
And it is only through observation and manipulation of the world around 
us that we are able to decide whether or not the truth conditions under 
which the sentence is supposed to have its reference determined are actu-
ally fulfi lled. Consequently, it is diffi  cult to see how the truth conditions 
that fi x the reference of a given term could possibly be conditions that are 
not observationally or at least empirically accessible. Here it is important 
to draw a distinction between the mode of reference and the referent. 

190 Experience and Beyond



What is not at stake is the reality of the referent itself, since it is assumed 
to exist independently of our actual observation. But what interests us 
here is the mind dependence of the mode of reference, because the refer-
ential relation is constructed in virtue of our natural capacity to recognize 
the referent as falling under a given descriptive term. Th ere is nothing in 
the world that makes a particular object to be the natural referent of a 
given term. On the contrary, we have to realize that the object functions 
as a referent in virtue of a relation between this word and this type of 
object that has been fi xed according to certain cognitive criteria that are 
learned as part of learning to use the language. Th e only way we can fi nd 
out whether a particular object is the referent of a certain term is to see 
whether the object stands up to some cognitive procedures that associates 
this term with this type of object. 

 Suppose I see a bird outside my window. As an ornithologist I may 
immediately see that it is a female of the species northern cardinal. But 
suppose someone asked me how I can be sure that it is a northern cardi-
nal. To respond I must show how it fi ts those empirical criteria that are 
associated with the way the reference of the term has become fi xed and 
that eventually convince her that I am correct in referring to the bird 
as a northern cardinal. I may show her a book that describes the birds 
of North America in which she can see what a cardinal looks like and 
that this bird outside my window cannot be mistaken for another bird. 
Th e empirical criteria stated in the book are those that determine that 
it is correct for me to use the name “northern cardinal.” Yet, before I 
have convinced the person that it is correct to call the bird a “northern 
cardinal,” she has to understand the implications of these criteria for the 
description of the bird sitting outside my window and be able to confi rm 
that the description is satisfi ed by the bird. If the criteria, that establish 
the reference of “northern cardinal” were not empirically accessible, she 
could never actually recognize that the term has a referent. 

 Th us, it is not until we have discovered the empirical conditions mak-
ing an intended reference actual that the term can be correctly said to 
refer to an external reality. Just take the name of the “phoenix.” Th e 
mythological story tells us that this bird is of great beauty, the only one 
of its kind, supposed to live 500 years in the Arabian Desert and to rise 
from its ashes in the freshness of youth and live another cycle of years. 
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Th is description provides us with the empirical conditions under which 
“phoenix” may possibly have a referent. Nevertheless, no observable 
being in the world meets these requirements. Th us, it is impossible for 
us to point to a bearer of the name. For the same reason the name has 
no non-intended reference, and therefore non-analytical sentences about 
this creature have no truth value. Indeed, a phoenix is presumed here to 
be observable, but since it is a magical bird, suppose we throw into the 
defi nition that it is also invisible to human eyes (like the Greek gods), 
or it is simply very clever at hiding itself. Th en the question arises: Does 
the phoenix fi gure into any successful scientifi c explanations, and does it 
produce any observable eff ects? So even if we cannot see a phoenix, we 
might still conclude that, like protons, it is real but invisible. 

 Th us, if the truth conditions fi xing the reference are observationally 
judged to be successfully satisfi ed in a situation, when a certain sentence 
is put forward, we can reach the conclusion that the description is true; if 
not, we are in a position to claim that it is false. Let us illustrate this with 
a couple of examples. Both a sentence like “Th e northern cardinal lives 
in America” and a sentence like “Th e proton has an electric charge” meet 
the possibility conditions for being true. For anything to be a cardinal it 
must match certain experiential criteria making it correct to call it a car-
dinal. It has to be a bird having such and such an appearance, such and 
such a song, and such and such a behavior and habitat. Th ose are all per-
ceptual criteria allowing the name “cardinal” to have a meaning. At the 
same time we can determine through observation whether or not there is 
something in the world that fi ts these conditions. By these conditions we 
can tell whether or not the name refers to something in the world. Th e 
same applies to the name “America.” So if bearers of the two names can 
be shown to exist in a relation as expressed by the above sentence, then 
tokens of that sentence will be true, otherwise not. 

 Turning to the other sentence, “Th e proton has an electric charge,” 
I argue similarly that such an expression about invisible entities can 
be endowed with a truth value only if it can be proved that there is a 
bearer of the names cited in the sentence. Th us, any token of that sen-
tence is true under the assumption that the names “proton” and “electri-
cally charged object” can be shown to refer to the same entities. In fact, 
through a well-established experimental practice science has stipulated 
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the  observational conditions for something to be regarded as the bearer of 
these names. Certain defi nite experimental procedures have been stipu-
lated to lay down the experiential conditions under which something can 
be correctly called a proton or an electrically charged object. One might 
say that something is a proton or an electrically charged object if, and 
only if, it fulfi lls those observationally determined truth conditions for 
one of these names to have a reference. 

 As a consequence, statements of the above sentence are true if, and 
only if, positive experimental results appear when we perform the relevant 
procedures for identifying the referents of the names. However, it is also 
quite obvious that an evolutionary epistemologist cannot ascribe truth 
value to sentences about invisible objects and properties unless there are 
certain experimental procedures guaranteeing a reference of the descrip-
tive terms. It also implies that the evolutionary epistemologist can admit 
modal, universal, and counterfactual statements have a truth value only 
to the extent to which the descriptive terms contained in these statements 
can be related to states of aff airs to which we have observational access. 

 Th us, my claim is that the truth relation is an  external  relation rather 
than an  internal  one. An assertion is automatically true only if it can be 
decided that its truth conditions are satisfi ed. Th e existence of both the 
truth-bearer and the truth-maker has to be individually acknowledged 
before the truth relation is in place. An individual statement is true if, 
and only if, (1) it corresponds to the stated fact, and (2) this correspon-
dence once has been established by a  descriptive correlation  between this 
type of statement and this type of fact because we as cognitive beings have 
been able to identify empirically (directly or indirectly) the sentence type 
and the fact type in isolation from each other. Th is constructivist aspect 
of truth underlying metaphysical antirealism excludes the possibility that 
at the same time it is meaningful to talk about the world as it is indepen-
dently of our observational possibility of establishing the truth relation. 

 In my view there are several reasons for defending such a notion of 
truth. First it seems to be consistent with the claims of evolutionary 
epistemology. Second, it embraces the full consequences of the general 
 challenge that Dummett has raised against semantic realism. 15  Th ird, 

15   Th is is the great theme of Dummet’s investigation into philosophy of language. See, for instance, 
Dummett (1973), (1976), and (1978), where he develops his arguments for semantic antirealism. 
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such a theory is able to explain how we are able to learn our fi rst language. 
Some words can be learned by defi nition or translation, but this requires 
that we already have learned a language. Th e problem for the semantic 
realist, who holds the existence of verifi cation-transcendent truth condi-
tions, is that he allows that an undecidable sentence can be true even 
though a competent user of that language cannot know whether the 
truth conditions are satisfi ed or not. A semantic antirealist does not fall 
victim to this problem because her truth conditions are not verifi cation-
transcendent. Th is implies that a language can be learned by induction 
based on empirical information. 

 Th erefore, I urge that the debate between scientifi c realism and empiri-
cism changes character. Th e old ontological question of whether invisible 
entities exist or not should no longer be central to the dispute. In opposi-
tion to the empiricists, I think it is possible to be an ontological realist 
concerning invisible entities but a semantic antirealist concerning their 
truth conditions. As long as the realist and antirealist think of their diff er-
ences in terms of ontology concerning the reality or non-reality of invisi-
ble but observable entities, modern science and technology give realism an 
easy victory. Th is may also explain why some avowed realists, like Michael 
Devitt and Ernan McMullin, claim that realism is not connected with 
truth, but that ontology has to be separated from semantic. 16  Th e current 
dispute, however, should be a debate about the conditions under which a 
description of any entity can be said to be true or false. With respect to a 
reformed debate, the realist’s triumph turned out to be a Pyrrhic victory.  

5.5     Semantics and Ontology 

 Until now I have argued that metaphysical realism consists of an ontolog-
ical as well as a semantic component, which are somehow connected, and 
these two components are also part of metaphysical antirealism. It has 
been argued, especially by Michael Dummett, that an equivalence exists 
relating semantic and ontological realism on the one hand and semantic 

16   See Devitt ([1984]1991) and McMullin (1984). 
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and ontological antirealism on the other. 17  Semantic realism argues that 
our understanding of the meaning of a declarative sentence consists in 
knowing under which conditions it is true or false. Th e realist insists 
on the meaningfulness of ascribing a defi nite truth value to declarative 
sentences regardless of our inability to determine whether or not its truth 
conditions are satisfi ed. Such sentences are true or false even if we do not 
possess any procedure by which a truth ascription can be determined. 
Th en, as Dummett’s argument goes, the claim that such statements have 
a determinate truth value is the same as saying that the reality described 
by these sentences exists independently of our ability to discover any-
thing about it. So the semantic realist must also be an ontological realist. 

 In contrast to the realist view, Dummett argued that the antirealist view 
involves two opposite components. 18  Antirealism denies that it makes 
sense to ascribe a truth value to sentences if we cannot decide that its 
truth conditions are satisfi ed. Th e antirealist makes a distinction between 
(eff ectively) decidable and undecidable sentences: decidable sentences are 
those declarative sentences for which we are able to know whether or 
not their truth conditions are satisfi ed, whereas undecidable sentences 
such as modal, universal, conditional and counterfactual sentences are 
those declarative sentences where we have no (empirical) means to decide 
that their truth conditions are satisfi ed or not satisfi ed. However, there 
is a snag with Dummett’s characterization of what is decidable: the truth 
conditions have to be eff ectively shown to be satisfi ed in terms of actual 
verifi cation. Th is is much too strong. Dummett would say, for instance, 
that sentences regarding possible historical facts such as “Caesar slept on 
his right ear on the night of his fi rst birthday” have no defi nite truth value 
because it is reasonable to assume that today no evidence exits by which 
we can settle that claim. Instead of Dummett’s actually verifi able crite-
rion, I would argue that such sentences are in principle verifi able since 
had we been present at Caesar’s fi rst birthday, we would have been able 
to experience what was the case. Th e situation is equivalent for distant 

17   Dummett (1973), Chap. 5 and Chap. 6, as well as Dummett (1976), Sect. VI. 
18   Cf. Dummett (1973), 464–470; Dummett (1976), pp. 81–82; Dummett (1978), pp. xxvii–xxxiv. 
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events even if they do not leave any traces that can count as evidence. 
Such a suggestion is more in accordance with our realist instinct. 

 From an ontological point of view, many metaphysical realists will see 
the satisfaction of the truth conditions in terms of truth-makers in the 
sense that they assume what has been called truth-maker maximalism. 19  
For all propositions < p >, < p > is true if and only if  p  makes it true. Th e 
motivation behind truth-maker maximalism is that if some proposi-
tions are true in virtue of truth-makers, there have to be strong reasons 
to refuse to apply truth-makers to all true propositions. In his rejection 
of this maximalist view, Dummett’s semantic antirealist argues that the 
only propositions that are true are those that can be actually verifi ed, 
and about those we may say that they are true in virtue of discoverable 
truth-makers. However, an evolutionary naturalist sees the matter in a 
diff erent light. Take the above counterfactual statement, “Had we been 
present at Caesar’s fi rst birthday, we would have been able to experience 
what was the case.” As a generous metaphysical antirealist, the evolution-
ary naturalist would claim that such a statement is indeed true, albeit 
no truth-maker makes it true. Th is is so because we inductively infer the 
truth of some counterfactual statements from true propositions about 
which we have learned by experience that in the right circumstances we 
can discover their truth-makers to see whether or not they make the cor-
responding statement true or not. Hence, some statements may be true 
or false by correspondence, some are true or false by coherence, and some 
are neither true nor false. Which ones fall in which class all depend on 
our cognitive resources. 

 It is essential for the semantic antirealist that linguistic meaning 
is manifested in the linguistic practice by which the speaker demon-
strates his or her implicit knowledge of the use of a given expression. 20  
Th is implies that we must be able to show that the speaker understands 

19   See, for instance, Armstrong (2004), Rodriguez-Preyera (2005) and Cameron (2008). Th ey all 
defend truth-maker maximalism. Armstrong says: “My hope is that philosophers of realist inclina-
tions will be immediately attracted to the idea that a truth, any truth, should depend for its truth 
on something ‘outside’ it, in virtue of which it is true” (p. 7). Similarly, Rodriguez-Preyera claims 
that “the root of the idea of truthmakers is the very plausible and compelling idea that the truth of 
a proposition is a function of, or is determined by, reality” (p. 20). 
20   Cf. Dummett (1976), p. 80, and Dummett (1973), pp. 460–462. 
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the meaning of a sentence by showing that we possess a (eff ective) method 
for deciding whenever its truth conditions are fulfi lled. 21  As Dummett 
pointed out, we cannot meaningfully ascribe implicit knowledge of the 
meaning of a given sentence to a person unless it is possible to specify 
what the manifestation of this meaning consists in. Th e antirealist would 
say that the realist wrongly believes that we have managed to supply our 
sentences with such a semantic content that every statement is either 
true or false. Th is assumption misleads the realist in the case of undecid-
able sentences to believe that these phrases have a content determined in 
relation to circumstances beyond our cognitive abilities to establish (in 
principle). Th us, if this objection is correct, it is meaningful to ascribe 
a determinate truth value to a declarative sentence only if it could in 
principle be verifi ed, or otherwise confi rmed, that such circumstances 
obtain. According to the antirealist view, the truth of a statement is 
dependent of our ability to recognize the fact of the matter, but this in 
turn implies that the truth- making reality becomes dependent on our 
cognitive powers, because with respect to undecidable sentences we can-
not determine whether or not the situation fulfi lling their truth condi-
tions occur. Th erefore, it is we who decide what counts as real and what 
not and therefore which sentences possibly can be either true or false. If 
this argument is valid, it seems that there is little room for a clear distinc-
tion between ontological and semantic antirealism, owing to the fact that 
semantic antirealism entails ontological antirealism, and vice versa, just as 
ontological realism entails semantic realism, and vice versa. 

 As a proponent of evolutionary epistemology I want to maintain that 
there exists an external world that endows beliefs and statements with 
a truth value, but the meaning of a sentence is not established by its 
truth conditions but by its verifi cation conditions. Th e semantic antireal-
ist does not have to be an ontological antirealist, because when talking 
about decidable sentences it is possible to get to know what makes them 
true or false by pointing to external states of aff airs as what satisfi es their 
truth conditions. Unless such sentences are about our mental states, their 
semantic content is about external things to which we have observational 
access and whose discovery we can use to reach a defi nite conclusion that 

21   Cf. Dummett (1978), pp. 216–217. 
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a situation making the sentence either true or false occurs. So the seman-
tic antirealist will refuse that it makes sense to claim that undecidable 
statements have truth-makers. 

 As Dummett saw the commitments of realism and antirealism, they 
have no bearing on the realist-idealist distinction, and I see no way in 
which they can be revised, so an evolutionary ontology that is commit-
ted to ontological realism and to semantic antirealism is excluded. Th e 
suggested strict equivalences between ontology and semantics simply 
do not hold. In order to see why, we shall fi rst look at the implications 
with respect to metaphysical realism. Th e argument for a biconditional 
between semantic and ontological realism presupposes that the princi-
ple of bivalence, i.e., the claim that every well-formed sentence is either 
determinately true or determinately false, is a defi ning part of metaphysi-
cal realism. But though it has been, and perhaps still is, part of the stan-
dard defi nition of many philosophers, of whom Dummett is the most 
signifi cant proponent, there are no good reasons from a metaphysical 
perspective to maintain that the validity of the principle of bivalence is 
necessary for being a realist. Likewise non-realism cannot be associated 
with the universal denial of bivalence. 

 A better way of defi ning semantic realism would be to say that contrary to 
semantic antirealism such a position just requires that truth may transcend 
any means of verifi cation, which implies that a belief or a sentence can be 
true or false even if it cannot in principle be proven to be so. Th is defi nition of 
realism in terms of verifi cation-transcendent truth conditions (and not biva-
lence) allows the semantic realist to hold that some well-formed sentences 
within a certain domain are neither true nor false, either because the objects 
or events to which these sentences appear to refer are unreal or are real, but 
have vague or indeterminate properties. For instance, a metaphysical realist 
can think of the future in fi ve diff erent ways: as real and determinate, as real 
but indeterminate, as only partly indeterminate, as partly unreal or as com-
pletely unreal. Both the second and the third assumption imply the objectivity 
of becoming, but, nonetheless, there is an important ontological diff erence 
between them. Th e diff erence I want to point out is one that appears in the 
distinction between the reference of names and the satisfaction of predication. 
A sentence about, say, a future event, like “ X  is  F, ” can fail to be true (or false) 

198 Experience and Beyond



for two reasons: (1) “ X ” does not refer to any event in the future. Th is is the 
case in which I take the future to be unreal; (2) the event to which “ X ” refers 
exists, but the ascription of the property  F  to  X  is not quite true; neither is it 
quite false. Instead, such an attribution is possibly true and, therefore, also 
possibly false. Th is is the case in which I take the future to be indeterminate. 

 We can then give a characterization of two metaphysical realist posi-
tions with respect to the future, both of which accommodate the seman-
tic principles of verifi cation-transcendence: 

 Th e fi rst position claims that future sentences have no truth value 
whatsoever; not only does it reject the universal validity of the principle 
of bivalence, but also it actually insists on the validity of the negation of 
the principle claiming that there exists a declarative sentence about the 
future,  p , such that  p  is neither true nor false, i.e., (1) ⊨∃  p   ~  (T  p  v F  p ). 
Th e underlying idea is that some, or all, future sentences are neither true 
nor false because they completely lack any truth value. Such sentences 
do not even have a truth value with a degree of probability. Th is is due 
to the fact that the future is (partly) unreal; no facts exist to which these 
sentences may refer to endow them with a truth value. Moreover, in case 
the metaphysical realist also thinks of the past as unreal, as the propo-
nent of  presentism  does, he must argue that objective facts themselves 
are tensed. For the proponent of such a view truth cannot be stable, but 
will change as the facts change accordingly from being unreal to being 
real, and then from being real to being unreal again. A gained truth value, 
gained only when a possible fact becomes actual, will not last forever. Th e 
very same token, “It is now raining,” which became true yesterday, may 
be false today. Th is assumption is in confl ict with the basic principle that 
a proposition is always true, if it is true at all. 

 Th e second position, however, merely refuses to accept the universal 
validity of bivalence, the principle that every declarative sentence  p  is deter-
minately true or determinately false, i.e., (2) ⊭∀  p  (T  p  v F  p ). Rather some 
sentences about the future have a truth value with a certain probability. 
Here the underlying idea is that the principle of bivalence is not universally 
valid because some future sentences are only true or false with a certain 
probability, owing to the fact that the future is (partly) indeterminate. 

 It is worth noting an ambiguity in diff erent possible  understandings of 
probabilities. If we just state “ P ( Ax ) = 1/ n, ” we can either construe such a 

5 Truth, Language, and Objectivity 199



statement in terms of bivalence or interpret it as an expression involving 
probabilistic truth. Th e common reading would be that “‘ P ( Ax ) = 1/ n ’ 
is true if, and only if,  P ( Ax ) = 1/ n, ” and “‘ P ( Ax ) = 1/ n ’ is false if, and 
only if,  P ( Ax ) ≠ 1/ n. ” In this case the realist would think of probabilities 
as dealing with determinate facts associated with a class of objects. For 
instance, the probability may designate the relative frequency within a 
class of objects, of which  x  is a member, that has the property  A . A not 
so common reading, but possible anyway, could be to understand the 
probability statements as “‘ Ax ’ is true with the probability 1/ n  if, and 
only if,  P ( Ax ) = 1/ n, ” and “‘ Ax ’ is false with the probability 1-1/ n  if, and 
only if  P ( Ax ) = 1/ n. ” In that case the realist would regard probabilities 
as something that concern indeterminate facts of objective chances and 
propensities associated with individual objects. 22  

 Th us, in my opinion, the metaphysical realist is not forced to hold 
the validity of bivalence, and whether she actually accepts or rejects 
bivalence seems to depend on the nature of the domain of reality with 
which his investigation is concerned. Assuming that the semantic real-
ist takes the existence of atomic objects as something that is essential 
to the truth value of sentences in quantum mechanics, she could argue 
with respect to atomic objects that some of their properties are always 
vague or indeterminate, while others are precise or determinate. 23  But what 
does that exactly mean? Th e canonical formalism contains  n  pairs of non- 
commuting variables representing  n  pairs of incompatible properties. A 
complete  description of a quantum system, however, requires at most that 
only one of a pair of  n  commuting variables can be assigned a sharp value 

22   Th e use of probabilities in this discussion is meant as an illustration.Th e pretty much inescapable 
fact is that we use probability statements in a variety of ways, and it seems to me inadvisable to try 
to shoehorn them all into a single interpretation of probability statements. Th ere are clearly many 
times when we say the probability of  X  in circumstances  C  is 1/ n  as a simple induction from a 
record of frequencies, we simply add up all the incidents where  C  obtained and where  X  did or did 
not occur, and calculate that percentage of the total. Here probability is purely empirical, and all 
evidence on which a judgment is made is empirical. If I am absolutely in ignorance about the truth 
condition of probability statement  P , I may say the probability of  P  is true is 50 % purely as a point 
of logic. When the weatherman says the probability of rain in Zealand tomorrow is 50 %, it is 
neither a logical truism nor an induction from past frequencies, but a matter of deduction from the 
physics of the atmosphere as best (but imperfectly) understood by meteorological science. It is also 
relevant to point out that there is no calculus of inductive probability. 
23   See Petersen (1985), Rohrlich (1986), and Krips (1987). 
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simultaneously. Th e system is brought in the situation where it has the 
power to confer  n  sharp values to the variables whenever the respective 
attributes are measured. Th e other  n  variables do not have sharp values, 
because the properties that these observables stand for are indeterminate 
until they are measured. Th us, the vagueness of a quantitative attribute 
means that a system only indeterminately possesses this property, since 
the property may have very possible value and therefore only has a defi -
nite value with certain likelihood. Th is is described as if there are objective 
propensities for the system to manifest a certain value. Th e words “vague” 
and “indeterminate” would refer to the fact that the atomic object only 
holds a certain quantitative attribute with a certain objective probability. 
If this is correct, it amounts to saying that each sentence that ascribes a 
vague attribute to an atomic object does not have any determinate truth 
value, because a mind-independent or objective propensity exists in the 
system that may manifest every possible property value. 

 In his understanding of vagueness the metaphysical realist seems to 
have two options: he could either say that statements ascribing vague 
attributes to an object have determinate truth values, because objects hav-
ing vague properties create the truth conditions for having a determinate 
truth value, i.e., it is defi nitely true that the system has vague properties. 
Or he could argue that statements ascribing sharp attributes to an object 
may be true with a certain probability, because atomic objects in such 
cases possess particular sharp property values only with a certain probabil-
ity. In the latter case sentences about vague objects may still, according to 
the realist, have semantically well-defi ned verifi cation- transcendent truth 
conditions, but the truth function assigning a truth value to the sentences 
on the basis of this objective tendency is only partial. So, the fuzzy advo-
cates are not saying anything about observed properties, which they know 
always give sharp values; they are claiming the  unobserved  parameters have 
only fuzzy values, and by defi nition the truth conditions of such state-
ments are verifi cation transcendent. In other words, the world may well 
exist objectively, entirely independent of our  cognitive apparatus, while 
parts of reality have such a nature that they do not endow every declarative 
sentence predicating sharp values to atomic objects apart from their obser-
vation with a certain truth value. In the latter case, however, we realize 
once again that the semantic realist supports a view that is in contradiction 
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with one of the basic principles of truth according to which something 
cannot be more or less true. If the truth predicate is ascribed to a sentence 
with greater or smaller probability, truth cannot be absolute. 

 So much for the metaphysical realist’s possibility of blocking the impli-
cations between semantics, in case it is defi ned in terms of bivalence, 
and ontology. Like realists, however, antirealists can also hold diff erent 
semantic positions depending on their view concerning the principle of 
bivalence. We can say that the semantic antirealist may refuse to accept 
the universal validity of bivalence, the principle that each and every asser-
tion  p  is true or false, namely in those cases in which we actually have no 
observational warrants to assert or to deny  p . In contrast, we can also say 
that the semantic antirealist may not only reject the validity of the princi-
ple, but actually insists on the validity of the negation of the principle by 
saying that there exist sentences  p  that are neither true nor false, namely 
in those cases of undecidable assertions that allegedly refer to states of 
aff airs that we cannot in principle possess any perceptual grounds to 
know. Formally, we can represent the fi rst form of semantic antirealism 
as ⊭∀ p (T p  v F p ), a position I call  semantic agnosticism . In contrast, we 
can represent the second form of the semantic antirealism as ⊨∃ p  ~ (T p  v 
F p ). I shall call this form  semantic non-cognitivism . 

 Th us, in philosophy of language the discussion that was begun by 
Michael Dummett has in my opinion entirely disregarded the distinction 
between agnosticism and non-cognitivism. As an example, let me just 
mention the discussion about the reality of the future. Here, on the one 
hand, a semantic agnostic can very well accept that the future is possibly 
real provided, and only provided, we can empirically justify, in some way 
or another, present statements referring to future events (for instance via 
backwards causally produced evidence). On the other hand, the seman-
tic non-cognitivist will completely reject the idea that the future is real, 
since it is impossible to have perceptual evidence to confi rm any present 
 statement referring to a future time, and he will therefore rule out any 
possible suggestion that backward causation is possible. 24  

 It is correct that there is an essential disagreement between  semantic 
agnosticism and semantic non-cognitivism in the sense that, given the 

24   See Faye (1989), pp. 86–89. 
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right circumstances, agnostics may allow themselves to believe in the 
existence of entities that are excluded from being seen by our normal 
vision, but non-cognitivists prohibit themselves from such metaphysi-
cal extravagances. Since both are versions of antirealism, it is a matter of 
fact that the assertion of sentences as true or false depends on our ability 
to ascertain what sentences are about. Th ere is, obviously, an important 
epistemic consequence between whether one, as an agnostic, overrules 
the validity of the principle of bivalence for some sentences, or whether 
the other, as a non-cognitivist, denies the validity of the principle in vir-
tue of accepting the argument for the validity of the negation of the prin-
ciple with respect to these sentences. Th us, semantic agnosticism gives 
expression to the view that a certain group of sentences can actually be 
said to be neither true nor false. Th e agnostic is agnostic about whether 
sentences concerning objects, about which we have no actual grounds for 
ascertain their truth or falsehood, do have in fact any determinate truth 
values. Since she denies that the principle of bivalence is valid in all cases, 
she is merely saying that for the moment there is no warrant for asserting 
or denying  p . But it may still be possible that  p  at some future time could 
prove to be bivalent. Th e semantic non-cognitivist, in contrast, is not an 
agnostic, for he claims that  p  entirely lacks any truth value. He excludes 
on epistemic grounds that  p  could become bivalent at any future time. In 
other words, the semantic non-cognitivist believes that there are domains 
of well-formed sentences that it is never valid to ascribe a determinate 
truth value, whereas the semantic agnostic holds that although bivalence 
may fail to apply to some sentences for the present, it is possible it may 
become applicable at some future time as human cognitive reach extends 
into new domains. 

 Although they diff er on the principle of bivalence, the defi ning char-
acteristic of both semantic agnosticism and semantic non-cognitivism is 
that meaningful sentences must be decidable by having truth conditions 
that are empirically accessible, at least in principle. Only by being able to 
recognize the circumstances under which we can claim that an assertion 
is true or false can we explain what we have to know in order to under-
stand the content of the assertion. But how does this aff ect the alleged 
equivalence between semantic and ontological antirealism? How can this 
view avoid a contradiction, when, on the one hand, it claims that there is 
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an external world independent of human beings and, on the other hand, 
argues that what can be said truthfully about the world is dependent on 
our epistemic abilities? Th us, one might believe that if an objective world 
exists, then it is the factual state of things that, independently of our cog-
nitive power, determines what is true. 

 Crispin Wright points out that one traditionally associates objectivity 
with an assumption that an assertion is true independently of the way we 
establish that it is true. 25  On the one hand, we distinguish clearly between 
our beliefs and opinions concerning a particular case and, on the other 
hand, what is true about this case. Neither our opinions themselves nor 
the manner in which they are acquired decide what truth is. Th e notion 
of objectivity involves at least the idea that a statement, or at best a cer-
tain class of statements, can be assigned a truth value previously to and 
irrespective of any actual investigation. Wright suggests that truth values 
are investigation independent. 

 Th is distinction seems to make room for an evolutionary naturalist’s 
belief in an external world without coming into confl ict with his supposi-
tion of an epistemic component of truth. However, the term “objectivity” 
has several meanings. In case one takes “objectivity” to denote a reality 
that exists independently of any  possible  investigation (by everyone), the 
evolutionary epistemologist would say that she cannot make much sense 
of such a notion where a certain class of statements is regarded as true 
or false regardless of our ability to establish its truth relation. But if one 
associates “objectivity” with a class of statements that is made true or false 
by a reality independent of anyone’s actual investigation, the evolutionary 
naturalist has no objection to such a discourse. One just has to maintain 
that a sentence possesses a truth value if, and only if, the stated fact of 
the matter can in principle be ascertained by experience. An assertion 
must, according to the evolutionary naturalist, be empirically decidable 
in order for it to be possible to say that it has a truth value. 26  

25   Wright (1987), p. 5 and pp. 148–49. 
26   I intentionally use assertion here. A “declarative” sentence is a kind defi ned in grammar, ending 
in a period. Not all declarative sentences make assertions, although that is their ordinary purpose; 
however, there is no single matchup between the grammatical categories—declarative, interroga-
tive, imperative and exclamatory—and the purposes sentences may serve, and of course sentences 
may serve multiple purposes, and in any case the purpose a sentence may serve cannot be decided 
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 Accordingly, let us turn to the assertion that semantic antirealism 
implies ontological antirealism. A semantic antirealist traditionally 
champions the assumption that the truth of a statement is determined 
by the epistemic grounds for asserting it. Th e reason is that our grasp 
of that statement must be tied to its use if some posited feature of its 
meaning should not remain unknowable to the speaker (and the hearer). 
Moreover, as Dummett emphasized, we seem to learn a language induc-
tively through the association of the use of certain sentences with the 
occurrence and non-occurrence of certain empirically recognizable situ-
ations, and it is only on the basis of our use of these sentences appropri-
ately in such situations that other speakers of the language can determine 
that we really understand the meaning of the sentence. However, the 
antirealist need not insist that the truth conditions of a certain class of 
sentences must be analyzable in terms of our beliefs in order for particu-
lar sentences of that class to be true. Instead she may argue that there are 
external facts that make decidable assertions true or false, but that the 
truth relation does not rest entirely on non-epistemic processes. Th us, 
she could argue that these truth conditions have to be specifi ed in terms 
of a possible state of aff airs that one can have observationally warranted 
beliefs about, while claiming that this external state of aff airs may exist 
independently of our cognitive apparatus. As a semantic antirealist the 
evolutionary epistemologist simply denies that sentences about material 
objects, perceptual or non-perceptual, can be translated into sentences 
about our opinions. Truth conditions of material object sentences cannot 
be specifi ed in terms of our epistemic convictions but at most in terms 
of what is in some way or another accessible to experience. Th e antireal-
ist may therefore argue that what makes a decidable sentence about a 
 material object true or false exists in the world independently of any 
actual investigation. But he also holds that this reality endows the sen-
tence a truth value only because what makes it true is acting as a ‘truth-
maker’ in virtue of its relation to the history of cognitive human beings. 

out of context involving reference to both speaker and audience. However, by defi nition, only those 
sentences that make “assertions,” no matter what their grammatical form, have truth value. So I’d 
recommend avoiding the declarative grammatical category altogether. 
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Th us, something is a truth-maker if, and only if, in the fi rst place it has 
been ascertained to satisfy some truth conditions. 

 Th e antirealist contention under discussion is that nothing can act as a 
 truth-making  fact unless it can be empirically or observationally grasped 
as such. Our sensory and instrumental understanding of the world makes 
it what it is. Th e way we pick up the world by our senses or by our instru-
ments determines what truth-making facts are for us: what counts as a 
truth-making fact, and what not, depends on the categorization we make 
and on the language we use to state those facts. Where the realist in gen-
eral believes that the world is once and for all divided into diff erent com-
partments of natural kinds and categories by nature herself, the antirealist 
considers it as a conceptually structured reality where the categorical divi-
sions are made by humans. For such an antirealist, of course, this does not 
mean that the reality in itself is an amorphous and non- structured whole, 
since, from his point of view, it makes no sense to distinguish between 
how the world is uncognized by humans and how they conceive it. 

 Indeed, both the realist and antirealist can agree that the categories 
employed by any language used to express facts (make truth-valued asser-
tions) are a human construction, because we know that not all human 
cultures and periods of history employ the same categories. But at least 
for those scientifi c realists who are naturalists, over time this categori-
cal scheme evolves so that it more and more closely matches the actual 
categories of reality, as Plato said, it “cuts nature at the joints.” So there 
are linguistic (or subjective) “categories” and ontological (objective) “cat-
egories” (a.k.a. “natural kinds”). But the evolutionary naturalists would 
not typically argue that there is positive selection in favor of organisms 
employing cognitive schemes in which the former approximate the latter. 
Instead, as semantic antirealists, they would maintain that our cogni-
tive schemata are a result of human adaptation to the empirical world. 
However, the ontological antirealist of the radical social constructivist 
type has to deny this, because for her there are no ontological (objective) 
categories; even if she accepts that an independent reality exists, she has 
to insist that nature does not come self-categorized. 

 Th us, I shall advocate semantic naturalism diff erent from both 
semantic realism and semantic antirealism. It maintains the principle of 
extensionality, which says that the truth of any extensional statement, 
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 A , is solely determined by the actual situation. But not all extensional 
 statements such as universal statements are empirically decidable. An 
extensional statement  A  can be decided to have a truth value if, and only 
if, we are able to observe whether or not its truth conditions are satis-
fi ed, i.e., to determine whether or not  A  corresponds with a truth-maker. 
Th is excludes some true extensional statements from being true in virtue 
of a truth-maker. Furthermore, other statements that are either true or 
false in relation to situations other than the actual situation are inten-
sional, but no truth-maker exists that makes them true or false. Th ese 
true statements without a truth-maker are claimed to be true by infer-
ence. Since undecidable statements do not address the current situation 
their truth does not come from any correspondence with a truth-maker 
but from their inferential coherence with all other decidable true state-
ments. Finally, any statement, whether extensional or intensional, that 
cannot be determined to be true or false by either observational means or 
by inference from true extensional sentences, are neither true nor false. 
For instance, negative statements are not true in virtue of truth-makers, 
but because we deductively infer their truth from positive, decidable 
statements; modal statements are not true in virtue of truth-makers, but 
because we inductively infer their truth from positive, decidable state-
ments; the same holds for universal statements. All decidable sentences 
are indicative, i.e., non-modal, whereas at least some modal statements 
refer to possible states of aff airs that are “contrary to fact.” 

 So the semantic naturalist argues that the conception of truth cannot 
be explained exhaustively by referring to the correspondence theory. Both 
the semantic realist and the semantic antirealist may fi nd support in this 
theory. However, the former is characterized by the fact that she sepa-
rates truth conditions and the conditions under which the ascription of 
a truth value can be warranted in such a way that it is always possible for 
an undecidable sentence to be false though our most informed judgment 
concludes it is true, and vice versa. In other words, the semantic realist 
claims that even if an undecidable sentence would be characterized as true 
after perhaps infi nitely many perfect investigations, it might in principle 
still be false. Th is is because various parts of an undecidable sentence have 
a unique intended reference, irrespective of the  impossibility of establish-
ing defi nitively whether this reference relation is successful or not. 
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 For the semantic naturalist, however, it is not entirely possible to 
 separate truth conditions and the ability to substantiate what counts as 
truth- makers. If it is correct that truth depends on reference and repre-
sentation, one could argue that the truth conditions assigned to a class 
of sentences rely on the innate conditions of reference, and these condi-
tions, yielding the truth relation, have to be accessible directly or indi-
rectly to the senses of humans and their instrumental investigation to see 
what such an interpretation of meaning is all about. Th e argument is that 
a certain sentence type can be true only if the various parts of it refer to 
actual elements of reality and only if the question of whether they refer or 
not can be settled by observational or operational criteria. In other words, 
a term cannot be said to have an external reference unless it is possible to 
fi x the referent of the term by certain experiential means. For instance, a 
term like “God” does not, according to the metaphysical antirealist, refer 
to a certain external entity because we have no observational methods to 
establish its truth conditions and thereby its reference. It seems possible, 
by explicit defi nitions, to introduce as many terms into a language as one 
likes, and by doing so, we can formulate meaningful sentences contain-
ing these terms. Nonetheless, this does not thereby ensure the externality 
of their extensions.     
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    6   
 Abstraction and Reifi cation                     

          What do we impose upon our experience and what can be drawn from it? 
It is well known that Hume argued that experience cannot be the source 
of beliefs in causal powers or physical necessities. All that is directly given 
by sensory experience is the constant succession of similar sensory impres-
sions in time. However, the mind is disposed to see necessities in them as 
soon as it recognizes a few repetitions of a pattern of events. It is the mind 
that reads those necessities into nature. Likewise, Hume maintained that 
our belief in the constancy of objects is due to a similar psychological pro-
pensity. Beliefs in the permanency of the everyday objects in our surround-
ings go well beyond what our senses allow us to experience. Hume granted 
that the human senses provide us with some idea of object’s stability and 
coherence, but that we assume much more while trusting that objects con-
tinue to exist regardless of whether or not anybody is looking. Th e belief 
benefi ts our purposes, Hume said, although it is the human mind that 
enforces its notion of coherence and stability on the experience of things. 

 For obvious reasons Hume was not defending a Darwinian epistemol-
ogy but his was as close as it could be as the immediate progenitor. Also, 
according to the Darwinian, humans are disposed to impose their cogni-
tive schemata and epigenetic rules upon the information received through 



the senses. As Ruse remarks, “Problems for the Humean are problems 
for the Darwinian.” 1  Not quite, however. Hume was not able to tell us 
why the mind possessed psychological dispositions to mold and structure 
our experience by certain categories that were not traceable back to the 
experience. Th e Darwinian is in a diff erent position. She could say that 
the notion of physical necessity and that of the permanency of physical 
objects exist as innate categories, because it has enhanced the individual’s 
chances for survival and reproduction if it has a propensity to see neces-
sity in succession. Th ose humans who believed in causal powers were 
biologically better off  than those who saw only accidental relations. It is 
because such benefi cial adaptations have evolved by natural election that 
we think of causation in terms of necessary connections. 

 Th e evolutionary naturalist cannot rest her case here. What happens to 
the skepticism that kills Humean epistemology? Is the real world just a fi g-
ment of our imagination that has proven its value in the fi ght for survival? 
It is easy to see what has happened to those humans who did not believe in 
an external reality that common sense teaches us. Th ey are long gone. Eaten 
by animals (which did evolve with an implicit belief in an external world) or 
died by accidents. But do we simply assume there is a real world just because 
believing this has been useful for our predecessors or because in fact there 
is an external world out there? Th e short answer is both. It is impossible to 
image that we as well as our distant predecessors evolved with the cognitive 
adaptation of believing in an external world if this world is merely a fi gment 
of the mind. 2  Assuming that the senses somehow tell us about an external 
world separated from us, the next problem becomes where we shall draw 
the distinction between categories of the mind that are there as a result of 
natural selection and categories that we have consciously created in human 
history and then imposed on nature herself? Th is leads us to reconsider some 
of the key concepts in science that may rest on abstraction and reifi cation. 

 Th e main suggestion of evolutionary naturalism is in line with Hume’s 
view that there are no abstract entities, neither particulars nor universals, 
and that some of the things we take for real, such as numbers, in fact are 

1   Ruse ([1986]1998), pp. 185–186. 
2   As well as a good part of the animal kingdom. If we can speak of animals as having beliefs, then 
surely the belief that there is an external world must have appeared fairly early in animal evolution. 
Even if they do not have beliefs per se, they surely have instincts that are predicated on the pre-
sumption of a real external world. 
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abstracted from the senses and later “reifi ed” or “objectifi ed” by our mind. 
Because the realist instinct has survival-enhancing benefi ts, reifi cation is so 
attractive and seductive to all of us. We have gained the ability to abstract 
from our sensory information about concrete particulars in virtue of certain 
cognitive mechanisms. Th e explanation is that it has been of great evolu-
tionary benefi t for us to grasp our actual experience in ways that allow us to 
understand it to be similar to other earlier and later experiences and under-
stand what might have led up to this experience and what might follow 
from that experience. However, the process of abstraction works in at least 
two ways. One happens automatically or subconsciously because our inborn 
cognitive mechanics do what they are adapted to do without being informed 
by any conscious refl ection; the other is not carried out automatically, but 
is a result of a conscious work by our imagination and refl ection. In addi-
tion to the ability of abstraction, we have also gained an ability to project 
these abstractions onto our sensory experience. Such a projection is part of 
the biological value of abstraction. It is from such a natural projection that 
we gain the habit of reifying those abstractions to make them self-subsisting 
parts of the real world. Th is trick originally evolved as parts of the adaptation 
of our predecessors’ cognitive capacities, but it apparently continued to be 
the operative mechanism when the evolution of imagination and refl ection 
took place. However, we should not forget that the projection of abstrac-
tions is due to our mind and that in the hands of refl ection it becomes a 
misleading guide with respect to metaphysical thinking. 

6.1   Common Sense and Externality  

 Th e Darwinian scenario pictures the failure of the organism to ‘fi t’ its envi-
ronment as that which causes to perish before it can reproduce. As a sci-
entifi c assumption, Darwin’s model of selection presupposed that a world 
exists that is separated from the organism itself. Th is model explains the 
organism’s environment as the key causal factor in the evolution of new 
organisms and new cognitive adaptations of organisms. An organism’s sur-
roundings determine which cognitive schemata and mechanisms (or epi-
genetic rules) are useful and which are not. So the question about externality 
boils down to the following issue: do humans have a notion of an external 
world only because this notion has functional value or do they also have it 
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because there is an external reality? An obvious response would be to say 
that the notion of an external reality has a functional value for us, because 
no concept can have a functional infl uence unless that which falls under it 
exists. But if this is true, it implies that the same holds for causal powers and 
physical necessities in the world. Th ey must also exist because of their role 
in the ability of humans to interact with natural processes. A closer look 
also reveals that beliefs can be extremely useful without standing for any-
thing in reality. From a Darwinian perspective people have religious feelings 
because these emotions create social cohesion and help followers to reconcile 
and fi nd comfort in the midst of a miserable life. Even accidental but false 
beliefs may sometimes be useful for human actions by preventing people 
from doing something with fatal implications. So beliefs may be functional 
also when they are far from true. What matters is that one has faith in them. 

 A diff erent response would claim that our cognitive schemata and mecha-
nisms have been ‘selected’ by nature according to whether they give human 
beings the capacity to experience nature as it really is. Eventually our thought 
processes have adapted to disclose our physical surrounding as objectively 
as it can be. Again such a suggestion does not hold up to closer scrutiny. 
Natural selection and adaptation do not bring us nearer to the ultimate 
truth. We have the cognitive schemata we have from natural selection since 
they were genetically available for our predecessors as a way of handling the 
world. Th ese schemata might have been diff erent, in which case our thought 
processes would have been diff erent. Nature does not wait for a perfect 
match between the beliefs, which the genetically inherited schemata lead us 
to assume, and the way the world really is. Selection works on the material 
given at any time, and an organism has to make the best adaptation out of 
it. So from an evolutionary perspective the way we experience the world is 
contingent; it is no more ‘correct’ or ‘necessary’ than any other adapted form 
of cognition would be. To illustrate the point imagine all possible worlds 
in which the evolution of human beings takes place. Had Kant been cor-
rect in his assumption that the categories of thought were necessary for any 
possible experience, all rational beings would necessarily come out with the 
same cognitive schemata in each of these possible worlds. Th e Darwinians, 
however, would have to accept that the cognitive schemata and mechanisms 
could have been diff erent in other possible worlds. All that the refl ective 
mind can make use of is the way the cognitive schemata have developed by 
chance in the actual world and apply them to the actual appearances. 
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 Th e Darwinian can say, or rather would aver, that there is an exter-
nal world since evolution has adapted our thoughts to believe that 
 information received by the senses is not produced by ourselves but has an 
external origin. We could not have evolved a skeptical disposition toward 
the origin of this information. We would simply have passed away. So the 
existence of an external world is an undeniable part of common sense. Th e 
next step for the Darwinian is to ensure that substantial ontological claims 
about the external world may have a cognitive content: Th is they have if, 
and only if, the truth of these claims can be justifi ed in virtue of the cognitive 
resources that evolution has put into our disposal. Th e cognitive resources 
we have in our possession include sensations, cognitive mechanisms to pro-
cess sensory information, purposeful actions as well as a language to express 
ontological claims. Th e Darwinian would keep his substantial ontological 
claims as close as possible to what can be known by the senses. He main-
tains that there is an external world, but he see no reason to claim that it is 
objective if one takes objectivity to mean that it has a defi nite nature in itself, 
independently and beyond of human cognitive awareness of it. It is reason-
able to assume, she argues, that the evolution of our cognitive resources 
started out with the capacity of organisms to obtain physical signals from 
the environment in the form of cell receptors to external stimuli. All other 
mechanisms have adapted around this capacity as various responses such 
that they have enhanced rather than weakened our capabilities of learning 
from such stimuli. So for the Darwinian substantial ontological claims con-
cerning the external world can only be justifi ed up to the point where our 
intellectual powers can still appeal to our sensory experiences. It does not 
make sense, according to the Darwinian, that something should really exist 
that we cannot in principle be aware of or with which we cannot in principle 
interact, and it is a misuse of our intellectual powers to believe that they can 
grasp a reality to which they cannot possibly be adapted. 

6.2   What Makes an Entity Abstract?  

 All sensory information is about concrete objects and events. Th e mind 
can distinguish this information so it experiences separated objects stand-
ing out from their environmental background. So we experience not only 
concrete particulars as being in space and time, but we also take them, 
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rightly or wrongly, to exist in space and time. Th us, ontologically con-
crete particulars such as objects exist in space and time, or at least in 
time, and their place therein constitutes their identity conditions. Often 
philosophers also point to the causal factor. Objects in space and time 
are able to interact with other objects and therefore have causal powers 
and liabilities. Space and time may not form the identity conditions of 
events, since two diff erent physical events can occur at the same space- 
time point, but following Donald Davidson’s suggestion, having the 
same causes and the same eff ects may then provide the necessary identity 
conditions. So for concrete particulars such as physical events, which are 
in space and time, the same place in a certain chain of causation is what 
makes them identical. Indeed, the last claim is problematic because of the 
apparent circularity, but I shall set this issue aside. 

 In contrast to concrete objects, abstract particulars are considered to 
be those that do not share any of these identity conditions. Several dif-
ferent ways to understand what it means to be an abstract entity may be 
adopted. Th ese diverse conceptions rely on the criterion that is used to 
pick out an entity as abstract rather than concrete. In the current philo-
sophical debate the following suggestions have been proposed:

    1.    Abstract entities do not exist in space and time.   
   2.    Abstract entities cannot act causally.   
   3.    Abstract entities are logically incapable of existing separate from other 

things.   
   4.    Abstract entities are those that are introduced as conceptual abstrac-

tions by the way of Frege’s abstraction principle.     

 Th e fi rst of these attempts to portray abstract entities sees them in direct 
opposition to concrete entities, which are characterized by having essen-
tially spatio-temporal properties. Th ings like numbers, sets, universals, 
and propositions can also be ascribed properties, but none of them have 
spatio-temporal attributes and therefore cannot be identifi ed in terms of 
a space-time location. Nonetheless, such things can be said to ‘exist’ as 
abstract entities, for their existence must be presupposed in order to make 
statements about numbers, sets, universals, and propositions true. 

 Closely associated with the view that abstract entities do not exist in 
space and time is the claim that they are incapable of having any causal 
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infl uence on anything. It is, if not impossible, at least very diffi  cult to 
imagine how something that does not exist in space and time could act 
upon something in space and time. Already in his own time, it was a 
common objection against Descartes’ dualism that it was incapable of 
explaining how the mind, essentially not extended in space, could caus-
ally act on the body, which is essentially spatially extended. 

 An alternative conception of abstract entities takes them to be inca-
pable of existing independently of other things. 3  We may, following 
Aristotle, defi ne a “primary substance” (i.e., a ‘being’ ( ousia )) as a con-
crete particular whose existence does not depend for its existence on 
any other particular. It then follows, by contrast, that a particular whose 
existence is dependent on other particulars cannot be a ‘substance;’ it is 
therefore an abstract entity in the sense under discussion. A Platonist, in 
contrast to the Aristotelian, would indeed object to such a specifi cation. 
For him abstract entities are not dependent on concrete particulars; in 
fact, the latter is what it is only because it participates in the former. But 
if we grant that abstract particulars are ontologically dependent on con-
crete things, it seems to imply by necessity that abstract particulars only 
exist because concrete particulars exist. But how can abstract particulars 
depend on concrete objects without being caused by them? Well, the 
whole depends for its existence on the parts; had it not been for the parts 
there would be no whole, even though the parts do not cause the whole. 

 Nonetheless, it could be argued that also properties cannot exist on their 
own—they have to have a substance to be ‘in’—all properties by this defi ni-
tion are ‘abstract’ universals. But neither could a substance exist without its 
properties. Of course, properties might never exist ‘on their own,’ but always 
‘belong’ to some ‘being’ (substance), and therefore when experienced, they 
are always this or that concrete thing’s properties. In contrast, physical enti-
ties always exist ‘on their own’ and never ‘in’ something else. So, apparently, 
substances and properties have a very diff erent ontological status vis à vis the 
abstract versus concrete discussion. In support one may argue that while enti-
ties must exist to make statements that refer to them true or false, the same is 
not true of properties. I may, for example, defi ne the property of ‘omniscience’ 
and proceed to argue that it exists nowhere. However, we could make state-
ments about ‘omniscience’ (aside from its non-existence) that might be true 

3   See, for instance, Lowe (1998), Chap. 10. 
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or false. For example I might say “Omniscience is desirable.” So predication 
of  properties of properties is in a very diff erent situation from predicating 
properties of entities. But the argument does not hold water. Some state-
ments about non-existing entities, say, unicorns, are true or false by defi ni-
tion. Moreover, properties of properties, or second order properties, are in 
fact abstract properties, and statements about them may also be true or false 
internal to a language. 

 Of course, it may be possible in thought to separate a substance and its 
properties where ontologically one depends on the other, even if they cannot 
be separated in reality. An illustration of such a separation would be when-
ever we think of a particular statue as being divided from the bronze of which 
it is made. Nevertheless, this view that abstract universals necessarily depend 
on concrete particulars seems to exclude events from being concrete particu-
lars, since events cannot exist inseparably from those things they involve. Th e 
emission of light cannot exist independently of the source that produces it. 
But events are concrete particulars to the extent that they exist in space and 
time, they also participate in causal explanations, and sometimes we even 
identify a concrete object in virtue of a certain event. A sudden fl are on the 
sky, a supernova, may be used to identify the star that once exploded. So, 
apparently, an entity can be an abstract one in the sense of being existentially 
dependent upon other entities, but we can still point to it a concrete particu-
lar in terms of having a location in space and time. Indeed, this is not satisfac-
tory. Th e conclusion must be that ontological independence cannot count as 
a  suffi  cient  criterion for distinguishing abstract from concrete. 

 However, I am critical toward using this criterion even as a  necessary  
criterion for two reasons. It excludes Platonism by fi at, and thereby it 
introduces entities that are existentially dependent on concrete objects 
but in contrast to them are not particulars in space and time. How is this 
possible? If abstract universals are existentially inseparable from concrete 
entities, it may because they are identical, which they are not; it may 
because they are ‘coextensive,’ which they are not, or it may because the 
existence of concrete entities causes abstract universals to exist, which 
they do not. It makes little sense to say that a particular in space and 
time causes something that is not a particular. Moreover, causation is 
not a strong enough relation to establish existential inseparability. But I 
think that (3) is useful as an indication that so-called abstract universals 
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may entirely lack a mind-independent ontological status. Aristotle pos-
tulated a certain mental function, “abstraction,” by which the universal is 
comprehended in the particular. In my view this implies that according 
to the Platonist interpretation something is an abstract entity if, and only 
if, it satisfi es criteria (1) or (2), whereas in the Aristotelian interpretation 
something is an abstract universal within a particular object if, and only 
if, it fulfi lls criteria like (3) or (4). 

 Th e fourth conception goes back to Frege. Th e idea is that abstract 
entities are abstracted from concepts following the Fregean abstraction 
principles. We sometimes refer to concrete objects by using functional 
expressions of the form “the  F  of  a. ” For instance, we say “Th e capital 
of Canada” or “Th e quotation of Einstein in this paper.” Interestingly 
enough, Ottawa might not have been picked as the capital of Canada; it 
might even today have belonged to France, England, or the USA. It is not 
part of Ottawa’s essence to be the capital of Canada. Similarly, this paper 
may have omitted any direct quotation; thus, it is not part of the essence 
of the paper in question to have a quotation of Einstein. Th e claim is, 
however, that in those cases where the functional expression “the  F  of  a ” 
does not refer to any concrete object, say ‘Th e direction of a line,’ then it 
is assumed to fulfi ll Frege’s abstraction principle. 

 But how do we fi nd out whether “ F ” an abstract sortal or not? For 
instance, how do we recognize, when saying “Th e time of the attack on 
the Twin Towers in New York,” that the moment to which “time” refers 
is an abstract or a concrete existent? 

 Obviously, if  F  is existentially dependent upon  a , what is needed is a 
criterion of identity that quantifi es over a diff erent kind of objects than 
over those for which it provides a criterion of identity; that is, it must 
quantify over objects of the same kind as  a  instead of objects of the same 
kinds as  F . Th is is exactly what Frege’s abstraction principle demands. Th e 
identity criterion for such cases can be stated in terms of a biconditional, 
where one side contains an expression of identity between such objects, 
which are referred to by means of a functional term relating them to items 
of the kind quantifi ed over, and the other side contains an  expression that 
ascribes a certain property to these items and states an equivalent relation 
connecting them. Th erefore two particular objects,  a  and  b , are identical 
if their functional descriptions fulfi ll the following equation: 
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 (A) ( x )( y )(f( x ) = f( y ) if, and only if, G( x ) & G( y ) &  yRx ). 

 Th us, applying (A) to time instants, we get something like the 
following: the time instant of  a  is identical with the time instant of  b  if, 
and only if,  a  and  b  are events and they coexist. Moreover (A) can simi-
larly be extended to spatial points as well if we replace events with objects 
and the relation of coincident. 

 Still we have to specify the features of  R  that make it an equivalent relation. 
Th at feature of  R  does not suffi  ce as the abstracting feature owing to the fact 
that functional expressions like “Th e capital of Canada” and “Th e capital of 
the world’s second largest country,” both selecting a concrete particular, fi t the 
principle under discussion. We have namely that the capital of  a  is identical 
with the capital of  b  if, and only if,  a  and  b  are countries and  a  and  b  coincide.

  Bob Hale proposes, however, that  R  should meet some further require-
ments. He argues that 

 F  is an abstract sortal iff , for any  R  that grounds  F , either (1)  R  cannot hold 
between spatially located items at all or (2)  R  can hold between things that 
are spatially, but not temporally, separated. 4  

   Th e fi rst proviso rests on the natural idea that  R  need not exist in space, 
since the objects over which we quantify can be abstract objects them-
selves. Th e second proviso says that in case the quantifi cation runs over 
concrete objects,  R  cannot connect temporally separated items (because 
 R  would then not be symmetric). What is important then is how the 
grounding relation  R  attaches  F  with  a  while it excludes  F  from being a 
concrete sortal. Concerning  R , Hale urges:

   R  grounds  F  iff , for any statement of identity linking  F -denoting terms, 
there is some statement to the eff ect that  R  holds among certain things, the 
truth of which is (logically) necessary and suffi  cient for the truth of that 
statement of  F -identity. 5  

   Th is characterization of the grounding relation does not secure that 
(A) always picks out an abstract entity. Th is can easily be seen in case we 

4   Hale (1987), p. 61. 
5   Ibid., p. 59. 
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substitute “Th e capital of Canada” and “Th e capital of the world’s second 
largest country” into (A). Th e truth of the right side is both logically nec-
essary and suffi  cient for the truth of the left-hand side. 6  Th us, it seems 
clear that an abstraction principle of such a simple form as (A) cannot 
function alone; it only provides a supplement of identity conditions to the 
conception according to which an abstract entity is existentially depen-
dent and identity dependent upon another entity. 

 Th e entity to which  F  refers is one whose existence strongly depends 
upon  a  and therefore whose identity essentially depends upon  a . 7  So 
using the abstraction principle (A), we do not get any further help in 
determining whether  F  denotes or does not denote an abstract unless we 
know this in advance: Th e nature of an entity whose essence it is to be 
 F  of  a  is an abstract. What we need to know in advance, it seems, is 
whether  F  is logically incapable of existing independently of  a . 

6.3     Abstract Objects Versus Abstracted 
Concepts 

 Common-sense realism does not have room for abstract objects as beings. 
Plato was extremely aware of this fact when he argued that the ultimate 
reality consists of permanent forms or ideas that are separated from the 
world of fl uctuating phenomena. What characterizes his forms or ideas 
is what characterizes abstract objects. Th ey are assumed not to exist in 
space and time as well as being causally inert. In contrast concrete entities 
include any entity that exists in space and time and any entity that can 
be created, interacted with, or destroyed. Th e classical problem is how 
one can know that such abstract objects exist if they cannot impinge on 
our senses. As causally inert they cannot be objects for empirical scrutiny. 
Plato had few problems concerning the alien nature of abstract objects. 
He thought that the mind was equipped with a capacity to intuit them. 
But already Aristotle was skeptic about such a faculty, and much later 
Hume ruled out any idea that did not originate in sense impressions. 

6   See Burgess & Rosen (1997) for further criticism. See also Lowe (1998), pp. 52–53, where he 
argues that Hale’s proposal is fatally fl awed. 
7   See Lowe (1998), pp. 215–216. 
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What we cannot directly experience but still believe to exist is due to 
habits and propensities. Th e Darwinian joins in, arguing that abstract 
objects, which may include Kant’s things-in-themselves, are assumed to 
exist independently and beyond the grasp of human sensory and intel-
lectual capacities. Th e metaphysical realist simply lacks any argument 
demonstrating that biological evolution—besides providing us with the 
ability to register things in our physical environment—also have fur-
nished us with a faculty, like rational intuition, of being aware of a reality 
which we have no causally prompted information about. For this reason 
the metaphysical realist simply postulates the existence of things that are 
inaccessible to human faculties. 

 Still the metaphysical realist may argue for the existence of abstract enti-
ties because these are thought to be indispensable as truth-makers. For 
instance, mathematical sentences are true; therefore mathematical objects 
are necessary for them to be true. Nobody would argue that sentences about 
concrete entities are true of these objects if the objects mentioned by the 
sentences do not exist. Th e same must apply to mathematical sentences; 
they can be true only if something makes them true, which are therefore 
assumed to be “mathematical entities.” Numbers as abstract entities do 
not exist in physical space and time but we have knowledge of them even 
though they do not causally infl uence our mind. Indeed the evolutionary 
naturalist, being a metaphysical antirealist, would deny that abstract entities 
belong to what really exists. Instead, he argued that mathematical objects, 
like other seemingly abstract entities, exist in virtue of being constructed 
by us. Th ey are not independently real but of our own creations. So sen-
tences about abstract objects are not true in virtue of a correspondence with 
some fi ctitious abstract entities; they are true because we have defi ned under 
which conditions such sentences are true and under which they are false. 

 So the evolutionary naturalist abstains from calling abstractions “real enti-
ties,” and in doing so her point is that these abstractions do not have any 
“being” apart from human thought. An abstract object is nothing but an 
unjustifi ably reifi ed concept or mental construction. Th e term “entity” is 
the paradigmatic word for saying something has being, or is real on its own. 
However, Aristotelian  ousia  (beings) were anything that can be the subject of 
true or false predications; so in that Aristotelian sense the abstractions of sci-
ence are “beings” since theory allows us to make true or false statements about 
them. But after Descartes, we distinguish between particular substances, 
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which have formal reality—the kind of reality something has in virtue of the 
kind of thing it is—and those ideas that have only “objective reality”—they 
can solely be objects of thought. Th e distinction between formal existence and 
objective existence is indeed a scholastic distinction, which is like the newer 
distinction between objective and subjective. Th e formal existence is the reality 
a thing possesses in virtue of being an actual or existent thing and not an exis-
tence that it has because it is of a certain kind. When you think of something 
(i.e., experiencing an idea of it), this has objective existence. It exists as an 
object of thought. Descartes used this distinction to help him in bridging 
his ontology and epistemology. Th e evolutionary naturalist sees the matter 
in a diff erent light. Abstract objects are objects of thought, and as such they 
are real with respect to these thoughts, but they have no objective reality in 
the contemporary sense, as I shall argue in the next chapters. Th us, accord-
ing to the evolutionary naturalist,  abstract objects are concepts abstracted 
from sensory information about concrete individuals and then reifi ed as being 
independently real . 

 Let us conclude this section by returning to Carnap’s view. In his famous 
paper “Empiricism, Semantics, and Ontology,” Carnap presented what 
was a very signifi cant challenge for any study of ontology and metaphys-
ics in general. Specifi cally, Carnap was concerned with abstract objects 
and the possibility of putting forward substantial ontological claims con-
cerning the real existence of such abstract objects. Non-technically for-
mulated, Carnap’s challenge consists in the claim that any assertion about 
the existence of abstract objects is not an assertion within the language 
of the assertion but an assertion about that language or more precisely an 
assertion whose truth or falsehood is fully determined by the rules for the 
language in which the particular utterance is asserted. It is in this sense 
that it is postulated that existence claims concerning abstract objects are 
not substantive ontological claims. 

 Using a Carnapian terminology, but not his defi nitions, we may 
say that an existence claim may be interpreted internally or externally. 
Internally interpreted existence claims concern phenomena that exist in 
virtue of the language itself in which they are asserted, but externally 
interpreted it concerns the actual things that exist independently of the 
language in which they are asserted. Abstract  concepts  are such language- 
dependent constructions, whereas abstract  objects  are assumed to be 
language- independent entities. Th e task of the evolutionary naturalist is 
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to show that the inference to the existence of abstract objects is unsound 
and unnecessary; all that can be soundly inferred and that it is necessary 
to assume is that abstract concepts exist as human constructions, that 
is, as ideas in human minds. All existence claims that allegedly refer to 
abstracted entities have no cognitive content, unless they are construed as 
internal existence claims within that very language. 

 Abstract concepts are like social constructions such as money, 
 marriages, trade unions, and governments—they exist in virtue of our 
own thinking and actions. Th ey do not have an ontological status apart 
from what we make of them. But abstract concepts are also diff erent from 
social constructions. Where social constructions typically are language 
based, abstract concepts are biologically based. Th e fi rst group of enti-
ties exists because of intentionally established conventions and the social 
ontology emerging from it may vary from one culture to another. Th e 
second group has its root in our biological adaptation and the ontology 
assumed by the currently best available theory of organic evolution. If we 
accept this paradigm we are committed to this ontology. 

 As providing a prototype ontology concepts appeared in the evolution 
of cognition as neural blueprints for organization, navigation, and predic-
tion in the organism’s adaptation to its environment. Apparently, the fi rst 
abstracted concepts were those of perceptual sorts, which required a sen-
sory capacity for distinguishing similarities and dissimilarities among the 
sensory impressions of the organism, a capacity that eventually resulted 
in the forming a mental response to the similarities among diff erent spa-
tially or temporally distributed kinds. Th e fi rst level of abstraction is from 
“concrete individuals,” and once concepts for the lowest  infi mae species  
arise, then these kinds are treated as the “individuals” of higher abstracted 
“kinds.” Much later the refl ective mind of philosophers constructed a 
matching ontology as if the abstracted concepts corresponded to some fea-
tures of the world over and above the very concrete individual exemplars.  

6.4     Why Did Abstracted Concepts Evolve? 

 Why do we need abstracted concepts but not ontologically self-subsisting 
abstract objects? Th ere must be an evolutionary explanation of our ability 
to think of things as something that can be absent from our experiential 
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fi eld and still exist. Likewise, there must be an evolutionary account of 
why we form concepts abstracted from similar but numerically diff erent 
things. It has been a huge advantage for our survival that we can imagine 
that something constitutes a unity in space and time so we can identify 
two experiences as of the same object when this object has disappeared 
out of sight in between these two experiences. Such a unity of experience 
is possible only if we imagine the existence of space and time as providing 
the continuation of identity of various substances. Similarly, we have also 
benefi tted from being able to consider spatially and temporally separated 
objects as belonging to the same kind and from classifying properties, 
e.g., colors, shapes, etc., into the same categories. Th e ability of mental 
abstraction from common features among discrete objects in our environ-
ment has helped us in identifying dissimilar objects and thereby forming 
our actions diff erently toward dissimilar types of objects. Th e rise of lan-
guage has even improved this ability in virtue of the inclusion of imper-
ceptible features in the linguistic characterization of invisible objects. 

 Another type of abstraction stems from our inherited ability to refl ect 
consciously on our own thinking and cognitive practice. Th e separation of 
sounds, names, and utterances from what they designate is part of our gen-
eral cognitive mechanics of separating and identifying objects of thought, 
an ability that has strong roots in the general conception of the external ver-
sus the internal world. Our refl ection of our own cognitive practice includes 
refl ection on our thinking in order to learn what is common about our 
ways of thinking and perhaps improve on what is the most rational method 
to use in various situations. Th is led  Homo sapiens  to form civic societies for 
protection and collaboration and to explore nature for their own prosperity. 

 We have also benefi tted from the ability to think of numbers as not 
associated with any particular objects. Eventually thinking of numbers 
was abstracted by refl ection from groups of individual objects. Instead, 
numbers were understood as mental tags that could be used to designate 
any accidentally chosen objects, and counting was considered to be a 
numerically ordering of a set of chosen objects as they appeared separated 
in space and time. Apparently, the potential infi nite series of numbers 
stems from the ability of our imagination to envision that we can always 
tag a further object in relation to those that have already be named and 
counted. Th e capacity of counting helped us to keep track of off spring, 
groups, games, etc. Reproduction is good for the survival of ones’ genes, 
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but for very low reproductive animals like  Homo sapiens , mating is no 
guarantee for success unless one has a way of realizing that one can be 
outnumbered by hostile humans or fi erce animals. 

 So it seems that our disposition to form concepts abstracted from sen-
sory particulars has been selected for two adaptive reasons. It enables us to 
identify and individuate concrete objects, properties, and relation across 
diff erent sensory experiences. We are perceptually aware of merely what is 
present here and now, not of what exists elsewhere or what has been present 
and is going to be present. Th us, any ability to transcend the information 
confi ned to our immediate sensory modalities would make an organism 
more successful. Moreover, refl ective consciousness could not evolve unless 
an aptitude to identify and classify our own perceptions, imaginations, feel-
ings, emotions, and thoughts had co-evolved. Self-refl ection and the ability 
to classify our intentions help us to plan and act according to those wishes. 

 Th e advantage in forming concepts abstracted from regularities among 
our sensations is quite understandable from an evolutionary point of view. 
However, it is impossible to explain the evolutionary benefi t from assum-
ing that concepts exist as abstract entities independently of the human 
mind. Considered as abstract objects, such entities could not have had 
any impact on biological selection. Th us, it does not make sense to claim 
that abstract objects exist, since we cannot have been adapted to know 
their existence. We can know only what is of a biological advantage for 
us to know, but alleged abstract objects cannot be among those things.     
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 In Defense of Nominalism                     

          Our everyday world is made up of a countless number of things. In daily 
discourse we take the existence of these entities for granted because of 
our awareness of their sensory presentation to us. Th us, the world of 
experience consists of many diff erent kinds of things that are divided 
into a plurality of ontologies. Many of these objects either have a proper 
name or are called by a kind term. In the tradition following Quine many 
philosophers think of an ontology as an interpretation of a language that 
makes the language true by assigning a domain of object to the individual 
variables and let the variables run over a series of properties and relations 
that satisfy the predicates. Th us, an ontology can be defi ned as a group 
of objects that is taken to exist in order to make a language true and that 
is somehow closely conceptually or functionally connected. If natural, 
they are assumed to belong to the same family of objects; if artifi cial, 
their kinship is constructed. Th is could be the ontology of hunting or the 
ontology of shoemaking. 

 Looking at science, we fi nd that the various sciences do not reduce this 
number of ontologies but constantly expand it in order to understand 
newly discovered phenomena under investigation. We have for instance 
the ontology of anatomy, of physiology, of metabolism, of cell biology, 
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of molecular biology, of neuroscience, etc. Th e practice of science seems 
to speak against the high hopes of some philosophers and scientists that 
from a scientifi c perspective it is always possible to reduce the plurality of 
ontologies to some fundamental ontology such as physics. 

 Th e evolutionary naturalist has no reason to assume that universal 
reductionism or eliminativism is possible. According to him, physics is 
as much a result of our cognitive powers as any other scientifi c disci-
pline. Classical theory reduction, where a set of phenomenological laws 
is reduced to some more fundamental laws, has been obtained in only a 
few cases; even if one opts for a more modest reductionism in the form 
of reductive explanations, where one explains one kind of entity in terms 
of another kind, such a weak sort of reduction often also fails because we 
ascribe properties to the whole system that cannot be explained in virtue 
of their constituents. Th us, as matter of fact, our understanding of most 
disciplines is such that each constitutes its own ontology. We report our 
observations in diff erent vocabularies from one science to the next and 
therefore conceptually classify them diff erently. So what interests us here 
is not so much the debate over the reduction of ontologies to a more fun-
damental set as what makes us classify a group of objects under the same 
concept. How does this plurality of ontological categories appear in the 
fi rst place? How do we get to the idea that some particulars are so similar 
to one another that we take them to be of the same kind? 

 From an evolutionary perspective, sense organs are adapted to pick up 
information about concrete objects. Natural selection has produced those 
creatures that are able to separate and individuate their physical environ-
ment into particulars. Particulars have to stand out from the sensory back-
ground to give experiential focus and direction to the organism’s awareness. 
In this way many species are able to deal with physical hindrances, fi nding 
food, and escaping other hostile creatures. Th is capacity for sensing con-
crete particulars also allows many species to identify their mates and to 
breed and raise off spring. Th e mechanism of separation and individuation 
allows orientation, protection, food fi nding, mate selection, and, if neces-
sary, off spring feeding. Objects appear to have individual properties that 
not only make it possible for animals to experience these objects as par-
ticulars, but also to identify them as the same particulars over time. Based 
on the ability to identify and remember similarities in perceptual stimuli, 
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these creatures are able to sort concrete particulars into perceptual classes 
and thereby demonstrate their capacity of learning perceptual concepts. 

 However, human beings share with all other animals the ability to clas-
sify perceptual stimuli into objects of diff erent sorts. Apparently, par-
ticulars that have one or more properties in common are perceived as in 
some way similar. Is it, as realists suggest, just because some particulars 
share some common properties that make them belong to the same kind, 
or is it, as the nominalists maintain, just because the concept of a par-
ticular kind is constructed by putting all objects that are quite similar 
into the same category? Th e simple perceptual ontology of individual 
kinds of animals is highly restricted in comparison to the many com-
plex ontologies of human beings, because of animals’ limited conceptual 
capacity. But the fact that birds and mammals are able to conceptualize a 
bit of their environment does not  per se  exclude the possibility that indi-
vidual objects and properties are what they are because they participate 
in independently real universals. Nevertheless, nonhuman animals can 
perceptually categorize sensory stimuli into particulars as well as natural 
kinds, and we know from evolutionary biology that such a capacity has 
evolved as the outcome of many selections of accidental variations proved 
to be useful adaptations to the physical environment. Th us, it seems very 
unlikely that this capacity at the same time should have been formed in 
virtue of an evolution caused by the existence of a realm of abstract uni-
versals existing separately from concrete particulars. 

7.1     Concrete, Artifi cial, and Nominal 
Particulars 

 Evolutionary naturalism divides the world into three main categories. 
First, there are all of those concrete particulars of which the natural world 
consists, including of course those particulars whose existence can be 
experientially or experimentally established. Th ese are the  natural entities . 
Some of them have helped determine the selection of every animal’s sen-
sory and cognitive capacities. Th en we have the  artifi cial entities,  which 
are created and designed by human beings and some higher animals for 
certain purposes. Th ese particulars may comprise physical things like 
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tools, houses, bridges, cars, crops, breeding, and new organisms bred 
by artifi cial selection or genetic engineering, but also social institutions 
such as nations, governments, corporations, universities, wars, marriages, 
and works of art. Finally, there are what might be call  nominal construc-
tions . Humans have constructed these in order to understand the con-
crete particulars. Nominal constructions exist as mental creations, and 
like artifi cial particulars they have been designed for certain purposes. 
Nevertheless, they can be distinguished from artifi cial entities, as we shall 
see, because they are not only causally inert by themselves but even our 
beliefs in them have no causal consequences. Th ey are fi ctitious, but by 
imagining them as real nevertheless helps us to structure our thoughts. 
Among the nominal constructions we fi nd universals, necessities, pos-
sible worlds, and numbers. 

 Now natural entities exist in space and time as concrete particulars, 
and therefore we are often able to individuate each of them in terms of its 
spatio-temporal positions because each one cannot occupy more than one 
place at a time. Th is invariably holds for material objects as long as we do 
not grant them the possibility of time travel. 1  Being concrete particulars 
also associates causal powers with natural and artifi cial entities. However, 
if two or more events can occupy the same place at the same time, there 
may be a problem with this way of individuating physical events. But this 
is not a problem we shall address here other than pointing to causation 
as a possible principle of individuation. 2  Turning instead to the artifi cial 
particulars we fi nd that many of them have a confi ned physical existence 
in space and time that allows us to individuate them accordingly. Being 
an artifi cial entity also implies that, though physical, it has been designed 
to fulfi ll a certain human purpose. Th erefore, some artifi cial entities can 
be identifi ed by their function. So you can look at it as either a concrete 
or an artifi cial particular depending on how you chose to identify it. 

 What about the non-physical of the artifi cial entities such as govern-
ments and marriages? In general we cannot directly identify them as 
 having a defi nite place in space as we can with most physical particulars. 

1   In contrast to physical objects electromagnetic fi elds, for instance, do not have particular spatio-
temporal positions but nevertheless exist in space and time. Th ey also belong to the category of 
natural entities and as such they can be seen as concrete particulars. 
2   See Davidson (1969). 
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It seems impossible to argue that a marriage exists in a certain place. 
A man may be spatially separated from his wife and still be married to her. 
Nor shall we say in this situation that their marriage is spatially extended, 
whereas when they are at home together it is spatially unextended. 
However, a marriage or a government has a precise extension in time 
because of social actions and rules that defi ne their beginning and end. 
Usually the existence of this kind of artifi cial particulars is taken to be a 
result of a social construction, which means, as John Searle argues, that 
humans as intentional beings outline the rules or conditions under which 
something is a marriage or a government. 3  Th is may well be true. At the 
same time both a marriage and a government supervene upon human 
beings’ mutual beliefs about certain social and physical facts. Th ese facts 
may be connected to actions and the physical artifacts of these actions 
such as signed documents, testimonies, utterances, texts, and paintings. 
Both the marriage and the government exist in virtue of the institutional 
relations that exist between two persons or a number of persons, and 
institutional relations exist as long as the involved partners take them to 
exist. Th e existence of institutional relations depends on human beliefs 
in such facts and their existence is expressed through people’s behavior. 

 Th us, a particular marriage or a particular government can be indi-
viduated by specifying the involved people, and a company can be indi-
viduated by its articles of association or public registration, etc., all of 
whom or which exist in space and time. Th at social institutions can be 
so individuated and therefore exist as concrete particulars is due to the 
fact that the shared beliefs in them have causal impact on the believers as 
well as non-believers. Not all artifi cial entities exist at a particular place, 
but since all are designed for behavioral purposes, our beliefs in them 
constrain our behavior and have important consequences for our actions. 
If this analysis is correct, it means that our belief in such artifi cial entities 
establishes them as concrete particulars because of the causal role these 
beliefs have for forming our action. 4  

3   Searle (1995). 
4   Suppose all parties to marriage get amnesia; thus no one believes they are married. Is the marriage 
then dissolved? It has no causal eff ect on their behaviour. If also no documents exist, I have no 
problem in saying yes to the question. 
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 All this seems to be accountable from an evolutionary perspective. 
Natural selection has given human beings an intentional capacity for form-
ing social behaviors, which is much more advanced than the instinctual 
behavior already given to us as part of our generic heritage. Our brains 
coordinate our behavior with our sense organs, and we receive all the infor-
mation about the physical world on which our behavior depends though 
them. And the way we are genetically adapted to distinguish particular 
objects from one another, namely by singling them out in relation to how 
we sense their position and movements, is still an indispensable part of our 
nature when we developed new social structures. So the only ability we 
have to individuate artifi cial entities is the capacity to relate their existence 
to something we can observe and act upon. Th is requires things that have a 
more permanent physical appearance so that our beliefs about social insti-
tutions can build on them. 

 Th e ontological analysis changes completely when we discuss nominal 
constructions. Th ese are similar to artifi cial entities since they are created 
for fulfi lling a certain aim. But apart from that they are diff erent. Th ey 
cannot be individuated in relation to physical objects existing in space 
and time, because they do not exist in space and time. Also, they do not 
have the capacity to interact with physical objects. Nor do our beliefs 
in the existence of nominal constructions have any causal infl uence on 
the physical world or on other nominal constructions. Th ey are merely 
inventions. Universals seem to belong to this category.  

7.2     Particulars and Universals 

 I have argued that higher animals behave in ways that makes it plausible 
to say that they possess concepts in virtue of their ability to distinguish 
between diff erent kinds of objects. 5  Animals are also capable of distin-
guishing between various particulars. Th ese abilities are results of natural 
selection. It had a survival value for those living organisms that were 
able not only to individuate particulars but also to identify these particu-
lars as of a certain type. Seeing several particulars is one thing; seeing all 

5   See Faye (2014) for a further discussion. 
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of them as lions is quite another. In the recollection of these animals it 
became important that they could identify a particular seen earlier to a 
particular seen later so the visual information in the two cases could be 
met with the same kind of action. Th is ability of classifi cation is geneti-
cally installed, and it functions as an ability to separate visually invariant 
particulars from visually variant particulars or, if you like, to distinguish 
sortal “properties” from accidental “properties.” So a living organism with 
a capacity to form concepts is able to make a mental comparison while 
ignoring accidental transient “properties” and focusing on the relatively 
permanent sortal “properties.” Th e latter description can easily be misun-
derstood. I do not claim that animals are capable of distinguishing “prop-
erties” from the particulars themselves. In human beings this separation is 
due to an intentional abstraction. 

 Th at we are able to group particulars into kinds apparently indicates 
that they share something that makes them similar. Particulars of the 
same kinds are similar because they have some of the same “properties” 
in common. Th is is what the metaphysical realist wishes to believe. Lions 
are all members of the class of ‘lions,’ because each individual instantiates 
in the same universal. Also the colors of their skin are similar because 
they take part in the same universals. Platonists see universals as abstract 
objects, which exist independently of particulars ( universalia ante res ). 
Th eir existence is necessary for particulars to be what they are as well as 
necessary truth-makers for statements like “Yellow is the color of this par-
ticular.” However, the evolutionary naturalist fi nds such an idea horren-
dous. How could natural selection bring fi tness to organisms with respect 
to abstract entities? Abstract entities, if they exist at all, do not exist in 
space and time and are causally inert, which means that they could not 
have had any eff ect on the adaptation of organisms, even on our sense 
organs. One cannot be a Platonist and at the same time believe in natural 
selection and biological evolution. 

 Only an environment consisting of concrete entities can have a causal 
infl uence on organisms and therefore act as a mechanism of natural selec-
tion. By defi nition abstract universals do not exist in space and time, and 
what cannot exist in space and time does not have causal powers. But on 
my arguments so far, universals in the Aristotelian sense ( universalia in 
rebus ) according to which universals exist within their instances seem not 
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to be ruled out as possible producers of natural selection. Apparently, it is 
a particular organism that is selected by a particular environment, but it 
is still possible that this particular organism is selected in virtue of the fact 
that both the organism and this particular environment instantiate some 
universals. Universals participating in the individual particulars as their 
inherent forms and essential properties may explain the fact that natural 
selection is able to work. Whenever an individual organism is selected, 
it happens because the actual environment possesses some defi nite fea-
tures that the individual fi ts into. Th e same features must be found in 
other parts of the environment if its off spring has to be more fi t than any 
other. Similarly, when evolution produced concept-forming organisms, 
it may seem possible only if we assumed that those particulars of which 
these organisms form concepts all instantiate the same universal. How 
else could the adaptation of genotypes be explained? 

 Nevertheless, Aristotelian realism is not viable for a couple of reasons. 
First, if a particular acts as a cause of natural selection in virtue of being 
an instance of a multi-present (i.e., present simultaneously in a number of 
particulars) universal, it seems reasonable to assume that it is not only this 
particular but all particulars instantiating the same multi-present univer-
sal that collectively act as the cause—either a particular acts as a cause of 
natural selection because of its particularity or it acts as such because of its 
universality. In the former case its particular location in space and time is 
signifi cant for it to be a cause at all and necessary for it to cause the par-
ticular eff ect in question. In the latter case its particular location in space 
and time cannot be of any importance. But it is beyond comprehension if 
a cause becomes a cause only because of a universal that may also numeri-
cally be present at the most distance parts of the universe. Second, assume 
again that the exact same universal exists in many places at the same time. 
Th e scarlet here is identical with the scarlet there. But it seems to be a 
matter of fact that we cannot epistemically separate identical colors from 
very similar but yet diff erent colors as soon as we cannot use separation 
spatially as a criterion of individuation. Th e reason why this scarlet  here  
seems identical to that scarlet  there  is not because they are identical, but 
because these two shades of colors look exactly the same to us. Without 
space-time separation we have no mind-independent way of  individuating 
multi-present universals. Neither ontologically nor epistemologically do 
we need universals in order to explain selection and adaptation. 

232 Experience and Beyond



 Th e last claim is supported by the observation that some very few 
women have an extraordinary color vision. Usually people have a tri-
chomatic vision caused by three diff erent cone cells in our eyes that 
are susceptible to diff erent wavelengths of light. One kind of cone 
can distinguish around 100 shades of colors, which in combination 
yield around one million diff erent gradations (i.e., technical shades, 
tints, tones, and hues). Th us, an Aristotelian must argue that there are 
approximately one million color universals. But due to a genetic muta-
tion some women have a fourth kind of cone that in principle makes 
them tetrachomats allowing them to perceive up to 100 million shades 
of colors. Only one woman out of 25 who had fourth color vision 
cones was tested to be tetrachromat. Th e point is that trichromatic 
women may judge two shades of colors to be exactly the same, whereas 
tetrachromatic women may see them as being diff erent. Because their 
diff erent capabilities for color vision are the result of diff erent neural 
combinations and ways of processing the information conveyed by the 
refl ected surface light, it does not make sense to argue that either the 
trichromatic or the tetrachromatic women are able to distinguish the 
objectively existing shades of colors. 

 An evolutionary naturalist must be a nominalist of a sort. Nominalists 
hold that realists erroneously hypostatize mere names into entities, so 
that the nominalist (at least traditionally) would never want to call 
these things (if things they be) “entities;” that is the error of the realists. 
Particulars are the only form of existence she can accept. A nominalist 
refuses to embrace realism concerning universals on the basis of onto-
logical, semantic, and epistemological arguments. (1) It is ontologically 
extravagant to claim that universals exist alongside particulars. Universals 
are explanatorily redundant; (2) semantic features of the language, which 
it is claimed universals are needed to explain, for example, predicative 
expressions can be explained in some other manner; (3) even if universals 
were real, then we could never know if they exist, and what we cannot 
know gives us no reason to believe in their existence. Th e evolutionary 
naturalist denies that human reason can give us insight into a realm of 
abstract entities or a realm of multi-present universals because human 
reason is a cognitive disposition adapted to handle sensory experience 

7 In Defense of Nominalism 233



of particulars. 6  Moreover, the nominalist argues that we can explain the 
meaning of general names like “scarletness” and the equal meaning of 
the predicate “is scarlet” in virtue of these terms referring to the class of 
scarlet particulars. 

 Nevertheless, the nominalist still has to explain what makes a particu-
lar individual “belong” to a certain class. He cannot say that a particular 
belongs to the class of scarlet things if, and only if, it is scarlet. It is pre-
cisely the meaning of “being scarlet” that must be explained without any 
reference to the property scarletness. Usually, the nominalist claims that 
a particular fi ts into the class of scarlet things if, and only if, it belongs to 
a class of things that resemble each other. Th e nominal resemblance class 
is then taken to be either the sum of all particulars that are similar to a 
paradigmatic particular in the relevant class defi ning sense or to consist of 
a ‘maximal resemblance class of particulars,’ which means to require that 
all particulars, say those which are scarlet, are included in the class of scar-
let things, and that this class is not a subset of a larger class. Such a class 
is determined in virtue of two randomly chosen members that are similar 
to each other, and this couple must resemble each other at least as much 
as they resemble any other particulars that are not members of the class. 
However, all members of a resemblance class seem to stand in exactly 
the same relation to any other member of the same class. ‘Resemblance’ 
is even a relationship that each member of diff erent resemblance classes 
has to every other member of its class; thus, each and every member of 
a resemblance class seems to instantiate a relationship to all the other 
members of the class that is a universal. 

 So the nominalist seems to assume what he has to explain. Yes, there 
are scarlet objects, which are similar, but what makes them similar? Are 

6   Sometimes adaptations originate to serve one purpose but evolve to serve another, as for example 
feathers were probably originally a means of thermal regulation, but later became an aid to fl ying. 
If one supposed there really were a realm of universals, then cognitive abilities originally selected for 
their ability to deal with sensory particulars could lead to a faculty that evolved to give some kind 
of rational intuitive insight into these universals, much as Platonists—or for that matter Aristotle 
and even Descartes—seem to believe. Supposing there really are universals then one could argue 
that this faculty of rational intuition gave those creatures endowed with it, an advantage in survival 
and reproduction over those lacking it. However, such a suggestion suff ers from the mistake that it 
considers universals, which are intuitively recognized, as if they were able to interact physically with 
the organism and thereby to become known to it. 
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they similar because we see them so, or are they similar because they 
really have the same property? If two scarlet objects have objectively the 
same color, then we are back to square one: we are forced into the terri-
tory of metaphysical realism, although not necessarily Platonism. A way 
for the metaphysical realist to meet nominalism could be to suggest, like 
Aristotle—at least as he is traditionally interpreted—that universals exist 
only in the particular things. Some scholars have doubted whether this 
really was Aristotle’s view, because if identical universals are located at 
two places at once, it means that universals in contrast to substances can 
be at two places at the same time. But if a particular object is taken to 
be a bundle of properties, it follows that two particular objects instan-
tiating exactly the same universals must be numerically identical even 
though they seem to occupy two diff erent space points at the same time. 
However, another interpretation of Aristotle is possible. Talking about 
the same universal exist at two places does not imply that it is numerically 
the same universal one has in mind. One may think of only qualitatively 
the same properties. If this is correct, Aristotle considered universals to 
be reducible to tropes: that is, particular properties. Whatever Aristotle’s 
view of universals was, tropes are considered to be abstract particulars. So 
when a trope theorist (tropist) talks about some objects having the same 
property, she talks about particular properties that resemble each other so 
much that they are considered qualitatively identical. 

 Th e trope theory postulates that the redness of an isolated red car, for 
instance, exists to the same extent as the car itself and that this particular 
property cannot be numerically identifi ed with redness of any other red 
car, even if two cars are similar in having qualitatively identical colors. 
Th ese two particular colors, regardless of the fact that they may have the 
same hue, are numerically diff erent. In other words, every car has its own 
distinct redness, which is a particular, in the same way as the car itself is 
a particular. Consequently, the predicate “is red” and the general term 
“redness” do not refer to a defi nite redness, for example, the redness of 
this car or the redness of that car. Th ey refer only to the set of resembling 
tropes, i.e., a class of tropes where two arbitrary elements are similar, at 
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least as much as the couple is similar to any trope that is not a member 
of the class. 7  

 In spite of the fact that the trope theory is often called trope nomi-
nalism, it diff ers from resemblance nominalism by holding that proper-
ties exist apart from concrete particulars. Th e diff erence between them 
is that the resemblance nominalist assumes the similarity relation is an 
external relation between concrete particulars, whereas the trope nomi-
nalist thinks of it as an internal relation between properties. Unlike the 
resemblance nominalist, the trope nominalist can say that the similarity 
relation is an internal relation in which the similarity is entirely deter-
mined by the characteristics of the properties (tropes), which constitute 
the relata of the relation. Facts concerning the similarity relations among 
particular things are based on facts concerning the particular’s properties. 
Th e resemblance nominalist cannot treat the similarity relation in the 
same way, since he assumes we must consider properties to be univer-
sals, whose reality he then denies. According to him, the resemblance 
exists between concrete things, not between their concrete properties. 
He denies properties as such. What he claims is that what makes scarlet 
things scarlet is that they resemble one another. 

 Both resemblance nominalism and trope nominalism may seem to be 
able to meet the ontological presuppositions of evolutionary naturalism. 
Only particulars exist. It is only those toward which our sensory and cog-
nitive abilities are adapted. However, the trope nominalist believes that 
tropes are abstracts, but it is problematic, as we shall see, how this kind 
of entity could have had any infl uence on evolution. Concrete particulars 
possess materiality; they can refl ect or emit light, produce sounds, fl a-
vors, and odors, and can be touched. Biological organisms have evolved 
in response to the world of concrete particulars from which they have 
evolved. It is impossible to argue that human beings have been adapted 
to a world of universals with which they cannot causally interact. How 

7   Tropes, or particularized relations, can be understood in two diff erent ways—either they are con-
sidered to be ordered triples composed of a relation and two particulars or to be particularized 
relations regarded as fundamental with no internal parts or structures. Th ey are abstract, because 
they are not concrete things or substances even though they are spatio-temporally localized. 
Nevertheless, they are particulars in contrast to universals. Universals arise from such tropes as 
resemblance classes. 
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could natural selection work to yield a disposition for grasping universals 
if abstract entities cannot even in principle infl uence the fi tness of the 
genes? Resemblance nominalism can certainly explain how we acquire 
concepts once we have gained the ability to form them. First it needs 
a working (not necessarily explicit) concept of similarity (internal cog-
nitive ‘blueprints’ of two or more individuals that are in some respect 
“similar”) in order to group together particulars that are in some respect 
similar. Th is has to be in some way pre-empirically “innate,” because it 
must be used before any other concepts derived from a class of similar 
things can arise in experience. It also needs the concepts of “one” and 
“many” (or “more than one”) before they can build classes from which 
to abstract concepts. So when living organisms, and in particular our 
hominid ancestors, gained the ability to refl ect consciously on their sen-
sations, then evolution favored those individuals who, with the help of 
their memory, refl ection, and imagination, could imitate the same innate 
processes of blueprint formation and generalize from seeing single par-
ticulars in the past and the present that were in some respect similar to 
seeing similar particulars in the future. As this capacity evolved, living 
organisms came to have a general mechanism installed by which they 
could learn new concepts by abstraction and induction. 

 Th ough the evolutionary naturalist is a nominalist, she can easily 
explain why humans have developed a strong realist attitude toward the 
existence of universals. Similarity and resemblance signal invariance and 
permanence, especially if two particulars residing side by side look exactly 
the same with respect to some property (but not necessarily all) that both 
have. In many other situations invariance and permanence in our con-
tinuous sensations are considered to be the sign that something exists 
independently of our perception. When we perceive a moving particular 
to be one and the same over time, we take this particular to exist inde-
pendently of us. Undoubtedly, such a disposition has high survival value. 
Th erefore, this basic disposition is used whenever somebody faces invari-
ance and resemblance without taking into account that these features 
may be due to our own cognitive mechanism. Th is holds especially for all 
nominal constructions that we have a tendency to reify and project into 
a realm of independently existing things.  
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7.3     Conceptualism 

 Resemblance nominalism eliminates universals, whereas trope nominal-
ism reduces them to abstract properties of particular individuals. Th e 
fi rst position denies that properties exist as a class of particular entities 
existing independently of the objects that are members of the class, but 
the second position holds that properties do exist independently of the 
objects that have those properties. We also noticed that this diff erence 
between these two positions can be characterized according to how they 
treat the similarity relation. But up to now we have not attempted to say 
which one of these two forms of nominalism is supported by an evolu-
tionary approach to metaphysics. Does our biology have anything to say 
about the pros and cons of each position? 

 Imagine a lollipop: it is red, sweet, and round. Th e example stems 
from C.D. Williams as he introduced the trope theory back in the begin-
ning of the 1950s. 8  So  this-red-now ,  this-sweet-now , and  this-round-now  
are three tropes that are distinct. But how do we distinguish them from 
one another? It is evident that we cannot appeal to their place in space 
and time. In general, it seems to be the case that all things have more 
than one property at a time, regardless of whether we consider big things 
or very small things. Th us, Keith Campbell was the fi rst to argue that 
tropes are abstract (because their existence logically depends on the exis-
tence of other things) and that the abstractness of tropes is a result of a 
mental operation. 9  Campbell believes that we get to the lollipop’s red-
ness by abstracting it away from the other tropes such as its fl avor and 
shape. Th is does not imply that the red is a purely mental construction, it 
may be partly or completely mind-independent (although of course not 
species- independent), but we need a cognitive act of isolating it from the 
other tropes that form part of our perception of the whole object. But I 
would add that such a cognitive operation cannot take place unless we 
have already formed a concept of redness in virtue of which we can rec-
ognize the lollipop as being red. However, this concept of redness is itself 
a result of mentally isolating the redness tropes of various red objects by 

8   Williams (1953). 
9   Campbell (1981). 
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 carrying out the same kind of cognitive operation while isolating the red-
ness tropes from other kinds of tropes that also belong to these diff erent 
red objects. We eventually realize that in spite of the fact that red things 
may seem to be very diff erent, they give rise to a similar experience of 
seeing a red individual object. 

 Now, traditionally empiricists distinguished between “general” and 
“abstract” ideas (or concepts). A “general” idea is allowed. For instance, 
Berkeley’s example is that an idea of triangles in general or of men in 
general is formed from particular perceptions. Here we simply ignore 
the characteristics that make one individual in the class diff erent from 
another. But Berkeley (and Hume) denied that there are any “abstract 
general ideas,” i.e., an idea of a triangle, which is neither large nor small, 
nor equilateral, nor scalene, nor isosceles, etc. So the idea of, say, being 
scarlet can be a general idea and can stand for the color of a multitude 
of individual objects that I can perceive, but he vigorously rejected the 
abstract general idea of ‘color’ that is neither red nor blue, nor green, etc., 
but allegedly ‘abstracted’ from all the particular colors. Th us, if it is a par-
ticular red considered apart from the lollipop or a rose or a fi re engine that 
might have that property, then it is a “general” idea, but there is nothing 
‘abstract’ (in the traditional sense) about a particular shade of red. An 
abstract idea, in this context, would be an attempt to form an idea of all 
the various hues of red, what they all have ‘in common’ abstracted from 
what makes one hue of red diff erent from another. Nominalists reject that 
there are any such ideas. We can utter general words and each of them 
signifi es indiff erently a plurality of particular things having similar prop-
erties. Such words do not denote any abstract concept; their universality 
stems from how such words are used or function in common language. 
So, in contrast to a trope nominalist, the resemblance nominalist denies 
that a general word corresponds to a class of abstract particulars. Apart 
from that the resemblance nominalist will argue that the concept of tropes 
is isolated by abstraction from concrete particulars. 

 Color tropes are only partially mind-independent, because they are 
the experiential result of the individual organism’s dispositional reaction 
to the light refl ection from the surface structure of an external object. 
Th e same partially mind-independent status holds for fl avor and tastes. 
Other tropes are taken to be completely mind-independent, such as mass, 
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 electric charge, or spin. But any one trope is distinct from any other trope 
regardless how similar we think they are. So there must be something that 
makes a scarlet trope more similar to another scarlet trope than to, say, 
a crimson trope or color tropes more similar to one another than shape 
tropes, etc. Th e evolutionary naturalist would say that the capacity to be 
aware of some resemblance relations has a genetic origin, but others have 
a refl ective origin. 

 It is an organism’s genetic inheritance that determines which colors 
and shades of colors it is capable of seeing. Let us just assume, for the 
sake of argument, that the colors we see are mind-independent proper-
ties of the objects instead of being a result of our experiential response to 
light refl ection from surface structures. Two scarlet objects may be similar 
either because they are similar by nature or by our selective adaptation 
of sorting things into colored classes, as being two particular tropes their 
resemblance consists in an internal relation fi xed completely by the two 
scarlet tropes or in an external relation fi xed by our adaptation to see 
them as similar. 

 If we pay closer attention to the internal relation of trope nominalism, 
it has been recognized in the literature that there might be a problem. 10  
As a starting point, the trope theorist must argue that the similarity rela-
tion between two tropes is a trope itself. It is just as much an abstract par-
ticular as the particular scarlet properties it connects. However, since this 
particular similarity relation at the same time forms a class of resemblance 
tropes together with the other particular resemblance relations involving 
other scarlet tropes, we have a set of similarity relations,  R  1 ,  R  2 , …  R   n  , 

10   I still adhere to the criticism that was expressed in the Introduction to Faye, Scheffl  er, and Urchs 
(2000) as a reaction to Bacon (1995) who considers universals to be a construction of a set of maxi-
mal bundles of tropes: “Similarity turns out to be a troublesome relation, especially when com-
bined with maximality. Somebody’s being in love with somebody else, as well as somebody’s hating 
somebody else, seem both to be entirely included in somebody’s feeling a strong aff ection towards 
somebody else. Th at excludes at least two of them from being bundles in Bacon’s sense, i.e. simple 
universals. Even a desperate diff erentiation between ‘approximate’ and ´precise’ similarity doesn’t 
improve the situation. His construction broadly rests upon the assumption of non-actually existing 
possible worlds. Besides the totality of existent tropes, which form the (actual) world, there are 
non-existent tropes and possible worlds, formed by (every?) sets of tropes. Without such non-actual 
worlds, which are motivated mainly by their facilitating the explication of uninstantiated proper-
ties, Bacon’s trope theory seems to collapse into a rather modest metaphysical construction” 
(pp. 27–28). 
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which are all more similar to one another than any particular relation 
which connects tropes outside of this class, since it is this set of relations 
that establishes the class of scarlet tropes. Th e consequence is that we 
need to assume the existence of another set of similarity relations,  Ω  1 ,  Ω  2 , 
…  Ω   n  , that makes the fi rst set of similarity relations,  R  1 ,  R  2 , …  R   n  , more 
alike in comparison with other resemblance tropes. So trope nominalism 
seems to presuppose an infi nite number of sets of similarity relations or 
has to introduce a resemblance universal that can stop the regress. 

 Th is may be one reason for distinguishing general ideas from abstract 
ideas. I can say traditional empiricists form a general idea of red by using 
the word “red” to describe the color of any number of objects of diff erent 
hues or shades of red, but I cannot ‘abstract’ from the particular shades of 
red, that which they all have in common and form an allegedly  abstract  
general idea of ‘red’ that is neither a dark red, nor a bright red, nor a pale, 
etc., etc. So I can have a general idea of ‘relations’ that I can use to refer to 
any particular kind of relation, but I cannot have an  abstract  idea (trope 
in this context) of relations that is not this relation or that relation or any 
particular relation but allegedly what all of them have in common. 

 However, the status of the similarity relation is not the only problem. 
Th e trope nominalist considers the similarity relation to be an internal 
relation, but this implies that the relation exists independently of the 
human species. Internal relations are an objective part of the concrete 
world of particulars. But since similarity relations are not themselves 
material objects, they cannot be the objects of experience in any way 
other than in virtue of the similar properties of two or more objects. Th is 
creates a problem in relation to human evolution, for how can we recog-
nize the existence of such internal relations if we have visual access merely 
to their alleged relata? In my opinion the trope nominalist has the right 
to assume that there are resemblance tropes only if she has a species- 
independent argument for holding that there exist internal relations by 
which tropes can be connected. Nothing in our knowledge of human 
evolution supports such an argument. 

 We know from experiments in cognitive science that conceptual rep-
resentation and semantic representation are partly diff erent ways of 
organizing our thoughts. When we are fi rst born our color perception 
is structured into categories that seem to be the same across all 
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cultures. 11  But once we have learned a language, this partly aff ects how 
we categorize our color perceptions. Probably the same holds for other 
sensory modalities. If this is correct, one may wonder what color trope 
an object may really have, since the categorization of colors changes 
partly with respect to one’s linguistic community. What we can perceive 
is that a certain object has a particular color trope, only because it is 
colored; we cannot specify which particular colors may be internally 
similar to which. Indeed, according to the trope nominalist, primary 
qualities such as mass, velocity, angular momentum, charge, etc., are 
also taken to be tropes, and their similarity relations do not change in 
relation to a classifi cation. But this still leaves the trope nominalist with 
the general similarity relation problem unsolved. 

 Th e resemblance nominalist does not have to face the same problem. 
Scarlet things do not resemble one another because they are scarlet; they 
belong to the class of scarlet things because they perceptually resemble 
each other. For him the resemblance relation that established a class of 
scarlet particulars is external with respect to these particulars. An external 
relation of resemblance cannot exist merely in virtue of its relata since the 
property of being scarlet is not what makes these particulars similar to 
one another. Th e resemblance nominalist normally introduces the exis-
tence of a linguistic convention into such a predication. But thereby the 
resemblance nominalist generates her own problems. Either there must 
be some external feature that characterizes this class of objects and guar-
antees that the predication “is scarlet” applies to all these particulars and 
makes the application stable over time, or, alternatively, the trope theorist 
can just point to the existence of scarlet tropes, or some external factor 
such as the human mind is what constructs the resemblance relation. But 
again the mind could not be adapted to experience various particulars as 
belonging to a certain type unless our cognitive apparatus was not devel-
oped according to the existence of some external entities whose proper-
ties we were adapted to experience. 

 An evolutionary naturalist may therefore argue that predication 
holds only after language has evolved in a late stage of human cognitive 
 evolution. Before language evolved, similarity relations between concrete 

11   See Franklin et al. (2005) and (2008). 
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particulars were established in the form of an implicit working concept 
by the mind’s cognitive dispositions of recognition. Our sensory organs 
respond homogeneously or inconsistently to various stimuli and the brain 
deals with these stimuli according to the way its sense organs respond. 
Recognition consists of a uniform cognitive reaction to the homogeneous 
stimuli. It is in the natural selection of our cognitive functions that we 
fi nd the explanation of our capacity for comparing objects to see whether 
they are similar or diff erent. Th is ability co-evolved with living organisms’ 
ability to form concepts. Likewise, natural selection among living organ-
isms’ diff erent responses to their environments explains our ability to see 
diff erent electromagnetic radiations as colors. We are adapted to see col-
ored things not because these things are really colored, but because we are 
adapted to register diff erent electromagnetic waves as diff erent perceptual 
stimuli that we refer to as “colors.” 

 So the evolutionary naturalist ends up subscribing to a form of nomi-
nalism that is not very diff erent from classical conceptualism. Particulars 
are similar because they fall under the general concept of being similar. 
We cannot say we abstracted this concept from experiences of similar 
things, because we could not classify these things as ‘similar’ before we had 
some notion of similarity. Th at notion originally arose from the mecha-
nism of a uniform cognitive response to homogenous stimuli, and later 
as language users we formed a general idea of similarity between various 
perceptions based on recognition. Th e capacity of recognizing particulars 
as “similar” would seem to have obvious advantages for an organism’s sur-
vival and must have been a very early adaptation in the story of organic 
evolution. However, universals are nothing but hypostatized concepts 
( universalia post res ), formed by reifying certain similarities among con-
crete entities, thus fi rst guided by natural measures of the sense percep-
tions and then, when our ancestors acquired a language, by conventional 
standards designed according to their functions in a conceptual network. 
Due to our perception, memory, and recognition some abstractions such 
as color categories may seem more natural than others, but the moment 
we have the intentional capacity of introducing linguistic conventions we 
can create as many phony concepts as we like. Th us, their relevance for 
our thoughts depends on their function in understanding our experience.     
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    8   
 Space, Time, and Space-Time                     

          Th e evolution of animals has brought us the ability to form relational 
classes as birds and higher animals have the capacity of relational con-
cept learning. By the comparison of sensory stimuli they can learned that 
one object is either the same as or diff erent from another object because 
they already have some kind of pre-programming for “perceiving” same-
ness. It is also true that relational concept learning covers spatial and 
temporal concept relations. Rodents can learn to run a maze, guillemots 
navigate back to their nesting site, and hunting cheetahs react to the 
spatial changes of their prey. In animal cognition scientists distinguish 
between  beacon homing  and  piloting  in which a bird or mammal either 
moves toward a beacon or a location defi ned by its spatial relations to 
perceived, localized clues. Other evidence of animal navigation shows 
that geometrical properties of an area are coded in some animal’s brains 
as visual relations defi ning a represented spatial frame of reference with 
respect to their bodies. Th is  geometric module  may work together with 
 dead reckoning  where “internal movement cues (provided primarily by 
the vestibular system) allow the animal to integrate its position in space 
relative to a starting point.” It is even more interesting that animals can 
learn by abstraction to use these relations to recognize similar spatial 



patterns from  experiencing particular spatial relations among concrete 
objects. 1  

Th e same holds for temporal conceptual relations. Biological clocks, 
circadian rhythms, and model periodical events in birds and mammals’ 
environments allow organisms to grasp timing intervals by linking recur-
ring events to their circadian clocks. 2  Th us, it seems reasonable to believe 
that our thinking of space and time is grounded in our innate cognitive 
capacity to form conceptual presentations of spatial and temporal  rela-
tions  among individuals based on our bodily, tactile, and visual expe-
riences. Does this imply that space and time do not exist as concrete 
entities “outside” of our biological organisms, and if they do not, in what 
sense and extent do their existence rely on our cognitive system? 

 Traditionally theories about the nature of space and time come in two 
 versions. Some philosophers regard space and time to be substantial in the 
sense that they consider space-time points to be fundamental entities in their 
own right independently of their relations to anything else in the universe; 
others take space and time to refer to relational facts by (somehow) construct-
ing points and moments out of objects and events. In spite of their funda-
mental disagreements, substantivalists and relationists share a common view: 
Th ey regard space and time descriptions as referring to concrete particulars. 
Hence Quine’s famous dictum “no entity without identity” should apply to 

1   See Brown (2006). In a series of experiments with rats using a 5 × 5 pole box, Brown was able to 
demonstrate that their choices can be controlled by a spatial pattern among goal locations that does 
not correspond to any perceptual cues. Th e evidence for spatial pattern learning is reviewed, and 
some possible mechanisms are discussed. He concludes: “In order to abstract the spatial relations 
among goal locations, given that the goal locations change unpredictably in allocentric space, rats 
must somehow be perceiving the spatial relations among the baited poles found during individual 
trials. Two possible mechanisms for doing so can be distinguished. First, a  working memory  system 
could be used to code the allocentric location of poles previously discovered during a trial. Th e 
spatial relations among those locations could then be determined on the basis of working memories 
for their locations. Th e abstracted spatial relations among baited locations would then be coded in 
a more permanent memory system. According to this view, the process of spatial pattern learning 
is analogous to concept learning in that the spatial relations are abstracted from particular exem-
plars of baited pole locations experienced over trials. 
 Alternatively, a  dead reckoning  system could be used that integrates the distance and direction from 
each baited pole discovered to the next. According to this view, rats need not code the locations of 
particular baited poles during the trial. Instead, their spatial relationship is coded directly in terms 
of the vector provided by dead reckoning as the rat moves in the pole box and chooses poles. A new 
vector is initiated each time the rat discovers a baited pole. Th e resulting set of vectors specifying 
the relations among each pair of poles forming the pattern constitutes the learned spatial 
pattern.” 

2   See, for instance, Church (2002) and (2003). 
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space and time loci as well. Supposing there are such things as concrete par-
ticulars, we must be able to point to some determinate identity conditions of 
space and time points that would allow us to regard them as concrete particu-
lars. In fact, most philosophers just take for granted that space and time are 
concrete entities; they tacitly presume that appropriate identity conditions 
exist and that it is rather unproblematic to specify what these are. Yet these 
assumptions are in fact problematic—can we provide a better analysis? 

 In deliberating about absolute and relational theories of space and time, 
John Earman points to the serious diffi  culties concerning identity and indi-
viduation any theory of space-time points must confront. After discussing var-
ious metaphysical accounts of predication, he makes the following remarks:

  One could try to escape these diffi  culties by saying of space-time points 
what has been said of the natural numbers, namely, that they are abstract 
rather than concrete objects in that they are to be identifi ed with an order 
type. But this escape route robs space-time points of much of their substan-
tiality and thus renders obscure the meaning of physical determinism 
understood, as the substantivalist would have it, as a doctrine about the 
uniqueness of the unfolding of events at space-time locations. 3  

 Earman does not go further into this suggestion because, as he observes, it 
departs too strongly from the substantivalist core assumptions. However, 
I shall lay out a view according to which our concept of space-time points 
is an abstraction drawn from what is given empirically. 

 First I shall review some of the diffi  culties, which Earman mentions, in 
the light of recent discussions on the identity and individuality of space and 
time points. Th e conclusion of this discussion is that space and time points 
should be categorized as abstracted particulars. 4  Apparently, Leibniz meant 
something similar in his correspondence with Clarke when he pointed out 
that space and time are not fully real but are ‘ideals.’ 5  Space, I submit, refers 
to the ordered set of the loci of all bodies extended over all times, and time 

3   Earman (1989), p. 199. 
4   In an earlier paper (Faye 2006b), I argued that time is an abstract entity but kept a door open for 
the concreteness of space. Also I counted Leibniz as a proponent of space and time as concretes 
because I took him for being a reductionist by heart. Now, having reconsidered, I must admit that 
this remark may be too hasty. 
5   Indeed, ‘ideal’ have several meanings. By using ‘ideal’ in contrast to ‘real,’ Leibniz seems to think 
of space and time as something whose existence (partly) depends on the mind. 
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designates the ordered set of all changes of these bodies with a determinate 
beginning and end. I believe that this position has some very important 
explanatory advantages and that it may even provide a satisfactory solution 
to the debate between the relationists and the substantivalists. I shall present 
some arguments to the eff ect that the points of space and time, or space-time, 
to which the descriptions of physical processes refer, should be considered 
as reifi ed abstractions. By this I mean that space-time points are conceptual 
constructions—manmade artifacts whose role is to help us represent the 
world by means of identifying and individuating concrete particular objects. 

 My suggestion is that space-time is an abstraction whose structure is con-
structed by the human mind from our spatial and temporal comprehen-
sion of individual things and events. Indeed, we need to say how much of 
our comprehension is purely ‘perceptual’ and how much represents a post-
perceptual judgment limited to human beings. Where are the animals in 
all of this? Surely they also make spatio-temporal judgments. I doubt that 
animals “live in” space and time any diff erently than we do. So the ques-
tion is how we get from the concrete empirically “given” space and time of 
animal experience to the “abstraction” of the physicists’ space-time. What 
is “given” in experience is, by defi nition, always “concrete,” a particular this 
or that “with determinate properties.” From this evolutionary basis, human 
thought derives abstractions by generalizing or leaving out various proper-
ties of the originally empirically given. So if spatio-temporal comprehension 
is an adaptive selected experience, then that adaptation happened, evolu-
tionarily speaking, well before humans ever come on the scene. As far as at 
least the “higher” animals and “us” are concerned, we are all in the same boat 
with respect to experiencing space and time, and it would take a lot of fancy 
philosophical dancing (Hopis notwithstanding) to try to show that animals 
do not in fact experience a world extended through space evolving over time 
in a manner at least very similar to the way humans do. 

 Empirically we experience both spatial regions and temporal succession, 
and in human experience we can directly distinguish the one from the 
other. But we cannot experience spatial points or temporal instants. Both 
points and instants have the rather abstract, non-empirical quality of being 
dimensionless, and a spatio-temporal continuum requires an infi nite num-
ber of points. Th us, philosophers and physicists loosen the physical con-
cept of space and time from our spatio-temporal experience by arguing that 
space-time points stand for objective features of an independent world. 
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In contrast, I take substantive claims about space-time to be claims about 
reifi ed concepts that have evolved for cognitive reasons as tools for individ-
uating and tracking concrete particulars and whose identity therefore does 
not fulfi ll the normal determinate identity condition of concrete objects. 

8.1     The Existence of Space 

 For everyday consciousness  empirical  space and time are perceived as “real,” 
but those realities are very diff erent from the physicists’ construction of the 
 physical  space and time. Empirical space is perceived in the form of location 
or extension of material objects, whereas we experience empirical time in 
the form of change and duration of physical processes. Whether in physics 
we think of space as being absolute or relational, either view takes it for 
granted that spatial points exist independently of any perceiver’s experience 
of location and extension. Th e absolutist, in being a substantivalist, believes 
that spatial points and relations exist over and above what is located in 
them and that these points have intrinsic relations to one another. Th e 
relationist, in contrast, argues that spatial points and relations are nothing 
by themselves, since they are reducible to relations between things that are 
said to occupy them. For the sake of terminology I distinguish between 
“points” and “instants” as geometrical indications of  empirical  locations 
and changes, and “Space” and “Time” of which all these indications are 
taken to be  proper geometrical  parts. We can perceive locations and changes, 
but neither points and instants nor Space and Time; the concepts of Space 
and Time are mathematical constructions based on spatial and temporal 
indications such as abstract points and instants.

Consequently, we shall diff erentiate between (1)  empirical  space and 
time as an indication of the relations between what can be perceived 
here and now; (2) our  ordinary  notion of space and time that functions 
as an extension of empirical space and time based on our memory and 
expectation to include unperceived things and events; and fi nally (3) the 
 physical  notion of space and time, refl ecting some  intrinsic  geometrical or 
mathematical structures of space and time as described by our best physi-
cal theories and referred to as  Space, Time,  or  Space-time . Th e problem 
we have to solve is whether space and time in their physical sense can be 
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considered invisible but real entities or whether they should be regarded 
as abstractions. 

 Historically, the two characterizations of Space and Time may not be 
true of the arch contestants of substantivalism and relationism, respectively. 
Newton denied that “absolute true and mathematical” Space and Time are 
real substances, nor are they accidents. He seems to have taken over Pierre 
Gassendi’s view that Space and Time are of a third kind, claiming that 
Space and Time are preconditions of substance. Before Newton, Gassendi 
argued that Time fl ows uniformly regardless of any motion and that Space 
is uniformly extended irrespectively of the bodies it may contain. 6  Newton 
associated Space and Time with modes of existence because of his assump-
tion of God as the necessary being who is substantially omnipresent and 
eternal. Nonetheless, he claimed: “Although space may be empty of body, 
nevertheless it is not itself a void; and  something  is there because spaces are 
there, though nothing more than that.” 7  He also emphasized that space is 
distinct from body and that bodies fi ll the space where they are located. 
So Newton seems to be as close to being a substantivalist as one can be, 
especially if one brackets his belief in God and considers Space to be a 
geometrical substance that can exist empty of any material substances. 
Similarly, Leibniz was less of a hard-core relationist than was Descartes. 
In his correspondence with Clarke, he explicitly said that Space and Time 
are ‘ideals,’ having no full reality. Space “being neither a substance, nor an 
accident, it must be a mere ideal thing, the consideration of which is nev-
ertheless useful.” 8  Th is is interesting because it indicates that Leibniz saw 
Space and Time as geometrical abstractions rather than as the aggregate of 
existing spatial and temporal relations among all material objects. 

 If spatial points are concrete entities, it must be possible to specify their 
identity conditions in a way showing that they are concrete entities. Spatial 
points are in Space, and being in Space is a common criterion of being a 
concrete entity. However, spatial points cannot exist independently of Space 
itself. Spatial points are intrinsically featureless; they lack any internal features 
for diff erentiation among themselves. Being parts of Space, they have, by 
necessity, the same nature of identity as Space itself in terms of being concrete 

6   See Gassendi (1971), p. 383 ff . 
7   Newton (1962), p. 138. 
8   Alexander (1956), p. 71. 
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or abstract. Space is not just the mereological sum of its parts, even though 
spatial points may seem to be absolutely the same all the way down, because 
Space, taken to be a substance, contains an absolute metric that cannot 
emerge from a collection of  individual parts. Rather, the individuality of the 
spatial points comes from the structure of Space itself. Bearing witness to this 
claim, Newton said: “Th e parts of duration and space are only understood 
to be the same as they really are, because of their mutual order and position, 
nor do they have any hint of individuality apart from that order and position 
which consequently cannot be altered.” 9  A spatial point depends for its exis-
tence upon Space, and consequently its identity depends on the identity of 
Space. Th us, spatial points are concrete particulars if, and only if, Space itself 
is a concrete particular. But in order for Space to be concrete it must exist in 
Space. However, Space itself cannot be in Space, because that would make 
Space a part of Space; thus its identity would depend on this further Space, 
etc. Th erefore spatial points cannot be concrete entities. 

 Th e causal criterion of concreteness also does not apply to Space. 
Although it has been held that Newton considered absolute Space to be a 
cause of the inertial forces, there is no textual evidence for such an inter-
pretation, and it seems more accurate to say that Newton believed that 
absolute Space merely acts as a frame of reference and that acceleration 
by itself gives rise to the inertial forces. Th e relationist, however, hopes to 
account for the distinction between relative motion and “real” accelerated 
motion not in terms of absolute Space, or any other object in relation to 
which the motion is relative, but in terms of the causes of the motion. 

 Now, we may fi nd that the locations of things can be defi ned in terms 
of functional expression such as “Th e location of Montreal” is the same 
as “Th e location of the largest city of Canada,” where the identity condi-
tions of locations is dependent on things occupying them and the spatial 
relations. At fi rst glance it seems possible to identify locations quite inde-
pendently of the physical things, which may occupy those locations, in 
virtue of geometrical indications alone:

•    ( x )( y )((loc x  = loc y ) if, and only if, point( x ) & point( y ) &  x  coincides 
with  y ).   

9   Newton (1962), p. 136. 
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But we have just learned that the individuality of spatial points 
depends on the order of Space itself; hence, if Space is not a concrete 
object,  neither can spatial points be. Furthermore, we should notice that 
the relation “coincides with” is refl exive, symmetric, and transitive as 
required by the abstraction principle. Locations can therefore be pointed 
out in relation to concrete particulars and their mutual spatial relations. 

 Th e proper identity condition for locations is then expressed by a 
proposition, which grounds the term ‘location’ in the coincident relation 
between things or other concrete particulars:

•    ( x )( y )((loc x  = loc y ) if, and only if, thing( x ) & thing( y ) &  x  coincides 
with  y ).   

Neat as the statement seems, it is nonetheless obvious that it negates the 
existence of empty space. Avoiding any animosity of the void (between 
separated things), we must allow a modal formulation like the following:

•    ( x )( y )((loc x  = loc y ) if, and only if, thing( x ) & thing( y ) & 1)  x  coincides 
with  y , or 2) in case  y  and  y  did not exist, then if they had existed,  x  
would have coincided with  y  whenever  y  would have coincided with  x , 
and vice versa).   

Th is illustrates that locations are actually distinct from physical things 
but still are logically incapable of existing separately from physical things 
as such.  

8.2     The Existence of Time 

 Aristotle said that time is not change, but the measure of change, or 
rather “that in respect of which change is numerable.” 10  Th us, a time is 
our abstract indication of change. Th is suggestion was perhaps not such a 
bad proposal. Change is something we can perceive. Together with loca-
tion and extension, change and motion are what we can immediately see 

10   Physics , 219 b 2. 
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with the naked eye, whereas apparently we are able to recognize space and 
time only indirectly with the help of celestial motion of objects such as 
the Sun or mechanical clocks. Th us, awareness of time logically presup-
poses awareness of at least change. But there is more to Aristotle’s sug-
gestion than epistemological priority. Also time  is  nothing but a measure 
of motion. Given this interpretation, motion is not only semantically 
prior but ontologically prior to time as well. Th e existence of motion and 
change precedes the existence of time. His ontology of time thus comes 
close to our everyday experience of temporality. 

 Th is also explains why Aristotle seems to deny the existence of tempo-
ral instants. He says in connection with Zeno’s paradoxes: Zeno’s conclu-
sion “follows from the assumption that time is composed of moments: 
if this assumption is not granted, the conclusion will not follow.” 11  
What Aristotle probably had in mind was something like this: Since 
Time, as a geometrical measure of change, is supposed to be continuous 
then each period of time must contain an infi nite number of instants. 
But, he assumed that nothing can be  actually  infi nite, but only  poten-
tially  infi nite. Numbers are in this way infi nite in so far as there is no 
limit built into the process of counting. Likewise we can divide a length 
or a period of time in as many points or instants as we want, there is 
no limit to such divisions, but the divisions do not exist independently 
of the one who makes them. Hence, the potentially infi nite divisibility 
does not imply the existence of actually infi nite divisibility, and therefore 
spatial points and temporal instants do not exist independently of us. 
Although Aristotle did not explicitly say so, his view is not so far from 
saying that points and moments (space and times) are not concrete enti-
ties, but abstract ones, since they are being the product of the converging 
limit of our cognitive ability to divide things up into smaller and smaller 
regions and intervals. 

 Following up on Aristotle, we may say that Space and Time cannot 
exist as a measure of motion unless things in motion exist prior to the 
numbering. Time exists only if change and motion exist. It is impos-
sible for Time to exist in case there is no change or motion. Th us, we 
see here an exemplifi cation of the conception of abstractness according 

11   Physics  239 b 30–3. 
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to which existential dependence marks what it means to be an abstract 
entity; Time ontologically depends on things in motion or things that 
undergo change. Moments are abstracted from varying things but do 
not exist independently of the concrete particulars from which they are 
abstracted. In contrast, substantivalism—as we fi nd it in Newton’s notion 
of absolute Space and Time—takes moments to be ontologically prior 
to those physical events that may occupy them; Time exists as an inde-
pendent entity, whereas relationism regards moments to be identical to 
physical events or their existence to be somehow parasitic on things and 
processes. Both views consider Time to be a concrete particular. Th e fi rst 
view captures Time as a substance, the second view as a non-substance. 
Th is means that it must be possible to specify some identity criteria that 
show that Time is a concrete particular. But what are they? 

 Temporal instants seem to be concrete particulars existing in Time, 
because they stand in temporal relations to other times, and we seem to 
have no problems of specifying identity criteria for such moments. We say:

•    ( t )( t *)(( t  =  t *) if, and only if, moment( t ) & moment( t *) &  t  is simulta-
neous with  t *).   

But moments cannot exist independently of Time itself; they are parts 
of Time, and as parts of Time they must have the same nature of iden-
tity as Time itself in the form of either being concrete or being abstract. 
A moment, i.e., temporal instant, depends for its existence upon Time, 
which implies that the identity of a temporal instant depends on the 
identity of Time. Th erefore, moments are concrete particulars only if 
Time itself is a concrete particular. 

 Assume that Time is a substance. Time should then, like any other 
physical substance, exist in Space and Time. But Time does not exist 
in Time, whereas Space may be said to exist in Time; thus, Space and 
Time cannot determine the identity of Time. Hence, Time cannot be an 
individual substance. Assume, in contrast, that Time is not a substance 
because all talk about temporal instants and relations can be reduced to 
talks about events and causal relations. Th is requires that we can set up 
identity criteria of events, which avoid any reference to space and time. 
Here Davidson’s attempt to specify determinate identity criteria of events 
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in terms of causation comes to mind as the only serious  suggestion, 
claiming that:

•    ( x )( y )(( x  =  y ) if, and only, if event( x ) & event( y ) &  x  and  y  cause and 
are caused by the same events).   

Unfortunately, this criterion has rightly and often been charged as 
being circular. 12  Th us, the conclusion seems to be inescapable. Time can-
not be a concrete particular. 

 In contrast, I propose that Time is an abstraction in the sense that we have 
a constructed geometrical language to be able to refl ect about collections or 
sets of moments and thus of concrete changes. Time denotes an ordered set 
of all moments in the world. Th is suggestion is supported by the above con-
ceptions of abstractness. Time itself does not exist in Space and Time. Again, 
Time does not have any causal infl uence on concrete substances because, if 
it had had such an infl uence, then each and every particular event would be 
causally overdetermined by causally prior events and by the defi nite moment 
at which the event takes place since both the causally prior events and the 
moment in question would be causally suffi  cient for it. Moments are there-
fore causally superfl uous. Moreover, if we think of two events that are causally 
connected so that the cause is not only causally suffi  cient, but also causally 
necessary for the event, there is no room for causally active moments. 

 We should notice that Time, like events, is logically incapable of exist-
ing separate from particular substances. Events, however, in contrast to 
Time, do exist in empirical space and time, and thus we shall leave aside 
that they may be abstract in some other sense. Time cannot exist without 
changing things; nevertheless, we can, of course, separate time instants 
from changes in thought. 

 Finally, the concept of a temporal instant fulfi lls the principle of 
abstraction. We can assign a time instant to an event in terms of a func-
tional expression and thus express the identity of moments in terms of 
identity of events. We say, for instance, the time of the Big Bang, the 
time of the supernova, and the time of the solar eclipse. Th ese functional 
expressions meet the abstraction principles.

12   Faye (1989), pp. 153–160. 
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•    ( x )( y )((inst x  = inst y ) if, and only if, event( x ) & event( y ) &  x  coexists 
with  y  in relation to a frame  S ).    

 It says that the moment of event  x  and the moment of event  y  are 
identical if, and only if, events  x  and  y  coexist. Th e relation ‘coexistence’ is 
indeed refl exive, symmetric, and transitive in any given inertial frame, and 
it grounds the abstract sortal term ‘instant’ such that the understanding of 
instants or moments presupposes an understanding of events and changes.  

8.3     Space-Time Substantivalism 

 Up to now we have mainly considered whether Space and Time are con-
crete or abstract entities in a metaphysical context. Now it is time to 
continue our analysis to look at the question from the point of view of 
what physics has to tell us. 

 In modern physics Space and Time “merge” into a single dynamic 
entity called Space-time in the sense that they cannot be unambiguously 
 distinguished  independently of reference frame. It is sometimes assumed 
that this entity, according to the fi eld equations of the general theory of 
relativity, is causally effi  cacious in the sense that Space-time causes the dis-
tribution of matter and energy in the universe, which in return aff ects the 
curvature of Space-time. Th is assumption of mutual infl uence requires 
that Space-time is a concrete entity that is able to undergo changes that 
eff ect or are aff ected by changes in the matter and energy distribution. 
However changes, by defi nition, can take place only in something that 
persists through these changes. If one accepts this metaphysical principle, 
it leads to the conclusion that Space-time should be treated as an object, 
or rather a substance, which forms the persistent ontological ground for 
any change. Th erefore, the assumption that Space-time can be causally 
infl uenced by the distribution of matter and energy, or can causally infl u-
ence that distribution, presupposes substantivalism of some sort. Space- 
time is a real substance undergoing changes but that exists independently 
of those processes occurring within Space-time. 

 Indeed, Space-time substantivalism constitutes a serious threat to the 
claim that Space and Time are abstractions, because it must treat space- time 
points as concrete particulars. Proponents of substantivalism point out that 
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the general theory of relativity quantifi es over space-time points, and as true 
followers of Quine they take this as a reason for believing in the existence of 
space-time points. Th erefore we need to take a closer look at this view. 

 In a co-written paper John Earman and John Norton defi ne ‘substantival-
ism’ as the claim that Space-time has an identity independently of the fi elds 
contained in it. Th ey emphasize that the equations describing these fi elds “are 
simply not suffi  ciently strong to determine uniquely all the spatio- temporal 
properties to which the substantivalist is committed.” 13  Th is captures the 
standard view that a substance is something that is self- subsistent; thus, a 
substance can be defi ned as a particular whose identity does not depend on 
any other particular and whose existence therefore does not depend on it. 

 Before we proceed an important distinction should be made between 
 manifold substantivalism  and  metric substantivalism . Th e fi rst type forms a 
kind of minimal view, according to which Space-time consists of a topo-
logical manifold of points, and the metric fi eld is then attached as an 
externally defi ned fi eld, whereas the second type includes the metric fi eld 
as an intrinsic part of the Space-time container itself. 

 Earman and Norton identify Space-time with space-time points. As 
they say: “Th us we look upon the bare manifold—the ‘container’ of these 
fi elds—as spacetime.” 14  Th e bare manifold consists of space-time points, 
whereas the fi elds form the metrical structure of Space-time, which is 
added to the manifold as a thing in it. Th eir motivation for separating 
the bare manifold as the Space-time container and the metric fi elds as the 
contained is that the metric fi elds carry energy and momentum that can 
be converted into other forms of energy and heat. 

 Manifold substantivalism assumes space-time points are real, but it 
is entirely unclear what their identity conditions are. It has been noted 
before that according to Newton the geometrical parts of absolute Space 
and Time are intrinsically identical to one another and can only be dif-
ferentiated by their mutual intrinsic order. 15  But this move is foreclosed 
to the manifold substantivalist. Th e identity conditions for space-time 
points cannot involve the metrical structure because of the way manifold 
substantivalism has been defi ned. It is assumed that Space-time is noth-

13   Earman & Norton (1987), p 516. 
14   Ibid., pp. 518–519. 
15   See also Maudlin (1989), p. 86. 
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ing over and above space-time points in the sense that the identity of the 
Space-time manifold is dependent on the identity of space-time points. 
Th e consequence is that Space-time is a real concrete particular if, and 
only if, space-time points have an identity independently of any entity 
that may occupy these loci. 

 Nevertheless, it appears reasonable to say that Space-time is not a 
composite substance because the whole does not distinguish itself from 
the parts. Space-time is indefi nitely divisible into other particulars of the 
same kind, but how can we distinguish between these parts in such a way 
that the distinction represents a real diff erence? Establishing determinate 
identity conditions, which make Space-time a concrete entity, is a seri-
ous problem for manifold substantivalism. Th e points of the manifold 
are pure abstract individuals, bare mathematical particulars, which do 
not have any structure or properties in virtue of themselves. How can we 
know whether or not these self-subsistent mathematical objects can be 
represented by physical space-time locations (or events)? 

 Th e manifold substantivalist seems to have two possibilities for for-
mulating determinate identity conditions of space-time points. She can 
either follow the mathematical road or take the physical one. It is pos-
sible for her to regard physical points as names of geometrical points, or 
she can regard some form of metric structure as inherent in Space-time 
(because we are able to talk about a universe free of matter and energy). 

 Following the fi rst path, the manifold substantivalist does not collide 
with the concrete structure of the world, but nonetheless the road is not 
passable. It is impossible to see how physical locations can act as names for 
geometrical space-time points, unless we already possess independent phys-
ical criteria of individuating particular space-time points. A name refers to 
what it names. Assuming space-time points to be something considered to 
be “real,” the named has identity conditions distinct from being so named, 
i.e., that they are mutually independent. Th e manifold substantivalist, 
however, is unable to point to what these conditions are with respect to 
physical space-time locations. Mathematical points are all we have, and 
they have no intrinsic features that individuate them from each other. 

 As we have seen, individual space-time points can be defi ned only 
 relatively within a particular relational structure, and their  only  identity is 
given in virtue of their position in this structure. We may indeed assign 
coordinates to the manifold, but in a pure diff erential manifold each and 
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every possible form of coordinates is arbitrary, and the manifold is invari-
ant with respect to the choice of a particular coordinate system. Only by 
adding a structure is it possible to change the situation, but then we are 
no longer confronting a bare manifold. 

 Choosing the second road, the manifold substantivalist may locate the 
identity conditions of space-time points in the metric structure of the 
physical state of the universe ( versus  Earman and Norton). In this way 
he may attempt to uphold a view of Space-time as a concrete entity. If 
Space-time is taken to be represented by a manifold of geometrical points 
on which we defi ne a metric fi eld, then the set of physical space-time 
points is individuated by their metric properties as they are defi ned by 
our best space-time theories. 

 Th e general theory of relativity identifi es the metric fi eld with the grav-
itational fi eld, and therefore it carries momentum and energy. Norton 
describes the problem thus:

  Th is energy and momentum is freely interchanged with other matter fi elds in 
space-times. It is the source of the huge quantities of energy released as radia-
tion and heat in stellar collapse, for example. To carry energy and momentum 
is a natural distinguishing characteristic of matter contained within space-time. 
So the metric fi eld of general relativity seems to defy easy characterization. We 
would like it to be exclusively part of space-time the container, or exclusively 
part of matter the contained. Yet is seems to be part of both. 16  

 Indeed, if the energy and momentum of the gravitational fi eld can be 
converted into radiation and heat, and vice versa, in connection with 
the formation of black holes, and this fi eld also characterized the met-
ric properties of Space-time, how can Space-time exist independently of 
what is going on in it? Since the identity of space-time points logically 
depends on their metrical structure, they are incapable of existing with-
out this structure. 

 Th e manifold substantivalist may respond by pointing out that Einstein’s 
fi eld equations connect the intrinsic structure of Space-time with the dis-
tribution of matter and energy such that the metric fi eld, in the form of 
the gravitational mass-energy fi eld, and the matter fi eld stand in a causal 

16   Norton (2004). 
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relationship. Th us, if Space-time has no momentum and energy, it would 
be impossible to see how they could interact with matter. Moreover, we can 
have a causal relation only if the relata are logically distinct from one another, 
i.e., in case the relata have mutually independent identity conditions. Th us, 
if Space-time and stars and galaxies were separate entities, then their mutual 
causal interactions would constitute the proof that they are concrete particu-
lars. But the argument, as it stands, is not without problems. 

 I sympathize with Lawrence Sklar’s warning over interpreting the fi eld 
equations as the non-gravitational mass-energy causing modifi cations of 
space-time since “the possible distribution of mass-energy throughout 
a space-time depends upon the intrinsic geometry of that spacetime.” 17  
Apparently, what he wants to emphasize is that the matter fi eld is spatially 
and temporally distributed. Th us, it cannot gain the necessary ontological 
independence of the metric fi eld necessary in order to have the separate 
existence required for having causal effi  ciency. Instead, Sklar maintains 
that the fi eld equation should be interpreted as a law of coexistence:

  Th e equation tells us that given  both  a certain intrinsic geometry for space-
time and a specifi cation of the distribution of mass-energy throughout this 
spacetime, the joint description is the description of a general- relativistically 
possible world only if the two descriptions jointly obey the fi eld equation. 18  

 Such a law-like constraint on the two descriptions robs the substantivalist 
of the causal argument for the independent reality of Space-time and for 
the matter fi eld being concrete, independent particulars. 

 Where does this line of reasoning lead? It seems that manifold substan-
tivalism either is forced into admitting Space-time is an abstract math-
ematical entity (since space-time points become abstract particulars) or 
collapses into a form of relationism where Space-time as such is claimed 
to be identical with the fi elds of gravitation-cum-matter. In the latter case 
the metric fi eld is defi ned in terms of the gravitational fi elds, whereas the 
space-time points are defi ned in terms of the mass-energy fi elds. So, if one 
wants to sustain a claim that Space-time is a concrete substance, manifold 
substantivalism seems not to be a viable metaphysical possibility. 

17   Sklar (1974), p. 75. 
18   Ibid., p 75. 

260 Experience and Beyond



 In the debate over  manifold substantivalism , according to which Space- 
time is represented by a manifold of points and a metric fi eld is added 
to this manifold, one argument appears to be more prominent than any 
other: Einstein’s hole argument. If we fi rst label the space-time points in 
the manifold and then spread the metric fi elds over it in diff erent ways, 
as the general covariance of the fi eld equations allow us to do, the dif-
ferent results will describe physically diff erent situations. Th us, a hole in 
the Space-time manifold would allow diff erent solutions for the metric 
fi eld inside the hole without changing the boundary conditions. Einstein 
found his solution in point-coincidence, or in a modern formulation, dif-
feomorphism invariance, which Earman and Norton dubbed the  Leibniz 
equivalence  as it represents in their view the space-time analogy of the 
traditional  Leibniz shift . 19  Leibniz equivalence is hence the assertion that 
a single physical situation (a gravitational fi eld) can be represented by an 
equivalence class of diff eomorphic models. 

 Th e hole argument appears to show that a substantivalist interpretation 
of Space-time requires ascribing a surplus of properties to Space-time, which 
cannot be determined by observation or the laws of the relevant space-time 
theories. Th e substantivalist must concede that matter fi elds, which after a 
diff eomorphic transformation go through such a hole in the space-time man-
ifold, are not determined by the metric fi elds and the matter fi elds outside the 
hole. Nevertheless, the manifold substantivalist, who wants to save determin-
ism, also holds that there have to be physical diff erences between the possible 
trajectories that a galaxy may take inside the hole. Earman and Norton take 
this to be a most unwelcome consequence of space-time substantivalism and 
for this reason are ready to give up manifold substantivalism as such. 20  

 Attempts to avoid such a conclusion by adding further structure to 
the manifold can, at least in some important cases, be met by  alternative 
versions of the hole argument. 21  If manifold substantivalism has to be 
 abandoned, Earman sees three ways to uphold substantivalism with 
respect to space-time points. One may adopt a structural role theory of 
identity of space-time points (which I shall return to below in the form of 
 sophisticated substantivalism ), one may argue that metrical properties are 

19   Earman and Norton (1987) 
20   See Earman (1989), Ch. 9. 
21   See Norton (1988). 
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essential to space-time points, 22 or one may introduce counterpart theory 
to space-time models. 23  But in conclusion he fi nds that that “our initial 
survey of the possibilities was not encouraging.” 24  

 Th e central claim of  metric substantivalism , according to Tim Maudlin, 
is that “Physical space-time regions cannot exist without, and maintain no 
identity apart from, the particular spatio-temporal relations which obtain 
between them.” 25  Th us, the identity conditions of space-time points are 
determined by the intrinsic order among them. A few pages later he states 
that space-time and metric are connected by necessity: “Since space-time 
has its spatio-temporal features essentially (cf. Newton above), the metric 
is essential to it and matter fi elds not.” 26  Th e proponent of the  metric 
substantivalism , in contrast to the manifold substantivalist, welcomes the 
idea that Space-time carries energy in the form of its metrical structure, 
because it puts Space-time on a par with other substances. 27  

 In the general theory of relativity, the metric fi eld is associated with 
the gravitational fi eld because of the proportionality of gravitational and 
inertial mass, so that gravitation and accelerated coordinate systems can 
be considered physically equivalent. Einstein spoke about this associa-
tion in various terms: Th e gravitational fi eld is said to either  infl uence  (or 
determine) or  defi ne  the metrical properties of Space-time. 28  But holding 
that the gravitational fi eld  defi nes  the metric structure of Space-time, it 
must be a conceptual feature of the universe and not just accidental that 
gravitational and inertial mass is proportional. Th is indicates, of course, 
that the proportionality is due to the fact that the gravitational fi eld is 

22   See Maudlin (1989) and (1990). 
23   Butterfi eld (1989). 
24   Earman (1989), pp. 207–208. 
25   Maudlin (1990), p. 545. 
26   Ibid., p. 547. 
27   For a discussion of this argument, see Hoefer (2000). 
28   In his introduction to the Leibniz-Clare Correspondence, Alexander (1956), p. liv states two 
quotations of Einstein without any references, one in which Einstein says that the gravitational 
fi eld “infl uences or even determines the metric laws of the space-time continuum,” the other in 
which he maintains that the gravitational fi elds “defi ne the metrical properties of the space mea-
sured.” Th e fi rst is from Einstein (1955), p. 62, whereas the second has not been possible to locate. 
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physically identical to the metric fi eld. 29  Another possibility is to think of 
them as conceptually distinct but empirically identical. However, accord-
ing to both Ruth Barcan and Saul Kripke, if such an identity proposition 
is true, it is necessarily true. 

 I believe that few would argue that inertia and gravitation are not con-
ceptually distinct. But the  identifi cation  of the intrinsic geometry of Space-
time with the structure of the gravitational fi eld cannot be an empirical 
discovery similar to the one that Hesperus and Phosphorus are the same. 
To see this we should fi rst realize what it takes to be an empirical discovery. 
It means that observation brings together evidence that fulfi lls two diff erent 
identifying descriptions. Ancient astronomers possessed diff erent, empiri-
cally based criteria of being Hesperus and of being Phosphorus. But when 
it comes to identifying the metric of Space-time with the gravitational fi eld, 
there are within GTR no such empirically based independent criteria of 
there being a defi nite metric structure apart from the gravitational fi eld 
itself. We should also remember that the equivalence of the gravitational 
fi eld and accelerated frames is merely local. Th is gives us problems with 
a global assignment of a unique metric structure founded on the gravi-
tational fi eld. Second, the eff ect of associating the gravitational fi eld with 
the metric structure of Space-time itself is to physically narrow down the 
possible abstract space-time models that can be the model of the actual 
world. So the association is not an  empirical  identifi cation but a metaphysi-
cal assumption that allows us to ground Space-time talk in physical reality. 

 Indeed, there is a sense in which inertia and gravitation are the same 
property that is only described in two diff erent ways in diff erent frames. 
Th e principle of equivalence ensures an account of the proportionality 
between the gravitational mass and the inertial mass, because it tells us 
that a system in free fall is an inertial system (locally). Th erefore, the 
widespread understanding of GTR holds that the metric fi eld (or it 
together with some related geometrical entity like connection) represents 
both the space-time geometry and the gravitational fi eld. So when it is 
said that it has been  decided  by the physics community that it is meaning-

29   However, Einstein saw GTR as a theory unifying inertia and gravity, not as a theory of geometri-
zation of the gravitational fi eld. Lehmkuhl (2014) strongly argues that Einstein, contrary to the 
folklore, emphatically believed that GRT “should not be interpreted as a ‘geometrization’ of gravity, 
especially if ‘geometrization’ was seen as a reduction of gravity/inertia to space-time geometry.” 
(p.317) 
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ful to identify the gravitational fi eld with the metric fi eld, such a deci-
sion must be based on some assumption that is not part of any empirical 
discovery. Rather, the decision is based on a metaphysical assumption of 
co-existence, according to which it is physically impossible for the metric 
fi eld to exist independently of the gravitational fi eld. 

 Th is brings me to the second part of my argument. Maudlin considers 
the metric fi eld as an essential part of space-time substantivalism. As we 
have just seen, the metric structure of Space-time is connected by neces-
sity to the gravitational fi eld where the notion of necessity is to be under-
stood in a metaphysical sense and not merely in a physical sense. 30  Th us, 
Space-time is an entity whose existence cannot be separated from the 
existence of the gravitational fi eld. So space-time points, and the metric 
structures we assign to these points, seem to be geometrical abstractions 
that do not exist independently of the gravitational fi eld itself. 

 If this claim is correct, it is metaphysically impossible for a Space- 
time manifold to exist separate from gravitation. Th erefore, I conclude 
that this four-dimensional representation of the world is a mathematical 
abstraction. Such an abstract conception of a Space-time manifold sup-
plied with a metric and a topology is rich in structure and therefore it 
helps us to talk about the structure of the universe and a changing reality.  

8.4     Space-Time Relationism 

 Th e proponent of the concreteness of Space-time is not limited to sub-
stantivalism. He could still argue that Space-time is a real entity but it 
reduces to spatio-temporal relations among the galaxies in the universe. 
But how can space-time points be concrete individuals without being a 
substance? Th e argument goes that space-time points are concrete because 
they owe their identity to concrete objects that occupy  empirical space 

30   When Maudlin (1990) argues that “Th e substantivalist can regard the fi eld equation as contin-
gent truths, so that it is metaphysically possible for a particularly curved space-time to exist even if 
all of the matter in it were annihilated” (p. 551), he is talking about something else. Even if all 
matter is annihilated there still exists a so-called source free gravitational fi eld that constitutes the 
metric fi eld (see Norton 1985, pp. 243–244). 
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and time. Especially they owe their identity to continuants or rather 
physical events. 

 Relationism, however, does not fare any better than substantivalism. 
I shall not rehearse all the kinematical-dynamical arguments that have 
been put against it by Sklar, Friedman, Earman, and others. What is 
important for my purposes is that the relationist believes that Space-time 
does not exist over and above the concrete fi elds; he sees it merely as ‘a 
structural quality of the fi eld’ and therefore claims that all talk about 
space-time points reduces to talks about a causal-equivalence class of 
events. By this founding maneuver the relationist fi nds space-time talk is 
as much concerned with concrete particulars as does the substantivalist. 
But the relationist’s attempt to specify such an equivalent class of causally 
connected events suff ers from the lack of a consistent criterion of identity 
that does not refer to space-time points. 

 Relationists claim that space-time points exist whenever events that 
occupy them exist. Th us, space-time points are concrete since they reduce 
to the concrete events in them. Space and Time are identical to the things 
and events that are commonly spoken of as ‘in’ Space-time. Events are 
then really constitutive parts of Space-time analogous to the way our 
arms and legs are not  in  our body, but parts of it, i.e., constitutive parts. 
However, I will show that this escape route provides no way out. 

 I suggest that we can have the sort of ontological reduction that the 
relationist needs to make her case only if a certain identity relation exists 
between the entity, which we want to reduce, and the parts to which we 
want to reduce it. Th e parts of a whole must not be exchangeable without 
the whole losing its identity. Th us, if a particular entity continues to be 
the “same” even if parts of it are replaced by diff erent entities because the 
identity of such an entity is not dependent on the identity of the parts, 
then this entity is  not  reducible to the sum of its parts. For example, a 
human body does not consist of the mereological sum of its parts because 
the various organs may be transplanted by donor organs or artifi cial parts 
without the body losing its identity. In contrast, however, particulars like 
particular masses or quantities of stuff  are numerically the same as the 
sum of their parts because they depend for their identity upon the identi-
ties of objects that are their own proper parts. 
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 Although impossible to perform, it is possible to imagine that a planet, 
the Sun, or a galaxy could be replaced by another object of its kind and com-
position without Space-time changing its identity or geometrical descrip-
tion. Space-time would still have the same curvature everywhere and at every 
time. It would have the same metrical structure due to the same gravitational 
fi eld, and it would still be a four-dimensional continuum. It seems at least 
that other material objects can substitute all individual objects, whereas the 
intrinsic properties of Space-time, which ground the identity condition of 
Space-time, stay the same all the way through the constant fl ux of matter and 
energy passing through them. 

 Indeed, there are less radical forms of relationism. One can argue: (1) 
that space-time points exist only in virtue of those continuants and events 
that occupy them, even though they are ontologically distinct from them, 
or (2) that space-time points exist only as possible places for continuants 
and events to exist. Th e metaphysical basis of the fi rst claim is that an 
entity can be ontologically distinct from another entity only if they have 
independent identity conditions (as father and son). By making the iden-
tity of space-time points distinct from the identity of their occupants, 
but by claiming these points to be existentially dependent on those occu-
pants, we only make a separation in thought, because their alleged dis-
tinct identity conditions have no empirical consequences. I conclude that 
this view collapses to the claim that space-time points are abstractions. In 
contrast, the second claim, however, presupposes that the possible places 
have some kind of existence independently of their occupants. Th is view 
therefore provides a way for a kind of substantivalism. Th us, none of the 
other forms of relationism do any better than the radical one at saving the 
presupposition that space-time points are concrete entities.  

8.5     Space-Time as an Abstracted Concept 

 In my opinion, the traditional distinction between substantivalism and 
relationism is a false dichotomy: Th e distinction assumes that either (1) 
Space-time is an ontologically independent entity, because it has a structure 
that exits independently of physical things or events, or (2) it is reducible to 
the structural properties of things or events. But substantivalism and rela-
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tionism are not contradictory terms; (1) implies that things or events are 
not  necessary  for the existence of Space and Time, whereas (2) implies that 
events or things are  suffi  cient  for the existence of Space and Time by pre-
supposing that things and events are defi nable or identifi able without any 
reference to space and time. (2) expresses only  reductive relationism , and 
one may deny (1) without being committed to (2). Th ings and events can 
be  necessary  conditions for the existence of Space and Time, even though 
physical space and time cannot non-circularly be defi ned in terms of things 
and events. I shall argue that the concept of physical space and time can be 
understood as abstracted from certain structural properties of the physical 
world as we experience it, and as such Space- time is an abstract conception 
by which we represent these things and events on a large scale. 

 Einstein’s point-coincident solution to the hole argument was that 
two fi elds diff ering only by a diff eomorphism, like the metric fi eld  g  μν  
and the dragged-along metric fi eld  g ’ μν , are mathematically diff erent, but 
in Einstein’s words “entirely equivalent” and describe the same physical 
situation. Th us, it can be argued that Einstein’s point-coincidence argu-
ment does not represent a view on the nature of space-time at all but 
merely an endorsement of the Leibniz equivalence. If this conclusion is 
correct, then the coincidences of space-time points do not just add up 
to a space-time structure. As Mauro Dorato emphasizes, “we certainly 
cannot reconstruct the global structure of a general relativistic space-time 
just by patching together such strictly local intersections of worldliness;” 
nevertheless, the local intersection of world lines provides the observa-
tional basis on which any theory of space-time can be built. 31  Geometry 
and pure theories of Space-time in general are logical or mathematical 

31   Dorato (2000). In a paper written together with Massimo Pauli, Dorato and Pauli (2007) argue 
for a theory named point structuralism which according to them is a combination of features from 
both substantivalism and relationism: “including elements common to the tradition of both sub-
stantivalism (spacetime has an autonomous existence independently of other bodies or matter 
fi elds) and relationism (the physical meaning of spacetime depends upon the relations between 
bodies or, in modern language, the specifi c reality of spacetime depends (also) upon the (matter) 
fi elds it contains).” (p. 147) Th ey explain that their theory embodies entity realism as the metric 
fi eld exists physically “as an extended entity together with its point-events.” It is not just reducible 
to a mathematical structure. Furthermore, they claim that the space-time points exist, but their 
nature is relational. Th e eff ect is, if this is correct, that the metric fi eld individuates the points of the 
manifold. See also Lusanna and Pauri (2006). Th eir view may be characterized as a form of non-
reductive relationism; see note 32 and the discussion below. 
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abstractions useful for certain physical implementations, but I think that 
it is a serious mistake to hypostatize these abstractions. Th is view I call 
 non-reductive relationism . 

 Non-reductive relationism takes the metric tensor  g  μν  to repre-
sent a gravitational fi eld rather than the Space-time structure itself. 32  
Field  theories seem to change the long-established debate between 
Newton and Leibniz. Th e non-reductive relationist does not have to fi ght 
the notion of empty space. Th ere is no space where there are no fi elds, 
i.e., something physical. Th e attempt to maintain the classical perspective 
by defi ning the physical matter in terms of the matter-impulse-stress ten-
sor  T  μν  and then claiming that  T  μν  = 0 and  g  μν  ≠ 0 represent empty space-
time points is not convincing. 33  In general,  g  μν  represents the gravitational 
energy, and the so-called vacuum solutions exist only in the real world as 
approximations where the source expressions are ignored. GTR is not a 
theory of matter, and the introduction of a theory of matter via quantum 
theory gives vacuum solutions diff erent from zero. 

 Since reference to space-time points takes part in specifying the iden-
tity conditions of concrete particulars, i.e., world lines of galaxies, then 
Space-time itself cannot be a concrete particular. My suggestion is that 
Space-time is considered as an abstracted notion in the sense that it is 
conceptually dependent on fi elds and matter. Earman and others reach 
the substantivalist position by hypostatizing space-time points as objects, 
which are then thought of as the subject for predication of the properties 
of the fi elds that are defi ned at those points. 34  Here it seems as if Earman 
merely hypostatizes the diverse conceptual levels of diff erential geometry. 
We begin didactical-mathematically with a diff erential manifold, and 

32   Carlo Rovelli (1997), pp. 193–194, argues that Einstein’s identifi cation between gravitational 
fi eld and geometry can be understood in opposite ways: (1) “the gravitational fi eld is nothing but a 
local distortion of spacetime geometry” or (2) “ spacetime geometry is nothing but a manifestation of 
a particular physical fi eld , the gravitational fi eld.” He himself defends the second option, which I 
take to be an example of reductive relationism. Th e metric fi eld is the manifestation of the gravita-
tional fi eld and as such “Th e metric/gravitational fi eld has acquired most, if not all, the attributes 
that have characterized matter (as opposed to spacetime) from Descartes to Feynman.” In contrast, 
the non-reductive relationist would say the actual geometry is an exemplifi cation of infi nitely many 
possible geometries and that physical space-time seems to gain individuality by being  instantiated  
by the gravitational fi eld. 
33   Friedman (1983), p. 223. 
34   See for instance Earman (1989), p. 155. 
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then we supply it with diverse affi  ne, metric, and topological structures, 
and without any further argument it is taken for granted that this pure 
manifold exists ontologically independently of the structural features that 
characterize the world as we experience it. I hold that the problematic 
move in this line of reasoning is in the fi rst place the very idea that we are 
allowed to reify space-time points as independent entities with their own 
criteria of identity. 

 Oliver Pooley takes issue with Earman and Norton’s hole argument. 35  
Following Gordon Belot and John Earman, he defi nes  sophisticated sub-
stantivalism  as any position that denies haecceitistic diff erences. 36  Such a 
position regards two diff eomorphic models as representations of the same 
possible world so they cannot be attacked by the hole argument. In con-
trast to Belot and Earman, Pooley holds the view that, as a sophisticated 
substantivalist, one can argue that space-time points are real substances, 
although their numerical distinctness is grounded by their position in a 
structure. He believes that such a modest structuralist position does not 
“go beyond an acceptance of the ‘purely structural’ properties of the enti-
ties in question,” while at the same time maintaining that these objects 
cannot be  reduced  to the properties and relations themselves. I wonder, 
however, how space-time points, in terms of their mathematical struc-
ture, become physical space-time points. Pooley does not provide us with 
a single argument to show that the numerical distinctness of the math-
ematical objects of a manifold (points), whose identity depends on their 
positions in a mathematical structure, corresponds to the numerical dis-
tinctness of  real  physical space-time points. 

 Let me illustrate why I think to be problematic Pooley’s suggestion 
that space-time points are real entities in spite of their purely structural 
properties. Take a series of identical billiard balls and add an ordering 
structure: one, two, three, four, fi ve …, from the left, and then the iden-
tity qua ‘number four from the left’ is given in virtue of the entire struc-
ture, namely all the other billiard balls plus the given structure. But it is 
not a property of either particular ball that if we exchange it with the fi fth 
ball, then the identity of the two balls switches, too. Each keeps its own 

35   Oliver Pooley (2006). 
36   Belot and Earman (2001), p. 228. See also Belot and Earman (1999). 
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 identity before and after the switch, although the order itself is completely 
unaltered. Space-time points, however, are defi ned only in relational 
terms, meaning that they change identity whenever they change their 
place in the structure. Had they not changed identity and were they still 
individuated only by their place in the structure, then the order among 
themselves would not have stayed the same. Analogously, the identity of 
the number four is defi ned by its place in the entire sequence of numbers, 
and whatever whole number that may occupy the place between three 
and fi ve would be identical with number four. Here both numbers and 
space-time points seem to be ontologically on par. 

 From the naturalistic perspective taken in this book, the characteriza-
tion of space-time points as independently existing entities with their 
own identity conditions seems to be a problematic extrapolation of com-
mon sense ontology that assumes that in addition to their relations to 
other physical objects, all physical objects also have intrinsic proper-
ties that in part determine the kinds of relations into which they can 
enter. Space-time points lack intrinsic features, and without them there 
is no physical basis for diff erentiating one from another. Th e identity of 
space-time points as abstract objects is determined by the mathematical 
structure as a whole in the sense that we defi ne and identify the con-
stituents (points, etc.) within that entire structure. In such an abstract 
structure, the identity of any particular constituent is given by reference 
to all the other constituents plus a certain ordering relation among them. 
However, we cannot defi ne and identify the entire structure in virtue of 
the structure itself. Th ere is therefore a categorical diff erence between the 
constituents of the structure (points) and the structure as a whole. Th eir 
criteria of identity are not the same. We identify and defi ne the constitu-
ents (points) within the structure, but such an individuation is not pos-
sible with respect to the structure itself. Nevertheless, from a naturalistic 
point of view, the claim that the identity of physical space-time points 
constitutes a primitive fact that does not require any further explanation 
is nothing more than an act of fi at. 

 Although I have sympathy for the spirit behind non-reductive relation-
ism, I think that the entire discussion rests on the false assumption that 
GTR represents the global structure of Space-time as physical space-time 
in relation to the matter-energy distribution of the universe. In contrast, 
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I believe that like every other scientifi c theory GTR does not represent 
the global structure of the universe but provides a vocabulary and a set of 
linguistic rules developed to establish particular models of gravitational 
systems. Th ese models may be set up to represent the universe as a whole 
or any local system of gravitation in a local space-time region. In Chap. 
  4     I argued that structural realism in general holds an awkward position 
on the relationship between mathematically formulated models and the 
world, namely that there exists an isomorphic coherence between some 
mathematical structures, which exist independently of the world, and the 
real structure of the world as it exists independently of such mathemati-
cal structures. It does not suffi  ce for the structural realist to point to the 
ontological commitments of the structures given to us by theories. Th e 
commitment to a certain structure is always internal to the mathemati-
cal framework according to Carnap’s ‘internal/external’ distinction in 
semantics.

Th e structural realist needs to point to some external commitments 
that guarantee the existence of real physical counterparts. For instance, 
Dean Rickles argues: 

Structuralism has been ‘creeping up’ in physics for some time, and with the 
advent of gauge theories I think it is the obvious interpretative stance to 
adopt; when we turn to background independent theories like general rela-
tivity when even dynamics is pure gauge, then structuralism is almost 
forced upon us. 37  

However, as an evolutionary naturalist, I think that such a stance, 
which relies only on conceptual coherence and mathematical consistency, 
is completely misguided. Indeed, all kinds of questions about the exis-
tence of space-time structures  internal  to general relativity models are 
trivially answered with a “yes.” But structural realists also claim to answer 
Carnap’s  external  question. Here we want to know whether or not real-
ity itself, not just our talk about it, contains Space-time structures, even 
though these structures do exist for all descriptive and refl ective purposes. 
But as long as nobody has shown that the structure of mathematics has 
an ontologically diff erent status than the structure of language, there are 

37   Rickles (2008), p. vi. 
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numerous unresolved questions that face those who would try to answer 
 external  questions about Space-time. 

 So far I have argued that space-time points and fi elds are ontologically 
distinct entities, because they belong to diff erent kinds of existence, but I 
have also claimed that Space-time both ontologically and conceptually is 
posterior to changing and extended things. I now want to conclude that 
Space-time is nothing but a geometrically ordered  set  of space-time points 
to which we refer whenever we want to track down the development of 
fi elds and objects in a model. Th e geometrical conception of Space-time of 
GTR provides us with a mathematical language in terms of which we can 
talk about extension, relation, and their changes in relation to  gravitation. 
We need the conceptual resources of Space-time to assist us in identifying 
and ordering things and events globally. We would be unable to repre-
sent particular things in a GTR model and to track them down from one 
moment to the next, unless we had the possibility of referring to their 
continuity through Space-time. Space-time gives us the conceptual tool 
to describe movement of the same material object through a variety of 
spatio-temporal locations and gives us the conceptual tool to talk about 
the persistence of numerically the same object possessing diff erent prop-
erties from one spatial locus to another or from one temporal moment 
to another. Th erefore, we may say that  particular  concrete objects are in 
physical space-time, meaning that their world-lines can be represented 
by a set of space-time points in a model. Th us, an enduring object is one 
that may undergo changes in physical space and time, while it continues 
to stay the same object throughout its changes. Th e question then arises: 
Is Space-time a mere linguistic or mathematical tool, a conceptual instru-
ment for identifying concrete particulars, or does it have some sort of 
abstract existence? 

 I am inclined to hold that even  ordinary  space and time exist as abstrac-
tions, in the sense that their existence is ontologically, but not causally, 
dependent on the existence of concrete particulars organized by the mind. 
First, the mind grasps the concepts of spatial locus and temporal instant 
from the locations and relations between the objects of perception perceived 
as somewhere and from the order of their changes perceived as occurring 
at diff erent intervals according to the internal causal order of perception. 
Next, this construction of local spatial position and temporal moment is 
eventually extended to all actual and possible events elsewhere in space 
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and into the past and future in time. But such an extension requires a 
precise defi nition of simultaneity. Classical theories are based on such a 
defi nition, relativity theory on another. Hence, the concept of Space- time, 
as a mathematical generalization based on a physical defi nition of simulta-
neity in terms of light signals, is so constructed that it applies to the total-
ity of all events and objects that exist in the universe from its beginning 
to its end. 

 So I advocate the view that Space-time consists of an ordered set of 
space-time points originally abstracted from perceptual awareness of 
extension, relations, and change. Th is construction is then applied to all 
changing things and therefore thought to represent physical space-time. 
Our conception of this set is acquired by empirical acquaintance with a 
limited number of members of the set, and their order is subsequently 
abstracted from their relations to all other possible members of the set. It 
does not follow from this that the term used for that abstracted  concept  
refers to an abstract  object  over and above the entire collection of con-
crete members in the universe. However, being an ordered set Space- time 
exists as an constructed entity with its own internal identity conditions, 
and therefore Space-time is not reducible to a mere collection of events. 
As an abstracted concept, Space-time has no space-bounded or time-
bounded properties; it is subject to only tenselessly true predication as far 
as its relational properties are concerned. 

 Th us, Space-time is not only a set, but also the ordered set of space- time 
points abstracted from concrete particulars and relations such that the 
ordered set of space-time points is intended to represent the set of concrete 
events in the universe. Any particular event may coexist with some other 
particular events, or precede or succeed some other particular events, and 
based on these facts we may assign a relation of simultaneousness as well as 
an order of being earlier or later to all these events. For this purpose Einstein 
chose light signals for a coherent but operationally unambiguous defi ni-
tion of simultaneity. In general, events causally (and perceptually) succeed 
each other and therefore belong to diff erent subsets (hyperplanes) of coexist-
ing events. Th e actual spatio-temporal order corresponds to causal relations 
between concrete things and events. By grounding the order of space-time 
points in the causal structure of some particular actual events, we are able to 
ascribe a unique and unambiguous order to all events in the universe. Every 
space-time point becomes ordered with respect to every other space-time 
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point, and we may use this abstracted representation to identify uniquely 
any particular event in this ordered set. Indeed, Space-time is an abstraction 
that has a very privileged relation to physical reality. Th ere are an infi nite 
number of mathematical geometries, any one of which could represent the 
actual world, but which of them may be used to identify changes and move-
ments in the universe depends on the distribution of fi elds and matter.  

8.6     Are Space and Time Invented or 
Discovered? 

 But what is the foundation of our ordinary conception of space and time? 
If we characterize Space-time as a mathematical abstraction, which has 
been constructed out of our ordinary conception of space and time, and 
the notions of space and time stem from the sensuous presentation of 
concrete individuals, the ontological status of ordinary space and time 
is still unclear. Are space and time something that exist over and above 
those locations and relations we can perceive, or are they abstractions 
created by human intellectual faculties that have evolved through natural 
selection? Do we have a notion of empirical space and time because our 
mind has become biologically adapted to represent the external world 
as it really is, or do we have these notions because this is how the mind 
structures the world of experience based on how the external world is 
presented to our sensory faculties by millions of years of natural selec-
tion? Th e conception of space and time as something stretching beyond 
our immediate perceptual experience seems to have been both invented 
by human thought and discovered by refl ection. Just as natural kinds 
are invented as the result of a cognitive capacity for similarity recogni-
tion, and later discovered by refl ection, the external world is sensuously 
presented to us as consisting of similar spatial and temporal relations. As 
abstracted by refl ection from memory and the sensuous presentations 
of the external world, these ordinary concepts have a content that goes 
beyond our experience, and even all possible experience, but nevertheless 
have the cognitive function of allowing us in our daily life to imagine 
motion and change and think about them as continuous processes. Th e 
same can be said about the Space-time conception of relativity theory 
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that provides the physicist’s currently accepted conceptual framework for 
representing the large-scale structure of the universe. 

 Often we associate objectively existing phenomena with things that can 
be empirically discovered (if they are humanly accessible), but those phe-
nomena that exist only subjectively are associated with things that are a 
result of human invention and construction. But this is not always the 
case. Kant’s notion of space and time as transcendental forms of intuition 
was a position that took space and time to be necessary a priori condi-
tions of experience discovered by pure reason. Kant unequivocally rejected 
the empiricist view that they were abstracted from observed things. 
Contemporary space-time physics, interpreted realistically, also takes the 
structures of Space-time to be something that can be discovered. But, in 
contrast to Kant’s a priori grounding, this time it is the result of an empiri-
cal discovery based on the experimental support of relativity theories. 

 Other things may be a result of invention and still exist objectively, 
that is, autonomously of the mind. A car and a computer are products of 
human invention but exist as physical things independently of the car-
maker and the computer maker. But they exist as cars and computers only 
as long as we are around to assign a certain meaning to them in terms of 
their function. Th e same holds for languages, families, institutions, and 
states. But these do not exist as concrete particulars in space and time; they 
would not be here had it not been for human invention. Th e diff erence 
is that physical objects like a car and a computer ontologically depend on 
physical states of matter, whereas families, states, and the like ontologically 
depend on human beings and their communicative actions. 

 Th us, the question we have to address is whether or not space and time 
in the ordinary sense would have existed if human beings did not exist. 
Do they have a status as natural or artifi cial particulars or as nominal 
constructions? Space and time are the measures of extension, change, 
and motion. I have said that our notions of space and time, as abstrac-
tions, refl ect our experience of the spatial and temporal relations among 
concrete particulars and therefore conceptually depend on the existence 
of concrete objects and physical events. Th e experience of spatial and 
temporal relations must have originally co-evolved with the perception 
and memory of the locations of their relata. Apparently, this indicates 
that space and time are discovered by us. But I also mentioned that our 
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ordinary notion of space and time is abstracted from spatial and tempo-
ral perceptions whose content is mind-independent but not  necessarily 
species- independent. Being species-dependent does not imply that  spatial 
locations and temporal changes are brought into existence by us. 

 Another possibility is to say that the existence of ordinary space and 
time not only depends on the existence of concrete physical things, but 
also on the existence of human beings. To say that overall space and time 
depend on humans is not to say that they  only  depend on humans. We 
formed an ordinary concept of space and time, as well as a scientifi c 
concept of Space-time, through abstraction, and this process is indeed 
confi ned by the innate mechanism of our internal presentation of spa-
tial and temporal relations among individuals in our environment. Th e 
concept is abstracted from a collection of common spatial and temporal 
patterns through which natural selection gave our ancestors the  capacity 
to recognize among concrete existing individuals. What this concept 
refers to would be an abstract object if it had made sense to claim that 
such entities exist. As long as we do not hold that an abstract concept is 
fully determined by the existence of mind, but also by the existence of 
concrete relations from which the concept is abstracted, it does not have 
only a purely subjective origin. Our ordinary concept of space and time 
is concerned with the external world even though it is constructed by 
us based on perceptual and bodily information about relations among 
object in our environment. So it seems reasonable to maintain that space 
and time are neither discovered nor invented by us, since they would not 
have existed if it had not been for our physical environment and us. Space 
and time are  ontologically  species-dependent but  epistemologically  mind- 
independent, because we take them to supervene on spatial relations and 
temporal changes among concrete particulars, which form the empirical 
basis from which the concepts of them are abstracted. 

 I would say that the mental capacity for refl ection allows us to con-
struct space and time based on our experience of spatial and temporal 
relations. Kant was right insofar as it is by reasoning on the basis of these 
conceptual constructions that we come to know the geometrical proper-
ties of space and time. As intellectual abstractions ordinary space and 
time are not directly given in experience, although the process of men-
tal abstracting, which produces our concepts, starts with what is given 
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empirically. But Kant was certainly not right when he argued that space 
and time exist prior to and independently of experience as proven by his 
transcendental argumentation. We can experience spatial and temporal 
relations, and the way we get to the abstract notions of space and time is 
through a mental process starting with such experiences. We may think 
of ordinary space and time as names for constructions based on our per-
ception of concrete particulars, and the reason why we have eventually 
formed a concept of them is to gain an ability to track down natural and 
artifi cial particulars beyond what is immediately given in experience. So 
our notions of space and time exist as abstract concepts, and their cogni-
tive role is to provide us with an order for the assignment of truth values 
to descriptions that directly or indirectly refer to spatial and temporal rela-
tions among concrete particulars. So our concepts of ordinary space and 
time as such refer to neither transcendental nor real things-in-themselves. 

 Let me recapitulate the assertions of this section: we abstract the 
notions of what we may call “ordinary” space and time from our experi-
ence of the spatial and temporal relations between physical objects as 
presented in experience. So I hold that spatio-temporal relations are real 
features of the world quite apart from us, and our ordinary concepts of 
space and time are abstractions derived from our experience of these rela-
tions. So these “ordinary” notions refer to constructs, something we have 
created, i.e., they have no ontological status apart from human thinking 
about them. Normally we would say that makes them subjective rather 
than objective. But it seems also correct to say that they are not created by 
the individual subjective experiencer but by the species as a whole, so this 
gives “ordinary space and time” a reality apart from the referents of the 
concepts that exist in individual human minds. So “ordinary space and 
time” are neither objective (i.e., things in themselves) nor merely subjec-
tive (i.e., only subjective categories of thought) but have a reality depen-
dent on the species as a whole, given its faculties as shaped by the forces 
of selection and survival. For this reason spatio-temporal knowledge is 
not subjective but has a universality and necessity for the species, even if 
it is not the universality and necessity of pure reason that Kant claimed. 
Th us, in a naturalistic account the eff ect of natural selection substitutes 
for Kant’s grounding the forms of intuition in pure reason.     
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    9   
 Causality and Counterfactuality                     

          We commonly regard the concept of causality as essential for understand-
ing the diff erence between the accidental and the non-accidental conjunc-
tion of events and the relation between the actual and the possible. Not 
only do we use causal notions whenever we try to grasp why something 
new or unexpected happens, but also our sensory experience of the most 
familiar events is conceptualized in terms of these notions. Our everyday 
world is a world in which we experience multifarious causal connections 
among the events we witness. Still, philosophers have raised doubts about 
the reality of causes as something over and above the regularities we expe-
rience among our sensations. Rightly or wrongly, David Hume was under-
stood to claim that our experience of causation contains no necessity  in 
re . All of our beliefs in causal modality stem from the mind’s projection of 
necessity onto the events we experience. Only necessities  in dicto  exist. A 
born-again empiricist, like Bas van Fraassen, holds that “From an empiri-
cist point of view, there are besides relations among actual matters of fact, 
only relations among words and ideas.” 1  Modal and causal expressions, 
however, are not among those statements that are concerned with actual 

1   van Fraassen (1989), p. 213. 



states of aff airs, since they seem to be about relations among possibilities.
Instead van Fraassen thinks that “a graphic, if somewhat inaccurate way 
to put this would be: causal and modal discourse describes features of 
our models, not features of the world.” 2  In contrast to this hard-core 
empiricism, I shall argue that causal claims may refer to  real  relations, 
because causes are both actual and observable facts of the world. However, 
although modal features are part of our causal understanding, I do not 
believe that a causal claim entails that alleged modal entities such as pos-
sibilities and necessities have their own  real  existence. 

 Th erefore, in this chapter I want to address the question of what the 
concept of causation includes beyond what originates in concrete sensory 
experience. It seems to be the case that biological evolution has installed 
cognitive schemata of causation in the consciousness of animals that enable 
them to coordinate bodily and sensory information, foreseeing what other 
animals can be expected to do and to behave according to the expecta-
tions. Th ere seems to be a pretty obvious evolutionary explanation of why 
natural selection has favored animals that were conscious of causal con-
nections in the world around them. However, such an awareness of causal 
connections does not imply that animals have modal concepts like neces-
sity or that they can imagine counterfactual possibilities. Th at purely ani-
mal “causal schema” does not necessarily extend to a tool- using hominid 
who in some way grasps a connection between wielding the tool and its 
eff ects. I am tempted to say modal categories require some degree of self-
consciousness (trans-animal) that allows us to ask: “Okay,  A  and  B  were 
temporally connected last time, will similar  A -type events be connected to 
 B -type events next time? And again and again…?” Th e innate schemata of 
causation constitute the capacity of animals to learn by induction how to 
perform in their environment. Nonetheless, the notion we have generated 
from refl ecting on our own causal capacity seems to be more complex than 
what can be accounted for by an appeal to regularities. 3  

 Th e world works in a regular way. And we are highly adapted to that 
fact. Of course two facts are true about human experience: (1) regularities 

2   Ibid., p. 214. 
3   Faye (2014), pp. 138–42. On page 136 I say “In Kantian terms the notion of causation is a pos-
teriori for the species but a priori for the individual.” By this I meant that the schemas of causation 
are innate and that an individual organism’s actual notion of causation is its behavioral expression 
of the innateness of this capacity of forming causal beliefs. 
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happen over and over, and (2) occasionally genuine novelties arise. Th us, 
a well-adapted organism must be able to anticipate (Hume’s habit) the 
regular reoccurrence of the regularities, but also must be able to somehow 
work in the genuine novelties into its worldview. To fail in either case 
would surely subject that organism to immanent peril. It seems to me 
that in a universe without regularities (one of those other possible worlds 
in a dark corner of the multiverse) evolution by natural selection would 
not work, since the mechanism or stratagem that was survival positive 
yesterday may not be tomorrow. To the extent that “our” world is indeed 
punctuated by cataclysmic changes, the delicate constructions of natural 
selection are wiped away and reset to begin all over again in a new world 
where old regularities may no longer obtain. 

 But philosophers often put more into the notion of causality than what 
can be accounted for by the regularity account of causation. Th e attractive-
ness of that account is its attempt to understand causation solely in terms 
of observational features of the empirical world. However, this account 
seems not to match our intuition that we experience many events as cases 
of singular causality that follow no repeated previously experienced cases 
of temporal succession. Since this experience is prior in many normal 
epistemic situations, it follows there is more to a refl ective notion of cau-
sation than mere temporal succession. Apart from succession and depen-
dency, the concept of causality is usually  defi ned  as containing a modal 
feature, which allows us to engage in counterfactual inferences about sin-
gular causal events and to claim that a particular cause is both suffi  cient 
and necessary for its eff ect in particular circumstances. However, we may 
directly observe what we regard as singular causes followed by singular 
eff ects, but the modal element of the alleged necessity of the connection 
is never something we can ever possibly observe. Rather, this element is 
something we add to our empirical perception of causal connections. 4  
Th us, the present chapter suggests that the modal feature of necessity is 

4   Michael Ruse (1986) expresses the problem very nicely: “Certainly there are causal connections, 
and only a fool would ignore them. Th e point is that causes are not  things  (over and above the 
physical world), like powers or invisible fl uids or such phenomena—though we have a tendency to 
think they are. Nor are there metaphysical hooks, or any such things, binding causes and eff ects. 
Th e world works in a regular way. It is in our biological interests to take note of this, and so as an 
adaptive response we tend to make something out of the regularities. But, as philosophers, we 
should not try to make more out of regularities than they are. Causes are projected into the world 
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a mental construction that was originally derived from our knowledge of 
certain structural features of similar events in diff erent situations. It does 
not originate in what we actually observe, but is abstracted from what we 
have observed or may observe under diff erent but pertinently similar cir-
cumstances. So the concept of causation has partly an empirical content 
and partly a constructed one. I shall propose that the empirical content 
is due to some causal schematum through which we perceive diff erent 
events as causally connected, whereas all modal features that are part of 
our belief in that causal relation are constructed by the mind. 

9.1     The Concept 

 Attempts to fi nd causal mechanisms are already ubiquitous in our normal 
way of thinking, because causal understanding provides us with a well- 
ordered and structured comprehension of the world that provides many 
practical advantages in daily life. Expressing our recognition of causal 
connections is what causal discourse is all about. Causal language is used 
to communicate what we see as non-accidental connections in both 
everyday life and science. Fundamentally, there is no diff erence between 
causal claims made in science and in ordinary life. Scientifi c understand-
ing diff ers from that of daily life only in that it is made on the basis of 
greater theoretical insights and is justifi ed by more sophisticated means of 
experimentation than in the experiences of ordinary life. 

 Intuitively, we possess causal knowledge, because we experience the 
world as basically causal in nature. We observe causes: In the same man-
ner as we experience things and events as having certain properties, we 
also experience these things and events as causally connected and as par-
taking in physical processes. Furthermore, we could not act in a world 
where we did not know—or did not have quite reliable expectations 
about—how things would behave. Our beliefs in causal connections help 
us to execute actions that will result in events we wish to bring about 
or to prevent events that we do not want to happen. Knowing causal 

by us, through our epigenetic rules. Th e human who believes in real connections has the biological 
edge over the human who sees only contingency” (p. 174). I agree completely. 
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 connections is also a precondition for doing experiments and for success-
fully making and operating technical devices like tools and instruments. 
Th us, as a matter of fact, most often causal beliefs represent genuine 
knowledge about the world. An obvious question is therefore how we 
obtain causal beliefs and what we come to believe about causation by 
obtaining it, another is what we mean by having ‘causal understanding,’ 
and fi nally there is the question of what constitutes causation as it is in 
the world itself, if there is such a thing. Th ese three aspects of causation 
are more or less distinct. 

 Th e fi rst one bears on the methodology of science, how, and the extent 
to which individual causal claims can be justifi ed, the second is concerned 
with the nature of causal beliefs and the meaning of causal claims express-
ing those beliefs, and the third one deals with the ontological foundation 
of causal connections. I hold that in physics, for example, processes have 
a non-modal, or non-counterfactual, basis in the conservation of posi-
tive energy and its transmission in time and space. 5  But I believe that we 
should separate causation from physical processes. 

 In contrast to our understanding of physical processes, the meaning 
of causation is saturated with modal notions. Th e problem here is not 
that we do not understand causal statements—in fact we do, for we are 
able to use causal terms correctly without any hesitation. As competent 
speakers of a language we do not need a defi nition of causality to know 
what it is, any more than we need a defi nition to understand what human 
beings, animals, fl owers, books, and cars are. We learn to use these terms 
correctly while learning our fi rst language. Our linguistic practice shows 
that we are just as familiar with causation as we are with these other 
things. Th e interesting issue is indeed to get to understand what it is that 
we understand, and why we understand it as we do: what structure of 
the world, if any, lies behind the formation of causal concepts? What, in 
other words, is it about the world that has led evolution to produce  Homo 
sapiens  that experience the world through such causal concepts whose 
content supersedes what can have empirical support? Th e focus of our 
discussion will be the explication of what we mean by ascribing a causal 

5   Faye (1989, 1994). 
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nexus between events of certain kinds and how we can justify the modal 
interpretation of causal statements. 

 Philosophers have proposed a variety of diff erent analyses that pres-
ent a more elaborated account of our causal statements. Th e most com-
mon attempts are suggestions to analyze causality in terms of regularities, 
counterfactuals, or probabilities. All of these accounts have one thing in 
common, namely, the idea that the notion of causality is analyzable in 
terms of another notion (or notions), which is taken to be either more 
fundamental or better understood or directly experienced. In opposi-
tion to the reductionist accounts, I hold that causal claims cannot be 
fully defi ned in terms of any other concept. Indeed, all causal discourse 
is loaded with reference to regularities, counterfactuals, and probabilities, 
but these notions cannot by themselves replace the notion of causality. 

 Claims about causality imply claims about regularities, counterfactu-
als, and probabilities. Assume two individual events  α  and  β  are causally 
connected, then the phrase “ α  causes  β ’ apparently implies the following 
claims: (1) events of type  Β  follow events of type  Α  given the actual cir-
cumstances  C , (2) if  α  had not happened, then  β  would not have hap-
pened; (3) the probability of  β  is greater with  α  than without  α . But at the 
same time causality gives rise to its own problems independently of any of 
these other related notions. Although none of these notions, individually 
or collectively, is able to explain causality, each of them may contribute to 
a philosophical elucidation of the concept. Nonetheless, I hold that the 
notion of causation is primitive in virtue of having evolved as part of our 
cognitive apparatus by natural selection. So what I propose is that although 
our understanding of causality is not completely analyzable in terms of 
regularity, counterfactuality, and probability, nevertheless it is so closely 
associated with them that it is impossible to grasp causality intellectually 
without taking its relation to these other notions into due consideration. 

 Th us, on the one hand, I agree with the non-reductionist conception 
that the truth conditions of singular causal statements are not completely 
translatable into the truth conditions of any other kind of statement. On 
the other hand, I subscribe to the antirealist view that the truth condi-
tions of singular causal statements can be expressed in terms of what 
is epistemically accessible. Every part of the notion of causation, which 
goes beyond experience, and which therefore cannot be articulated in 

284 Experience and Beyond



observational terms, does not correspond with anything objective in 
experience. I suggest that our understanding of causal claims is such that 
those parts of our concept of causation that include references to a neces-
sary connection are due to abstractions from memory and perception. 
My contention is that it is only through our experience that we have 
acquired a grasp of the most general conditions under which a causal 
description of the world is possible.  

9.2     Regularity 

 Causal thinking plays a major role in both science and everyday life, as 
we constantly acquire beliefs about the connections among events we 
experience in our daily surroundings. Scientists believe, for instance, that 
acid rain causes the death of trees in our forests and that PCP gases break 
down the ozone layer over the Antarctic. Th ey also believe that the sun 
emits heat through the fusion of hydrogen into helium and that exposure 
to severe radioactive radiation produces cancer. In daily life we believe 
that the wind causes waves on the water and tree branches to sway and 
that exposure to water corrodes iron. But how can we be sure that these 
connections really exist; how do we prove that causal beliefs are not fi c-
tions but representations of something in the physical world? Why do we 
hold that we are justifi ed in believing that the dependency between cause 
and eff ect is real, and not, as claimed by Hume, merely a projection of 
our subjective expectation onto our sense experiences? 

 Hume’s account of causation treats it mainly as a regularity of simi-
lar events. As he says in his famous dictum: “We may defi ne a cause to 
be an object, followed by another, and where all the objects similar to 
the fi rst are followed by objects similar to the second.” 6  Singular causes 
reduce to generic causes, and generic causes reduce to a regularity of 
concomitant events. Th e idea of causal power according to which the 
cause brings about its eff ect seems to be part of our causal understanding. 
However, Hume thinks the basis of this idea is subjective, an expectation 
that we instinctively read into an objective feature of the phenomena. 

6   Hume (1748), sect. VII, part II, p. 76. 
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Perception does not support a notion of causal connection according to 
which the cause necessitates its eff ect in any sense over and above the 
notion of regularity where the eff ect merely follows the cause. What the 
latter does not capture is the psychological feeling of causal effi  cacy attend-
ing our perception, but that has no counterpart in sense impressions. 

 Following a Humean analysis, the traditional empiricist theory of causa-
tion is based on two independent conceptions: (1) to understand singular 
causal sentences means to realize that they can be derived from a general 
law; (2) the statement of a general law is merely a statement about regular-
ity of the generic events in question. On the one hand, one may read “ X  
causes  Y ” as stating a relationship between types, saying something like “ X  
is that kind of event that forces  Y  to occur,” “ X  produces  Y  in the proper 
circumstances,” or “ X  is able to bring about  Y. ” On the other hand, one 
can also read the sentence as expressing a relationship between tokens: 
“On this particular occasion an instance of  X  caused the instantiation of 
 Y. ” Th us, empiricists hold that the second reading is a derivation from the 
fi rst. Moreover, they usually regard the causal relationship between generic 
events as entirely constituted by their constant succession. 

 Sometimes we are able to observe that an event is caused by another, 
sometimes not. Indeed a person can be wrong about his perceptual judg-
ment of causes as he can be wrong with respect to other kinds of percep-
tual judgments such as the predication of properties or the identifi cation 
of things. Th e perception of causal facts is not diff erent from perceiving 
other facts. Th rough our senses we simply acquire a belief that the term 
“cause” applies to a state of aff airs in our sensory fi eld. Th us, seeing what 
is going on does not depend on any insight in similar cases. A child needs 
to be burned only once to realize that the hot stove causes the burning 
pain. Quite often we see two particular instances of certain types of events 
succeeding one another for the fi rst time; however, we still grasp them 
individually as causally connected. Th e idea of regularity between them 
as generic events is no part of the causal belief one acquires by merely 
seeing them as a singular instance of a causal connection. Rather, such a 
conception is inductively derived from the reiteration of individual but 
generically similar cases under certain recognizable circumstances. As a 
result we may eventually arrive at a general belief about causally con-
nected events. In fact, a causal law can be tested only against particular 
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instances of this law; therefore, singular causal connections cannot get 
their justifi cation from the law that they are supposed to support. 

 Another problem is that in many cases a particular cause becomes an 
instance of a regularity or uniformity only because an unlimited number 
of exceptions, or  ceteris paribus  clauses, are included in the formulation 
of the causal generalization. Th ere are, for instance, many children who 
get a stomachache from drinking milk, though millions of children drink 
milk every day without getting pains in their stomach. Th us, we cannot 
simply infer straight away from a number of individual observations to 
the generalization that all children drinking milk will get a stomachache. 
It has been discovered that some children are lactose intolerant, i.e., they 
are not able to decompose the lactose in milk; thus, drinking milk causes 
a stomachache. Th erefore, one could formulate a more complex gener-
alization, according to which drinking milk causes no pain except for 
lactose-intolerant people. But we can arrive at these complex and com-
plete regularities only after further investigations and after having recog-
nized the individual exceptions. Consequently, we do not need to know 
whether such regularities exist to be able to observe individual causes. 

 Apart from these shortcomings in the regularity view, the notion of 
singular causes does not entail the idea of a complex regularity for another 
reason: Individual causes can be associated with both the idea of positive 
and negative alternatives to what has actually happened. Diff erent causes 
usually bring about diff erent eff ects, but in any given situation the occur-
rence of an eff ect requires that its cause occurred. Whether this particular 
cause occurred or not makes an important diff erence in what became the 
eff ect: Th at particular cause was simply necessary for this particular event 
in the circumstances; it could not have been otherwise. As a consequence 
we want to be able to talk hypothetically about individual events. Th e 
eff ect would be absent if the cause had been absent; that is, the absence of 
the cause would be suffi  cient for the absence of the eff ect. 

 One regularity approach to causation is John  Mackie's discussion 
of INUS conditions. 7  An INUS condition is an  i nsuffi  cient but  n on- 
redundant  part of an  u nnecessary but  s uffi  cient condition. Mackie attri-
butes this kind of analysis to John Stuart Mill. Th e latter pointed out 

7   Mackie (1972), 62 f. 
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two things: (1) an eff ect of a certain kind ( E ) is usually not preceded by 
merely one particular kind of events ( C ) but by a combination of several 
factors ( C  =  X ,  Y ,  Z ), that is, diff erent types of events, states or situations 
that together cause the eff ect; (2) an eff ect can be preceded by more than 
one combination of factors. Several diff erent sets of factors can generate 
the same eff ect. For instance, a fi re may be caused by a short circuit, a bolt 
of lightning, or an arsonist. Th us, an INUS condition is an insuffi  cient 
but non-redundant factor  X  that in conjunction with other similarly 
insuffi  cient and non-redundant factors,  Y  and  Z , form a suffi  cient cause 
 C  of  E . Moreover, such a conjunction of INUS conditions may contain 
negative conditions, factors whose negation are conjuncts in a minimally 
suffi  cient condition. 

 What is called a cause will most often be the INUS condition that is 
most salient; the other INUS conditions are regarded as helping factors. 
Th at is so in everyday life, and that is so in science too. For instance, cata-
lysts in chemical reactions may be regarded as the helping factors, while 
the salient factors are those that appear in the stoichiometric equation. 
But all INUS conditions can also be named INUS or partial causes. Th e 
full cause of  E  is then defi ned as the disjunction of all possible minimal 
suffi  cient conditions of  E  so that the full cause, in contrast to an INUS 
cause, becomes both necessary and suffi  cient for a certain type of eff ect. 

 Th e INUS condition account is a more sophisticated regularity theory 
of causation than Hume's old account. It opens up for the possibility of 
considering complex uniformities containing counteracting causes rather 
than simple uniformities. For this reason, regularity statements are often 
said to sustain counterfactuals, i.e., they allow one to infer them in con-
nection with singular causal judgments. However, such generalizations are 
not entailed by these judgments. One consequence is that empiricists who 
consider the regularity theory as the proper account of every causal con-
nection still have to face serious challenges. It seems they fail to off er a 
satisfactory explanation of the following two facts: First, the conception 
of singular causes is epistemically prior; that of generic causes comes after-
ward. We immediately have perceptual access to individual cases of causa-
tion, but we have no such direct awareness of general cases. We cannot get 
to the idea of a regularity of the same kinds of events under given circum-
stances without fi rst having observed temporally and spatially contiguous 
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instances of these events. Second, generally we believe that there is a fact 
about causally connected events further than mere succession. Causal con-
nection is considered to be robust and not reducible to mere succession 
or a regular succession of similar events. Without a causal nexus linking 
the cause and the eff ect, the order in which the world has happened and is 
going to happen would be a matter of coincidence. Th us, we feel justifi ed 
in talking about a single cause as necessitating its eff ect because we appar-
ently understand that the eff ect must follow the cause in the given circum-
stances. In this context it seems also appropriate to talk about hypothetical 
alternatives: What would have happened in this particular case if the cause 
had not obtained? Th at is the reason why we feel justifi ed in saying that a 
singular causal statement entails counterfactuals. 

 Even Hume seems in some way to admit that the causal connection 
is robust. For just after stating the above defi nition of causation he adds 
something that seems rather incompatible with the traditional regularity 
view of succession. It goes, “Or in other words where, if the fi rst object 
had not been, the second never had existed.” 8  How could Hume believe 
that this phrase is another way of expressing the content of his defi nition? 
Elsewhere, Hume seems also to turn against the notion of causation as a 
bare concatenation of events. In the  Treatise  Hume raises the question, 
“Shall we then rest contented with these two relations of contiguity and 
succession, as aff ording a complete idea of causation? By no means. An 
object may be contiguous and prior to another, without being considered 
as its cause. Th ere is a  necessary connexion  to be taken into consider-
ation; and that relation is of much greater importance, than any of the 
other two above-mentioned.” 9  Perhaps Hume was not an empiricist but 
a skeptical realist as some recent scholars have suggested? 

 Simon Blackburn goes right to the heart of the issue, I think, when he 
argues against such an interpretation. Instead, he maintains that Hume 
wanted to distinguish between causation as a nexus holding between par-
ticular events and a straitjacket guaranteeing the continuation of the same 
pattern between these kinds of events again and again. 10  Whatever the 

8   Hume (1748), sec. VII, part II, p. 76. 
9   Hume (1740), p. 77. 
10   Blackburn (1993), pp. 94–107. 
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causal nexus is between two events on one occasion, the causal continua-
tion of this matter of fact could in principle change, so that in other places 
or at other times the same connection between events of the same kinds 
might cease to exist (the problem of induction). Th e causal connection may 
be robust in the sense that the individual cause necessitates the individual 
eff ect, but this fact does not make it necessary that the events similar to the 
cause necessitate events similar to the eff ect. First and foremost, accord-
ing to Blackburn, Hume debunked the idea that any inductive inference 
from one particular occasion to other similar occasions can be justifi ed by 
appealing to straitjacketing powers or forces between those events. To gen-
eralize from particular experiences that the reign of such powers or forces 
can be extended to the future falls under exactly the same inductive limita-
tions as the causal generalization itself. Th e knowledge of powers or forces 
cannot make certain that events would never occur otherwise than the way 
they have been observed to occur until now. Hume also argued that we can 
have no comprehension of the general idea of a relation over and above par-
ticular examples. Hence, he could not endorse a concept of law in which a 
natural necessity exists between universals. 

 In my opinion Blackburn’s interpretation seems plausible. But, what-
ever Hume’s view actually was, I agree that we have knowledge of par-
ticular causal connections independently of any grasp of laws of nature. 
But I disagree that we can have knowledge of particular causal situa-
tions without having an innate notion of causality. In my opinion this 
is the evolutionarily evolved cognitive “schematum” that we share with 
the higher animals, which also experience a world of causally connected 
events. Only we diff er from them in that we have become self-conscious 
about this schematum and thus have a general concept of causality to 
refl ect about. Dogs understand that certain events are causally connected; 
they just do not philosophize about it.  

9.3     Modality 

 Unless we believe in a world where causal connections do hold between 
events, i.e., unless our cognitive apparatus includes an innate schematum 
of causation, according to which the eff ect is dependent on the cause, 
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we will not experience these cases of succession of events as causally con-
nected. And our evolutionary heritage explains why our cognitive appa-
ratus operates this way. Moreover, the particular beliefs we hold about 
nature, i.e., our worldview, will determine the sorts of causal connections 
one experiences. Th e medieval mind “saw” Divine interventions every-
where in the course of nature; the Asian mind sees one’s karma as caus-
ing all the events that happen to a person, etc. But the sense organs of 
these people act as do those of Western scientists who “see” none of these 
things. So we just cannot leave it up to sensory experience alone. 

 Th e basic notion of causality is not of our own making. In contrast to 
the empiricists’ claim, I hold that our cognitive apparatus evolved with 
the capability of connecting events as cause and eff ect. Certainly expe-
riencing a world in which events of certain types are causally connected 
did not just pop into evolutionary history with the advent of human self- 
consciousness. Th e notion of causality has been “constructed” but not by 
 us,  but rather by the process of natural selection over evolutionary his-
tory. When we see something acting as a cause of something else, it is not 
because we see directly one concrete event as necessary and suffi  cient for 
a successive concrete event. Th is is something we grasp, not from what 
we perceive directly, but from the manner in which the internal causal 
schematum functions by making some succeeding events dependent on 
other preceding events. When we do see one event as causally connected 
to another, it is because it fi ts the schematum of causality. 

 It might be useful to explicitly distinguish between (1) an evolution-
ary general schematum of causality that permits an organism to connect 
events causally and that evolved under the pressures of natural selection 
and so is shared with higher animals and (2) a refl ective “concept” of 
causality that is possessed only by self-conscious  Homo sapiens  and has 
been constructed over cultural (or scientifi c) history. Th e former secures 
causal dependency among successive events in perception. Th e later form 
of construction is a cognitive process in which a new or a more com-
plex concept is formed by considering concrete things and  adding  features 
that distinguish them from other concrete things. In this case the aim of 
construction is to make a distinction between accidental correlations and 
non-accidental correlations. Indeed, the addition of features beyond sen-
sory experience should not be arbitrary. To avoid this we must look into 
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what characterizes generically similar events we take to be causally con-
nected in virtue of the application of the causal schematum. Th e starting 
point of the construction of a general concept of causality is to account for 
situations in which two actual events succeed each other non- accidentally. 
But we cannot move cognitively from the actual situation to  possible  situa-
tions without the use of abstraction. Before we can add features, we must 
subtract features. Th e method of abstraction is carried out by removing 
some of those features of the two actual events, which tie them to the par-
ticular actual circumstances of a single occurrence. As Nancy Cartwright’s 
aptly describes abstraction with respect to causal laws, “It is not a matter 
of  changing  any particular features or properties, but rather of  subtracting , 
not only the concrete circumstances but even the material in which the 
cause is embedded and all that follows from that.” 11  However, getting to 
the concept of causation in the fi rst instance I would prefer to say that we 
remove those features of the actual circumstances, which we recognize as 
being characteristic of only this particular context, by contrasting it with 
knowledge of the circumstances in which similar events succeeded each 
other and in which they did not. If these similar events appeared in a 
regular and predictive way, we said that the two actual events caused each 
other, whereas if these similar events did not appear in a regular way, we 
said that the two events did not cause each other. 

 Concrete events as such exist in space and time, and present events exist 
here and now; thus, similar events to the present ones exist at other spaces 
and times than here and now. So if causal connection is taken to be more 
than mere succession and dependency of two present events, we cannot 
directly observe in a singular particular case what the remaining features 
are. Th ese modal features are not empirically accessible in any immediate 
way. Th is is so because they are added from what we know about similar 
events in corresponding situations. We make up those features in virtue of 
considering other relevant but diff erent circumstances in which we could 
control similar events and intervene in their succession. Th e one of these 
similar events that is used to control the other is thought of as necessitat-
ing the other, and the one whose existence does not depend on the others 
is claimed to be necessary for the other. Th us, these structural features as 

11   Cartwright (1989), p. 187. 
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they are disclosed through control and manipulation with our environ-
ment become the modal features of causation, because even though the 
non-accidental patterns are observed for similar events, they are general-
ized to hold also in any actual case of succession. 

 In this manner our concept of causality becomes a cultural or philo-
sophical construction made by self-refl ection on our causal schematum. 
Our experience of a causal connection is not based on a projection of a psy-
chological habit (as Hume proposed), but based on the work done by the 
schematum of causality (as Kant proposed in answer to Hume) we have as 
part of our evolution (while Kant would have said as part of our essence as 
rational beings). It is the modal part of our concept that helps us to under-
stand what it means that two  possible  events may be causally connected. If 
we were not able to produce the complex idea that some possible events 
can be connected because the existence of one is necessary for the existence 
of the other, we would not be able to understand the diff erence between 
events that are possible by accident and events that are possible by causal 
necessity. Th e concept of causality is constructed by refl ection to make a 
distinction between contingent dependency and contingent independency. 

 Granting that the refl ective concept of causality contains modal ele-
ments, and granting that these do not correspond to ontologically real 
things in the actual case of causation, but epistemically represent the sys-
tematic occurrences of similar events in other empirically accessible situ-
ations, we need a way to talk about how the actual events would appear, 
if they were to be substituted for the similar events in these alternative 
situations. Instead of talking about generically  similar  events in other 
situations, we want to talk about the occurrence of exactly  same  events in 
other possible situations than the actual. Hence we invented counterfac-
tual constructions. 

 First, the belief we have when seeing an event causing another event is 
not merely that these two events exist together or that they are somehow 
connected with one another. A central element of our causal belief is that 
one, the cause, is not only temporally but also  causally prior  to the other, 
its eff ect. Although cause and eff ect by defi nition are causally related, 
one of them is regarded as prior to the other. Th at is the cause. Th e eff ect 
comes about because of the cause, but not vice versa: Th e cause does not 
happen because of the eff ect. 
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 Another belief is that the two events are connected because in actual cir-
cumstances the cause is  necessary  for its eff ect. For instance, warm weather 
causes the snow to melt, and in those situations the warmth can be regarded 
as causally necessary for the disappearance of the snow, in spite of the fact 
that other events can transform snow into water too. Th is feature of non-
logical necessity is what is referred to by the use of counterfactuals. We 
express it by endorsing a sentence like “Had it not been for the thaw (and 
had all else been the same), the snow would not have melted.” It is obvious 
that the relationship between two accidentally co-occurring events cannot 
be described as obeying this kind of non- logical necessity. 

 Th e third belief commonly associated with the concept of causation is 
that causes are effi  cacious in the sense that they  necessitate  their eff ects. 
Th is is indeed another way of saying that causes are suffi  cient for their 
eff ects. Our concept of a cause is such that whenever we have a belief that 
one particular event is the cause of another we also believe that the caus-
ing event produces its eff ect by making its occurrence causally necessary. 
If something is a cause, nothing can stop it from being a cause by not 
letting its eff ect happen. For how can an individual event be a cause if 
it does not give rise to an eff ect? By defi nition a cause necessarily brings 
about an eff ect. 

 Ascribing truth values to counterfactuals goes beyond any possibil-
ity of actual confi rmation. Quite evidently, counterfactual claims can-
not be ascribed the value true or false on the basis of the observation 
of a non-existing situation, since the antecedent is supposed to be false. 
Understandably, this has troubled empiricists. But though we cannot 
directly confi rm the truth value of a counterfactual statement by our 
experience of the actual situation, it does not mean that we are prevented 
from making any assessment of the truth value of it. For the necessity 
involved can be explicated in terms of possible worlds. Here I stand by 
the antirealist view concerning possible worlds as a family of models of 
our modal discourse. Th ese worlds are nothing but fi ctitious construc-
tions by which we can explicate our talk about necessity and possibility. 
But because possible worlds are not real, it does not imply that counter-
factuals cannot be true or false, for given a certain possible world model 
of counterfactuals, our talks about the necessity or the possibility of the 
truth of counterfactuals can legitimately be justifi ed by the instructions 
of the model in so far as the hypothetical claim of the counterfactuals 

294 Experience and Beyond



can be actualized. Hence, a counterfactual claim about particular things 
or events should be understood as an abstract statement about how the 
entities mentioned will behave in other situations in virtue of their actual 
properties. In other words, the truth-makers or ontological ground for 
imaginable counterfactuals should always be found in some factual, or 
categorical, properties of the things or of the events in question. 

 Th e claim just mentioned is not without problems. For how can coun-
terfactuals whose antecedent and consequent are actually false be true 
because of some factual properties, unless we allow some reifi cation of 
possibilities (and therefore possible worlds)? We say that counterfactu-
als are true just in case the hypothetical content is imaginable but this 
is not the same as stating that it is realized. Consequently, there cannot 
be categorical facts of the matter that make them true or false. Although 
this conclusion seems straightforward, I do not think it is inevitable. My 
reason for doubting the inevitability of this conclusion is that counterfac-
tuals function very much like indexicals in the sense that they contain an 
implicit reference to both a certain moment of time  t  and certain particu-
lars  x  1 ,  x  2 , …,  x  n . When someone utters, contrary to the fact, that “Had 
the weeds in my garden been sprayed with herbicides, then they would 
have died,” she has a certain period of time and certain particular weeds 
in mind. It is with respect to these moments and these individuals that 
the facts of the matter expressed in the antecedent and the consequent are 
not realized. But nothing dictates that the actual grounds for ascribing 
a truth value to this counterfactual should be confi ned to the intended 
interval or the intended particulars. Here we must distinguish between 
two views concerning the grounds, corresponding to strong and weak 
constructivism respectively. 

Th e fi rst position holds that the grounds have to cite only those prop-
erties that are actualized at a certain time  t  equal to the intended time 
and satisfi ed by certain particulars equal to the intended particulars. As a 
result counterfactuals about the empirical state of aff airs cannot literally 
be true or false. Th e second position holds that the grounds only have to 
refer to what is actualized at any time diff erent from  t , the implicit time 
in question, and are satisfi ed by any particulars diff erent from  x  1 ,  x  2 , …, 
 x  n , the implicit particulars in question, but particulars of the same sort. 
So this view claims that counterfactuals concerning empirical matters 
are true or false if their hypothetical content can somehow be actual-
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ized at any time other than  t  and that it is in fact realized at a time  t  * . 
Th e two kinds of counterfactuals assumed to be about empirical state of 
aff airs but that do not have a factual content—and therefore no proper 
truth value—are those counterfactuals whose hypothetical content is not 
realizable, since they contain an explicit reference to a certain time or 
particular, or which, for whatever reason, was never realized. In either 
case, no fact exists that can make such counterfactuals either true or false. 

 In his study of counterfactuals in terms of possible worlds, David 
Lewis argued that a counterfactual is true if, and only if, every world 
where the antecedent as well as the consequent holds is closer to the 
actual world than any world where only the antecedent holds. 12  However, 
philosophers have questioned Lewis’ account because this specifi cation 
of the truth conditions of counterfactuals suff ers from the weakness that 
we have no precise way of defi ning which world is closer or similar to 
which. Apparently, we cannot even characterize the similarity relation in 
terms of facts about these worlds, say, which laws of nature belong to the 
closest worlds, since Lewis is ready to sacrifi ce what we believe to be the 
laws of nature to save the asymmetry in the evaluation of counterfactuals. 
I believe, nevertheless, that it is possible to give a coherent argument in 
which some of the empirically accessible situations (worlds) are closer to 
the actual situation (world) than others. 13  Th e cost is that we cannot pre-
serve any asymmetry in the relation between the content of the anteced-
ent and that of the consequent except what rests on temporal succession. 

 Let us distinguish between the  actual  circumstances and what could be 
called the  causally relevant  circumstances. Th e actual circumstances are, for 
instance, those that are present whenever an event causes another, whereas 
the causally relevant circumstances are those that are present each time 
similar events co-occur (i.e., those conditions that are present in every pos-
sible world in which events of the same sorts as the actual ones co-occur). 
So the actual circumstances include all causally relevant circumstances, 
but the converse is not the case: the causally relevant circumstances do 
not include every actual circumstance. In addition to the causally rele-
vant conditions, the actual circumstances consist of conditions that are 

12   Lewis (1973), pp. 16–18. 
13   Faye (1989), pp. 65–74 
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causally irrelevant, those being events that do not repeatedly occur every 
time events similar to the actual events co-occur. 14  Hence, any situation 
(world), consisting of circumstances that are taken to be quite similar to 
the actual circumstances, is closer to the actual situation than every situa-
tion that consists of the causally relevant circumstances, but not of every 
circumstance equal to the actual circumstances. Analogously, every situa-
tion consisting of the causally relevant circumstances is closer to the actual 
situation than any that does not contain all of them. 

 Counterfactual statements we make about individual events involved 
in a causal connection are warranted only because we always recognize 
similar events as instances of generic events and therefore name them 
with the same kind of terms. Th e separation of the world into particular 
events and things presupposes a distinction between tokens and types, 
as well as a knowledge allowing us to apply type names to individuals 
in the correct circumstances. In my opinion, ascribing a truth value to a 
counterfactual concerning empirical state of aff airs, like “If the gas had 
not been lit, the water would not have boiled,” can be justifi ed by simple 
induction from the observation of similar situations in which the circum-
stances are generically equivalent to the actual circumstances, except for 
events of the same sorts as the cause and the eff ect. We are observing such 
a situation whenever we realize that a stove is working, a kettle fi lled with 
water placed on the stove, and oxygen present without seeing an event 
similar to the cause (lighting of the gas), and an event similar to the eff ect 
(boiling water). Similarly, I argue that in those precise circumstances, 
seeing no event of the same type as the eff ect amounts to seeing no event 
of the same type as the cause. Th us, on the basis of the same observations 
and simple induction we may also evaluate a statement like “If the water 
did not boil, then the gas would not have been lit” as truthfully stated. 

 So we can conclude that experience yields support for a counterfactual 
symmetry and not the asymmetry we suspect the causal connection to 
have. 15  Th is implies, if it is true, that counterfactuals cannot explicate the 
entire meaning of causal statements. However, causal claims support coun-
terfactual claims. Since empirical observation would assign a truth value to 

14   Ibid., pp. 160–163. 
15   Faye (1994), pp. 143–147. 
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both a counterfactual and its converse, one could in those cases infer the 
truth of the one from the truth of the other. Th e idea that these events are 
 causally connected  seems nonetheless adequately caught in that language. 

 Summing up, I have argued that our basic notion of causality is a “con-
struction” by nature in the sense that cognitive selection and adaptation rest 
at the heart of the origin of this notion. Th e human cognitive apparatus 
operates with something like an innate schematum of causal connection in 
which some adjacent and successive events are seen to be dependent on oth-
ers. As an evolutionary naturalist, I agree with those empiricists who believe 
that modal talk does not refer to anything in perception. Not being parts 
of the causal schematum, ‘necessity’ and ‘suffi  ciency’ do not belong to the 
natural mechanisms of cognition. As conceptual inventions, the concepts of 
necessity and suffi  ciency belong to the epistemology of refl ection and not 
ontology. However, hard-core empiricists are “actualists,” by which I mean 
that they allow only the present situation to be capable of generating a causal 
belief and conferring truth value on that belief. But if we are pragmatists of a 
more evolutionary sort, we do not have to restrict our causal claims to what 
we actually observe, but to what we have observed and what we may observe. 
Here modal concepts like ‘necessity’ and ‘possibility’ help us to grasp what 
we are now actually observing in the light of what we have observed in the 
past and to reason about what we can expect to see in the future. 

 It is obvious that science is predicated on the presupposition of what 
is usually called “the principle of the uniformity of nature.” By nature we 
instinctively  presuppose  that the future will resemble the past, and this 
tendency also forms the foundation of the modern explanation of biolog-
ical evolution. But the only “justifi cation” we can off er is neither empiri-
cal nor a priori, but pragmatic: the success of the science (or the scientist) 
that presupposes it is the justifi cation for that very presupposition. If that 
vaunted success of science comes to a halt and scientifi c predictions begin 
to breakdown on all sides, then we would have grounds to doubt our 
presupposition of uniformity. But insofar as that has not yet happened, 
we remain justifi ed. While for empiricists it is anathema, for pragmatists 
the notion of innate mental structures is detached from bedrock reason 
and reattached to pragmatic, i.e., empirical, success. And evolutionary 
naturalists have a perfect and obvious Darwinian account of why our 
cognitive apparatus so operates.     
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    10   
 Human Evolution and Mathematical 

Physics                     

          Th e association of the aim of science with the discovery of mechanical 
laws formulated in mathematical terms is part of the historical legacy of 
the Renaissance. Such laws of nature were taken as the basis of science’s 
explanation of why particular things, or phenomena, are what they are, 
or occur as they occur. Th us it must be an important aim of science to 
reveal as many laws as possible. Whenever we observe things behaving 
in a regular way, we may think this is because laws of nature exist as 
physical structures independently of things they link together, or we may 
consider this is because laws of nature supervene on their causal powers 
and properties. 

 A familiar opinion, shared by metaphysical realists with a Platonic ori-
entation, is that laws are ontologically prior to things and events, and 
the relations and properties of these things would not be what they are 
if there were no laws. Laws of nature link things together, forcing things 
and events to obey them. Th us, if it is a law of nature that  A , where  A  is 
either a certain state of aff airs is the case or a certain events that happens, 
then it is not only the case that  A , but also it is physically necessarily 
the case that  A . In general laws of nature tolerate no exception. Since 
it is impossible for anything to deviate from their rule, science can use 
laws to explain why sorts of things in connection with other sorts of 



things  happen in the way they do. From an epistemological perspective 
we might get to know regularities fi rst and then work our way toward 
laws. But from an ontological perspective the opposite is the case: Laws 
come fi rst, particular regularities second; they are the consequences of the 
interplay of laws. 

 Another branch of metaphysical realism regards laws as supervening 
on the modal properties of particulars. Such properties could be in the 
form of deterministic dispositions or objective propensities that can be 
attributed to individual physical objects. Although this latter version of 
ontological realism may keep laws of nature distinct from their math-
ematical formulation, the former version, which considers laws of nature 
as ontologically primitive, takes them to be intrinsically mathematical. 
Indeed, an evolutionary naturalist opposes both of these versions. In the 
preceding chapter we assessed the foundation of the latter version, but in 
this chapter we shall focus on the Platonic version. 

 In its Platonic form metaphysical realism assumes that laws of nature 
are nothing but mathematical structures described by mathematically 
formulated statements. Today, advanced physicists search for algebraic 
features of various group theories to discover something physically about 
the world. A common argument in favor of mathematical Platonism 
is that mathematical objects and structures are indispensable as truth- 
makers for these kinds of theories to be successful. 

 Although this image of mathematically expressed laws of nature is 
prevalent among some physicists and philosophers, there are good rea-
sons to resist it. Rejecting the existence of abstract objects implies the 
untenability of a strong realist notion of laws, in which laws of nature are 
taken to be relations between mathematical particulars. Th erefore, our 
central challenge is whether the widespread success in science of expla-
nations employing the notion of mathematical laws implies that some-
thing exists over and above regularities among concrete particulars or 
is due to a mental abstraction based on our reifi cation of observational 
regularities among events. In other words, do the apparent referents of 
mathematical laws, assuming they are true, exist in their own right as 
ontologically independent entities, or are these laws merely a way of sym-
bolizing relationships among classes of empirical particulars? Th ose who 
hold that laws of nature are ontologically diff erent from the empirical 
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 manifestations of them usually claim that they relate to their instances 
with physical necessity or with some specifi ed degree of probability. How 
can we justify the mathematical nature of physical necessity and prob-
ability in case mathematical laws are not identical with the actual mani-
festation of the laws? An evolutionary naturalist would presumably say 
what happened was something like this: organisms early on developed 
capacities for identifying kinds or classes of empirical stimuli; they could 
diff erentiate organisms-with-which-I-can-mate from ones-that-are-not-
of-my-kind; they could distinguish food from non-food. Th e next step 
is that some organisms would develop the memory capacity to permit 
the ability to recognize patterns in the succession of classes of empirical 
stimuli; this capacity would be selected as survival positive. As organisms 
became conscious to higher and higher degrees they came to have expec-
tations about the patterns of empirical stimuli. Every new sunrise was 
not a cause for astonishment, etc., etc. Since all you need to tell this story 
is empirical stimuli received by organisms of greater and greater degrees 
of consciousness—all the way up to self-conscious  homo , evolutionary 
naturalism need postulate nothing more to account for the success of 
scientists’ use of mathematical laws. No Platonic entities are necessary. 

10.1     Mathematics and Representational 
Knowledge 

 For hundreds of years epistemological questions have been shaped by the 
way in which Descartes anticipated them and gave his answers to them. 
Looking back at the Cartesian theory of knowledge, we can see that it was 
occupied with three major questions: (1) What is knowledge? (2) How is 
knowledge possible? (3) What should we do in order to obtain knowledge? 
Th e background for these questions was his conviction that mental states, 
associated with sensory qualities, acted as unreliable internal representations 
of the external world. So how could we be certain that our senses and imagi-
nation give us a picture that corresponds to anything in the real world? 

 Regarding the fi rst question, Descartes responded that a belief counts 
as knowledge if it is a fundamental belief or can be logically derived from 
a fundamental belief. A belief is fundamental, according to Descartes, if it 
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is deduced directly from those ideas that appear clear and distinct to the 
faculty of “rational intuition.” Th ere are certain beliefs (or other mental 
states), which in virtue of their nature alone—their contents—have such 
a character that they are epistemologically basic. Th ey are trustworthy 
because their truth is self-evident. 

 Descartes understood the second question as one concerning how we 
could avoid skepticism. For him an answer to this question meant that 
among those ideas that are clear and distinct he could fi nd one that might 
help him to block skepticism. He found this idea in the concept of an 
infi nitely perfect God who would not deceive him, because part of God’s 
perfection is that he necessarily exists, and due to his perfection we are 
justifi ed in believing in the certainty of judgments based on clear and 
distinct ideas such as those discovered in mathematics. Otherwise God 
would be guilty of having given us defective faculties, but that is incom-
patible with His infi nite perfection. So even though our empirical beliefs 
about the external world may be in error, we could not be skeptical about 
the knowledge we have of mathematical propositions. Th us, due to the 
insight of mathematical intuition we have an essential insight in nature 
and with it the certainty of the mathematical description of an external 
world that came to be known as the mechanical world view. 

 Finally, he answered the third question by pointing to the fact that 
beliefs that were deductively inferred from this basic epistemic founda-
tion would have the same epistemic status as the foundation itself. So 
when we put our clear and distinct ideas together we can infer knowl-
edge about the world, which is guaranteed to be true. Th e Cartesian view 
does not hold that our experience of the world represents the world as 
it is in- itself; it is the Cartesian mechanical-geometrical model of reality 
drawn from the mind’s stock of innate ideas that “represents” the world 
as it really is. Th e Cartesians deny a “naïve” form of empiricist represen-
tationalism, but accept a “sophisticated” form of rationalist mathematical 
representationalism. Hence, Descartes’ representational theory of knowl-
edge is very far from a naturalistic understanding of human knowledge 
as delineated above. 

 It seems quite obvious that very few of our empirically acquired 
beliefs can meet Descartes’s standards of knowledge. Scientifi c beliefs are 
inductively established or sustained by inductively collected evidence. 
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Nevertheless, the Cartesian physicists believe in a strong form of math-
ematical foundationalism. Instead of seeing mathematics as a language 
of calculation and communication, they give it the role of revealing the 
truth about the essential nature of physical objects in the world. Th ey 
consider mathematical knowledge to be based on the clear and distinct 
ideas that Descartes demanded for human knowledge, so they can infer 
from the mathematical representation of nature to the essential nature of 
the physical world. (For Descartes, of course, there is also another world 
of thinking beings that is not described mathematically.) Th e most pro-
vocative view among neo-Cartesians maintains that the physical world is 
mathematical by nature. Th e real world behind its physical appearance is 
nothing but an abstract mathematical structure. Th e assumption under-
lying such a claim seems to be that mathematical sentences are necessarily 
true, which means that mathematical knowledge is self-evidently true. 
It is logically impossible (i.e., inconsistent) to be skeptical about math-
ematical truth. Hence, modern Cartesian physicists do not need God; 
their mathematical intuitions guarantee that an omniscient mathemati-
cian could calculate how reality really is. If we know these mathemati-
cally formulated laws of nature, we can in principle deduce all empirical 
knowledge from a small stock of basic mathematical concepts. Whatever 
can be consistently described by a mathematical theory is certain to be 
true. Perhaps not in the actual world, but then in another possible world! 

 Th e indispensable presupposition lurks behind the representational 
view of mathematical theories. It maintains that we are ontologically 
committed to those and only those entities that are indispensable for our 
best scientifi c theories, and since many of our best scientifi c theories are 
formulated by means of mathematics, the reality of mathematical entities 
must be posited in order to explain the success of our best scientifi c theo-
ries. Th erefore, we must have ontological commitments to mathematical 
entities. In the extended Cartesian version the argument runs like this: 
in physics, as an example, group theory is essential because various groups 
describe the symmetries that the laws of physics seem to obey. Noether's 
theorem states that any continuous symmetry of a physical system cor-
responds to a  conservation law of the system. In general, physicists are 
interested in group representations, especially of Lie groups, since these 
representations often point to the foundation of possible physical theories.
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 Examples of the use of groups in physics include the Standard Model, gauge 
theory, the  Lorentz group, and the  Poincaré group. Th us, if a physical 
theory can be derived from an algebraic group alone, it seems to guarantee 
that the appeal to the mathematical entities of the group may explain the 
truth of the fundamental physical laws. 

 Usually nominalists have countered the indispensability argument in 
two ways. Either they have argued that we can get rid of mathematical 
expressions by paraphrasing them in terms of sentences without any refer-
ence to numbers. Or they have argued that numbers by themselves do not 
have any explanatory force. An excellent approach in using the fi rst strat-
egy has been developed by Hartry Field who proved that Newton’s theory 
of gravitation can be formulated without numbers. 1  Although Field’s para-
phrasing was successful in the case of Newton’s laws, it has by no means 
been demonstrated that it would be possible to do the same for all physical 
theories. Other objections point to the fact that numbers such as negative, 
irrational, and imaginary numbers as well as transfi nite numbers cannot 
be paraphrased. Th e second strategy is to maintain that the mathematical 
components of our best theories do not explain anything. Th ey merely 
serve as symbolic devices by which we can designate particular features 
of the world. Joseph Melia takes numbers to be a form of “indexing”: If 
we say that the distance between  a  and  b  is 7/11 meters, we do not claim 
that the three place relation between  a  and  b  and the number do any 
explanatory work. “Rather, the various numbers are used merely to index 
diff erent distance relations.” 2  According to Melia, numbers function as 
the scaff olding upon which the bridge must be built, but when the bridge 
is fi nished the scaff olding can be removed. In another place he puts it, 
“When we come to explain [a physical fact]  F , our best theory may off er as 
an explanation ‘ F  occurs because  P  is √2 meters long.’ But we all recognize 
that, though the number √2 is cited in our explanation, it is the  length  of  P  
that is responsible for  F , not the fact that the length is picked out by a real 
number.” 3  Our language has evolved in such a way that we use numbers 
to give a physical description of length, but we need have no ontological 
commitments to the facts of how we pick out length. 

1   Field (1980), pp. 61–91. 
2   Melia (2000), p. 473. 
3   Melia (2002), p. 76 
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 Th ese attempts to disconfi rm the indispensability argument have pro-
duced an interesting response from Alan Baker. He uses the example of 
the genus of cicadas, called  Magicicada , which spends most of its life 
underground as nymphs until at 13 or 17 years they all appear synchro-
nously. 4  One possible explanation is that the emergence period of larger 
prime numbers was a predator avoidance strategy adopted to eliminate 
the possibility of potential predators receiving the same periodic popula-
tion strategy. In this case, Baker claims, an explanation involving a 13- 
or 17-year period cannot avoid pointing to the mathematical fact that 
these are prime numbers. However, does this fact imply that ontologi-
cally there are numbers and that these are abstract entities? Or does it 
imply that there are empirically distinguishable entities (whole intervals 
of 13 and 17 years) that can be numbered and as such they are not always 
empirically divisible into entities (a series of intervals of one year) having 
a lower number other than the one that is picked as the proper entity to 
be numbered? I shall argue for the latter. Th e “number of objects” is quite 
arbitrary depending on how our ontology chops up reality.  

10.2     Mathematics—The Language 
of Quantities 

 Metaphysical realists may seek a further argument to defend their view 
that the laws of nature have an ontological status over and above the 
manifestation of empirical regularities. Some may argue that because 
physical laws often make indispensable use of mathematics, such laws 
need to be something other than conventional constructions or empirical 
generalizations. In order for the natural sciences to apply mathematics to 
the physical world, the mathematics must have truth conditions that can 
be satisfi ed. Hence, abstract objects such as numbers must exist, because 
they are the truth-makers of mathematical propositions. In itself math-
ematics is concerned with abstract entities that are the truth-makers of 
mathematical sentences. Th erefore, realists argue that whenever math-
ematics can be used to articulate laws of nature, those descriptions must 
refer to mathematical structures that instantiate mathematical universals. 

4   Baker (2005), pp. 229 ff . 
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 Higher animals can count, nonetheless. Some birds and mammals can 
count accurately up to a very limited number. 5  Th ey have evolved this 
capacity as part of their visual object tracking; that is their way of deter-
mining the number of separated objects. For an evolutionary naturalist 
this is the sensory basis for the use of numbers. Th e cardinality of a set is 
the fi nal non-verbal tag that an animal can put on the objects counted. 
Moreover, animals have diff erent mental representations of number 4 or 
5. Some can even calculate small numbers in the form of addition, sub-
traction, multiplication, and division. Although animals have a primi-
tive number system, and primitive abilities to calculate, they are nothing 
compared to human beings. Not only can we count to whatever large 
number we want, but mathematicians have also developed sophisticated 
method for handling numbers. But in this case, the realists argue, the 
nominalist cannot explain the use of numbers by just mapping numbers 
with sets of concrete objects, because there are transfi nite cardinals of an 
infi nite set, and the actual number of objects in the universe is apparently 
fi nite. If nothing else is an obvious candidate for being a real abstract 
object, numbers seem to be what we are looking for. Th e evolutionary 
naturalist cannot appeal to traditional trope nominalism that attempts to 
reduce universals to abstract particulars. Nonetheless, he has some sug-
gestions to off er. Our counting skills and ability to calculate stem from 
our capacity for tracking and separating visual objects. Th is forms the 
natural foundation of mathematics; apart from that, mathematical enti-
ties are structures of constructions. Just as a novel may incorporate a few 
facts of life, the main part can still be a result of linguistic and narrative 
conventions and individual thinking. 

 Against any attempt to naturalize mathematics by considering it 
as having the same status as natural languages, namely as a vehicle of 
 communication, an opponent of naturalism could say that even a natural 
language contains a lot of denoting terms such as names, nouns, and 
noun phrases. However, number terms used in ordinary language seem 
to play diff erent roles depending in the grammatical form of diff erent 
sentences. Consider an “innocent” sentence like:

5   See Shettlewoth (2010), Chap. 10, and the many references therein. 
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    (1)    Jupiter has four (Galilean) moons.     

 In this “Jupiter” and “moon” denote physical entities, whereas “four” 
is an adjective and acts as a quantifi er or determiner like “some,” “all,” 
“many,” “few,” etc. But if we consider a semantically equivalent but meta-
physically loaded alternative sentence such as

    (2)    Th e number of Galilean moons of Jupiter is four,     

 then “four” no longer stands in the position of being an adjective. 
Apparently, (2) states that the defi nite description “Th e number of 
Galilean moons of Jupiter” is identical with “four,” and since singular 
terms such as defi nite descriptions are referring, the term “four,” having 
the syntactic position of a singular term, seems to refer to some object 
too. In (2) the singular term “four” seems to denote a particular number 
separated from physically being a Galilean moon. 

 Naturalists argue that the solution to this puzzle is not to claim that 
numbers are real after all. As Th omas Hofweber argues, the diff erence 
between (1) and (2) is due to a diff erence in the structural focus, and 
the diff erence in the structural focus depends on the context of com-
munication in which these sentences are used. If you are in a situation 
where you want to tell me that Galileo already discovered moons around 
Jupiter, a statement like (1) seems to be an appropriate way to say that 
Galileo attributed some moons to Jupiter. But if instead you had stated 
that Jupiter has three Galilean moons, a more knowledgeable person may 
then correct you by uttering (2), perhaps with an addition “not three” 
at the end of the sentence. Th is person would now put our focus on 
the number rather than the moon or its discoverer. Hofweber concludes 
his analysis of how number words function in ordinary language: “‘four’ 
is not a denoting expression in either the innocent statement or in the 
loaded counterpart. Th at structural focus arises from extraction and 
movement shows that it is the same word, ‘four’, with the same seman-
tic function…” 6  And he continues: (1) and (2) “have the same referring 
or denotational terms. Th ere is no new referring terms coming out of 

6   Hofweber (2007), p. 23. 
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nowhere in [2]. ‘Four’ is merely moved into a special syntactic position 
in order to achieve structural focus.” 7  Hofweber also shows how a similar 
analysis can be extended to properties and propositions. 

 If we accept Hofweber’s account of the linguistic signifi cance of num-
ber terms, then how can we explain some non-linguistic beings’ ability 
to count and recognize small numbers? For nominalists counting does 
not involve a reference to abstract numbers but is a form of hashtagging, 
labeling the objects of observation with a mental tag, such as this is #fi rst-
Lion, #secondLion, #thirdLion, #fourthLion, etc. Th e mental tags label 
individual lions, indicating nothing but that this particular lion has been 
labeled number one, two, three, etc. Natural selection, the evolution-
ary naturalist claims, selected these abilities because they were inherited 
and they gave a reproductive advantage to those organisms that possessed 
these abilities. Th e last number tag assigned to an object in a count-
ing process defi nes the cardinality of the counted set, and whenever two 
counted sets have the same cardinality, it means the last assigned number 
tag in the counting process is “the same” in both cases. Like hashtagging 
on the social media, where the hashtag signals “open me,” the outcome 
of number tagging guides the action of the tagger between engaging (a 
fi ght) and avoiding (a fl ight), between chasing and stop chasing, etc. As 
time passed and  Homo sapiens  evolved, its members eventually developed 
words to stand for mental number tagging together with a natural lan-
guage. It is reasonable to assume that number words became part of natu-
ral language long before the development of a rational mathematics with 
its own rules and words. 

 It comes as no surprise that like ordinary language mathematics con-
tains structure. Mathematics involves much more than simple count-
ing, just as natural languages involve much more than labeling objects 
with words. Both ordinary language and mathematics contain rules for 
combining words together and numbers together. Th is is what gives us 
linguistic structure as well as mathematical structure. Apart from num-
bers used in counting, mathematics consists of developed methods for 
handling numbers, that is, various rules for making inference by which 
a set of input numbers is transformed to another set of output numbers 

7   Ibid., p. 24. 
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in terms of diff erent mathematical functions. Th us, diff erent functions 
defi ned on the continuum of real numbers or imaginary numbers give us 
distinct mathematical structures. From a naturalist perspective I would 
conclude that  we  use mathematics to express our (true) beliefs about the 
physical world, just as we can use ordinary language to express other 
(true) beliefs about the physical world. But mathematics in itself, just 
like the ordinary language in itself, does not represent the structure of 
the world.  

10.3     Possible Worlds, Many Worlds 
and Multiverses 

 Th e metaphysical realist may still have an argument hidden up her sleeve. 
Laws of nature themselves exist not only actually, but law statements 
express a nomic necessary relation or a nomic probabilistic relation. 
Since the metaphysical realists think that this modal discourse is true, 
she is forced to provide a metaphysical account of the nature of its truth- 
makers. Modal notions can be given a realist interpretation in terms of 
possible worlds. A metaphysical realist will think of a possible world as a 
real world that is spatial-temporal isolated from any other possible world 
and therefore also causally separated from each other. Th e notion of prob-
ability can then be construed such that any probability is a quantitative 
measure of a possibility. Th is means, of course, that whenever physicists 
talk about probabilities, they are in fact referring to what is going to hap-
pen in some other real worlds apart from the actual one. 

 Hence, some philosophers and physicists are alike: they believe in the 
existence of other worlds is just as real as the actual world. Some phi-
losophers argue that these other possible worlds must be real in order to 
make sense to our talk about necessity and possibilities; some physicists 
maintain that, due to the present of nomic probabilities, the measure-
ment problem in quantum mechanics can be understood only if many 
worlds are introduced as real, and again some “daff y” cosmologists believe 
that a multitude of universes is the way to make sense of the so-called 
anthropic principle. Th ose philosophers and physicists who take such 
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a stand believe that they make a substantial existence claim. Th ey are 
realists about these worlds. So my job as an evolutionary naturalist is to 
scrutinize the arguments for this form of modal realism. 

 Notably David Lewis has defended possible world realism. He does 
not consider ‘necessity’ and ‘possibility’ as primitive. In a sense his view 
is reductive because he paraphrases talk of necessity and possibilities in 
terms of talk about possible worlds. Th erefore, he must fi nd a way to 
express what is possible and what is not, and he fi nds this in the principle 
of recombination: “according to which patching together part of diff er-
ent possible worlds yields another possible world. Roughly speaking, the 
principle is that anything can coexist with anything else, at least provided 
they occupy distinct spatiotemporal positions.” 8  But how does he handle 
physical necessity and nomic necessity? 

 Philosophers have for a long time speculated about the reality of other 
worlds, but one particular development forced them to reconsider the 
status of possible worlds. In the mid-1950s Saul Kripke’s interpretation 
of modal logics in terms of possible worlds gave a boost to various meta-
physical speculations about how one should understand these worlds. 
Th ree or four main positions seemed to crystalize: (1) possible worlds 
are all abstract entities except the actual world, (2) possible worlds are all 
regarded as concrete beings, or (3) possible worlds are taken to have no 
beings at all, but held to be either fi ctions or mere ways of speaking. It 
is clear that an evolutionary naturalist would subscribe to the third posi-
tion. But which arguments does he hold against the other two? 

 Here I shall focus on David Lewis’ interpretation, in which possible 
worlds are concrete worlds causally and spatiotemporally separated 
from each other. Th e term the “actual world” is just an index, which 
every human being would use about the world of which he or she takes 
part. In other worlds diff erent from our actual world, we may have our 
 counterparts that are very similar to us but not quite identical. We do not 
live in two diff erent worlds, just in the same way as we cannot be in two 
diff erent places at the same time. Th e alleged advantage of this interpreta-
tion is that we have the truth-makers that seem to endow our modal and 
counterfactual statements with a truth value. For instance, if I say “It is 

8   Lewis (1986). 
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possible that I am in Copenhagen tomorrow and not Granada,” it means 
that “Th ere is a least one world in which I am in Copenhagen tomorrow 
and not Granada” is true. 

 However, there are numerous problems with Lewis’s approach; one of 
the recognized problems in connection with this interpretation is that “I” 
in the second sentence is not me, but my counterpart “me,” whereas “I” 
in the fi rst sentences concern one who is identical to me. However, the 
modal discourse concerning me is about me and not about somebody 
who is similar to me, no matter how great that similarity might be. It will 
not improve this interpretation to say that my actual “I” is identical to the 
other “I” because it does not make much sense to claim that I am identi-
cal to somebody who is causally and spatiotemporally separated from me. 

 Another problem is that since by defi nition these non-actual possible 
worlds cannot causally interact with this actual world, it would not stop 
us from using modal terms (or believing in modal properties) even if 
these possible worlds do not exist, either as abstract or as concrete beings. 
Moreover, we do not have an explanation for how it is possible to recog-
nize the truth of an existential claim concerning something about which 
we can never have any sensory information. 

 Th e evolutionary naturalist would argue that the idea of concrete non- 
actual worlds similar to the actual world is a product of the hypostatiza-
tion of our refl ective thinking. Indeed, the evolution of the capacity of 
refl ective thinking was a huge benefi t for  Homo sapiens  in its struggle for 
survival, but as soon as we use refl ective thinking on issues that could 
not have played any role in the selection of this capacity, we cannot ever 
claim to know the existence of possible worlds. Instead the evolutionary 
naturalist will say something like the following: Th e sentence “Th ere is 
a possible world in which  x  is  F ” means nothing but “It is possible that 
 x  is  F, ” which again means “ x  is sometimes  F  and sometimes not- F. ” We 
have noticed many times in our environment that  x  is occasionally  F  and 
occasionally not- F . Hence, saying that it is possible that  x  is  F  is merely 
an easy way for us to express this discovery. Th e meaning of possibility 
statements fi nds its epistemic support in those cases where we have been 
empirically able to establish that  x  is sometimes  F  and sometimes not. 
However, in all other cases where we use the term “possible,” this use has 
been abstracted from these inductively discovered situations. 
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 Yet, this does not take care of the non-actualized possibilities. How 
do we ever come to believe that some states of aff airs are possible, but 
have in fact never been actualized? We often use words in a metaphorical 
sense, say, “He is the black sheep of the family.” A metaphor is a fi gure of 
speech that makes an implicit, implied, or hidden comparison between 
two things or objects. Similarly, by seeing an analogy between observed 
situations and some imagined but never observed situations, we have 
extended the use of “possibility” and “necessity” and use them “meta-
phorically” to cover these non-actualized possibilities. 

 Th e situation is very similar in science. Around the same time that 
Kripke proposed the possible world semantics of modal logics, Hugh 
Everrett suggested a new interpretation of quantum mechanics. Th is 
interpretation was later named the many-worlds interpretation. 
Quantum mechanics relies heavily on the use of probabilities, and prob-
ability statements may be interpreted as modal expressions. In a brief 
form the many-worlds interpretation assumes that all possible outcomes 
of a measurement, expressed in the terms of the wave function, are real-
ized in so many disparate worlds. Th e claim is an attempt to deal with the 
so-called measurement problem, according to which a quantum system 
described by Schrödinger’s wave function undergoes a sudden change 
during a measurement from being in a state of superposition to a state of 
having a defi nite value. 

 As such, probability statements like other modal expressions seem to 
get their truth value by reference to the possible state of aff airs in another 
possible world diff erent from the actual world. A probability statement 
like “It is highly probable that I will be in Granada two days from now,” 
uttered two days ago when I was in Copenhagen, would then mean “In 
most of the possible worlds, in which I (or my counterparts) exist, it is 
or will be, if these other worlds are tensed, true that I am in Granada 
two days from now.” Apparently, the representational intuition behind 
the many-worlds interpretation is the same as the one behind the realist 
interpretation of possible worlds. And just as we saw in the case of modal 
discourse, the realist commitments may involve either abstract worlds or 
concrete worlds as the proper truth-makers. 

 Th e many-worlds interpretation takes a realist understanding of the 
probabilities derived from the wave function for granted by claiming that 
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there is a measurement problem, because they assume the mathematical 
collapse refers to a real event and is not an artifact of the symbolism. Th ey 
claim to solve this by associating every possible outcome of a particular 
wave function with a value realized in its own world. Many speculative 
suggestions attempt to deal with the separation of the actual measured 
value from all those other values not registered in the actual world. Does 
the system measured have its counterparts in other concrete worlds or 
does the actual world physically split into as many worlds as there are 
possible outcomes? Nobody has been able to give a satisfactory answer 
that does not suff er from the problem we saw in connection with a realist 
interpretation of possible worlds or that does not run into absurd divi-
sions of everything connected to the system exposed to a measurement. 
Even the observer’s mind, assuming it is an entity, has to give up its iden-
tity because it will also be part of this division. Physicists believing that 
the splitting of a world involves a spatiotemporal separation of one and 
the same system into several “branches” have a problem in explaining 
how the physical mechanism of such a separation works. Th e mechanism 
must neither reduce nor increase the system’s mass, energy, charge, etc. 

 Th us, the many-worlders are metaphysical realists. Th e kind of real-
ism they support is  representationalist  realism, the presumption that cer-
tain theoretical models employed to give the model empirical feet on the 
ground are  representations  of an external reality. Th is is a premise for the 
many-worlds view. If one rejects it, there is no reason to postulate any 
multiverse of branching "worlds." It seems to me that the sheer ontologi-
cal extravagance of the many-worlds view ought to be suffi  cient warning 
that the representationist premise is faulty, but apparently that inference 
is not appealing to the many-worlds’ advocates. Many-worlders are rep-
resentationalists with a vengeance. 

 In general, today physicists see quantum mechanics as a theory that 
applies not only to micro-physical objects, but also to macro-physical 
objects as well as the entire universe. In certain camps this extrapolation 
of quantum theory to the macro level has only strengthened the many- 
worlds interpretation with respect to cosmic infl ation and the so-called 
initial conditions problem. For example, Viatscheslav Mukhanov says, 
“Th e discovery of quantum mechanics was in fact the discovery which 
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gave a solid scientifi c basis to the ‘Multiverse versus Universe’ debate.” 9  
Max Tegmark adds, “Accepting quantum mechanics to be universally true 
means that you should also believe in parallel universes.” 10  And Frank 
Tipler draws the same conclusion: “More precisely, if the other universes 
and the multiverse do not exist, then quantum mechanics is objectively 
false. Th is is not a question of physics. It is a question of mathematics.” 11  
Despite such supportive remarks in favor of a multiverse, all such claims 
are entirely without any empirical support. It would not stop us from 
believing in quantum mechanics if these parallel universes do not exist, 
but the belief would not be in a realist reading of the collapse of the 
wave function. Neither is their existence supported by any physical or 
philosophical arguments. As far as I can see, the assumption that there 
are parallel universes causally and spatiotemporally separated from ours 
is based on two highly speculative claims. 

 Th e fi rst claim is that the universe is essentially a mathematical structure 
of which material “particles” and “forces” are in some unexplained way 
“manifestations.” Th us, mathematics is not a descriptive tool invented by 
us to talk about an external reality. Physical reality is nothing but the exis-
tence of a mathematical structure. Such a claim is no more or less empiri-
cally based than the common belief in God. Th e second claim is that the 
mathematical formulation of quantum mechanics has to be understood 
quite literally as expressed by the many-worlds interpretation. Th ere is 
basically no diff erence between a mathematical formulation of a theory 
and its physical interpretation. Every mathematical structure emerges as 
a possible [or perhaps an “actual” (only not this “actual”)] physical reality. 

 Modern Cartesian physicists are of course aware of the fact that math-
ematical laws require the input of initial conditions. Today these ini-
tial conditions can be determined only empirically, but this traditional 
separation between physical laws and contingent initial conditions was 
already questioned by Paul Dirac. One way to solve this initial condi-
tion problem would be to hold that “everything that exists mathemati-
cally is also endowed with physical existence.” Th ough all possible initial 

9   Mukhanov (2007), p. 33. 
10   Tegmark (2007), p. 23. 
11   Tipler (2007), p. 93. 
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conditions cannot be realized in the same world, each logically possible 
set of conditions could be realized in infi nitely many parallel universes. 
As Tegmark emphasizes, “All properties of all parallel universes…could in 
principle be derived by an infi nitely intelligent mathematician.” 12  A simi-
lar message is expressed by Stephen Hawking and Leonard Mlodinow: 

 We will describe how M-theory may off er answers to the question of cre-
ation. According to M-theory, ours is not the only universe. Instead, 
M-theory predicts that a great many universes were  created out of nothing . 
Th eir creation does not require the intervention of some supernatural 
being or god. Rather, these multiple universes  arise naturally from physical 
laws . Th ey are a prediction of science. 13  

 It should be noted, as a curiosity, that these multiple universes are 
alleged to arise physically out of nothing as a manifestation of purely 
mathematical laws of nature. What does this really mean? In my opin-
ion, the very idea that the actual universe, together with many other 
universes, was created out of nothing shows that basic cosmology has 
reached the cognitive limits of doing proper science.  

10.4     The Copenhagen Interpretation: 
A Non- Representational View 

 Th e basic premise of the many-worlds interpretation is that the state vec-
tor represents the physical state of a system. Th e many-worlders are not 
the only realists to assign an ontological status to the state vector, but 
these other realist proposals such as confi guration space realism, wave- 
function realism, and dispositionalism suff er from the same calamities 
as many-worlds realism in that they postulate the existence of a host of 
causally inert or abstract structures. 14  One consequence of wave-function 
realism is that the observation of a quantum system involves a process in 

12   Tegmark (2008), p. 125. 
13   Hawking & Mlodinow (2010), p. 8. Italics mine. 
14   Th e reader may consult Ney and Albert (2013) in which various authors outline various ontologi-
cal interpretations of the wave function. An excellent and painstaking discussion of realism versus 
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which the evolution of the state vector in confi guration space undergoes 
an acausal transition from a real superposition of eigenstates of measur-
able observables to the specifi c eigenstate corresponding to the measured 
value in perceptual space. 15  Th is is the infamous measurement problem. 
However, it is also clear that it arises as a problem only because of the rep-
resentational approach to laws of nature, and specifi cally to Schrödinger’s 
wave function. Within such an approach one can continue along three 
diff erent lines by arguing: (1) Measurements are physically very diff erent 
from microscopic processes in virtue of decoherence; (2) the quantum 
mechanical formalism is incomplete and must be supplemented with 
hidden variables, or (3) the quantum mechanical formalism is complete 
but reality does not undergo an acausal transition. Instead every eigen-
state represented in a superposition by the state vector is ‘real;’ no unob-
served value is any less ‘real’ than the value of the observable measured in 
the actual world. 

Fortunately, the non-representationalists are not without allies. Much 
closer to a naturalist point of view is Niels Bohr’s pragmatic interpre-
tation of quantum mechanics. Although there are no records of Bohr 
specifi cally writing or speaking about Darwin and human evolution, 
he strongly endorsed the position that the interpretation of quantum 
mechanics should be confi ned to what we possibly can experience. He 
often mentioned the unavoidable use of classical concepts, which he 
regarded as necessary for the description of ordinary human experience, 
because human beings are adapted to understand their physical environ-
ment in terms of these concepts. As the basic cognitive means by which 
we grasp our perceptual experience, classical concepts became embedded 
in our natural language long before the discoveries of classical physics. 
For instance, he wrote:

  From a logical standpoint, we can by objective description only understand 
a communication of experience to others by means of a language which 
does not admit ambiguity as regard the perception of such communica-

instrumentalism concerning the wave function is to be found in Dorato & Laudisa (2014) and 
Dorato (2015). 
15   Th e alleged “collapse” in some interpretations is imagined to be a mental-physical interaction. 
Th e mind’s intervention into the physical order is conceived as the “cause” of the alleged collapse. 
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tions. In classical physics, this goal was secured by the circumstance that, 
apart from unessential conventions of terminology, the description is based 
on pictures and ideas embodied in common language,  adapted to our orien-
tation in daily-life events . 16  

   Or again: “All account of physical experience is, of course, ultimately 
based on common language,  adapted to orientation in our surroundings 
and tracing of relationships between causes and eff ects .” 17  So in a manner 
similar to an evolutionary naturalist, Bohr seemed to have believed that 
it is possible to understand quantum mechanics only if we take it to be a 
theory that can tell us something about the world as it appears in every-
day human experience. If we attempt to say something about how the 
world-is-in-itself we exceed the reach of our empirical concepts. 

 Typically pragmatism rejects the traditional Cartesian assumption that 
the function of thought is to depict, mirror, or represent reality. A prag-
matist believes that mental activity is a result of an interaction between 
the organism and its environment, not only in the individual organism 
but also in the species over evolutionary time. Th us, thoughts and later 
language (including mathematics) are fi rst and foremost created as a 
capacity for handling external information in order for the organism to 
solve problems. Solving problems is paramount: Predicting and explain-
ing are steps toward solving problems. So believing that mathematics 
represents the world as it is in itself indicates that one has fallen victim to 
the Cartesian representationalist view of mathematical knowledge. 

 Instead, the pragmatist would argue that scientifi c theories function as 
tools for predictions and explanations, and any theory should be evalu-
ated according to how successful it is in fulfi lling these aims. Scientifi c 
theories work as tools because they have been created as a conceptual 
systematization of our scientifi c observations (just as our common sense 
conception of the world allows us to systematize our everyday observa-

16   Bohr (1998), pp.156–157. Italics mine. See also Bohr (1998), p. 176. Here he opposed the view 
that the present quantum mechanics could be replaced by a deterministic theory, while pointing 
out that the “vivid discussion of this basic issue has greatly stimulated the analysis of our position 
as observers of nature and especially stressed the caution necessary in the application to a new 
domain of knowledge of concepts  adapted to our orientation under ordinary conditions .” Italics mine. 
17   Bohr (1963), p. 1. Italics mine. 
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tions). Th e success of a theory should be measured with respect to its 
ability to describe these observations accurately and not with respect to 
claims that cannot be experimentally tested. Th e pragmatist would say 
that any interpretation of a scientifi c theory that assumes it represents 
the world ignores the fact that knowledge begins and ends in experience. 

 A very similar pragmatist attitude is to be found in Bohr: He says, for 
instance, that the purpose of scientifi c theories “is not to disclose the real 
essence of phenomena but only to track down, so far as it is possible, rela-
tions between the manifold aspects of experience.” 18  We do this by seeing 
how well our theories are able to predict experimental results accurately. In 
other places he distances himself from the representationalist view of theo-
ries: “[T]he ingenious formalism of quantum mechanics, which abandons 
pictorial representation and aims directly at a statistical account of quan-
tum processes …” 19  Similarly, he says “Th e formalism thus defi es pictorial 
representation and aims directly at prediction of observations appear-
ing under well-defi ned conditions.” 20  Bohr’s interpretation of quantum 
mechanics shares with the pragmatists a clear-cut rejection of theories as 
mathematical representations of the inner structure the world. 

 Indeed, this pragmatic approach to scientifi c theories had conse-
quences for Bohr’s view of the quantum state. First of all, the wave func-
tion should not be interpreted in any pictorial sense, or rather  cannot  be 
so interpret because it is a function in a multidimensional Hilbert space. 
Th e state vector has only a symbolic and calculative function. It does 
not represent anything; it does not represent some kind of novel “quan-
tum reality,” but “[t]he entire formalism is to be considered as a tool for 
deriving predictions of defi nite and statistical character … ” 21  One of 
Bohr’s reasons for considering the wave function to be symbolic is that 
Schrödinger’s wave function is defi ned in terms of imaginary numbers. 
Real numbers can be associated with the recording of measurement val-
ues in ordinary space and time, whereas imaginary numbers function 
only in abstract vector spaces and have no counterparts in measurement. 

18   Bohr (1958), p. 71. 
19   Bohr (1998), p. 152. 
20   Ibid., p. 172. 
21   Ibid., p. 144. 
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However, Bohr had two more equally important reasons to regard the 
wave function as symbolic: First, its mathematical interpretation is for-
mulated in a confi guration space that usually contains more than three 
dimensions, and second the deterministic evolution of the wave function 
is not limited by the speed of light. 

 All this indicates that Bohr did not think of the measurement as a “phys-
ical” collapse of the wave function. According to him, the reduction of 
the wave function that takes place when an experimental outcome yields a 
defi nite result does not represent a physical process, and therefore accord-
ing to his lights there is no measurement problem in quantum mechanics. 

 Th e measurement problem is a problem only for those physicists who 
assume that the wave function must be understood as corresponding to a 
real quantum state and that the quantum state consists of a complex com-
bination of all possible measurable values. Th ese realists see the Schrödinger 
wave equation as a literal description of the continuous evolution of the 
quantum system as a superposition of diff erent states. Th is superposition 
of the quantum state represented by the continuous development of the 
wave function abruptly collapses when the system interacts with a second 
system—be it a particle or a measuring device—and the system mani-
fests a particular value for a measured parameter. For those who make this 
assumption, the wave function does not solely represent the probability of 
possible experimental outcomes, but an actual, existing complex quantum 
state of the system. Once this assumption is made, then, of course, some 
physical mechanism “selecting” a particular value during the process of 
measurement must be at work. (Unless, one takes the many-worlds path, 
in which case nothing is selected, everything possible happens.) Th e GRW 
interpretation is an attempt to describe such a mechanism. 

 For his part, Bohr understood the wave function as a probability 
amplitude, and he followed Max Born in his proposal that the modulus 
squared of this quantity should be interpreted as a probability density. 
Bohr believed that the Born probability is only an expression of how 
likely it is to   measure , say, a certain momentum or a certain position 
of a quantum system. It cannot, he thought, be interpreted ontologi-
cally as a probability density for a quantum system in  being  at a certain 
place or  having  a certain momentum independently of its entering into 
an interaction with a measuring system. If an ontological interpretation 
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of the Born probability rule had been possible at all, it would have made 
sense to say that the same rule could be used for ascribing a certain prob-
ability to a quantum object for going through one or the other slit in the 
double-slit experiment. But in those circumstances such an ascription 
of probabilities to “which ways” is not an element of standard quantum 
mechanics. Instead, I shall argue below that Bohr took the probability 
of  observing  a quantum system at a certain place to be equivalent to the 
probability of  assigning  the system that very position. 

 Nothing in Bohr’s writings indicates that he excluded the possibility of 
using the quantum mechanical formalism to describe macroscopic systems 
or parts thereof. When he does talk about the distinction between classical 
and quantum mechanical descriptions, he is careful to point out that it is 
not an absolute distinction but one that depends on the experimental situ-
ation. It would also have been inconsistent for him to advocate an abso-
lute distinction since he did not believe in the representational nature of 
our scientifi c theories. So he would admit that even macroscopic objects 
can be treated as quantum objects, though ones of enormous complexity. 
Nonetheless, he insisted on the use of classical concepts in the description 
of the outcome of physical experiments and in the account of the results 
that were produced by these experiments. By “classical” concepts he meant 
fi rst and foremost ‘space,’ ‘time,’ ‘position,’ ‘duration,’ ‘momentum,’ and 
‘energy.’ As he said: “However far the phenomena transcend the classical 
physical explanation, the account of all evidence must be expressed in clas-
sical terms.” 22  Why did he hold this view? 

 Bohr had at least three arguments for the indispensable use of clas-
sical concepts. Th e fi rst results from his adoption of the correspon-
dence principle, which stipulates that quantum mechanical predictions 
for high numbers approach classical predictions. In the beginning this 
 methodological principle seems to have had a structural formulation, 
but it is clear from Bohr’s writings that he eventually realized that in 
order to work, the principle also had to have a semantic dimension built 
into it. One cannot compare predictions of two theories unless these two 
theories describe their observational evidence in the same vocabulary. 
Hence, classical concepts are essential for our understanding why perhaps 

22   Bohr (1958), p. 39. 
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one physical theory fails and another is successful. Th e communication 
of scientifi c knowledge of the physical world is based on these concepts, 
and those same concepts are embedded in any understanding of the prac-
tice of the physicists’ quest for knowledge. So whatever theory one may 
propose, it has to use the classical concepts to describe empirical results. 

 Th e second argument begins with the possibility of measurement. In 
Bohr’s own formulation:

  … in each case some ultimate measuring instruments, like the scales and 
clocks which determine the frame of space-time coordination—on which, 
in the last resort, even the defi nitions of momentum and energy quantities 
rest—must always be described entirely on classical lines, and consequently 
kept outside the system subject to quantum mechanical treatment. 23  

 Every physical experiment has to relate to a spatially and temporally fi xed 
coordinate system in order for the physicists to be able to identify and 
determine measurable properties. It is only in relation to a spatially and 
temporally fi xed frame of reference that physicists can defi ne a body as 
moving or at rest. Hence, it is only with respect to an empirically estab-
lished frame of reference that position and momentum are well defi ned. 
Acting as frames of reference, the measurement experiments must have a 
classically well-defi ned position and a classically well-defi ned momentum 
in relation to classically defi ned space and time in order for the outcomes 
of the experiments to be communicable as unambiguous and determinate 
results. In such circumstances the properly described measuring instru-
ment can serve to defi ne the frame of reference for “those parts which are 
to be regarded as objects under investigation and in the account of which 
quantum eff ect cannot be disregarded.” 24  Th us, classical concepts are 
indispensable. It is only through their use that it is possible to establish a 
frame of reference in terms of which instrument recordings make sense. 

 Th e third argument is in some sense the most fundamental. Bohr’s 
thinking seems to be that from very early in our evolution experiential 
concepts of human beings have been adapted to their environment in 

23   Bohr (1998), p. 104. 
24   Bohr (1949), p. 228. 
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order for us to understand our perceptions. Th is is essentially the prag-
matists’ view. Originally these concepts specifi ed a determinate position 
of an object in relation to other objects and a determinate spatial dis-
tance in between them, as well as the simultaneous occurrence of enduring 
events or a temporal separation between them, and particular events caus-
ing other events. Much later these basic concepts became fundamental 
categories in our natural language, and even later physicists were able to 
develop a mechanical physics based on a defi nitional precision of these 
concepts. Hence, because of the fundamental status of these concepts for 
describing our experience unambiguously, we cannot unequivocally com-
municate our experience if it is not described in those categories. If we 
take this suggestion a bit further, we may say that our common language 
refl ects genetically based conceptual schemata of perceiving in our brains. 

 So Bohr concluded that the classical concepts are obligatory for under-
standing quantum mechanics. But what happened from the transition of 
classical physics to quantum physics was that the use of classical concepts 
became restricted to the outcomes of particular experimental situations. It 
was this restriction that gave rise to his famous view of complementarity. 

 Bohr embraced objectivity but not traditional scientifi c realism. He 
was an entity realist, as this label is used by Ian Hacking and Nancy 
Cartwright, but not a theory realist. Even if he denies semantic realism, 
as I have emphasized, he does admit the reality of the entities, so there 
is some “external world” commitment here. More than once in his writ-
ings Bohr connected a pragmatic notion of objectivity with unambigu-
ous communication. “Every scientist is constantly confronted with the 
problem of objective description of experience, by which we mean unam-
biguous communication.” 25  Again this is a feature of pragmatism. Our 
interaction with the world tells us what is objectively real. Action and its 
refl ective prolongation, the scientifi c experiment, are the cognitive means 
human beings—including physicists—have for determining what is real. 
Neither passive sense perception nor mathematical calculation can tell 
human beings what is real. Th e only situation in which we can speak 
unambiguously about atomic objects is in connection with experiments.

25   Bohr (1958), p. 67. 
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  Th e argument is simply that by the word ‘experiment’ we refer to a situa-
tion where we can tell others what we have done and what we have learned 
and that, therefore, the account of the experimental arrangement and of 
the results of observations must be expressed in unambiguous language 
with suitable application of the terminology of classical physics. 26  

 It is only by interaction with things that we can claim that we have 
empirical knowledge; these things must be real in order for our percep-
tual organs to interact with them and do not suff er from a perceptual or 
theoretical illusion. Hence, as a good scientist with a pragmatic outlook, 
Bohr would say that we understand the world in particular through our 
actions and experiments and that our knowledge of the world does not go 
beyond the information we gain by these actions and experiments, infor-
mation that can be formulated in common sense language supplemented 
with a technical terminology. Scientifi c theories help us in predicting 
what will happen whenever we carry out these actions and experiments. 

 We use theories to construct models, and employing these theoretical 
models the theoretician is able to make empirical predictions, but that does 
not, of course, imply that the model is a  representation  of an external reality 
in itself. Th e empirical predictions always refer to that reality in an inter-
action with the physical system used to obtain the empirical data. Th is is 
one of Bohr’s main points, ignored as negligible or correctable by classical 
mechanism. However, the abandoning of the conceit that neither the the-
ory nor its models are “representations” of reality in itself does not amount 
to forsaking realism. Th e entity realism, which I think  characterized Bohr’s 
view, is based on the same sort of inductive inferences as those by which 
we establish the existence of ordinary object. Of course these inferences are 
based on an indemonstrable assumption of a causal connection between 
the world of human experience and an external world. Th is is the view I not 
only associate with pragmatism. One might also seek to mount a natural-
ist defense that natural selection has hard-wired this assumption into our 
immediate consciousness of a world external to ourselves and indeed that 
natural selection has arrived at this strategy for survival because it represents 
how things really and truly are for us.     

26   Ibid., p. 39. 
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    11   
 Conclusion                     

          Taking our biological heritage seriously leads us to conclude that our cog-
nitive capacities have evolved through variation, adaptation, and inheri-
tance. If we look at how human beings and chimpanzees appear, we are 
all physically very similar. But we are also very similar when it comes 
to most of our basic cognitive abilities. Both species are able to process 
sensory information from our environment so that this information gives 
rise to knowledge of the environment, i.e., both species process informa-
tion by which they acquire usually true beliefs that are reliably produced 
(perceptual illusions are possible, but not the usual order of the day). 
Moreover, based on earlier sensory information, both species can imagine 
how the near future will turn out to be, and they can also imagine how 
their actions may intervene in the course of events. And they can learn 
which actions they benefi t from under given circumstances. Hence, based 
on inductive inference, both species act according to a strategic plan. 

 Th ere are undeniable diff erences between the two species, too. Humans 
make use of highly developed languages and mathematical theories, 
whereas chimpanzees do not have any of these capacities. Still chimps use 
non-linguistic concepts, and they can count and calculate small num-
bers. So much of the required capacity for the evolution of language and 



the development of mathematics was already in place in our common 
 ancestors. However, we can reasonably imagine that a more advanced 
system of refl ective thoughts and behavioral communication evolved in 
hominids before any spoken language evolved in  Homo sapiens . But in 
virtue of the rise of an oral language,  Homo sapiens  got a new and power-
ful ability to learn from and cooperate with other members of their own 
species. Th e way was open for the development of science and modern 
civil society. 

 Darwinians tell us that our specifi c adaptations are in principle acci-
dental. Th at our main sensory inputs are visual stimuli in a rather nar-
row band of electromagnetic frequencies is one of several ways evolution 
could have taken. Our sensory system could have evolved diff erently as 
we know from bats’ use of acoustic echolocation. But the evolution of 
any new cognitive mechanism is always determined by the environment, 
as this can be physically presented to the organism in virtue of some 
sensory channels. Th e consequence is that the cognitive mechanisms by 
which we gain knowledge of the external world are fi tted by natural selec-
tion to processing the information we received through our visual senses. 
Th e scientifi c details are complex, and cognitive neuroscience and neu-
ropsychology are just at a relatively early stage of development. But at 
least this much can be said: Biological evolution has adapted our brains 
to handle sensory-based information about the environment mainly in 
relation to our possible behavioral performances. One part of this adap-
tation is the visual ability to separate and individuate objects distinct 
from the visual background upon which they are situated. Another part 
is our ability to recognize types of objects. We must fi rst have a notion of 
similarity—and one that admits of degree: a horse and a zebra are simi-
lar, but not as similar as two horses are to each other. So we can identify 
other members of our own species and diff erent species. In some sense 
we see the similarity as directly as, say, the color. All of this has to come 
at a quite early stage of evolution. If an organism is going to learn from 
the past and be able to tackle similar situations in the future, it must be 
able to recognize the most important objects in its environment as of the 
same type as those experienced in the past in order to use what it already 
has learned. Th us, the ability to abstract concepts and to receive knowl-
edge from visual information seems to be part of our biological heritage. 
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It gives those organisms that have such skills the capacity to think and 
refl ect about what they are sensing and how to react to it in a manner that 
enhances the reproductive success of the species. 

 Apparently another capacity evolved with hominids that may be found 
in only a few other animals. Th is is the capacity to refl ect upon one’s 
own images and thoughts. Th is capacity has given those who possess it a 
better chance of surviving to reproduce than any other beast. By possess-
ing such a capacity they could reconsider their wishes and intentionally 
correct their images and thoughts if they led to unwanted consequences. 
In order for refl ection to work we need to have an understanding that 
our wishes, perceptions, imaginations, and thinking  stand for  something 
that is diff erent from our wishes, perceptions, imaginations, and thinking 
themselves. So the evolution of refl ective thinking gave hominids huge 
advantages but also some disadvantages. 

 Th e rise of refl ective thinking and the ability to represent their men-
tal content created in human beings a strong psychological tendency 
to hypostasize concepts to stand for a reality divided from the concrete 
items from which these concepts originally were abstracted. Th e reality 
corresponding to these abstracted concepts is either seen as a realm of 
Platonic objects or as a realm of possible worlds that are causally and 
spatiotemporally separated from our world. But getting to know such 
alleged realities, if they are real, is not something to which we are cogni-
tively adapted. In my opinion, philosophers and physicists following the 
innate tendency of reifi cation ignore what kind of knowledge refl ective 
thinking cannot provide, namely knowledge about subjects to which our 
cognitive powers have not been biologically adjusted to grasp. We cannot 
know what selection has not made possible for us to know. 

 It is not unreasonable to argue that among our cognitive dispositions 
it is impossible to have a capacity of gathering information about some 
alleged reality that is defi ned to be causally isolated from our world. Such 
other allegedly real worlds could not have had any infl uence on the evolu-
tion of our mental capacities. Consequently, evolution sets limits to what 
we can possibly know and therefore what science and philosophy can 
legitimately claim to know. 

 Much debate about the nature of reality revolves around two extreme 
and implausible positions. One is strong metaphysical skepticism 
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claiming that whatever exists is  merely  a result of our imagination and 
 psychological habits. Th e other is strong metaphysical realism holding 
that the nature of reality may transcend far beyond our cognitive limita-
tion of knowledge such that its nature may be quite diff erent from what 
we can get to know by experiments and observations. Th e evolutionary 
naturalist is neither a metaphysical skeptic nor a metaphysical realist in 
any of these extreme senses. She is rather an agnostic metaphysical anti-
realist. We are born with a realist instinct that is due to our biological 
adaptation to an external environment, but the adjustment of this very 
instinct is also confi ned to the physical reality that caused its selection. 

 Once Frank Ramsey remarked, “When a philosophical dispute pres-
ents itself as an irresolvable oscillation between two alternatives, the 
likelihood is that both alternatives are false and share a common false 
presupposition.” 1  Since the prolonged debate between scientifi c realists 
and empiricists about laws of nature and theoretical entities appears to be 
such an “irresolvable oscillation” between metaphysical realism and meta-
physical antirealism, we should appreciate Ramsay's insight and look for 
the common ground that led both views astray. We have argued that 
both scientifi c realism and empiricism build and feed on the dualism 
between a realm of visibles and a realm of invisibles, between the notion 
of how things appear as visual presentations and how things really are. 
Th us, on the one hand, the realist claims that the world-in-itself is as 
it is quite independently of our cognitive powers and thus that we can 
never be certain that we really know it. As Michael Devitt says, “Realism’s 
independence dimension makes it possible that we could be completely 
wrong about the world. Th e principle of charity denies that we could: For 
the most part, if we believe that  p , then  p .” 2  Th e evolutionary naturalist 
argues that although individual belief could be false, blanket skepticism 
is not possible. Th e constructive empiricist, on the other hand, holds that 
we cannot be certain about what exists behind the immediate sense expe-
rience, adding that because we can at least apply the principle of charity 
to visible things, we should limit what is true to what can be perceived 
with the naked eye and confi ne justifi ed true statements to sentences 

1   Ramsey ([1930]1990). 
2   Devitt ([1984]1991), p. 199. 
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concerning empirical phenomena only. In contrast, the evolutionary 
naturalist would argue that knowledge about the world is not limited to 
experience delivered by our sense organs but can be extended to include 
information from our technological devices and instrumental record-
ings. Th us, realists are in accord with evolutionary theory in so far as 
they claim that there exists a physical world inaccessible to the naked 
eye. However, the evolutionary naturalist also argues that our concepts of 
things with which we cannot causally interact refer only to abstractions 
created by the mind. So empiricists are correct insofar as they hold that 
numbers, concepts, universals, or any form of possible worlds do not 
exist independently of human thought.    
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