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Preface to the Fourth Edition

During the past two decades, our monograph has served as an invaluable peda-
gogical source for students and teachers alike, who have used it to become more
familiar with classical and quantum dynamics using path integrals, Schwinger’s
quantum action principle, functional methods, Berry’s phase and Chern–Simons
mechanics, to mention just a few topics. In addition to correcting some minor
typos in the previous edition, we have added two more topics, namely a detailed
study of quantum electrodynamics using path integrals and an introduction to the
Schwinger–Fock proper time method to work out in all details the effective action
of an electron in a harmonic classical electric field.

Tübingen, Germany Walter Dittrich
Mainz, Germany Martin Reuter
February 2015

vii



Preface to the Third Edition

In this third edition, the major purposes and emphasis are still the same, but there are
extensive additions. These consist mainly in the chapter on the action principle in
classical electrodynamics and the functional derivative approach, which is set side
by side to the path integral formulation.A furthermajor augmentation is a chapter on
computing traces in the context of the WKB-propagator. Finally, we have corrected
some (not only typographical) errors of the previous editions.

Tübingen, Germany Walter Dittrich
Mainz, Germany Martin Reuter
February 2001
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Preface to the First Edition

This volume is the result of the authors’ lectures and seminars given at Tübin-
gen University and elsewhere. It represents a summary of our learning process
in nonlinear Hamiltonian dynamics and path integral methods in nonrelativistic
quantum mechanics. While large parts of the book are based on standard material,
readers will find numerous worked examples which can rarely be found in the
published literature. In fact, toward the end they will find themselves in the midst of
modern topological methods which so far have not made their way into the textbook
literature.

One of the authors’ (W.D.) interest in the subject was inspired by Prof. D. Judd
(UC Berkeley), whose lectures on nonlinear dynamics familiarized him with
Lichtenberg and Lieberman’smonograph,Regular and StochasticMotion (Springer,
1983). For people working in plasma or accelerator physics, the chapter on nonlinear
physics should contain some familiar material. Another influential author has been
Prof. J. Schwinger (UCLA); the knowledgeable reader will not be surprised to
discover our appreciation of Schwinger’s Action Principle in the introductory
chapters. However, the major portion of the book is based on Feynman’s path
integral approach, which seems to be the proper language for handling topological
aspects in quantum physics.

Our thanks go to Ginny Dittrich for masterly transforming a long and complex
manuscript into a readable monograph.

Tübingen, Germany Walter Dittrich
Hannover, Germany Martin Reuter
January 1992
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Chapter 1
Introduction

The subject of this monograph is classical and quantum dynamics. We are fully
aware that this combination is somewhat unusual, for history has taught us convinc-
ingly that these two subjects are founded on totally different concepts; a smooth
transition between them has so far never been made and probably never will.

An approach to quantum mechanics in purely classical terms is doomed to
failure; this fact was well known to the founders of quantum mechanics. Never-
theless, to this very day people are still trying to rescue as much as possible of
the description of classical systems when depicting the atomic world. However,
the currently accepted viewpoint is that in describing fundamental properties in
quantum mechanics, we are merely borrowing names from classical physics. In
writing this book we have made no attempt to contradict this point of view. But
in the light of modern topological methods we have tried to bring a little twist to the
standard approach that treats classical and quantum physics as disjoint subjects.

The formulation of both classical and quantum mechanics can be based on the
principle of stationary action. Schwinger has advanced this principle into a powerful
working scheme which encompasses almost every situation in the classical and
quantum worlds. Our treatment will give a modest impression of the wide range
of applicability of Schwinger’s action principle.

We then proceed to rediscover the importance of such familiar subjects as Jacobi
fields, action angle variables, adiabatic invariants, etc. in the light of current research
on classical Hamiltonian dynamics. It is here that we recognize the important role
that canonical perturbation theory played before the advent of modern quantum
mechanics.

Meanwhile, classical mechanics has been given fresh impetus through new
developments in perturbation theory, offering a new look at old problems in
nonlinear mechanics like, e.g., the stability of the solar system. Here the KAM
theorem proved that weakly disturbed integrable systems will remain on invariant
surfaces (tori) for most initial conditions and do not leave the tori to end up in chaotic
motion.

© Springer International Publishing Switzerland 2016
W. Dittrich, M. Reuter, Classical and Quantum Dynamics, Graduate Texts
in Physics, DOI 10.1007/978-3-319-21677-5_1
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2 1 Introduction

At this stage we point to the fundamental role that adiabatic invariants played
prior to canonical quantization of complementary dynamical variables. We are
reminded of torus quantization, which assigns each adiabatic invariant an integer
multiple of Planck’s constant. All these semiclassical quantization procedures have
much in common with Feynman’s path integral or, rather, approximations thereof.
Indeed, Feynman’s path integral methods are ideally suited to follow a quantum
mechanical system—if certain restrictions are enforced—into its classical realm.
Consequently it is one of our main goals to apply Feynman’s path integral and
other geometrical methods to uncover the mystery of the zero point energy (Maslov
anomaly) of the quantum harmonic oscillator.

That quantum and classical mechanics are, in fact, disjoint physical worlds was
clear from the very beginning. Present-day experience is no exception; it is rather
embarrassing to find out that an important geometric phase in a cyclic adiabatic
quantal process has been overlooked since the dawn of quantum mechanics. This
so-called Berry phase signals that in nonrelativistic as well as relativistic quantum
theory, geometrical methods play an eminent role.

The appearance of topology in quantum mechanics is probably the most impor-
tant new development to occur in recent years. A large portion of this text is
therefore devoted to the geometric structure of topologically nontrivial physical
systems. Berry phases, Maslov indices, Chern–Simons terms and various other
topological quantities have clearly demonstrated that quantum mechanics is not,
as of yet, a closed book.



Chapter 2
The Action Principles in Mechanics

We begin this chapter with the definition of the action functional as time integral
over the Lagrangian L.qi.t/; Pqi.t/I t/ of a dynamical system:

S fŒqi.t/�I t1; t2g D
Z t2

t1

dt L.qi.t/; Pqi.t/I t/ : (2.1)

Here, qi, i D 1; 2; : : : ;N, are points in N-dimensional configuration space. Thus
qi.t/ describes the motion of the system, and Pqi.t/ D dqi=dt determines its velocity
along the path in configuration space. The endpoints of the trajectory are given by
qi.t1/ D qi1, and qi.t2/ D qi2.

Next we want to find out what the actual dynamical path of the system is. The
answer is contained in the principle of stationary action: in response to infinitesimal
variation of the integration path, the action S is stationary, ıS D 0, for variations
about the correct path, provided the initial and final configurations are held fixed.
On the other hand, if we permit infinitesimal changes of qi.t/ at the initial and final
times, including alterations of those times, the only contribution to ıS comes from
the endpoint variations, or

ıS D G.t2/� G.t1/ : (2.2)

Equation (2.2) is the most general formulation of the action principle in mechanics.
The fixed values G1 and G2 depend only on the endpoint path variables at the
respective terminal times.

Again, given a system with the action functional S, the actual time evolution
in configuration space follows that path about which general variations produce
only endpoint contributions. The explicit form of G is dependent upon the special

© Springer International Publishing Switzerland 2016
W. Dittrich, M. Reuter, Classical and Quantum Dynamics, Graduate Texts
in Physics, DOI 10.1007/978-3-319-21677-5_2
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4 2 The Action Principles in Mechanics

representation of the action principle. In the following we begin with the one that is
best known, i.e.,

1. Lagrange: The Lagrangian for a point particle with mass m, moving in
a potential V.xi; t/, is

L.xi; PxiI t/ D m

2
Px2i � V.xi; t/ : (2.3)

Here and in the following we restrict ourselves to the case N D 3; i.e., we
describe the motion of a single mass point by xi.t/ in real space. The dynamical
variable xi.t/ denotes the actual classical trajectory of the particle which is
parametrized by t with t1 � t � t2.
Now we consider the response of the action functional (2.1) with respect to
changes in the coordinates and in the time, ıxi.t/ and ıt.t/, respectively. It is
important to recognize that, while the original trajectory is being shifted in real
space according to

xi.t/! x0
i.t

0/ D xi.t/C ıxi.t/ (2.4)

the time-readings along the path become altered locally, i.e., different at each
individual point on the varied curve—including the endpoints. This means that
our time change is not a global .ıt.t/ D const:/ rigid time displacement, equally
valid for all points on the trajectory, but that the time becomes changed locally,
or, shall we say, gauged, for the transported trajectory. All this indicates that we
have to supplement (2.4) by

t! t0.t/ D tC ıt.t/ ; (2.5)

where the terminal time changes are given by ıt.t2/ D ıt2, and ıt.t1/ D ıt1.
To the time change (2.5) is associated the change in the integration measure
in (2.1) given by the Jacobi formula

d.tC ıt/ D d.tC ıt/
dt

dt D
�
1C d

dt
ıt.t/

�
dt (2.6)

or

ı.dt/ WD d.tC ıt/ � dt D dt
d

dt
ıt.t/ : (2.7)

If the time is not varied, we write ı0 instead of ı; i.e., ı0t D 0 or Œı0; d=dt� D 0.
The variation of xi.t/ is then given by

ıxi.t/ D ı0xi.t/C ıt d
dt
.xi.t// (2.8)



2 The Action Principles in Mechanics 5

since up to higher order terms we have

ıxi.t/ D x0
i.t

0/ � xi.t/ D x0
i.tC ıt/ � xi.t/ D x0

i.t/C ıt
dx0

i.t/

dt
� xi.t/

D .x0
i.t/ � xi.t//C ıt dxi

dt
DW ı0xi.t/C ıt dxi

dt
:

Similarly,

ı Pxi.t/ D ı0Pxi.t/C ıt d
dt
Pxi (2.9)

D ı0Pxi C d

dt
.ıtPxi/� Pxi d

dt
.ıt/

D d

dt

�
ı0 C ıt d

dt

�
xi � Pxi d

dt
ıt D d

dt
.ıxi/� Pxi d

dt
ıt : (2.10)

The difference between ı and ı0 acting on t, xi.t/ and Pxi.t/ is expressed by the
identity

ı D ı0 C ıt d
dt
: (2.11)

So far we have obtained

ıS D
Z t2

t1

Œı.dt/LC dtıL� D
Z t2

t1

dt

2
66664

d
dt .Lıt/�ıt dLdt‚ …„ ƒ
L
d

dt
.ıt/ CıL

3
77775

D
Z t2

t1

dt

�
d

dt
.Lıt/C

�
ıL � ıt dL

dt

��
D
Z t2

t1

dt

�
d

dt
.Lıt/C ı0L

�
;

(2.12)

since, according to (2.11) we have

ıL D ı0LC ıt d
dt
L : (2.13)

The total variation of the Lagrangian is then given by

ıL D ı0LC ıt d
dt
L D @L

@xi
ı0xi C @L

@Pxi ı0 Pxi C ıt
dL

dt

D @L

@xi
ı0xi C @L

@Pxi ı0Pxi C ıt
�
@L

@xi
Pxi C @L

@Pxi Rxi C
@L

@t

�



6 2 The Action Principles in Mechanics

D @L

@xi

�
ı0 C ıt d

dt

�
xi C @L

@Pxi
�
ı0 C ıt d

dt

�
Pxi C ıt@L

@t

D @L

@xi
ıxi C @L

@Pxi ı Pxi C
@L

@t
ıt :

Now we go back to (2.3) and substitute

@L

@xi
D �@V.xi; t/

@xi
;

@L

@Pxi D mPxi ; @L

@t
D �@V

@t
; (2.14)

so that we obtain, with the aid of (2.10):

ıL D �@V
@t
ıt � @V

@xi
ıxi C mPxi d

dt
ıxi �mPx2i

d

dt
ıt : (2.15)

Our expression for ıS then becomes

ıS D
Z t2

t1

dt

�
mPxi d

dt
ıxi � @V

@t
ıt � @V

@xi
ıxi C .L.t/ � mPx2i /

d

dt
ıt

�
: (2.16)

We can also write the last expression for ıS a bit differently, thereby presenting
explicitly the coefficients of ıxi and ıt:

ıS D
Z t2

t1

dt

(
d

dt

"
m
dxi
dt
ıxi �

 
m

2

�
dxi
dt

�2
C V

!
ıt

#

�md 2xi
dt2

ıxi � @V
@xi

ıxi � @V
@t
ıtC ıt d

dt

"
m

2

�
dxi
dt

�2
C V

#)
; (2.17)

or with the definition

E D @L
@Pxi Pxi � L D m

2

�
dxi
dt

�2
C V.xi; t/ ; (2.18)

ıS D
Z t2

t1

dt
d

dt

�
m
dxi
dt
ıxi � Eıt

�

C
Z t2

t1

dt

�
�ıxi

�
m
d 2xi
dt2
C @V

@xi

�
C ıt

�
dE

dt
� @V
@t

��
: (2.19)

Since ıxi and ıt are independent variations, the action principle ıS D G2 � G1
implies the following laws:

ıxi W md 2xi
dt2
D �@V.xi; t/

@xi
; .Newton/ ; (2.20)
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i.e., one second-order differential equation.

ıt W dE

dt
D @V

@t
; (2.21)

so that for a static potential, @V=@t D 0, the law of the conservation of energy
follows: dE=dt D 0.

Surface term W G D m
dxi
dt
ıxi � Eıt : (2.22)

2. Hamiltonian: As a function of the Hamiltonian,

H.xi; piI t/ D p2i
2m
C V.xi; t/ ; (2.23)

the Lagrangian (2.3) can also be written as .pi WD @L=@Pxi):

L D pi
dxi
dt
� H.xi; piI t/ : (2.24)

Here, the independent dynamical variables are xi and pi; t is the independent
time-parameter variable. Hence the change of the action is

ıS D ı
Z t2

t1

dt

�
pi
dxi
dt
�H.xi; piI t/

�

D
Z t2

t1

dt

�
pi
d

dt
ıxi C dxi

dt
ıpi � ıH �H

d

dt
ıt

�
: (2.25)

Upon using

ıH D
�
@H

@xi
ıxi C @H

@pi
ıpi

�
C @H

@t
ıt ; (2.26)

where, according to (2.23): @H=@xi D @V=@xi and @H=@pi D pi=m, we obtain

ıS D
Z t2

t1

dt
d

dt
Œpiıxi �Hıt�

C
Z t2

t1

dt

�
�ıxi

�
dpi
dt
C @V

@xi

�
C ıpi

�
dxi
dt
� pi

m

�
C ıt

�
dH

dt
� @H
@t

��
: (2.27)

The action principle ıS D G2 � G1 then tells us here that

ıpi W dxi
dt
D @H

@pi
D pi

m
; (2.28)
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ıxi W dpi
dt
D �@H

@xi
D �@V

@xi
: (2.29)

Here we recognize the two first-order Hamiltonian differential equations.

ıt W dH

dt
D @H

@t
: (2.30)

Surface term: G D piıxi �Hıt : (2.31)

Let us note for later use:

ıS D G2 � G1 D Œpiıxi �Hıt�t2 � Œpiıxi � Hıt�t1 : (2.32)

Compared with .x1 WD fxi.t1/g, x2 WD fxi.t2/gI i D 1; 2; 3/

ıS D @S

@x1
ıx1 C @S

@x2
ıx2 C @S

@t1
ıt1 C @S

@t2
ıt2 (2.33)

(2.32) yields

p1 D � @S
@x1

; H.x1; p1I t1/ D @S

@t1
(2.34)

or

H

�
x1;� @S

@x1
; t1

�
� @S

@t1
D 0 : (2.35)

In the same manner, it follows that:

p2 D @S

@x2
; H

�
x2;

@S

@x2
; t2

�
C @S

@t2
D 0 : (2.36)

Obviously, (2.35) and (2.36) are the Hamilton–Jacobi equations for finding the
action S. In this way we have demonstrated that the action (2.1) satisfies the
Hamilton–Jacobi equation. (Later on we shall encounter S again as the generating
function of a canonical transformation .qi; pi/ ! .Qi;Pi/ of the F1.qi;Qi; t/-
type.

3. Euler–Maupertuis (Principle of Least Action): This principle follows from
the Lagrangian representation of the action principle:

ıS D ı
Z t2

t1

dt L D
�
m
dxi
dt
ıxi � Eıt

�2
1

; (2.37)
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if we introduce the following restrictions:
a) L should not be explicitly time dependent; then the energy E is a conserved
quantity both on the actual and the varied paths; b) for the varied paths, ıxi.t/
should vanish at the terminal points: ıxi.t1;2/ D 0. What remains is

ı

Z t2

t1

dt L D �E.ıt2 � ıt1/ : (2.38)

But under the same restrictions we have, using (2.18),

Z t2

t1

dt L D
Z t2

t1

dt
@L

@Pxi Pxi � E.t2 � t1/ ; (2.39)

the variation of which is given by

ı

Z t2

t1

dt L D ı
Z t2

t1

dt
@L

@Pxi Pxi � E.ıt2 � ıt1/ : (2.40)

Comparing (2.40) with (2.38), we get, taking into consideration pi WD @L=@Pxi:

ı

Z t2

t1

dt pi
dxi
dt
D 0 : (2.41)

If, in addition, we assume the potential to be independent of the velocity, i.e., that

@T

@Pxi Pxi D 2T ; (2.42)

then (2.41) takes on the form

ı

Z t2

t1

dt T D 0 ; (2.43)

or

Z t2

t1

dt T D Extremum: (2.44)

Thus the Euler–Maupertuis Principle of Least Action states: The time integral
of the kinetic energy of the particle is an extreme value for the path actually
selected compared to the neighboring paths with the same total energy which the
particle will travel between the initial and final position at any time �t is varied!
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This variation in time can also be expressed by writing (2.43) in the form [see
also (2.7)]:

ı

Z t2

t1

dt T D
Z t2

t1

dt

�
T
d

dt
ıtC ıT

�
: (2.45)

In N-dimensional configuration space, (2.41) is written as

ı

Z t2

t1

NX
iD1

@L

@Pqi Pqi dt D 0 ; (2.46)

or

ı

Z 2

1

NX
iD1

pi dqi D 0 : (2.47)

If we parametrize the path in configuration space between 1 and 2 using the
parameter # , then (2.47) is written

ı

Z #2

#1

NX
iD1

pi
dqi
d#

d# D 0 : (2.48)

On the other hand, it follows from the Hamiltonian version of the action principle
in its usual form with vanishing endpoint contributions ıqi.t1;2/ D 0, ıt.t1;2/ D 0
in 2N-dimensional phase space:

Qı
Z t2

t1

dt

"
NX
iD1

pi
dqi
dt
�H

#
D 0 (2.49)

One should note the different role of ı in (2.46)—the time is also varied—and Qı,
which stands for the conventional virtual (timeless) displacement.
With the parametrization # in (2.49), the expression

Qı
Z #2

#1

d#

"
NX
iD1

pi
dqi
d#
� H

dt

d#

#
D 0 (2.50)

can, by introducing conjugate quantities,

qNC1 D t ; pNC1 D �H ; (2.51)
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be reduced formally to a form similar to (2.48):

Qı
Z #2

#1

NC1X
iD1

pi
dqi
d#

d# D 0 : (2.52)

Besides the fact that in (2.52) we have another pair of canonical variables, the
different roles of the two variation symbols ı and Qı should be stressed. ı refers
to the paths with constant H D E, whereas in the Qı variation, H can, in principle,
be any function of time. Qı in (2.52) applies to 2N C 2-dimensional phase space,
while ı in (2.48) applies to configuration space.
If, in the case of the principle of least action, no external forces are involved,
i.e., we set without loss of generality V D 0, then E as well as T are constants.
Consequently, the Euler–Maupertuis principle takes the form

ı

Z t2

t1

dt D 0 D ıt2 � ıt1 ; (2.53)

i.e., the time along the actual dynamical path is an extremum.
At this point we are reminded of Fermat’s principle of geometrical optics: A light
ray selects that path between two points which takes the shortest time to travel.
Jacobi proposed another version of the principle of least action. It is always useful
when one wishes to construct path equations in which time does not appear. We
derive this principle by beginning with the expression for the kinetic energy of
a free particle in space:

T D 1

2

3X
i;kD1

mik
dxi
dt

dxk
dt

; (2.54)

where mik are the elements of the mass tensor, e.g. mik D mıik.
In generalized coordinates in N-dimensional configuration space, we then have

T D 1

2

.ds/2

.dt/2
; (2.55)

with the line element

.ds/2 D
NX

i;kD1
mik.q1; q2; : : : ; qN/dqidqk (2.56)

and position-dependent elements mik; for example, from

T D m

2

.dr/2 C r2.d#/2 C .dz/2
.dt/2

(2.57)
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we can immediately see that

$
m D

0
@m 0 0

0 mr2 0
0 0 m

1
A :

The mik take over the role of the metric tensor in configuration space. At this
point mechanics becomes geometry.
Writing (2.55) in the form dt D ds=

p
2T we can restate (2.43) as

ı

Z t2

t1

dt T D 0 D ı
Z 2

1

ds
p
T : (2.58)

Here, we substitute T D H � V.qi/ to obtain Jacobi’s principle:

ı

Z 2

1

p
H � V.qi/ ds D 0 ; (2.59)

or, with (2.56):

ı

Z 2

1

p
H � V.qi/

vuut NX
i;kD1

mik.qj/dqidqk D 0 : (2.60)

In the integrand, only the generalized coordinates appear. If we parametrize them
with a parameter # , we get

Z #2

#1

p
H � V

r
mik

dqi
d#

dqk
d#

d# D Extremum : (2.61)

Since # is not constrained in any way, we can construct the Euler equations for
the integrand using the conventional variation procedure. The solutions to these
equations yield the trajectories in parameter representation.
A comparison of Fermat’s and Jacobi’s principles is appropriate here. If we
apply the principle of least time (2.53) to a light ray in a medium with index
of refraction n.xi/ and, due to

v

c
D 1

n.xi/
; vdt D ds ; dt D n.xi/

c
ds (2.62)

get the expression

ı

Z 2

1

ds n.xi/ D 0 ; (2.63)
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then it is obvious from a comparison with Jacobi’s principle (2.59) that the
quantity

p
.E � V/ can be looked at as “index of refraction” for a massive

particle.
4. Schwinger: Here we use xi; pi; t and vi as the variables to be varied. We shall

immediately see, however, that vi does not satisfy an equation of motion, i.e.,
dvi=dt D : : : does not appear; therefore vi is not a dynamical variable (just like
� and B in the canonical version of electrodynamics). Schwinger writes

L D pi

�
dxi
dt
� vi

�
C 1

2
mv2i � V.xi; t/ (2.64)

D pi
dxi
dt
�H.xi; pi; t/ ; (2.65)

with H given by

H D pivi � 1
2
mv2i C V.xi; t/ : (2.66)

The variation of the action now gives

ıS D
Z t2

t1

dt

�
pi
d

dt
ıxi � @H

@t
ıt � @V

@xi
ıxi C

�
dxi
dt
� vi

�
ıpi

C.�pi C mvi/ıvi �
�
pivi � 1

2
mv2i C V

�
d

dt
ıt

�
;

or

ıS D
Z t2

t1

dt
d

dt
Œpiıxi � Hıt�C

Z t2

t1

dt

�
�ıxi

�
dpi
dt
C @V

@xi

�

Cıpi
�
dxi
dt
� vi

�
C ıvi.�pi Cmvi/C ıt

�
dH

dt
� @H
@t

��
: (2.67)

With the definition of H in (2.66), the action principle yields

ıxi W dpi
dt
D �@H

@xi
D �@V

@xi
; (2.68)

ıpi W dxi
dt
D @H

@pi
D vi : (2.69)

There is no equation of motion for vi: no dvi=dt.

ıvi W �pi C mvi D �@H
@vi
D 0 ; (2.70)
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ıt W dH

dt
D @H

@t
: (2.71)

Surface term: G D piıxi �Hıt : (2.72)

Schwinger’s action principle contains the Lagrangian and Hamiltonian versions
as special cases. So when we write

H.xi; pi; vi; t/ D pivi � m

2
v2i C V.xi; t/

� p2i
2m
C V.xi; t/ � 1

2m
.pi � mvi/

2 (2.73)

and introduce vi D pi=m as definition of vi, we return to the Hamiltonian
description. On the other side we can also write L in (2.65) as

L D pi
dxi
dt
� pivi C m

2
v2i � V.xi; t/ D m

2

�
dxi
dt

�2

� V.xi; t/C .pi � mvi/

�
dxi
dt
� vi

�
� m

2

�
dxi
dt
� vi

�2
; (2.74)

and if we now define: vi D dxi=dt, then the Lagrangian description follows.
Once again: Schwinger’s realization of the action principle is distinguished by
the introduction of additional variables for which no equations of motion exist.

Finally, we should like to briefly discuss the usefulness of the surface terms
G1;2. These offer a connection between the conservation laws and the invariants
of a mechanical system (Noether).

Let us assume that our variation of the action vanishes under certain circum-
stances: ıS D 0. We then say that the action, which remains unchanged, is invariant
under that particular variation of the path. The principle of stationary action then
states:

ıS D 0 D G2 � G1 ; (2.75)

i.e., G has the same value, independent of the initial and final configurations.
In particular, let us assume that the action (Hamiltonian version) is invariant for

a variation around the actual path for which it holds that

ıxi.t1;2/ D 0 ; d

dt
.ıt/ D 0 W ıt D const: D " : (2.76)
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Then it follows from the invariance of S under infinitesimal constant time transla-
tion:

ıS D 0 D G2 � G1 D �H.t2/ıt2 C H.t1/ıt1 D �.H2 �H1/ " ; (2.77)

the conservation of energy:

H.t2/ D H.t1/ ; meaning
dH

dt
D 0 : (2.78)

Similarly, the conservation law for linear momentum follows if we assume that
the action of the system is invariant under constant space translation and the change
of the terminal times vanishes:

ıxi D ı"i D const: ; ıt.t1;2/ D 0 : (2.79)

ıS D 0 D G2 �G1 D .piıxi/2 � .piıxi/1 D .pi2 � pi1/ı"i (2.80)

or

pi.t2/ D pi.t1/ ; meaning
dpi
dt
D 0 : (2.81)

Now let

H D p2i
2m
C V.r/ ; (2.82)

i.e., the potential may only depend on the distance r D
q
x2i . Then no space direction

is distinguished, and with respect to rigid rotations ı!i D const: and

ıt.t1;2/ D 0 ; ıxi D "ijkı!jxk ; (2.83)

we obtain

ıS D ı
Z t2

t1

dt

�
pi
dxi
dt
� p2i
2m
� V.

q
x2i /

�
D 0 : (2.84)

Let us prove explicitly that ıS D 0.

ı

�
pi
dxi
dt

�
� ı

�
p2i
2m

�
D ıpi dxi

dt
C pi

d

dt
ıxi � pi

m
ıpi D pi

d

dt
ıxi ;
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where we used dxi=dt D pi=m, since our particle travels on the correct classical
path; thus we are left with

pi
d

dt
ıxi D pi

d

dt
"ijkı!jxk D 1

m
"ijkı!jpipk D 0 ; (2.85)

where again, Pxk D pk=m has been applied together with the total antisymmetry
of "ijk.

The remaining variation is

ıV D @V

@xi
ıxi D @V

@xi
"ijkı!jxk D xi

r

@V

@r
"ijkı!jxk

D 1

r

@V

@r
"ijkı!jxixk D 0 : (2.86)

Because

ıS D 0 D G2 �G1 D .piıxi/2 � .piıxi/1 D .pi"ijkı!jxk/2 � .pi"ijkı!jxk/1

D ı!i fŒ.r � p/i�2 � Œ.r � p/i�1g (2.87)

this implies the conservation of angular momentum:

L.t2/ D L.t1/ ; meaning
dL
dt
D 0 : (2.88)

Conversely, the conservation of angular momentum corresponds to the invariance,
ıS D 0, under rigid rotation in space. The generalization of this statement is:
if a conservation law exists, then the action S is stationary with respect to the
infinitesimal transformation of a corresponding variable. The converse of this
statement is also true: if S is invariant with respect to an infinitesimal transformation,
ıS D 0, then a corresponding conservation law exists.



Chapter 3
The Action Principle in Classical
Electrodynamics

The main purpose of this chapter is to consider the formulation of a relativistic point
particle in classical electrodynamics from the viewpoint of Lagrangian mechanics.
Here, the utility of Schwinger’s action principle is illustrated by employing three
different kinds of action to derive the equations of motion and the associated surface
terms.

The first choice is rather standard and is given in covariant language through the
invariant action

S D
Z �2

�1

d�

�
�m0c2 C e

c

dx�

d�
A�.x/

�
: (3.1)

Here, � denotes the proper time, and d� D 1
c

p�dx�dx� D
q
1 � v2

c2
dt is the

invariant proper time interval. The variation of S is given by

ıS D
Z 2

1

h
�m0c2ı.d�/C e

c
ı.dx�/A�.x/C e

c
dx�ıA�.x/

i
(3.2)

with

ı.d�/ D 1

c

1p�dx�dx�
��dx�d.ıx�/� D � 1

c2
dx�

d�
d.ıx�/

D � 1
c2
d

�
dx�

d�
ıx�

�
C 1

c2
d2x�

d�
ıx�;

A�ı.dx
�/ D d.A�ıx

�/ � dA�ıx
�;

dx�ıA� D dx�
@A�
@x�

ıx� D @�A�dx�ıx�

© Springer International Publishing Switzerland 2016
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so that ıS takes the form

G2 �G1 D ıS D
Z 2

1

"
d

�
m0

dx�

d�
ıx� C e

c
A�ıx�

�

C
�
�m0 d

2x�

d�
C e

c
@�A�dx

� � e

c
dA�

�
ıx�

#
: (3.3)

From here we obtain the equation of motion,

m0
d2x�

d�2
D e

c
@�A�

dx�

d�
� e

c

dA�

d�
D e

c
.@�A� � @�A�/dx

�

d�

D e

c
F��

dx�

d�
; (3.4)

which we recognize as the Lorentz equation. The surface term is identified as

G D
�
m0

dx�

d�
C e

c
A�
�
ıx� .� p�ıx�/: (3.5)

With the aid of (3.4) we can easily verify that dx�

d�
dx�
d� remains constant .D �c2/:

dx�
d�

d2x�

d�2
D 1

2

d

d�

�
dx�

d�

dx�
d�

�
D e

m0c
F��

dx�

d�

dx�
d�
D 0

because of the antisymmetry of F�� .

Now, � is not a measure of proper time unless dx�

d�
dx�
d� D �c2, as assumed so far.

If, more generally, � serves as an independent parameter other than proper time, we
can write as an equivalent action:

S D
Z �2

�1

d�

�
m0
2

�
dx�

d�

dx�
d�
� c2

�
C e

c

dx�

d�
A�

�
: (3.6)

With the additional requirement that G be independent of ı� , we can carry out our
variational procedure and end up with

ıS D
Z 2

1

"
d

�
m0

dx�

d�
ıx� C e

c
A�ıx� � 1

2
m0

�
dx�

d�

dx�
d�
� c2

�
ı�

�

C
�
�m0 d

2x�

d�
C e

c
F��dx

�

�
ıx� C

�
m0
2
d

�
dx�

d�

dx�
d�

��
ı�

#
(3.7)

D G2 � G1
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with G D
�
m0

dx�

d�
C e

c
A�
�
ıx� .� p�ıx�/ ;

as before. Since G was required to be independent of ı� , we obtain

ı� W dx�

d�

dx�
d�
� c2 D 0: (3.8)

As a consequence, the last term in (3.7) multiplying ı� vanished automatically:

dx�

d�

dx�
d�
D const.

Again we find for the equation of motion:

ıx� W m0
d2x�

d�2
D e

c
F��

dx�

d�
: (3.9)

Incidentally, the structure of the integrand of Eq. (3.6) can easily be derived by use of
the method of Lagrangemultipliers. For this reason, we introduce a new Lagrangian
by

L D LC �.�/

2

�Px2 C c2
�

(3.10)

where L D �m0c2 C e

c
Px�A�:

Variation of the associated action leads us directly to the Euler–Langrange equa-
tions:

@L

@x�
� d

d�

�
@L

@Px�
�
� d

d�
.�Px�/ D 0 (3.11)

and the variation with respect to the multiplier � gives

Px2 C c2 D 0: (3.12)

Altogether we have five equations for the five unknowns x�.�/ and �.�/.
Multiplying equation (3.11) by Px� and using Px� Rx� D 0, which follows from Px2 D
�c2, we find

Px� @L
@x�
� Px�

�
@L

@Px�
�
� Px� d

d�
.�Px�/

„ ƒ‚ …
D d

d� .�Px� Px�/D�c2 P�

D 0
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or
d�

d�
D � 1

c2

�
Px� @L
@x�
� Px�

�
@L

@Px�
��

which can be integrated to yield

� D
Z

d� P� D �1
c2

�Z
d�
@L

@x�
dx�

d�
�
Z

d� Px� d

d�

�
@L

@Px�
��
: (3.13)

Since our original Lagrangian has the form L D L.x�; Px�/, we have
dL

d�
D @L

@x�
Px� C @L

@Px� Rx
� (3.14)

so that we can continue to write for �.�/

�.�/ D � 1
c2

�
L �

Z
d�
@L

@Px� Rx
� �

Z
d� Px� d

d�

�
@L

@Px�
��

D � 1
c2

�
L �

Z
d�

d

d�

�
Px� @L
@Px�

��

D � 1
c2

�
L � Px� @L

@Px�
�
: (3.15)

In our particular case with @L
@Px� D e

cA�, we obtain

� D � 1
c2

h
�m0c2 C e

c
Px�A� � e

c
Px�A�

i

D m0:

Remarkably,� has become independent of � by now. Therefore, according to (3.10),
the modified Lagrangian L is given by

L D �m0c2 C e

c
PxAC m0

2
.Px2 C c2/

D m0
2
.Px2 � c2/C e

c
PxA

which brings us back to the integrand of Eq. (3.6).
Finally, as a third version of the action we consider

S D
Z �2

�1

d�

�
p�

�
dx�

d�
� v�

�
C m0

2

�
v�v� � c2

�C e

c
v�A�

�
(3.16)
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which, after variation of the independent variables, x�; p�; v� and � leads to

ıS D ı
Z 2

1

h
p�dx

� � p�v
�d� C m0

2

�
v�v� � c2

�
d� C e

c
v�A�d�

i
(3.17)

D
Z 2

1

h
d.p�ıx

�/C d
�
ı�
�
�p�v� C m0

2
.v�v

� � c2/C e

c
v�A�

		

C ıx�
�
�dp� C e

c
v�@

�A�d�
	
C ıp� .dx� � v�d�/

C ıv�
�
�p�d� C m0v

�d� C e

c
A�d�

	

C ı�d
�
p�v� � m0

2

�
v�v� � c2

� � e

c
v�A�

	 i
(3.18)

D G2 �G1:

The surface term yields

G D p�ıx
� (3.19)

provided that G is again independent of ı� , which implies

p�v
� D m0

2
.v�v� � c2/C e

c
v�A� (3.20)

so that the term in (3.18) that multiplies ı� is automatically zero.
The equations of motion follow from

ıx� W dp�

d�
D e

c
@�A�v

� (3.21)

ıp� W dx�

d�
D v�: (3.22)

There is no dynamical equation of motion for v� since there is no term proportional

to
dv�

d�
in the action. Thus

ıv� W p� D m0v
� C e

c
A�; (3.23)

which, together with (3.21) and (3.22) can be combined into

m0
d2x�

d�2
D e

c
F��

dx�

d�
: (3.24)
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Furthermore, substituting equations (3.22) and (3.23) into (3.20) gives us back the
constraint

dx�

d�

dx�
d�
D v�v� D �c2: (3.25)

In summary, we were led to three equivalent actions which express the dynamics of
a relativistic point particle in presence of an external electromagnetic field.



Chapter 4
Application of the Action Principles

We begin this chapter by deriving a few laws of nonconservation in mechanics.
To this end we first consider the change of the action under rigid space translation
ıxi D ı"i and ıt.t1;2/ D 0. Then the noninvariant part of the action,

S D
Z t2

t1

dt

�
pi
dxi
dt
� p2i
2m
� V.xi; t/

�
; (4.1)

is given by

ıV.xi; t/ D @V

@xi
ıxi ;

and thus it immediately follows for the variation of S that

ıS D
Z t2

t1

dt

�
�@V.xi; t/

@xi
ıxi

�
D G2 �G1 D

Z t2

t1

dt
d

dt
.piıxi/ ;

or

Z t2

t1

dt

�
d

dt
pi C @V

@xi

�
ı"i D 0 :

Here we recognize Newton’s law as nonconservation of the linear momentum:

dpi
dt
D �@V.xi; t/

@xi
: (4.2)

Now it is straightforward to derive a corresponding law of nonconservation of the
angular momentum. To do so, we need the variation of (4.1) under ıxi D "ijkı!jxk

© Springer International Publishing Switzerland 2016
W. Dittrich, M. Reuter, Classical and Quantum Dynamics, Graduate Texts
in Physics, DOI 10.1007/978-3-319-21677-5_4

23



24 4 Application of the Action Principles

with constant ı!j and again, ıt.t1;2/ D 0. As before, only V.xi; t/ contributes to the
variation :

ıV.xi; t/ D @V

@xi
ıxi D @V

@xi
"ijkı!jxk D ı!i"ijkxj

@V

@xk
D ı!i.r � rV/i :

The variation ıŒpi.dxi=dt/� .p2i =2m/� makes no contribution.
Then we obtain

ıS D �
Z t2

t1

dt.r � rV/iı!i D G2 �G1 D
Z t2

t1

dt
d

dt
pi.ı! � r/i

D
Z t2

t1

dt
d

dt
.r � p/iı!i

or

Z t2

t1

dt

�
.r � rV/i C d

dt
.r � p/i

�
ı!i D 0 :

Upon using the definition L D r � p and F D �rV we have immediately

dL
dt
D N D r � F : (4.3)

As a further example we consider a particle in an 1=r-potential with r D
q
x2i

and k D const::

S D
Z t2

t1

dt

�
pi
dxi
dt
� p2i
2m
C k

r

�
: (4.4)

The special form of the variations of ıxi and ıpi is now given by the rigid
displacements .ı"i D const:; ıt.t1;2/ D 0):

ıxj D ı"i
�
1

mk
ıijxkpk � xipj � "ijkLk

�
; Lk D "klmxlpm (4.5)

ıpj D ı"i
�
xixj
r3
� ıij 1

r
� 1

mk
.pipj � ıijp2/

�
: (4.6)

Here, in contrast to our former examples, ıpi is not arbitrary anymore. The
calculation of ıS with the help of (4.5) and (4.6) is performed in the usual way
and yields, after a few steps (here is an exercise):

ıS D 2ı"i
Z t2

t1

dt

�
� d

dt

��xi
r

	
: (4.7)
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So the action principle then reads:

ıS D �2ı"i
Z t2

t1

dt
d

dt

�xi
r

	
D
Z t2

t1

dt
d

dt
piıxi : (4.8)

For the integrand on the right-hand side we get

piıxi D 2

mk
ı"i


pkxkpi � p2xi

� D 2

mk
ı"i.L � p/i : (4.9)

Our final result is, therefore:

2ı" �
Z t2

t1

dt

�
� d

dt

� r
r

	
� d

dt

1

mk
.L � p/

�
D 0 : (4.10)

So we have proved that the Runge–Lenz vector A is a conserved quantity in the
Coulomb problem:

A WD 1

mk
L � pC r

r
W dA

dt
D 0 : (4.11)

In our series of standard examples, the harmonic oscillator is still missing. The paths
of a particle in the three-dimensional oscillator potential,

V.r/ D 1

2
kr2 D m

2
!2r2 (4.12)

with k D m!2 and r2 D x2i are, as in the Kepler (Coulomb) problem, closed. In the
case of the 1=r-potential, the presence of closed paths is attributed to the existence of
the conserved Runge–Lenz vector. This suggests searching for additional conserved
quantities in the harmonic oscillator. The well-known constants of motion are the
energy and the angular momentum:

E D 1

2m
.p2i C m2!2x2i / ;

dE

dt
D 0 ; (4.13)

Li D "ijkxjpk ; dLi
dt
D 0 : (4.14)

We now wish to prove that the following tensor (nine elements) of the Runge–Lenz
type is also a constant of motion:

Aij WD 1

2m
.pipj C m2!2xixj/ : (4.15)
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Here we need not limit ourselves to three space dimensions. In the following we
thus consider the isotropic N-dimensional harmonic oscillator:

H D 1

2m

NX
iD1

p2i C
m

2
!2

NX
iD1

x2i : (4.16)

The variations ıxi and ıpi are now given by .ı�ik D const:/

ıxi D 1

2m
ı�jk.ıijpk C pjıik/ ; (4.17)

ıpi D �m!
2

2
ı�jk.ıijxk C xjıik/ : (4.18)

The variation ıS is then obtained in the form

ıS D ı�jkm!2
Z t2

t1

dt

�
� d

dt
.xjxk/

�
D G2 � G1 D

Z t2

t1

dt
d

dt
.piıxi/ : (4.19)

In (4.19) we need piıxi D .1=m/ı�jkpjpk, so that our variation (4.19) reads

ı�jk

Z t2

t1

dt
d

dt

�
m!2xjxk C 1

m
pjpk

�
D 0 ;

or, using (4.15):

$
A WD 1

2m
.ppC m2!2rr/ W d

$
A
dt
D 0 : (4.20)

The virial theorem in mechanics also provides a good example of an application.
Here we begin with the variation

ıxi D ı"xi ; ıpi D �ı"pi ; (4.21)

in

ıS D ı
Z t2

t1

�
pi
dxi
dt
� T.p/� V.xi/

�
; (4.22)

where T.p/ denotes the kinetic energy T.p/ D p2i =2m. The term pi.dxi=dt/ in (4.22)
remains unchanged under (4.21):

ı

�
pi
dxi
dt

�
D ıpi dxi

dt
C pi

d

dt
ıxi D �ı"pi dxi

dt
C pi

d

dt
.ı"xi/ D 0 : (4.23)
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But H D T.p/C V.xi/ changes according to

ıH D 1

m
piıpi C @V

@xi
ıxi D �ı"

m
p2i C ı"

@V

@xi
xi D ı"

�
�2T C xi

@V

@xi

�
: (4.24)

Applying the action principle yields

ıS D ı
Z t2

t1

dt

�
pi
dxi
dt
� H

�
D
Z t2

t1

dt

�
ı"

�
2T � xi

@V

@xi

��

D G2 � G1 D
Z t2

t1

dt
d

dt
.piıxi/ D

Z t2

t1

dt
d

dt
.ı"xipi/ ;

so that the theorem we seek follows:

d

dt
.xipi/ D 2T � xi

@V

@xi
: (4.25)

In particular for the Kepler problem with V.r/ D �k=r we find, with the aid of
xi.@V=@xi/ D k=r D �V.r/:

d

dt
.xipi/ D 2T C V : (4.26)

We now come to the calculation of the action functional for a few simple
cases, e.g., for a free particle in one dimension or a particle under the influence
of a constant force. Here we want to apply the action principle exclusively: ıS D
G2 � G1.

Let ıt1 D 0. If we then use H D p2=2m in G D pıx �Hıt we have

G2 D p.t2/ıx2 � p2.t2/

2m
ıt2 (4.27)

G1 D p.0/ıx.0/ ; x.0/ D x1 : (4.28)

At this point we need the solutions to Hamilton’s equations

Px.t/ D @H

@p
D p.t/

m
; (4.29)

Pp.t/ D �@H
@x
D 0 : (4.30)

Clearly we obtain p.t/ D p.t1;2/ D const: and

x.t/ D x.0/C p.0/

m
t � x1 C p

m
t :
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When we solve this for p we get p D mŒx.t2/ � x1�=t2 or

p2

2m
D m

2t22
.x2 � x1/

2 :

Finally we end up with a total differential for ıS:

ıS DG2 �G1 D pıx2 � pıx1 � p2

2m
ıt2 D m

x.t2/� x1
t2

ı.x2 � x1/ (4.31)

� m

2

.x2 � x1/2

t22
ıt2 D ı

�
m

2

.x2 � x1/2

t2

�
;

or

S D m

2

.x2 � x1/2

t2
C c :

The constant c is determined from the condition limt2!t1D0 SfŒxi�I t1; t2g D 0. This
yields c D 0. If we then refrain from setting t1 D 0, the action for a free particle of
mass m is given by

S D m

2

.x2 � x1/2

t2 � t1
: (4.32)

The second example for calculating S from the action principle directly concerns
a particle in presence of a constant force F:

H D p2

2m
� Fx : (4.33)

The corresponding equations of motion are

Px.t/ D @H

@p
D p.t/

m
; Pp.t/ D �@H

@x
D F ;

with the initial conditions given at t1 D 0 W x.0/ D x1, p.0/ D p1. The solutions are
obviously expressed in

p.t/ D FtC p1

x.t/ D x1 C p1
m

tC 1

2

F

m
t2 :
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Again we need the following:

p2 D p1 C Ft2 D m

t2

�
x2 � x1 � Ft22

2m

�
C Ft2 D m

t2

�
x2 � x1 C Ft22

2m

�

p22
2m
D m

2t22

�
x22 � 2x1x2 C x21 �

Ft22
m
.x2 � x1/C F2t42

4m2

�
:

If we now continue our calculation as for a free particle, we get

ıS D G2 � G1 D p2ıx2 �
�
p22
2m
� Fx2

�
ıt2 � p1ıx1

D ı
�
m

2

.x2 � x1/2

t2
C 1

2
Ft2.x1 C x2/ � F2t32

24m



or

S D m

2

.x2 � x1/2

t2 � t1
C 1

2
F.t2 � t1/.x1 C x2/ � F2

24m
.t2 � t1/

3 : (4.34)

We still want to prove that the actions (4.32) and (4.34) do indeed satisfy the
Hamilton–Jacobi equations (2.34) and (2.36). To show this, we build the following
partial derivatives:

p2 D @S

@x2
D m

.x2 � x1/

t2 � t1
; p1 D � @S

@x1
D m

.x2 � x1/

t2 � t1
;

from which follows: p1 D p2, x2 D .p1=m/.t2 � t1/C x1. Later we will show that S
is a generating function for the canonical transformation .x2; p2/! .x1; p1/:

�
x1
p1

�
D
0
@1 �

t2 � t1
m

0 1

1
A
�
x2
p2

�
: (4.35)

Furthermore, we have to demonstrate that H.x2; @S=@x2/C @S=@t2 D 0.

H

�
x2;

@S

@x2

�
D 1

2m

�
@S

@x2

�2
D m

2

.x2 � x1/2

.t2 � t1/2
;

@S

@t2
D �m

2

.x2 � x1/2

.t2 � t1/2
:
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Addition of these two expressions does, indeed, give zero. The same can be shown
for

H

�
x1;� @S

@x1

�
� @S

@t1
D 0 :

Similar steps can be performed with the action (4.34):

p2 D @S

@x2
D m

.x2 � x1/

t2 � t1
C F

2
.t2 � t1/ ;

p1 D � @S
@x1
D m

.x2 � x1/

t2 � t1
� F

2
.t2 � t1/ :

These equations can be rewritten as

p2 D p1 C F.t2 � t1/ ;

x2 D x1 C p1
m
.t2 � t1/C F

2m
.t2 � t1/

2 :

The action S in (4.34) is, correspondingly, the generating function of the canonical
transformation

�
x1
p1

�
D
0
@1 �

t2 � t1
m

0 1

1
A
0
@x2 � F

.t2 � t1/2

2m
p2 � F.t2 � t1/

1
A : (4.36)

It can be seen that the Hamilton–Jacobi equations are also satisfied.
We are now going to complicate the previous example by allowing the external

force to become time dependent so that the Lagrangian reads

L D m

2
Px2 C F.t/x

with the equation of motion:

Rx D 1

m
F.t/ � RG :

Of course, we could proceed as before, using the action principle. However, to bring
a little variety into our calculation, we decide to compute the action directly from
its very definition as the time integral of the Lagrangian. We will see that in this
kind of calculation we have to solve the equations of motion before we can do the
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integration. In the sequel we need

Px D
Z t

t1

dt0
F.t0/
m
C a � PG.t/C a

x.t/ D
Z t

t1

dt0
Z t0

t1

dt00
F.t00/
m
C a.t � t1/C b � G.t/C a.t � t1/C b :

The constants a and b follow from

x.t1/ D x1 D
D 0‚…„ƒ

G.t1/ Cb W b D x1

x.t2/ D x2 D G.t2/C a.t2 � t1/C x1 W a D 1

t2 � t1
Œ.x2 � x1/ �G.t2/� :

Furthermore: Px.t1/ D a, Px.t2/ D PG.t2/C a.
These results will be used in the action when we write:

S D
Z t2

t1

dt L D
Z t2

t1

dt
hm
2
Px2 C F.t/x

i

D
hm
2
xPx
it2
t1
� 1
2

Z t2

t1

dt x m
d 2x

dt2„ƒ‚…
DF

C
Z t2

t1

dt F.t/x D m

2
Œx2 Px.t2/� x1 Px.t1/�

C 1

2

Z t2

t1

dt F.t/x D m

2
Œa.x2 � x1/C x2 PG.t2/�C 1

2

Z t2

t1

dt F.t/x :

Next, the time integral can be rewritten as

1

2

Z t2

t1

dt F.t/x.t/ D 1
2

Z t2

t1

dt F.t/G.t/C a
m

2
Œt2. PG.t2/C a/� t1a � .x2 � x1/�

� m

2
at1 PG.t2/C m

2
x1 PG.t2/ ;

so that
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We note that the remaining time integral can be expressed as

Finally we arrive at

S D
Z t2

t1

dt
hm
2
Px2 C F.t/x

i
D m

2
Œ.x2 � x1/ �G.t2/�

2 1

.t2 � t1/

� m

2

Z t2

t1

dt PG2.t/C m PG.t2/x2 D m

2.t2 � t1/

�
.x2 � x1/�

Z t2

t1

dt
Z t

t1

dt0
F.t0/
m

�2

� 1

2m

Z t2

t1

dt

�Z t

t1

dt0F.t0/
�2
C x2

Z t2

t1

dtF.t/ :

Next, we present the results for the one-dimensional harmonic oscillator and for
a particle with charge e and mass m in a constant magnetic field in z-direction.

S D m!

2

�
.x22 C x21/ cot Œ!.t2 � t1/� � 2x1x2

sinŒ!.t2 � t1/�

�
; ! D

r
k

m
I (4.37)

S D m

2

n .z2 � z1/2

t2 � t1
C !

2
cot

�
!.t2 � t1/

2

�
Œ.x2 � x1/

2 C .y2 � y1/
2�

C!.x1y2 � x2y1/
o
; ! D eB

mc
: (4.38)

We start out with the Lagrangian:

L.x; Px/ D m

2
Px2 � m

2
!2x2 :

The equation of motion follows from

d

dt

�
@L

@Px
�
D @L

@x
W RxC !2x D 0

and has the solution

x.t/ D A sin.!tC ˛/ : (4.39)
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A bit later we need

x.t1;2/ D A sin.!t1;2 C ˛/ : (4.40)

Since p D @L=@Px D mPx, the Hamiltonian reads

H D pPx � L D p2

2m
C m

2
!2x2 :

Now the action can be simplified by using the equation of motion RxC !2x D 0 in

S D
Z t2

t1

dt L.x; Px/ D m

2

Z t2

t1

dt

"�
dx

dt

�2
� !2x2

#

D
hm
2
xPx
it2
t1
� m

2

Z t2

t1

dt x.t/

�
d 2

dt2
C !2

�
x.t/

„ ƒ‚ …
D 0

D m

2
Œx.t2/Px.t2/ � x.t1/Px.t1/� : (4.41)

In (4.41) we need to eliminate Px.t2/, Px.t1/ in terms of x.t2/, x.t1/. To achieve this, let
us rewrite (4.39) in the following form:

x.t/ D A sin.!tC ˛/ D A sinŒ!.t � t1/C .!t1 C ˛/�
D A sinŒ!.t � t1/� cos.!t1 C ˛/C A sin.!t1 C ˛/ cosŒ!.t � t1/� :

Using (4.40) again we can continue to write

x.t/ D 1

!
Px.t1/ sinŒ!.t � t1/�C x1 cosŒ!.t � t1/� :

For the particular value t D t2 we then find

Px.t1/ D !

sinŒ!.t2 � t1/�
Œx2 � x1 cosŒ!.t2 � t1/�� : (4.42)

Similarly,

Px.t2/ D !

sinŒ!.t2 � t1/�
Œ�x1 C x2 cosŒ!.t2 � t1/�� : (4.43)

In (4.41) we need

x.t2/Px.t2/ D !

sinŒ!.t2 � t1/�
Œx22 cosŒ!.t2 � t1/� � x2x1� ;
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x.t1/Px.t1/ D !

sinŒ!.t2 � t1/�
Œ�x21 cosŒ!.t2 � t1/�C x2x1� :

Taking the difference of these expressions yields the predicted

S D m!

2 sinŒ!.t2 � t1/�
Œ.x22 C x21/ cosŒ!.t2 � t1/� � 2x2x1� (4.44)

or, with T D t2 � t1:

S D m!

2 sin.!T/
Œ.x22 C x21/ cos.!T/ � 2x2x1� ; !T ¤ n	 : (4.45)

Next in the list of standard problems, we compute the classical action for a charged
particle in a uniform magnetic field in z-direction. The Lagrangian has the form

L D m

2
.Px2 C Py2 C Pz2/C eB

2c
.xPy � yPx/ ; A D 1

2
B � r

D m

2
Œ.Px2 C Py2 C Pz2/C !.xPy � yPx/� ; ! D eB

mc
: (4.46)

The z-coordinate satisfies the equation of motion of a free particle. The associated
classical action is therefore given by (4.32):

SŒz� D
Z t2

t1

dt
m

2
Pz2 D m

2

.z2 � z1/2

t2 � t1
: (4.47)

The motion perpendicular to the z-axis follows from

d

dt

@L

@Px �
@L

@x
D mRx � m

2
! Py � m

2
! Py D 0 W Rx D ! Py (4.48)

d

dt

@L

@Py �
@L

@y
D mRyC m

2
! PxC m

2
! Px D 0 W Ry D �! Px : (4.49)

Equation (4.49) is solved by Py D �!x C !C which, when substituted in (4.48),
yields

Rx D �!2xC !2C : (4.50)

Here we make the usual ansatz,

x.t/ D A0 sin.!t/C B0 cos.!t/C C (4.51)

which produces

Py.t/ D �!A0 sin.!t/ � !B0 cos.!t/ � !CC !C
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and therefore

y.t/ D A0 cos.!t/ � B0 sin.!t/C D : (4.52)

Using the initial conditions x.t1/ D x1, y.t1/ D y1, we get

x.t/ D A sinŒ!.t � t1/�C B cosŒ!.t � t1/�C x1 � B ;

y.t/ D A cosŒ!.t � t1/� � B sinŒ!.t � t1/�C y1 � A :

Taking the time derivative of these equations yields

Px.t/ D A! cosŒ!.t � t1/� � B! sinŒ!.t � t1/� (4.53)

Py.t/ D �A! sinŒ!.t � t1/�� B! cosŒ!.t � t1/� : (4.54)

The fixed end points at t2 give us in addition

x.t2/ D x2 D A sinŒ!.t2 � t1/�C B cosŒ!.t2 � t1/�C x1 � B ;

y.t2/ D y2 D A cosŒ!.t2 � t1/� � B sinŒ!.t2 � t1/�C y1 � A :

Writing t2 � t1 D T, sin ' D 2 sin.'=2/ cos.'=2/, cos' � 1 D 2 sin2.'=2/ we get

x2 D 2A sin
!T

2
cos

!T

2
� 2B sin2

!T

2
C x1 ;

y2 D �2A sin2
!T

2
� 2B sin

!T

2
cos

!T

2
C y1 ;

or

.x2 � x1/ sin
!T

2
C .y2 � y1/ cos

!T

2
D �2B sin

!T

2

from which follows

B D � 1

2 sin.!T=2/

�
.x2 � x1/ sin

!T

2
C .y2 � y1/ cos

!T

2

�
: (4.55)

Likewise,

.x2 � x1/ cos
!T

2
� .y2 � y1/ sin

!T

2
D 2A sin

!T

2

or

A D 1

2 sin.!T=2/

�
.x2 � x1/ cos

!T

2
� .y2 � y1/ sin

!T

2

�
: (4.56)
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Finally we have to compute the action;

S D
Z t2

t1

dt L D m

2

Z t2

t1

dt

"�
dx

dt

�2
C
�
dy

dt

�2
C !.xPy � yPx/

#

D m

2
ŒxPxC yPy�21 �

m

2

Z t2

t1

dt

2
6664x
�
d 2x

dt2
� ! Py

�
„ ƒ‚ …

D 0

Cy
�
d 2y

dt2
� ! Px

�
„ ƒ‚ …

D 0

3
7775

D m

2
Œ.x2 Px2 � x1 Px1/C .y2Py2 � y1Py1/� : (4.57)

Again, we just need to express Px1, Px2, Py1, Py2 in terms of x1, x2, y1, y2. This can easily
be achieved with the aid of (4.53, 4.54) and (4.55, 4.56). We obtain

x2Px2 D !

2 sin.!T=2/
Œx2.x2 � x1/ cos.!T=2/C x2.y2 � y1/ sin.!T=2/� ;

x1Px1 D !

2 sin.!T=2/
Œx1.x2 � x1/ cos.!T=2/� x1.y2 � y1/ sin.!T=2/� ;

y2Py2 D �!
2 sin.!T=2/

Œy2.x2 � x1/ sin.!T=2/� y2.y2 � y1/ cos.!T=2/� ;

y1Py1 D !

2 sin.!T=2/
Œy1.x2 � x1/ sin.!T=2/C y1.y2 � y1/ cos.!T=2/� :

With these expressions, (4.57) turns into

m

2
Œ.x2 Px2 � x1 Px1/C .y2Py2 � y1Py1/� D m!

4
Œ.x2 � x1/

2 C .y2 � y1/
2�

� cot
!T

2
C m

2
!.x1y2 � y1x2/ ; ! D eB

mc
:

Altogether then,

Scl D m

2

n .z2 � z1/2

t2 � t1
C !

2
cot!

.t2 � t1/

2



.x2 � x1/

2 C .y2 � y1/
2
�

C!.x1y2 � y1x2/
o
: (4.58)

Our final example is concerned with the linear harmonic oscillator that is driven
by an external force F.t/. The calculation of the associated classical action is a bit
more elaborate than anything we have encountered before. But besides being of
great value, it leads us to the best of company: Feynman, too, treated the problem in
his Princeton Ph.D. thesis.
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So let us begin with the Lagrangian

L.x; Px/ D m

2
Px2 � m

2
!2x2 C F.t/x : (4.59)

The equation of motion follows from

d

dt

�
@L

@Px
�
� @L
@x
D 0 W mRxC m!2x D F.t/ : (4.60)

Introducing the Green’s function equation

�
m
d 2

dt2
C m!2

�
G.t; t0/ D ı.t � t0/ (4.61)

with

G.t; t0/ D 1

m!

(
sinŒ!.t � t0/� ; t > t0 ;
0 ; t < t0 ;

(4.62)

we can solve (4.60) by superimposing the homogeneous with a particular solution:

x.t/ D xh.t/C xp.t/ D a cos.!t/C b sin.!t/

C 1

m!

Z t

0

dt0 sinŒ!.t � t0/�F.t0/ : (4.63)

Let us choose x.t1/ D x1 and x.t2/ D x2 as initial conditions. Then we obtain

x.t/ D x1 cosŒ!.t � t1/�C A sinŒ!.t � t1/�

C 1

m!

Z t

t1

d� sinŒ!.t � �/�F.�/ : (4.64)

At time t2 (4.64) takes the value .T WD t2 � t1/

x.t2/ D x2 D x1 cos.!T/C A sin.!T/C 1

m!

Z t2

t1

d� sinŒ!.t2 � �/�F.�/

which identifies the constant A as

A D .x2 � x1 cos.!T//
1

sin.!T/
� 1

m! sin.!T/

�
Z t2

t1

d� sinŒ!.t2 � �/�F.�/: (4.65)
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x.t/ given in (4.64) indeed solves the differential equation (4.60).
Let us quickly check this. First we need

d

dt

Z t

t1

d� sinŒ!.t � �/�F.�/ D !
Z t

t1

d� cosŒ!.t � �/�F.�/ :

A second time derivative produces

d 2

dt2

Z t

t1

d� sinŒ!.t � �/�F.�/ D �!2
Z t

t1

d� sinŒ!.t � �/�F.�/C !F.t/ :

Thus we obtain

Now let us define the following quantities:

H.t1; t2/ WD 1

m! sin.!T/

Z t2

t1

d� sinŒ!.t2 � �/�F.�/ DW 1

sin.!T/
S.t2/ ; (4.66)

S.t/ WD 1

m!

Z t

t1

d� sinŒ!.t � �/�F.�/ ; (4.67)

C.t/ WD !
1

m!

Z t

t1

d� cosŒ!.t � �/�F.�/ D d

dt
S.t/ : (4.68)

With the abbreviations, (4.64) can be written as

x.t/ D x1 cosŒ!.t � t1/�C A sinŒ!.t � t1/�C S.t/ : (4.69)

Here, we substitute the expression for A given in (4.65) and obtain, after a few
rearrangements:

x.t/ D x1
sinŒ!.t2 � t/�

sin.!T/
Cx2 sinŒ!.t � t1/�

sin.!T/
�H.t1; t2/ sinŒ!.t�t1/�CS.t/ : (4.70)



4 Application of the Action Principles 39

From here we get

Px.t/ D � !x1 cosŒ!.t2 � t/�

sin.!T/
C !x2 cosŒ!.t � t1/�

sin.!T/

� H.t1; t2/! cosŒ!.t � t1/�C C.t/ : (4.71)

Hence, for the action we obtain

S D
Z t2

t1

dt L D
Z t2

t1

dt

2
664 m

2
Px2

„ƒ‚…
int: b: parts

�m
2
!2x2 C F.t/x

3
775

D
hm
2
xPx
it2
t1
� 1
2

Z t2

t1

dt x

�
m
d 2

dt2
C m!2

�
x

„ ƒ‚ …
DF

C
Z t2

t1

dt F.t/x (4.72)

S D m

2
Œx.t2/Px.t2/� x.t1/Px.t1/�C 1

2

Z t2

t1

dt F.t/x :

Here we need the expressions Px.t1;2/, which we obtain from (4.71):

Px.t1/ D � !x1 cos.!T/
sin.!T/

C !x2 1

sin.!T/

� 1

m sin.!T/

Z t2

t1

d� sinŒ!.t2 � �/�F.�/

Px.t2/ D � !x1 1

sin.!T/
C !x2 cos.!T/

sin.!T/
� cos.!T/

m sin.!T/

Z t2

t1

d�

� sinŒ!.t2 � �/�F.�/C 1

m

Z t2

t1

d� cosŒ!.t2 � �/�F.�/ :

The first contribution in (4.72) is then easily calculated and yields

m

2
.x2Px2 � x1 Px1/ D m

2

!

sin.!T/

�
.x22 C x21/ cos.!T/ � 2x1x2 C

x2
m!

�
Z t2

t1

d� sinŒ!.� � t1/�F.�/C x1
m!

Z t2

t1

d� sinŒ!.t2 � �/�F.�/

: (4.73)

The second half in (4.72) is also readily evaluated:

1

2

Z t2

t1

dt F.t/x.t/ D 1

2

Z t2

t1

dt F.t/

�
x1
sinŒ!.t2 � t/�

sin.!T/
C x2

sinŒ!.t � t1/�

sin.!T/
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� sinŒ!.t � t1/�

m! sin.!T/

Z t2

t1

d� sinŒ!.t2 � �/�F.�/C 1

m!

Z t

t1

d� sinŒ!.t � �/�F.�/
�

D m!

2 sin.!T/

�Z t2

t1

dt F.t/

�
x1
m!

sinŒ!.t2 � t/�

C x2
m!

sinŒ!.t � t1/� � sinŒ!.t � t1/�

.m!/2

Z t2

t1

d� sinŒ!.t2 � �/�F.�/

Csin.!T/

.m!/2

Z t

t1

d� sinŒ!.t � �/�F.�/
�
: (4.74)

Using the following identity,

Z t2

t1

dsF.s/ sinŒ!.s � t1/�
Z t2

t1

dtF.t/ sinŒ!.t2 � t/�

� sin!T
Z t2

t1

dtF.t/
Z t

t1

d� sinŒ!.t � �/�F.�/

D 2
Z t2

t1

dt
Z t

t1

dsF.t/F.s/ sinŒ!.t2 � t/� sinŒ!.s � t1/� (4.75)

we finally end up with the classical action for the driven harmonic oscillator:

S D m!

2 sin!T

�
.x22 C x21/ cos.!T/ � 2x2x1 C

2x2
m!

Z t2

t1

dt F.t/ sinŒ!.t � t1/�

C 2x1
m!

Z t2

t1

dt F.t/ sinŒ!.t2 � t/� � 2

.m!/2

Z t2

t1

dt
Z t

t1

ds F.t/F.s/

� sinŒ!.t2 � t/� sinŒ!.s � t1/�


: (4.76)

For the rest of this chapter we want to stay with the one-dimensional harmonic
oscillator but intend to give it a little twist. To motivate our procedure, let us write
again

H.p; x/ D p2

2m
C m

2
!2x2 ; (4.77)

with

Px D @H

@p
D p

m
; Pp D �@H

@x
D �m!2x : (4.78)
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The action is

S D
Z t2

t1

dt

�
pPx � p2

2m
� m

2
!2x2

�
: (4.79)

Now let us study the response of Swith respect to the changes ." D const:; ıt.t1;2/ D
0):

ıx D "@H
@p
D " p

m
; ıp D �"@H

@x
D �"m!2x : (4.80)

Then we can readily prove that

ıS D
Z t2

t1

dtŒpı PxC ıpPx � ıH� D 0 : (4.81)

To see this, let us first write

pı Px D d

dt
.pıx/� Ppıx

and

ıH D @H

@p
ıpC @H

@x
ıx D p

m
.�"m!2x/C m!2x"

p

m
D 0 :

Therefore ıS is reduced to

ıS D
Z t2

t1

dt
d

dt
.pıx/C

Z t2

t1

dtŒıpPx � Ppıx� :

But

ıpPx � Ppıx D �"m!2x p
m
C m!2x"

p

m
D 0 :

We get

ıS D Œpıx�21 D G2 �G1 ; (4.82)

i.e., the usual form of the action principle.
Here it is appropriate to stress again that so far, all variations were performed

around the actual classical path, i.e., for which the equations of motion are satisfied
(Hamilton’s equations “on-shell”). On the way to (4.82) we repeatedly used them
at various places. Now we want to relax this on-shell requirement; i.e., we are
still dealing with a Hamiltonian system (in our case, the one-dimensional linear
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harmonic oscillator), but we do not want the equations of motion to be satisfied as
expressed by the right-hand sides of (4.78), Px ¤ @H=@p, etc.

So let us consider the following general transformation of S with respect to

ıp D �"@H
@x

; ıx D "@H
@p

: (4.83)

The parameter " is, at this stage, independent of time. Again, we are not assuming
that (4.78) is satisfied; i.e., we are talking about “off-shell” mechanics of the linear
harmonic oscillator. The response of S in (4.79) under (4.83) is then given by

ıS D
Z t2

t1

dt
d

dt
.pıx/C

Z t2

t1

dtŒ ıp„ƒ‚…
�" @H@x

Px � ıx„ƒ‚…
" @H@p

Pp � ıH.p; x/� :

Using

ıH.p; x/ D ıp@H
@p
C ıx@H

@x
D �"@H

@x

@H

@p
C "@H

@p

@H

@x
D 0

we get

ıS D "
Z t2

t1

dt

�
d

dt

�
p
@H

@p

�
�
�
@H

@p
PpC @H

@x
Px
��

: (4.84)

Notice that

@H

@p
PpC @H

@x
Px D dH

dt
¤ 0 : (4.85)

The variation of S under (4.83) is therefore given by

ıS D "
Z t2

t1

dt
d

dt

�
p
@H

@p
�H.p; x/

�
(4.86)

D "
�
p
@H

@p
�H

�2
1

: (4.87)

For the harmonic oscillator ıS is given by ıS D "Œp2=m � H�21. Hence ıS is a pure
surface term which will be absent for closed trajectories (period T)—a case to be
considered later on. Since " is supposed to be independent of time, we may say that
S is invariant—up to surface terms—under the global transformation (4.83).

Things really change substantially if we permit " to depend on time, i.e., we
elevate our “global” symmetry transformation to a local “gauge” symmetry. This
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requires the introduction of a “gauge potential” A.t/ which couples to the “matter”
field .p; x/ via

L D pPx � H.p; x/� A.t/H.p.t/; x.t// ; (4.88)

S0Œp; x;A� D
Z t2

t1

dt L D
Z t2

t1

dtŒpPx � H.p; x/� A.t/H.p; x/� : (4.89)

Let us prove that the action S0 is—up to surface terms—invariant under

ıp.t/ D �".t/ @H
@x.t/

; ıx.t/ D ".t/ @H
@p.t/

; (4.90)

ıA.t/ D P" : (4.91)

(4.92)

For closed trajectories (period T) and “small” gauge transformations ".0/ D ".T/,
the surface term vanishes:

".0/

�
p
@H

@p
�H

�T
0

D 0 : (4.93)

At this stage we add to L given in (4.88) a pure “gauge field” term and thereby
introduce the so-called Chern–Simons action:

SCSŒA� D k
Z t2

t1

dt A.t/ : (4.94)

Here, k denotes an arbitrary real constant. Variation of SCS simply gives

ıSCS D k
Z t2

t1

dt ıA.t/ D k
Z t2

t1

dt P".t/ D k.".t2/ � ".t1// : (4.95)

Hence SCS is invariant under “small” gauge transformations with ".t2/ � ".t1/ D
0. However, SCS is not invariant under “large” gauge transformations with ".t2/ �
".t1/ ¤ 0.
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The complete action under discussion is

SŒp; x;A� D S0Œp; x;A�C SCSŒA�

D
Z t2

t1

dtŒpPx � H.p; x/� A.t/.H.p; x/� k/� : (4.96)

By the way, the equations of motion following from (4.96) are obtained from the
independent variations ıp, ıx and ıA:

ıp W Px D .1C A/
@H

@p
; (4.97)

ıx W Pp D �.1C A/
@H

@x
; (4.98)

ıA W H.p; x/ D k : (4.99)

Later we will show that under certain conditions it is possible to gauge A.t/ to
zero, which would leave us with the usual equations of motion (4.78). However,
there is still the constraint (4.99). Hence, only those trajectories (in phase space) are
allowed for whichH takes that constant value k which appears in the Chern–Simons
action (4.94). The surfaces (4.99) (ellipses with fixed energies k; k0 : : :) foliate the
entire phase space and, since for a certain 1-torus (� ellipse) with prescribed k the
energy .� action J) is constant, a trajectory which begins on a certain torus will
always remain on that torus.

Evidently A.t/ is not a dynamical field but is to be thought of as a Lagrangian
multiplier for the constraint (4.99),H.p; x/ D k. This is similar to the role of A0 � �
in electrodynamics, which does not satisfy an equation of motion either, but acts as
a Lagrangian multiplier for Gauss’ law:

ı� W ıLE:M: D 1

4	

Z
d 3r ı�Œr � E � 4	%� : (4.100)

! r � E D 4	% :

The analogue is H D k, where H is the generator of the gauge transformation for A,
while k corresponds to the current of the “matter field”.

In a later chapter we will pick up this topic again when discussing topological
Chern–Simons quantum mechanics and the Maslov index in the context of semi-
classical quantization à la Einstein–Brillouin–Keller (EBK).



Chapter 5
Jacobi Fields, Conjugate Points

Let us go back to the action principle as realized by Jacobi, i.e., time is eliminated,
so we are dealing with the space trajectory of a particle. In particular, we want
to investigate the conditions under which a path is a minimum of the action and
those under which it is merely an extremum. For illustrative purposes we consider
a particle in two-dimensional real space. If we parametrize the path between points
P and Q by # , then Jacobi’s principle states:

ı

Z #2¶Q

#1¶P
d#
p
H � V.q1; q2/

vuut 2X
i;jD1

mij.qk/
dqi
d#

dqj
d#
D 0 : (5.1)

To save space let us simply write g.q1; q2;
dq1
d# ;

dq2
d# / for the integrand. Hence the

action reads

SfŒq1; q2�I#1; #2g D
Z #2

#1

d# g

�
q1.#/; q2.#/I dq1

d#
;
dq2
d#

�
: (5.2)

For our further discussion it would be very convenient to choose one coordinate,
e.g., q1 instead of # , to parametrize the path: q2.q1/ with q.1/1 � q1 � q.2/1 . Thus in
the following, we will be talking about the action

(5.3)

where we have dropped the external q1-dependence. In this action we perform
a variation around the actual classical path Nq2.q1/. Let a varied path be given by

q2.q1/ D Nq2.q1/C "'.q1/ ; '.q.1/1 / D 0 D '.q.2/1 / : (5.4)
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Next we need

SŒNq2 C "'.q1/� D SŒNq2�C "ıSŒNq2�C "2

2
ı2SŒNq2�C : : : (5.5)

D
Z q

.2/
1

q
.1/
1

dq1 f
�Nq2 C "'.q1/; Nq0

2 C "' 0.q1/
�

D
Z 2

1

dq1

�
f .Nq2; Nq0

2/C
@f

@q2
"' C @f

@q0
2

"' 0 (5.6)

C 1

2

�
@2f

@q22
"2'2 C 2 @2f

@q2@q0
2

"2'' 0 C @2f

@q02
2

"2' 02

C : : :

�
;

where q0
2 means dq2.q1/=dq1 and the partial derivatives have to be evaluated along

the actual path Nq2.q1/. Now it is standard practice to perform an integration by parts
on the third term in (5.6). The surface term drops out and the remainder together
with the second term in the integrand yields Euler’s equation

@f

@q2

ˇ̌
ˇ̌
Nq2
� d

dq1

 
@f

@q0
2

ˇ̌
ˇ̌
Nq2

!
D 0 : (5.7)

So we are left with

ı2S D
Z 2

1

dq1

"
@2f

@q22

ˇ̌
ˇ̌
Nq2
'2 C 2 @2f

@q2@q0
2

ˇ̌
ˇ̌
Nq2
'' 0 C @2f

@q02
2

ˇ̌
ˇ̌
Nq2
' 02
#
: (5.8)

Now in order to find out whether we have a minimum of the action or just an
extremum we have to know more about the sign of Œ: : :� in (5.8). If q2.q1/ is to
be a minimum action trajectory, ı2SŒ'� must be positive. For this reason we are
looking for a function  .q1/ which makes ı2S a minimum and if for this function
ı2S is positive, we can be sure that ı2SŒ'� is positive for all '.q1/. At this stage
the question of positiveness of ı2S has been formulated in terms of a variational
problem for ı2SŒ'� itself.

We can normalize  .q1/ so that

Z 2

1

dq1 . .q1//
2 D 1 ;  .q.1/1 / D 0 D  .q.2/1 / : (5.9)

Hence we are looking for a function  .q1/ for which

ı2SŒ � D Minimum (5.10)
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with the constraint

ı

Z 2

1

dq1. .q1//
2 D 0 : (5.11)

To proceed, we employ the method of Lagrangian undetermined multipliers:

ı

Z 2

1

dq1


F. .q1/;  

0.q1//� � 2
� D 0 (5.12)

with

F D @2f

@q22

ˇ̌
ˇ̌
Nq2
 2 C 2 @2f

@q2@q0
2

ˇ̌
ˇ̌
Nq2
  0 C @2f

@q02
2

ˇ̌
ˇ̌
Nq2
 02 : (5.13)

The explicit variation of (5.12) yields

ı

Z 2

1

dq1.F � � 2/ D
Z 2

1

dq1
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ı C @F

@ 0 ı 
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��2 ı 

!

d

dq1
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dq1
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dq1
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� d

dq1

�
@F

@ 0

��
� �2 

�
ı :

So we obtain

d

dq1

�
@F

@ 0

�
� @F

@ 
D ��2 : (5.14)

Here we need

@F

@ 
D 2 @

2f

@q22

ˇ̌
ˇ̌
Nq2
 C 2 @2f

@q2@q0
2

ˇ̌
ˇ̌
Nq2
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@2f
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2f

@q02
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) d

dq1

@F

@ 0 D2
d

dq1

�
@2f

@q2@q0
2

�
 C2 @2f

@q2@q0
2

 0C2 d

dq1

�
@2f

@q02
2

�
 0C2 @

2f

@q02
2

 00:
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When substituted in (5.14), we get

2
d

dq1

�
@2f

@q2@q0
2

�
 C 2 d

dq1

�
@2f

@q02
2

�
 0 C 2 @

2f

@q02
2

 00 � 2 @
2f

@q22
 D 2� : (5.15)

This result can also be written in the form

d

dq1

 
@2f

@q02
2

ˇ̌
ˇ̌
Nq2
 0
!
C
"

d

dq1

 
@2f

@q2@q0
2

ˇ̌
ˇ̌
Nq2

!
� @2f

@q22

ˇ̌
ˇ̌
Nq2

#
 .q1/ D �� .q1/:

(5.16)

If we multiply both sides with  .q1/ and integrate over q1, we obtain

Z 2

1

dq1

"
 

d

dq1

�
@2f

@q02
2

 0
�

„ ƒ‚ …
!� 02 @

2 f

@q02
2

C d

dq1

�
@2f

@q2@q0
2

�
 

„ ƒ‚ …
!�2  0

@2 f
@q2@q

0

2

� @
2f

@q22
 

#
D ��

Z 2

1

dq1 
2

„ ƒ‚ …
D1

or

ı2SŒ � D � : (5.17)

So we know what � is: it is the value ı2SŒ � we are interested in; namely, the
Lagrangian multiplier � is the smallest value of ı2S. Equation (5.16) together
with (5.9) defines a Sturm–Liouville problemwhose eigenfunctions and eigenvalues
are those of ı2S. Here ı2S is treated as a quadratic form (@2f=@q02

2 has to be
positive, however). Eigenfunctions with eigenvalues higher than the lowest one do
not minimize ı2S, but ı2S is still stationary and satisfies (5.17). The eigenvalue
problem (5.16) with (5.9) has an infinity of eigenvalues and eigenvectors �n and  n

with n D 1; 2; : : : .�1 < �2 < : : :/. The  n form a complete orthonormal set of

functions. Hence any function ' which vanishes at q.1/1 ; q.2/1 can be expanded in
terms of the  n’s:

'.q1/ D
1X
nD1

an n.q1/ : (5.18)

If we substitute this expression in (5.8), we obtain

ı2SŒ'� D
Z q

.2/
1

q
.1/
1

dq1

"
@2f .q2; q0

2/

@q22

ˇ̌
ˇ̌
Nq2

X
n;m

anam n m C : : :
#
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and after use of the orthonormality condition
R 2
1
dq1  n m D ınm, we arrive at

ı2SŒ'� D
1X
nD1

�na
2
n : (5.19)

Hence if all eigenvalues �n of ı2S are positive, then Nq2.q1/ is a minimum-action
trajectory. Conversely, Nq2.q1/ is not a minimum-action trajectory if, for some n,
�n < 0. This can occur for sufficiently small ":

SŒNq2 C " n� D SŒNq2�C "2

2
�n C O."3/ < SŒNq2� for �n < 0 : (5.20)

Let us apply our knowledge and work out an example; namely, the behavior of
a particle with charge .�e/ in presence of a constant magnetic field which is directed
in the positive z direction. Then we have as starting Lagrangian:

L.xi; Pxi/ D m

2
Px2i �

e

c
Ai Pxi : (5.21)

Using

pi D @L

@Pxi D mPxi � e

c
Ai W Pxi D 1

m
.pi C e

c
Ai/

we obtain the associated Hamiltonian:

H.xi; pi/ D piPxi � L D 1

2m
.pi C e

c
Ai/

2 D m

2
Px2i D

m

2
v2 : (5.22)

Since @H=@t D 0, energy is conserved: H D const. Then, according to (5.22), mv
is likewise conserved. In order to study the space trajectory, we have to first rewrite
our action principle:

ı

Z t2

t1

dt pi
dxi
dt
D ı

Z 2

1

dxi

�
m
dxi
dt
� e

c
Ai

�
D 0 : (5.23)

We choose B D BOe3 and therefore the particle travels in the x-y plane on a circle
with radius % D mvc=eB counterclockwise around the z direction. The constant
B-field in z direction can be obtained with the aid of the vector potential

A D 1
2
B.�yOe1 C xOe2/ D 1

2
Br O# ;

since in a .r; #/-coordinate system we have

O# D . O# ; Oe1/Oe1 C . O# ; Oe2/Oe2 D � sin# Oe1 C cos# Oe2 D �y
r
Oe1 C x

r
Oe2
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or

r O# D �yOe1 C xOe2 :

Furthermore,

ds D
p
.dx/2 C .dy/2 D

p
.dr2/C r2.d#/2 D

p
r2 C .dr=d#/2 d# :

We use this information in (5.23) to write

�
m
dxi
dt
� e

c
Ai

�
dxi

D
�
m
dxi
ds

ds

dt
� e

c
Ai

�
dxi
ds

ds D
"
mv

D 1‚ …„ ƒ�
dxi
ds

�2
�e
c
Ai
dxi
ds

#
ds

D
�
mv � e

c

B

2

�
�ydx

ds
C x

dy

ds

��
ds D mv

�
ds� eB

2mvc
.�ydxC xdy/

�
:

Using ydx D r sin# rd.cos#/ D �r2 sin2 # d# and xdy D r2 cos2 # d# , our
variational problem becomes formulated in

ı

Z #2

#1

d# mv

2
4
s
r2.#/C

�
dr

d#

�2
� 1

2%
r2

3
5 D 0 : (5.24)

The actual classical path is given by % D r0 D const:, so that %0 D 0. The integrand
in (5.24) is now in the desired coordinate form (Jacobi principle), and from here
on, we can follow our program and study the change in the action with respect to
a small deviation from the actual trajectory r0 D %.

S D fŒr�I#1; #2g D mv
Z #2

#1

d#

2
4
s
r2 C

�
dr

d#

�2
� r2

2%

3
5 : (5.25)

For the slightly varied path we write

r.#/ D r0Œ1C '.#/� ; '.#1/ D 0 D '.#2/ : (5.26)

In our former notation we have .r0 D dr=d#/

f .r; r0/ D
p
r2 C r02 � r2=2% : (5.27)
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Following our earlier procedure we find

S D mv
Z #2

#1

d# f .r; r0/ D mv
Z #2

#1

d#Œf .%;

D 0‚…„ƒ
%0 /C 0.Euler/

C1
2
%2

 
@2f

@r2

ˇ̌
ˇ̌
%

'2 C 2 @2f

@r@r0

ˇ̌
ˇ̌
%

'' 0 C @2f

@r02

ˇ̌
ˇ̌
%

' 02
!#

%Dr0
%0

D0D mv
Z #2

#1

d#
1

2
r0 C mv

%2

2
ı2S D mv

2
r0.#2 � #1/„ ƒ‚ …

S0

Cmv r
2
0

2
ı2S

or

S � S0 D mv
r20
2
ı2S ; (5.28)

with

ı2S D
Z #2

#1

d#

 
@2f

@r2

ˇ̌
ˇ̌
%

'2 C 2 @2f

@r@r0

ˇ̌
ˇ̌
%

'' 0 C @2f

@r02

ˇ̌
ˇ̌
%

' 02
!
: (5.29)

With the aid of (5.27) we can easily compute the partial derivatives in (5.29) for
r D % D r0 and find

ı2SŒ'� D 1

r0

Z #2

#1

d# Œ' 02 � '2� : (5.30)

Now we expand in the complete orthonormal set of functions

 n.#/ D
s

2

.#2 � #1/ sin

�
n	
.# � #1/
#2 � #1

�
;  n.#1/ D 0 D  n.#2/

(5.31)

' D
1X
nD1

an n : (5.32)

Then we obtain

ı2SŒ'� D
1X
nD1

�na
2
n (5.33)
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with

�n D ı2SŒ n� D
Z #2

#1

d#

"
@2f

@r2

ˇ̌
ˇ̌
%

 2n C : : :
#
D 1

r0

Z #2

#1

d#


 02
n �  2n

�
(5.34)

or

�n D 1

r0

�
n2	2

.#2 � #1/2 � 1
�
� �n.#2 � #1/ : (5.35)

Finally we arrive at

S � S0 D mv
r20
2

1

r0

1X
nD1

a2n

�
n2	2

.#2 � #1/2 � 1
�

D mv
r0
2

1X
nD1

a2n

�
n2	2

.#2 � #1/2 � 1
�
: (5.36)

From (5.33) we see that for sufficiently small .#2 � #1/, i.e., .#2 � #1/ < 	 , all �n
are positive, and thus r.#/ D % D r0 is a minimum-action trajectory: S0 < S.

For .#2 � #1/ D 	 and only the lowest mode contribution in (34.32, 5.33), i.e.,
an D 0 for n ¤ 1,

 
.0/
nD1 D

r
2

	
sin.# � #1/ ; �nD1 D 0 ; (5.37)

we have ı2SŒ 1� D 0 and consequently we obtain for this particular case, S D S0.
The zero-mode .0/1 satisfies our Eq. (5.16):

d

d#

 
@2f

@r02

ˇ̌
ˇ̌
%„ƒ‚…

D 1=%

 
.0/0
1

!
C
"

d

d#

� @2f

@r@r0

ˇ̌
ˇ̌
%

	
„ ƒ‚ …

D 0

� @2f

@r2

ˇ̌
ˇ̌
%„ƒ‚…

�1=%

#
 
.0/
1 D 0 (5.38)

�
d 2

d#2
C 1

�
 
.0/
1 D 0 ;  

.0/
1 .#1/ D 0 D  .0/1 .#2/ : (5.39)

This equation is called the Jacobi equation and the function .0/1 is called the Jacobi
field for the problem under discussion.

Let us set #1 D 0 and, therefore, #2 D 	 . Starting from P.¶ #1 D 0/, we reach,
after half a rotation around the circular orbit, the point Q.¶ #2 D 	/. The point
Q is called a focal or conjugate point in relation to P along the circular trajectory.
Once the trajectory has passed the conjugate point at #2 D 	 in relation to #1 D 0,
S0 is no longer a minimum action.
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So let us assume .#2 � #1/ > 	 . Then, if we look at the contribution an D 0 for
n ¤ 1 in (4.33, 4.35), we find

.#2 � #1/ > 	 W ı2SŒ 1� D �1 D 1

r0

�
	2

.#2 � #1/2 � 1
�
< 0 : (5.40)

Therefore this particular example yields S < S0, and thus, although S0 is still an
extremum, it is not a minimum.We also could drop lower lying modes, anl D 0, and
keep some of the higher lying ones, anh ¤ 0. In this case, S > S0, so that S0 is not
a maximum either.

Since most of the time our goal is to study the time-development of a system let
us repeat some of the former steps and investigate the dynamical t-dependent path
x.t/ of the one-dimensional harmonic oscillator. Here the Lagrangian reads

L.x; Px/ D m

2
Px2 � m

2
!2x2 ; (5.41)

and the action is given by

SfŒx�I t1; t2g D
Z t2

t1

dt L D
Z t2

t1

dt
hm
2
Px2 � m

2
!2x2

i
: (5.42)

As is by now routine, we look at the response of this action with respect to
a displacement around the classical trajectory Nx.t/:

x.t/ D Nx.t/C "�.t/ : (5.43)

Again we expand the action according to

SŒNxC "�� D SŒNx�C "ıSŒNx�C "2

2
ı2SŒNx�C : : : (5.44)

where

ı2S D
Z t2

t1

dt

�
@2L

@x2

ˇ̌
ˇ̌
Nx
�2 C 2 @2L

@x@Px
ˇ̌
ˇ̌
Nx
� P�C @2L

@Px2
ˇ̌
ˇ̌
Nx
P�2
�
: (5.45)

The classical action is given by (5.42). The partial derivatives can readily be
obtained from (5.41) so that we have to deal with

ı2S D
Z t2

t1

dtm

 P�2 � !2�2� : (5.46)
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As before, we are looking for a function that minimizes ı2S. Let this function be
 .t/, which should be normalized according to

Z t2

t1

dt. .t//2 D 1 ;  .t1/ D 0 D  .t2/ : (5.47)

With the introduction of the Lagrangian multiplier � we meet the variational
problem

ı

Z t2

t1

dt


m P 2 � m!2 2 � � 2� D 0 : (5.48)

After an integration by parts we obtain the (Sturm–Liouville) eigenvalue equation

d

dt
P C

�
!2 C �

m

�
 D 0 ;  .t1/ D 0 D  .t2/ : (5.49)

If we multiply this equation by  and integrate between t1 and t2, we find

Z t2

t1

dt

�
 

d

dt
P C !2 2

�
D � �

m

Z t2

t1

dt  2 D � �
m
; (5.50)

or, after an integration by parts:

Z t2

t1

dt
� P 2 � !2 2� D �

m
D 1

m
ı2SŒ � : (5.51)

The eigenfunctions and eigenvalues of the oscillator equation (5.49) are given by

 n.t/ D
s

2

.t2 � t1/
sin

�
n	
.t � t1/

t2 � t1

�
(5.52)

�n D
Z t2

t1

dt. P 2n � !2 2n / : (5.53)

Since the  n form a complete set of orthonormal functions, we expand �.t/
according to

�.t/ D
1X
nD1

an n : (5.54)
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When substituted in (5.46) this gives

ı2SŒ�� D m
1X
nD1

�na
2
n : (5.55)

Substituting (5.52) in (5.53) or (5.49) we get

�
� .n	/2

.t2 � t1/2
C !2

�
 n D ��n

m
 n ;

and therefore the spectrum is given by

�n D m

�
n2	2

.t2 � t1/2
� !2

�
� �n.t2 � t1/ ; n D 1; 2; : : : : (5.56)

For sufficiently small .t2 � t1/ i.e., .t2 � t1/ < T=2 D 	=! we have
ı2SŒ n� D �n > 0. In this case, Nx.t/ is a minimum-action path.

For n D 1 and .t2 � t1/ D T=2, we obtain, setting t1 D 0, the Jacobi field

ı2SŒ .0/1 � D 0 ;  .0/1 .t/ D
r
4

T
sin

�
2	

T
t

�
D
r
2!

	
sin.!t/ ; �1

�
T

2

�
D 0 :
(5.57)

The conjugate points (caustics) follow from

n2	2

T2
D !2 W Tn D n	

!
D n

T

2
; n D 1; 2; : : : ; (5.58)

i.e., at each half period we run through a focal point, i.e., as soon as .t2 � t1/ > T=2
we do not have a minimum-action trajectory anymore.

We will close this chapter with another more intuitive derivation and interpreta-
tion of the Jacobi equation and the associated fields. For this reason, let us go back
to our examples and think of the actual and the varied paths all leaving one and the
same point, i.e., at t1 D 0, if we consider the time development of the system. We
label the emerging paths by their momenta x.p; t/ with x.p; 0/ D x1 for all p.

A measure for establishing how two neighboring paths deviate from one another
as time goes on is given by the following derivative:

J.p; t/ WD @x.p; t/

@p
: (5.59)

Therefore, at time t, two neighboring paths are separated by the distance

x.pC "; t/ � x.p; t/ D "J.p; t/C O."2/ : (5.60)
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By definition, all of the trajectories x.p; t/ are extremum-action paths, which means
that they satisfy the Euler–Lagrange equation

d

dt

�
@L

@Px
�
� @L
@x
D 0 : (5.61)

Let us differentiate this equation with respect to p. Then we need the following
partial derivatives:

@

@p
L.x.p; t/; Px.p; t// D @L

@x

@x.p; t/

@p
C @L

@Px
@

@p

d

dt
x D @L

@x
J C @L

@Px
PJ ;

) @

@Px
@L

@p
D @2L

@x@Px J C
@2L

@Px2
PJ ;

d

dt

�
@

@Px
@L

@p

�
D d

dt

�
@2L

@x@Px
�
J C @2L

@x@Px
PJ C d

dt

�
@2L

@Px2
PJ
�
; (5.62)

@

@x

@L

@p
D @2L

@x2
J C @2L

@x@Px
PJ : (5.63)

If we subtract (5.63) from (5.62) we find that J satisfies the equation

d

dt

�
@2L

@Px2
PJ
�
C
�
d

dt

�
@2L

@x@Px
�
� @

2L

@x2

�
J.x; p/ D 0 : (5.64)

But this is precisely the Jacobi equation. Using x.p; 0/ D const: D x1, we add
to (5.64) the initial condition

J.p; 0/ D 0 : (5.65)

For a simple standard Lagrangian we may assume that the initial velocity Px.p; 0/
and p are related by p D mPx.p; 0/. Then @Px.p; 0/=@p D 1=m implies

@J.p; 0/

@t
D 1

m
: (5.66)

Hence, although (5.65) tells us that J begins with zero, the derivative is nonzero,
however. "J.p; t/ is a measure for the distance between two neighboring paths. They
meet again at conjugate points, where for some T at x.p;T/ D x2,

J.p;T/ D 0 : (5.67)
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The action computed along the trajectory between .x1; 0/ and .x2;T/ is denoted by
S.x2;TI x1; 0/. Now we found in (2.34) that this implies for the initial momentum:

p.t1 D 0/ � p D � @S

@x.t1 D 0/ � �
@S

@x1
: (5.68)

Differentiating (5.68) again with respect to x2 yields

@p

@x2
D 1

J
D � @2S

@x1@x2
: (5.69)

The discussion so far can be extended to N.> 1/ dimensions. Then, similarly,
it holds that Jik and @2S=@x1i@x2k, i; k D 1; 2; : : : ;N are inverse matrices. The
determinant,

D WD det

�
�
�

@2S

@x1@x2

�
ik

�
D detŒ.J�1/ik� (5.70)

is known as the Van-Vleck determinant and plays an important role in semiclassical
approximations in quantum mechanics.

At focal points, D becomes infinite .J D 0/. At this point many paths which left
x1 at t1 D 0 have come together again at x2.T/. Using the explicit form of the action
for the harmonic oscillator

S D m!

2 sin.!T/



.x21 C x22/ cos.!T/ � 2x1x2

�
(5.71)

we find

@2S

@x1@x2
D � m!

sin.!T/
; (5.72)

and this is infinite at each half-period, as stated already in (5.58).
An important theorem exists, relating the conjugate points along a classical

trajectory to the negative eigenvalues of ı2S. If we call the index of ı2S the number
of eigenvalues �n with �n < 0, then the Morse Index theorem makes roughly the
following statement: Let x.t/; 0 � t � T, be an extremum action-path of S. Then
the index of ı2S is equal to the number of conjugate points to x.0/ along the curve
x.t/; 0 � t � T. In fact, from our earlier examples, we can read off immediately
that once a curve traverses a conjugate point, ı2S picks up a negative eigenvalue.



Chapter 6
Canonical Transformations

Let q1; q2; : : : ; qN ; p1:p2; : : : pN be 2N independent canonical variables, which
satisfy Hamilton’s equations:

Pqi D @H

@pi
; Ppi D �@H

@qi
; i D 1; 2; : : : ;N : (6.1)

We now transform to a new set of 2N coordinates Q1; : : :QN , P1; : : :PN , which can
be expressed as functions of the old coordinates:

Qi D Qi.qi; piI t/ ; Pi D Pi.qi; piI t/ : (6.2)

These transformations should be invertible. The new coordinates Qi;Pi are then
exactly canonical if a new Hamiltonian K.Q;P; t/ exists with

PQi D @K

@Pi
; PPi D � @K

@Qi
: (6.3)

Our goal in using the transformations (6.2) is to solve a given physical prob-
lem in the new coordinates more easily. Canonical transformations are problem-
independent; i.e., .Qi;Pi/ is a set of canonical coordinates for all dynamical
systems with the same number of degrees of freedom, e.g., for the two-dimensional
oscillator and the two-dimensional Kepler problem. Strictly speaking, for fixed
N, the topology of the phase space can still be different, e.g., R2N ;Rn � .S1/m,
nC m D 2N etc.

Using a canonical transformation, it is occasionally possible to attain a particu-
larly simple form for the new Hamiltonian, e.g.,

K.Qi;Pi; t/ D 0 ; (6.4)
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leading to

PQi D @K

@Pi
D 0 ; PPi D � @K

@Qi
D 0 : (6.5)

The solutions are

Qi.t/ D const: D Pi.t/ : (6.6)

This manner of solving the problem is called “reduction to initial values”.
Another simple solution results if the Qi are ignorable:

K D K.P1;P2; : : : ;PN/ : (6.7)

Then it follows from

PPi D � @K
@Qi
D 0 (6.8)

that Pi D const: for all i D 1; : : : ;N and, thus

PQi D @K

@Pi
D const: (6.9)

This means that Q is linear in time:

Qi.t/ D ˇitC 
i (6.10)

with constants ˇi and 
i. This kind of procedure is called “reduction to an
equilibrium problem”.

One has to be able to derive the Hamiltonian equations (4.3) from Hamilton’s
principle:

ı

Z t2

t1

dtŒPi PQi � K.Qi;Pi; t/� D 0 : (6.11)

The integrands in (6.11) and in

ı

Z t2

t1

dtŒpi Pqi �H.qi; pi; t/� D 0 (6.12)

differ only by a total differential:

pi Pqi � H D Pi PQi � K C dF

dt
(6.13)
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with

ı

Z t2

t1

dt
dF

dt
D ıF.t2/ � ıF.t1/ D 0 : (6.14)

F is called the generating function of the canonical transformation of .qi; pi; t/ !
.Qi;Pi; t/. There are four possibilities for a generating function:

F1 D F1.q;Q; t/ I F2 D F2.q;P; t/ I F3 D F3.p;Q; t/ I F4 D F4.p;P; t/ :

It follows from (6.13) that

pi Pqi �H D Pi PQi � K C @F1
@t
C @F1
@qi
Pqi C @F1

@Qi

PQi : (6.15)

which means that

pi D @F1
@qi

; (6.16)

Pi D �@F1
@Qi

; (6.17)

K D H C @F1
@t

: (6.18)

There are similar equations for F2 D F2.q;P; t/.
Using the relation F1 D F2.q;P; t/�QiPi it follows from (6.15) that

pi Pqi �H D Pi PQi � K � PQiPi �Qi PPi C @F2
@t
C @F2
@qi
Pqi C @F2

@Pi

PPi

with which we get

pi D @F2
@qi

; (6.19)

Qi D @F2
@Pi

; (6.20)

K D H C @F2
@t

: (6.21)

The other cases, F3 and F4 can be dealt with in the same manner.
Useful simple examples of generating functions are given by:

(a)

F2 D qiPi : (6.22)
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From

pi D @F2
@qi
D Pi ; Qi D @F2

@Pi
D qi ; K D H ;

it is clear that (6.22) generates the identity transformation. The choice of this
generating function is, however, not unique, since F3 D �Qipi accomplishes
the same:

qi D �@F3
@pi
D Qi ; Pi D �@F3

@Qi
D pi ; K D H :

(b) Generating function of an exchange transformation: F1 D qiQi.

pi D @F1
@qi
D Qi ; Pi D �@F1

@Qi
D �qi ; K D H :

Here, “coordinates” and “momenta” are exchanged. Again, the choice of F1 D
qiQi is not unique for the generation of an exchange transformation. This is also
accomplished by F4 D piPi:

qi D �@F4
@pi
D �Pi ; Qi D @F4

@Pi
D pi ; K D H :

(c) Point transformation:

F2 D fi.q1; : : : ; qN ; t/Pi ; (6.23)

Qi D @F2
@Pi
D fi.q1; : : : ; qN ; t/ : (6.24)

This is the generating function of a canonical transformation that affects
a change of the coordinates; e.g., of .x; y/ � .q1; q2/ ! .r; '/ � .Q1;Q2/
with

q1 D Q1 cosQ2 ; q2 D Q1 sinQ2 : (6.25)

If we invert this transformation, we then get the form (6.24):

Q1 D
q
q21 C q22 ; Q2 D arctan

q2
q1
: (6.26)

As generating function of this transformation we choose

F2 D
q
q21 C q22P1 C arctan

�
q2
q1

�
P2 : (6.27)



6 Canonical Transformations 63

With this F2, we can reproduce (6.26) immediately, since

Q1 D @F2
@P1
D
q
q21 C q22 ; Q2 D @F2

@P2
D arctan

�
q2
q1

�
: (6.28)

The momenta are then given by

p1 D @F2
@q1
D q1P1q

q21 C q22

� .q2P2=q21/

1C .q2=q1/2 D
q1P1q
q21 C q22

� q2P2
q21 C q22

;

p2 D @F2
@q2
D q2P1q

q21 C q22

C q1P2
q21 C q22

: (6.29)

If we now express the qi as functions of the Qi by means of (5.25, 5.26), we get

p1 D P1 cosQ2 � sinQ2
Q1

P2 ; p2 D P1 sinQ2 C cosQ2
Q1

P2 : (6.30)

But we can also solve (6.29) for Pi:

P1 D q1p1 C q2p2q
q21 C q22

; P2 D q1p2 � q2p1 ; (6.31)

or

pr D px cos' C py sin' ; p' D �pxr sin ' C pyr cos' :

At this point we select a simple Hamiltonian, e.g.,

H D 1

2m
.p21 C p22/ : (6.32)

Then, in the old coordinates, it holds that:

Pq1 D @H

@p1
D p1

m
; Pq2 D @H

@p2
D p2

m
; Pp1 D � @H

@q1
D 0 ; Pp2 D � @H

@q2
D 0 :
(6.33)

The Hamiltonian in the new coordinates follows from (6.30):

K D H D 1

2m

�
P21 C

1

Q21
P22

�
; (6.34)
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and the canonical equations read:

PQ1 D @K

@P1
D P1

m
; PQ2 D @K

@P2
D P2

mQ21
;

PP1 D � @K
@Q1
D P22

mQ31
; PP2 D � @K

@Q2
D 0 ;

or, in the familiar form:

K D 1

2m

�
p2r C

1

r2
p2'

�
; (6.35)

pr � P1 D mPr ; p' � P2 D mr2 P' D const: ; PP1 D P22
mr3
D mRr D Ppr :

The change of Cartesian coordinates to spherical coordinates is not much more
complicated: .x; y; z/ � .q1; q2; q3/! .r; '; #/ � .Q1;Q2;Q3/:

q1 D Q1 cosQ2 sinQ3 ;

q2 D Q1 sinQ2 sinQ3 ; (6.36)

q3 D Q1 cosQ3 :

Inversion of these equations yields

Q1 D
q
q21 C q22 C q23 ; Q2 D arctan

q2
q1
; Q3 D arctan

q
q21 C q22

q3
:

(6.37)
Again, it is convenient to choose the following expression for the generating
function of this point transformation:

F2.qi;Pi/ D
q
q21 C q22 C q23 P1 C arctan

�
q2
q1

�
P2

C arctan

0
B@
q
q21 C q22

q3

1
CAP3: (6.38)

Because Qi D @F2=@Pi, it is clear that (6.37) is reproduced.
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Now we come to the calculation of the momenta pi:

p1 D @F2
@q1
D q1P1q

q21 C q22 C q23

� q2P2
q21 C q22

C q1q3P3

.q21 C q22 C q23/
q
q21 C q22

;

p2 D @F2
@q2
D q2P1q

q21 C q22 C q23

C q1P2
q21 C q22

C q1q3P3

.q21 C q22 C q23/
q
q21 C q22

;

p3 D @F2
@q3
D q3P1q

q21 C q22 C q23

�
q
q21 C q22

q21 C q22 C q23
P3 : (6.39)

Equation (6.39) can be rewritten with the expressions for Qi from (6.37) and (6.37):

p1 D P1 cosQ2 sinQ3 � P2
sinQ2

Q1 sinQ3
C P3

cosQ2 cosQ3
Q1

;

p2 D P1 sinQ2 sinQ3 C P2
cosQ2

Q1 sinQ3
C P3

sinQ2 cosQ3
Q1

;

p3 D P1 cosQ3 � P3
sinQ3
Q1

: (6.40)

On the other hand, we also can invert (6.39), with the result:

P1 D q1p1 C q2p2 C q3p3q
q21 C q22 C q23

;

P2 D q1p2 � q2p1 ;

P3 D q1q3p1 C q2q3p2 � .q21 C q22/p3q
q21 C q22

: (6.41)

The Hamilton for a free particle,

H D 1

2m
.p21 C p22 C p23/

with

Pqi D @H

@pi
D pi

m
; Ppi D �@H

@qi
D 0 ;
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is transformed, taking (6.40) into account, into

K D H D 1

2m

 
P21 C

1

Q21
P23 C

1

Q21 sin
2Q3

P22

!
; (6.42)

or, the more familiar form:

K D 1

2m

�
p2r C

1

r2
p2# C

1

r2 sin2 #
p2'

�
: (6.43)

So, we have convincingly demonstrated that every point transformation is
a canonical transformation.

Also useful is the generator of a canonical transformation of an inertial system
(x; y; z/ to a coordinate system (X;Y;Z) rotating around the z.Z/ axis. Let the angular
velocity be !. Then, it holds that, with � WD !t,

X D x cos � C y sin � ; Y D �x sin � C y cos � ; Z D z : (6.44)

The invariant is

r2 D x2 C y2 D X2 C Y2 D R2 :

We should like to again attempt to get the transformation (6.44) with the help of the
following generating function:

F2 D .x cos � C y sin �/P1 C .�x sin � C y cos �/P2 C zP3 : (6.45)

Of course we have

@F2
@Pi
D Qi D .X;Y;Z/ :

Note that zP3 generates the identity Z D z. Now the calculation of the momenta is
brought in:

px D @F2
@x
D P1 cos � � P2 sin � ;

py D @F2
@y
D P1 sin � C P2 cos � ;

pz D @F2
@z
D P3 : (6.46)
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This system of equations can be solved for P1 and P2:

P1 D px cos � C py sin � ; P2 D �px sin � C py cos � ;

P3 D pz I P21 C P22 C P23 D p21 C p22 C p23 :

One must not forget here that F2 is time-dependent, so that .� D !t/:
@F2
@t
D ! Œ.�x sin � C y cos �/P1 C .�x cos � � y sin �/P2� D ! ŒYP1 � XP2�

D �!L3 :

So the new Hamiltonian reads:

K D H C @F2
@t
D H � !L3 D 1

2m
.P21 C P22 C P23/C V.R/� !L3 : (6.47)

Here we have assumed that the original Hamiltonian had been given for a particle
in the potential V.r; z/, which is axial symmetric:

H D 1

2m
p2i C V.r; z/ :

Since @H=@t D 0, H is a constant of motion. Furthermore, no torque acts around
the z axis, so that L3 D const. Hence it follows from this that K is also a constant of
motion. K describes the time development relative to the moving system:

K D 1

2m
.P21 C P22 C P23/C V.R/C !.YP1 � XP2/ :

The corresponding canonical equations read:

PX D @K

@P1
D P1

m
C !Y ; PY D @K

@P2
D P2

m
� !X ; PZ D P3

m

or

P1 D m. PX � !Y / ; P2 D m. PY C !X/ ; P3 D m PZ :

The other half of the Hamiltonian equations gives

PP1 D �@K
@X
D !P2 � @V

@X
D m! PY C m!2X � @V

@X
;

PP2 D �@K
@Y
D �!P1 � @V

@Y
D �m! PX C m!2Y � @V

@Y
;

PP3 D �@K
@Z
D �@V

@Z
:
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If we here substitute PP1 D m. RX � ! PY/, etc., we get for the equations of motion
relative to the rotating coordinate system:

m RX D �@V
@X
C 2m! PY C m!2X ;

m RY D �@V
@Y
� 2m! PX C m!2Y ;

m RZ D �@V
@Z

:

Here the Coriolis and centrifugal forces appear relative to the rotating reference
system—as is to be expected.

Now we consider F1 D .m=2/!q2 cotQ and look for the transformations
.q; p/! .Q;P/ which are generated by F1. First we have

p D @F1
@q
D m!q cotQ ;

P D �@F1
@Q
D m

2
!q2

1

sin2Q
:

This can also be written as

cot2Q D
�

p

m!q

�2
; (6.48)

1

sin2Q
D 2P

m!q2
: (6.49)

From this follows

cos2Q

sin2Q
� 1

sin2Q
D �1 D 1

m!q2

�
p2

m!
� 2P

�

or

P D 1

2

�
m!q2 C p2

m!

�
: (6.50)

Now let us rewrite (6.49) as

1

sin2Q
D 1

m!q2

�
m!q2 C p2

m!

�
D 1C p2

.m!q/2
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or

1

sin2Q
� 1 D .tan2Q/�1 D p2

.m!q/2
:

Solving for Q gives

Q D arctan

�
m!q

p

�
: (6.51)

So we have from (6.49):

q D
r
2P

m!
sinQ (6.52)

and (6.48) yields with q from (6.52)

cos2Q

sin2Q
D p2

m2!2q2
D p2m!

2m2!2P sin2Q

or

p D p2m!P cosQ : (6.53)

At last we can rewrite H in the simple form

H D p2

2m
C m

2
!2q2 D !P cos2QC !P sin2Q D !P D K.P/ : (6.54)

K is ignorable with respect to Q; therefore, P is a constant of motion:

P D E

!
: (6.55)

The canonical equations now simply read:

PQ D @K

@P
D !

with the solution

Q.t/ D !tC ˛ ;
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and

PP D �@K
@Q
D 0 W P D const: D E

!
:

Finally, from (6.52), the solution for q follows:

q.t/ D
r

2E

m!2
sin.!tC ˛/ ; (6.56)

the usual solution for the harmonic oscillator.
The above choice of F1 reduces our problem to an equilibrium problem. Contrary

to this, the following F2 reduces our problem to the initial conditions.

F2.q;P/ D �m!q
2

2
tanŒ!.t � P/� ;

p D @F2
@q
D �m!q tanŒ!.t � P/� ; (6.57)

Q D @F2
@P
D m!2q2

2

1

cos2Œ!.t � P/�
D �@F2

@t
: (6.58)

K D H C @F2
@t
D H � m

2
!2q2

1

cos2Œ!.t � P/�
:

It follows from (6.58) that

q.t/ D
r
2Q

m!2
cosŒ!.t � P/� ; (6.59)

and this, when inserted in (6.57), gives

p.t/ D �p2mQ sinŒ!.t � P/� : (6.60)

Combining (6.59) and (6.60) yields

P.p; q/ D 1

!
arctan

�
p

m!q

�
C t :

Squaring (6.59) and (6.60) and adding gives

Q.p; q/ D p2

2m
C m

2
!2q2 : (6.61)

So we have found explicitly the canonical transformations which are generated by
F2.q;P/.
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According to (6.61) we have

K D H �Q D p2

2m
C m

2
!2q2 �

�
p2

2m
C m

2
!2q2

�
D 0 :

Therefore the canonical equations are simply

PQ D @K

@P
D 0 ; PP D �@K

@Q
D 0 ;

with the solutions Q;P D const.
In a further example we look for the canonical transformation which is generated

by the following F2:

F2.q1; q2;P1;P2/ D
p
2m.P1 � P2/ q1 � 2

3

r
2

m

.P2 � mgq2/3=2

g
: (6.62)

Furthermore, how does the new Hamiltonian read and what do the canonical
equations look like in the new variables?

We begin with the set of equations

p1 D @F2
@q1
D
p
2m.P1 � P2/ ; (6.63)

p2 D @F2
@q2
D p2m.P2 � mgq2/ ; (6.64)

Q1 D @F2
@P1
D mq1p

2m.P1 � P2/
; (6.65)

Q2 D @F2
@P2
D � mq1p

2m.P1 � P2/
�
r
2

m

1

g
.P2 �mgq2/

1=2 : (6.66)

From (6.64) we get

p22
2m
D P2 � mgq2

or

P2 D p22
2m
Cmgq2 : (6.67)

Using (6.67) in (6.63) results in

p21
2m
D P1 � P2 D P1 � p22

2m
� mgq2
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or

P1 D p21 C p22
2m

C mgq2 D H DW ˛1 D const : (6.68)

Equations (6.65) and (6.66) lead to

Q1 D m
q1
p1
I q1 D Q1

m

p
2m.P1 � P2/ (6.69)

Q2 D �mq1
p1
� p2

mg
;

Q1 C Q2 D � p2
mg
I p2 D �mg.Q1 CQ2/ :

Squaring the last equation and using (6.67) yields

.Q1 C Q2/
2 D 2m

m2g2
.P2 � mgq2/

or

q2 D P2
mg
� g

2
.Q1 C Q2/

2 : (6.70)

The new Hamiltonian is

K D H C @F2
@t
D H

or

K D p21 C p22
2m

C mgq2 D p21
2m
C
�
p22
2m
C mgq2

�
D P1 � P2 C P2 D P1 :

With K D P1 we can readily find the canonical equations:

PQ1 D @K

@P1
D 1 W Q1 D tC ˇ1 ;

PQ2 D @K

@P2
D 0 W Q2 D ˇ2 ;

PP1 D � @K
@Q1
D 0 W P1 D const: D ˛1 D H ;

PP2 D � @K
@Q2
D 0 W P2 D const: D ˛2 :
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If we set q1 D x, q2 D y, then it follows from (6.69) and (6.70) that

x.t/ D 1

m
.tC ˇ1/

p
2m.˛1 � ˛2/ D const: tC const:

y.t/ D �g
2
.tC const:/2 C ˛2

mg
D �g

2
t2 C const: tC const:

The constants have to be fixed by the initial conditions.
In the usual calculation of the projectile motion in the x-y plane, one chooses at

t D 0 W x0 D 0 D y0 and v0 D .v0 cos˛; v0 sin ˛/ as the initial velocity. Our result
is then given by

x D .v0 cos˛/t
y D .v0 sin˛/t � g

2
t2 :

The above proceduremay seem like a very difficult way to solve an easy problem,
and indeed it is. The following problem is along the same line; it concerns the
damped harmonic oscillator. The equation of motion is given by

mRqC bPqC kq D 0 ; (6.71)

where F D �bPq denotes the frictional force and, as usual, k D m!20 .
The equation of motion (6.71) can be derived from a Lagrangian,which we define

according to

L D ebt=m
�
m

2
Pq2 � k

2
q2
�
: (6.72)

However, this choice of L is not unique! The canonical momentum is

p D @L

@Pq D mPqebt=m : (6.73)

So the Hamiltonian becomes

H D pPq � L D e�bt=m p2

2m
C ebt=m

k

2
q2 : (6.74)

This Hamiltonian is explicitly time-dependent and indicates the dissipation inherent
in the system. The canonical equations belonging to (6.74) are:

Pq D @H

@p
D p

m
e�bt=m ; Pp D �@H

@q
D �kqebt=m : (6.75)
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With this we reproduce (6.71):

mRq D
�
Pp � bp

m

�
e�bt=m D �kq � bPq :

The form of (6.74) suggests that the following canonical transformation should
simplify the Hamiltonian:

Q D qebt=2m ; P D pe�bt=2m : (6.76)

One can be easily convinced that the generating function of the canonical transfor-
mation (6.76) is given by

F2.q;P; t/ D ebt=2mqP : (6.77)

Indeed:

p D @F2
@q
D ebt=2mP ; Q D @F2

@P
D ebt=2mq :

The new Hamiltonian therefore reads:

K.Q;P; t/ D H.q; p; t/� @F2
@t
D P2

2m
C k

2
Q2 C b

2m
QP : (6.78)

Note that K does not explicitly depend on time and thus is conserved. If we then
express (6.78) again as a function of the old canonical variables, we get:

e�bt=m p2

2m
C ebt=m

k

2
q2 C b

2m
pq ; (6.79)

and this expression is an integral of motion—a fact that would not have been seen
so easily from the original form of H.



Chapter 7
The Hamilton–Jacobi Equation

We already know that canonical transformations are useful for solving mechanical
problems. We now want to look for a canonical transformation that transforms the
2N coordinates .qi; pi/ to 2N constant values .Qi;Pi/, e.g., to the 2N initial values
.q0i ; p

0
i / at time t D 0. Then the problem would be solved, q D q.q0; p0; t/, p D

p.q0; p0; t/.
We can now automatically make sure that the new variables are all constant

by requiring that the new transformed Hamiltonian K.Q;P; t/ vanish identically,
K D 0:

PQi D @K

@Pi
D 0 ; PPi D � @K

@Qi
D 0 : (7.1)

Now, however, 0 D K D H C @F=@t, and thus H.q; p; t/ C @F=@t D 0 must be
valid for F. At this point we choose F as a function which depends on the old
coordinates qi and the new constant momenta Pi, so that we are talking for a while
about F D F2.qi;Pi; t/. If we add to this relation

pi D @F2
@qi

(7.2)

then the differential equation for F2 takes the form:

H

�
qi;
@F2
@qi
I t
�
C @F2

@t
D 0 : (7.3)

This is the well-known Hamilton–Jacobi equation for finding F2.qi;Pi; t/—the
generating function of that canonical transformation which brings us to the constant
values Qi and Pi.

© Springer International Publishing Switzerland 2016
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The Hamilton–Jacobi equation is a partial differential equation of first order in
theNC1 variables .q1; q2; : : : ; qN I t/. Normally the solution to (7.3) is denoted by S:
this is known as Hamilton’s principal function.

Note that in (7.3) the derivatives of F appear, but not F itself. Thus, along with
F2, F2 C const: is also a solution. This additive constant can be arbitrarily chosen.

Now we want to assume the existence of a solution to (7.3):

F2 � S D S.q1; q2; : : : ; qN I˛1; ˛2; : : : ; ˛N ; ˛NC1I t/ (7.4)

with N C 1 independent constants of integration ˛1; ˛2; : : : ; ˛N ; ˛NC1. Such a solu-
tion is called a complete solution. In contrast to this, general solutions also exist
with arbitrary functions of the independent variables instead of constants. For our
further considerations, it is only important that there be a complete solution (7.4)
to (7.3).

The constant ˛NC1 in (7.4) plays a special role.We can call it an additive constant,
as mentioned above, and, since only partial derivatives of the generating function
S appear in the transformation equations, we can just omit it. Then we get, as
a complete solution to (7.3):

S D S.q1; : : : ; qN I˛1; : : : ; ˛N I t/ ; (7.5)

where none of the constants ˛i is additive. Since the ˛i are now arbitrary, we can put
the new (constant) Pi’s in their place: ˛i D Pi. Then as transformation equation, we
have:

pi D @S.q; ˛I t/
@qi

; (7.6)

Qi D @S.q; ˛I t/
@˛i

D const: D ˇi : (7.7)

If we assume that (7.7) is invertible, then qi D qi.˛; ˇ; t/ and thus, from (7.6),
pi D pi.˛; ˇ; t/. In principle our dynamical problem with given H.q; p; t/ is hereby
solved.

Finally we wish to show that the letter S was not chosen purely by chance.
There is indeed a relation between the action functional

R
L.t/dt and the generating

function of the canonical transformation S which transforms on constant values
.Q;P/. This can be seen as follows:

dS.qi;Pi D ˛iI t/
dt

D
NX
iD1

0
@ @S
@qi
Pqi C @S

@˛i
P̨ i„ƒ‚…

D 0

1
AC @S

@t

D
NX
iD1

pi Pqi � H D L ;
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where we have used (7.3) and (7.6). So the principal function S is given by the time
integral of the Lagrangian:

S D
Z t2

t1

dt L : (7.8)

We need, however, the complete solution of the problem qi.t/, Pqi.t/ to calculate S.
Exactly this way was chosen earlier when we calculated the classical action for the
forced oscillator.

We should like to point out that a Hamilton–Jacobi equation also exists for
generating functions of the F1.q;Q; t/-type, which also reads

H

�
qi;
@F1
@qi
I t
�
C @F1

@t
D 0 : (7.9)

Only the transformation equations are changed:

pi D @F1.q;Q; t/

@qi
; Pi D �@F1.q;Q; t/

@Qi
: (7.10)

One generally prefers the Hamilton–Jacobi equation for F2 D S, since, in particular,
the identical transformation has a generator of the F2- and not of the F1-type.

As a first example of the application of a solution to the Hamilton–Jacobi
equation, we consider a particle in a time-dependent potential V.q; t/ D �qFt,
where F is a constant. The Lagrangian then reads:

L D m

2
Pq2 C qFt ; (7.11)

so that, with

@L

@Pq D mPq D p ;
@L

@q
D Ft ;

the equation of motion follows: mRq D Ft.
The explicitly time-dependent Hamiltonian is, accordingly,

H D p2

2m
� qFt : (7.12)

From this we get the Hamilton–Jacobi equation:

1

2m

�
@S

@q

�2
� qFtC @S

@t
D 0 : (7.13)
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This partial differential equation for S can be solved using the following ansatz:

S D f .t/qC g.t/ : (7.14)

Then we have

�
@S

@q

�2
D f 2 ;

@S

@t
D Pf qC Pg :

Inserted in (7.13), this gives:

�
1

2m
f 2 C Pg

�
C q.Pf � Ft/ D 0 :

So the following equations must be integrated:

Pf D Ft ; Pg D � 1

2m
f 2 :

We immediately get the solutions

f .t/ D F

2
t2 C ˛

and with

Pg D � 1

2m

�
F

2
t2 C ˛

�2
D � 1

8m
F2t4 � F

2m
˛t2 � 1

2m
˛2

it follows that

g.t/ D � 1

40m
F2t5 � F

6m
˛t3 � ˛2

2m
tC t1 :

t1 plays the role here of an additive constant ˛NC1 and can be omitted. So far we
have found:

S.q; ˛I t/ D
�
F

2
t2 C ˛

�
q �

�
1

40m
F2t5 C F

6m
˛t3 C ˛2

2m
t

�
: (7.15)

For the transformation equations we get with this S

ˇ D Q D @S

@˛
D @f

@˛
qC @g

@˛
D q � F

6m
t3 � ˛

m
t : (7.16)
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Solved for q, this yields

q.t/ D F

6m
t3 C ˛

m
tC ˇ : (7.17)

ˇ D 0 follows from the initial condition q.0/ D 0, so that

q.t/ D F

6m
t3 C ˛

m
t : (7.18)

From this we have Pq.0/ D ˛=m, so ˛ D p.0/ D P. This is in accord with

p.t/ D @S

@q
D F

2
t2 C ˛ : (7.19)

If H is not explicitly time-dependent, then

H

�
qi;

@S

@qi

�
C @S

@t
D 0 : (7.20)

We can separate off the time variable with the following ansatz:

S.qi; ˛iI t/ D W.qi; ˛i/� ˛1t : (7.21)

If we substitute this ansatz in (7.20), then

H

�
qi;
@W

@qi

�
D ˛1 : (7.22)

constants in S; ˛1, is thus equal to the constant value H.D E/. W is known as
Hamilton’s characteristic function.

We now show that W is the generator of a canonical transformation in which
the new momenta are constants ˛i D Pi (or: the Qi are ignorable), and, in
particular, that ˛1 is identical to the conserved quantity H. If, with foresight, we
denote the generator of this canonical transformation W.q;P/, then the following
transformation equations are valid:

pi D @W

@qi
; Qi D @W

@Pi
D @W

@˛i
: (7.23)

In order to determineW, we require that the following should hold for the conserved
quantity H:

H.qi; pi/ D ˛1 D P1 :
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This requirement yields, via (7.23), a partial differential equation forW:

H

�
qi;
@W

@qi

�
D ˛1 ;

which is identical with (7.22). Furthermore, since W is time-independent,

K D H C @W

@t
D H D ˛1 (7.24)

is valid for the new Hamiltonian. With this new K D ˛1, the canonical equations
follow:

PPi D � @K
@Qi
D 0 : (7.25)

Thus Pi D ˛i D const:, as required, and

PQi D @K

@Pi
D @K

@˛i
D ı1i D

(
1 ; i D 1 ;
0 ; i ¤ 1 : (7.26)

The solutions are simply

Q1 D tC ˇ1 � @W

@˛1
(7.27)

Qi D ˇi � @W

@˛i
; i ¤ 1 : (7.28)

Only (7.27) contains the time. Equation (7.28), which contain no time, can be used
to determine the space trajectory (orbit).

One need not identify ˛1 with H and the other integration constants with the
new constant Pi’s. The N constants Pi can also be linear combinations of the ˛i:
Pi D Pi.˛1; : : : ; ˛N/, i D 1; 2; : : : ;N; for example, P1 D ˛2 C ˛2, P2 D ˛1 � ˛2.
Then it holds that

PQi D @K

@Pi
D
X
j

ı1j‚…„ƒ
@K

@˛j

@˛j

@Pi
D @˛1

@Pi
DW �i (7.29)

with

Qi D �itC ˇi (7.30)
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and

K D ˛1.P1; : : : ;PN/ : (7.31)

Hereby W is shown to be the generator of a canonical transformation in which
the new Hamiltonian depends only on the constant new momenta. The new Qi are
ignorable and move linearly in time.

The characteristic functionW has the following physical significance:

dW

dt
D
X
i

0
@@W
@qi
Pqi C @W

@˛i
P̨ i„ƒ‚…

D 0

1
A DX

i

pi Pqi : (7.32)

We designated the time integral of the right-hand side in Chap. 1 as action. It should
be recalled that, contrary to (7.32), the equation dS=dt D L is valid for S.

We now want to show how to solve the Hamilton–Jacobi equation and supply
some examples. The method of separation of the variables is of prime importance
here. If, as had been discussed above, @H=@t D 0, we separate off the time
dependence according to

S D W � ˛1t : (7.33)

Note that ˛1 D H D E applies for conservative systems, so that the variable �H
canonically conjugate to t appears as a factor next to t in (7.33). Let us assume,
likewise, that for a given k, @H=@qk D 0, i.e., qk is ignorable; then, as in (7.33), we
write:

S D .const:/ qk C S0.q1; : : : ; qk�1; qkC1; : : : ; qN I t/ : (7.34)

The constant next to the ignorable coordinate qk results from @S=@qk D pk D const.
Then

S D pkqk C S0 (7.35)

or

W D pkqk CW 0 :

If all qi (and t) are ignorable except for qk, then we obtain:

W D
X
i¤k

piqi CWk.qk/ : (7.36)
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HereWk is the solution of the reduced Hamilton–Jacobi equation

H

�
qk;

@W

@qk
I˛1; : : : ; ˛k�1; ˛kC1; : : : ; ˛N

�
D ˛1 : (7.37)

This is a normal first-order differential equation in the variable qk and can be
immediately reduced to quadratures.

A dynamical problem is solvable if it is completely separable. There are
unfortunately no general rules which indicate when a system is separable. A system
can be separable in one coordinate system and not in another. Thus we need
a cleverly chosen coordinate system. Furthermore, even if certain coordinates are not
ignorable, the Hamilton–Jacobi equation can nevertheless be separable. Ignorability
of coordinates is therefore not a necessary but sufficient condition for separability.
Moreover, if a system is separable in more than one coordinate system, then we are
necessarily dealing with a degenerate system (e.g. the Kepler problem).

Since many examples for calculating S (or W) can be found in pertinent
textbooks, we shall limit ourselves in the following to the computation of three
cases.

As a first example we consider a particle in the gravitational field with the
Hamiltonian

H D 1

2m
.p2x C p2y/C mgy : (7.38)

Since we are dealing with a conservative system, we have H D const: D E D ˛1.
The Hamilton–Jacobi equation associated with (7.38) is

1

2m

"�
@W

@x

�2
C
�
@W

@y

�2#
C mgy D ˛1 D E : (7.39)

We recall that W is the generator of a canonical transformation to new constant
momenta:W D W.x; yIPx;Py/ with Px D ˛1 D E, Py D ˛2.

The separation ansatz

W D Wx.x;E; ˛2/CWy.y;E; ˛2/ (7.40)

makes (7.39) become:

1

2m

�
dWx

dx

�2
C 1

2m

�
dWy

dy

�2
C mgy D ˛1 (7.41)

or

1

2m

�
dWy

dy

�2
C mgy D ˛1 � 1

2m

�
dWx

dx

�2
: (7.42)
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Since the right- and left-hand sides of (7.42) are functions of different variables,
e.g., y and x, they have to be equal to a constant, ˛2. Then

dWx D
p
2m.˛1 � ˛2/ dx

or

Wx D
p
2m.˛1 � ˛2/ x D pxx

since x is an ignorable variable. Furthermore we get

dWy D
p
2m.˛2 �mgy/ dy ;

which, when integrated, yields the following expression:

Wy D �2
3

p
2m

mg
.˛2 �mgy/3=2 :

So for the entire characteristic function we have:

W.x; yI˛1; ˛2/ D
p
2m.˛1 � ˛2/ x � 2

3

r
2

m

1

g
.˛2 � mgy/3=2 : (7.43)

With this we can write

Q1 D @W

@˛1
D mp

2m.˛1 � ˛2/
x

or, solved for x:

x D
r
2

m

p
˛1 � ˛2Q1 D Q1

m

p
2m.P1 � P2/ : (7.44)

This should be compared with the result (6.69). Similarly, we find:

Q2 D @W

@˛2
D � mp

2m.˛1 � ˛2/
x � 1

g

r
2

m

p
˛2 � mgy

D �Q1 � 1
g

r
2

m

p
˛2 � mgy

or

Q1 C Q2 D �1
g

r
2

m
.˛2 � mgy/ : (7.45)
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By squaring, we can solve this equation for y:

y D �g
2
.Q1 C Q2/

2 C ˛2

mg
D P2

mg
� g

2
.Q1 C Q2/

2 D y.x;Q2I˛2/ : (7.46)

This corresponds exactly to the result (6.70).
We now recall the canonical equations with K D H D E D ˛1 D P1:

PQ1 D @K

@˛1
D 1 W Q1 D tC ˇ1 ;

PQ2 D @K

@˛2
D 0 W Q2 D ˇ2 :

In addition, we have the equations:

P̨1 D PP1 D � @K
@Q1
D 0 ;

P̨2 D PP2 D � @K
@Q2
D 0 ;

as is to be expected. Now

Q1 D tC ˇ1 D mp
2m.E � ˛2/

x

or

x.t/ D 1

m

p
2m.E � ˛2/.tC ˇ1/ :

For the initial conditions, x.t D 0/ D 0, it holds that ˇ1 D 0, so that

x.t/ D 1

m

p
2m.E � ˛2/ t D Px.0/t D v0 cos.˛/t (7.47)

since

Px.0/ D 1

m

p
2m.E � ˛2/ : (7.48)

Squaring (7.48) gives ˛2 D E�mPx2.0/=2 D mgy.0/C .m=2/Py2.0/. With the initial
condition y.0/ D 0 we therefore conclude:

˛2 D m

2
Py2.0/ D P2 :
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Now we insert this expression for ˛2 in (7.45), ˇ1 D 0:

tC ˇ2 D �1
g

r
2

m

�m
2
Py.0/2 � mgy

	
:

Using y.0/ D 0, it follows from the last equation that ˇ2 D �Py.0/=g. Therefore

t � 1
g
Py.0/ D �1

g

r
2

m

�m
2
Py2.0/�mgy

	
:

Squaring and solving for y finally yields

y.t/ D �g
2
t2 C Py.0/t D �g

2
t2 C v0 sin.˛/t : (7.49)

Together with (7.47), these are the familiar kinematic equations for a particle in
presence of a gravitational field.

As our next example we consider the damped harmonic oscillator. Here, we solve
the equation of motion for the new Hamiltonian K.Q;P/ from (6.78) with the help
of the Hamilton–Jacobi equation:

1

2m

�
@S

@Q

�2
C k

2
Q2 C b

2m
Q
@S

@Q
C @S

@t
D 0 : (7.50)

Since K is not explicitly time-dependent, i.e., K D ˛1 D const., we again write
S D W � ˛1t and get forW:

1

2m

�
@W

@Q

�2
C k

2
Q2 C b

2m
Q
@W

@Q
D ˛1 : (7.51)

This is a quadratic equation in @W=@Q and has, as its solution,

@W

@Q
D �b

2
Q˙ 1

2

p
.b2 � 4mk/Q2 C 8m˛1 :

Integration then gives the Hamiltonian characteristic function:

W.Q; ˛1/ D �b
4
Q2 ˙ 1

2

Z
dQ
p
.b2 � 4mk/Q2 C 8m˛1 :

We need the derivative

@W

@˛1
D tC ˇ1 D ˙2m

Z
dQ

1p
.b2 � 4mk/Q2 C 8m˛1

:
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The integral is elementary and yields

tC ˇ1 D ˙ 2mp
4mk � b2

arc sin

2
4
s
4mk � b2

8m˛1
Q

3
5 :

Since we want to assume that 4mk > b2, then, with !20 WD k=m � .b=2m/2:

tC ˇ1 D ˙ 1

!0
arc sin

�r
m

2˛1
!0Q

�

or

Q.t/ D ˙ 1

!0

r
2˛1

m
sinŒ!0.tC ˇ1/� : (7.52)

The ˙ sign is unimportant here. So we finally have as a solution for the original
variable:

q.t/ D Q.t/e�bt=2m D 1

!0

r
2˛1

m
e�bt=2m sinŒ!0.tC ˇ1/� : (7.53)

The constants ˛1 and ˇ1 still have to be determined by the initial conditions.
Our last example concerns the Coulomb problem with an in z-direction. It is

certainly true that the 1=r-Coulomb problem is spherical symmetric. However, in
presence of a constant F-field in z-direction, it is more useful to employ a parabolic
coordinate system which distinguishes a certain direction; here, the z-direction. The
potential is given by

V D �

r
� Fz ; (7.54)

and we are now going to separate the associated Hamilton–Jacobi equation in
parabolic coordinates .�; �; '/. These are related to the cartesian coordinates .x; y; z/
in the following way:

x Dp�� cos'

y D
p
�� sin '

z D 1
2
.� � �/ ; % � .x2 C y2/1=2 D

p
�� : (7.55)

The invariant r2 is then given by

r2 D x2 C y2 C z2 D %2 C z2 D ��C 1
4
.�2 C �2 � 2��/ D 1

4
.� C �/2
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or

r D 1
2
.� C �/ : (7.56)

The kinematics is contained in

T D m

2
. P%2 C %2 P'2 C Pz2/ : (7.57)

So we need:

%2 D �� ; 2% P% D P��C � P� ; P%2 D 1

4%2
. P��C � P�/2

or

P%2 D 1

4��
. P�2�2 C �2 P�2 C 2 P��� P�/ D 1

4

�
P�2 �
�
C P�2 �

�
C 2 P� P�

�
;

%2 P'2 C Pz2 D �� P'2 C 1
4
. P� � P�/2 D �� P'2 C 1

4
. P�2 C P�2 � 2 P� P�/ :

The kinetic energy can then be expressed in the form

Therefore the Lagrangian reads, in parabolic coordinates:

L D m

8
.� C �/

 P�2
�
C P�

2

�

!
C m

2
�� P'2 � 2�

� C � C
F

2
.� � �/ : (7.58)

From (7.58) we obtain the canonical momenta:

p� D @L

@ P� D
m

4
.� C �/

P�
�
;

p� D @L

@ P� D
m

4
.� C �/ P�

�
;

p' D @L

@ P' D m�� P' : (7.59)
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Equation (7.59) is needed to build the Hamiltonian:

H D p� P� C p� P�C p' P' � L

D 2

m

�p2� C �p2�
� C � C p2'

2m��
C 2�

� C � �
F

2
.� � �/ : (7.60)

Since @H=@t D 0 D @H=@' and therefore H D E D P1 D ˛1 D const: and
likewise,

p' D @W

@'
D @S

@'
D P2 D ˛2 D const:

we can write

S D W � ˛1t D W� .�/CW�.�/C p'' � Et ; (7.61)

and thus obtain for Hamilton’s characteristic function W the time-independent
partial differential equation

2

m.� C �/

"
�

�
dW�.�/

d�

�2
C �

�
dW�.�/

d�

�2#
C p2'
2m��

C 2�

� C �

� F

2
.� � �/ D ˛1 D E :

Multiplying both sides by m.� C �/, we get

2�

�
dW�

d�

�2
C p2'
2�
C 2m� � mF

2
�2 �mE�

D �2�
�
dW�

d�

�2
� p2'
2�
� mF

2
�2 C mE� : (7.62)

The left-hand side of (7.62) depends only on � while the right-hand side is only
�-dependent. Hence, in an obvious notation we set Œ��� D �˛3 D �[:/:]�. Now we
take the left-hand side of (7.62) and solve for dW�=d�; similarly for [:/:]�. Then we
have the result:

S.�; �; '; tIE; p'; ˛3/ D
Z �

d� 0
s

mE

2
C ˛3 � 2m�

2� 0 C mF

4
� 0 � p2'

4� 02

C
Z �

d�0
s

mE

2
� ˛3

2�0 �
mF

4
�0 � p2'

4�02

C p'' � Et : (7.63)
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If the calculation were to be continued, we would have

Q1 D @W

@P1
D @W

@E
; Q2 D @W

@P2
D @W

@p'
; Q3 D @W

@P3
D @W

@˛3
: (7.64)

The new Hamiltonian would depend only on the constants .P1;P2;P3/ D
.E; p'; ˛3/ and PQi D �i D const. or Qi D �it C ˇi with six further constants
�i; ˇi.

In the middle of this chapter [Eqs. (7.11)–(7.19)], we discussed a rather ele-
mentary problem with external time dependence. We now consider a slightly more
elaborate problem, namely, a harmonically bound particle driven by an arbitrary
time-dependent prescribed force as expressed by the Lagrangian

L D m

2
Pq2 � m

2
!2q2 C qF.t/ (7.65)

or the Hamiltonian

H D p2

2m
C m

2
!2q2 � qF.t/: (7.66)

Here, the real-valued “source” F.t/ is coupled to the dynamical variable q.t/.
Obviously, Eq. (7.66) could be augmented by an additional source coupling pG.t/,
so as to write (7.66) symmetrically. For our purposes, Eq. (7.66) will suffice.
Associated with this equation is the Hamiltonian–Jacobi equation

1

2m

�
@S

@q

�2
C m

2
!2q2 � qF.t/C @S

@t
D 0; (7.67)

which we solve with the ansatz (we put m D 1)

S.q; t/ D a.t/q2 C b.t/qC c.t/: (7.68)

In Eq. (7.67) we need

�
@S

@q

�2
D 4a2q2 C 4abqC b2 (7.69)

and

@S

@t
D Paq2 C PbqC Pc: (7.70)
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We then obtain a set of equations for a; b and c:

PaC 2a2 C 1

2
!2 D 0; (7.71)

PbC 2ab� F.t/ D 0; (7.72)

PcC b2

2
D 0: (7.73)

Equation (7.71) can easily be solved with the result:

a.t/ D �!
2
tan!.t � t0/: (7.74)

Here, t0 is our first constant of integration, a.t0/ D 0.
The solution for (7.72) is also standard and yields

b.t/ D e� R t dt02a.t0/
Z t

˛

e
R t0 dt002a.t00/F.t0/dt0

D 1

cos!.t � t0/

Z t

˛

dt0F.t0/ cos!.t0 � t0/: (7.75)

Here, we meet another constant of integration, ˛, with the property b.˛/ D 0.
Finally, Eq. (7.73) is solved by

c.t/ D �1
2

Z t

t1

dt0

cos2 !.t0 � t0/

"Z t0

˛

dt00F.t00/ cos!.t00 � t0/

#2
: (7.76)

The constant t1 is like ˛nC1, our former additive constant which can either be
dropped or chosen at will. The constant of integration t0 is connected with the
solution of the homogenous problem, i.e., without the driving F-term.What remains
is the constant ˛.� P/, here a time variable, which occurs in the coefficients (7.75)
and (7.76).

Our generator of transformation is, correspondingly, S D F2.q;P � ˛; t/, so that

p D @S

@q
;

ˇ D const: D Q D @S

@P
� @S

@˛
D q

@b

@˛
C @c

@˛

D � q

cos!.t � t0/
F.˛/ cos!.˛ � t0/

C
Z t

t1

dt0

cos2 !.t0 � t0/

"Z t0

˛

dt00F.t00/ cos!.t00 � t0/

#
F.˛/ cos.˛ � t0/:



7 The Hamilton–Jacobi Equation 91

If we solve this equation for q we obtain

ˇ

F.˛/ cos!.˛ � t0/
D � q

cos!.t � t0/

C
Z t

t1

dt0

cos2 !.t0 � t0/

Z t0

˛

dt00F.t00/ cos!.t00 � t0/

or

q.t/ D
"
� ˇ

F.˛/ cos!.˛ � t0/

C
Z t

t1

dt0
1

cos2 !.t0 � t0/

Z t0

˛

dt00F.t00/ cos!.t00 � t0/

#
cos!.t � t0/:

The first term in the square brackets is simply a constant, C. Since t1 was arbitrary,
we put it equal to ˛. Thus we end up with

q.t/ D cos!.t � t0/

"
CC

Z t

˛

dt0
Z t0

˛

dt00
F.t00/ cos!.t00 � t0/

cos2 !.t0 � t0/

#
: (7.77)

The contribution of the integral can also be written as

cos!.t � t0/

!

Z t

˛

dt00
Z t

t00
!dt0

F.t00/ cos!.t00 � t0/

cos2 !.t0 � t0/

D cos!.t � t0/

!

Z t

˛

dt00F.t00/


tan!.t � t0/ � tan!.t00 � t0/

�
cos!.t00 � t0/

D 1

!

Z t

˛

dt00F.t00/


sin!.t � t0/ cos!.t00 � t0/� sin!.t00 � t0/ cos!.t � t0/

�

D 1

!

Z t

˛

dt0F.t0/ sin!.t � t0/:

Here, then, is our final result for the amplitude of a harmonically bound particle
driven by a time-dependent external force F.t/:

q.t/ D C cos!.t � t0/C
Z t

˛

dtG.t; t0/F.t0/; (7.78)

where the Greens’s function is given by (m D 1)

G.t; t0/ D 1

!
sin!.t � t0/: (7.79)
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The associated generator F2 as defined in (7.68) can now be identified and takes the
form

S fŒq.t/�; ˛I t; t0g D �!
2
tan!.t � t0/q

2.t/

C 1

cos!.t � t0/

Z t

˛

dt0F.t0/ cos!.t0 � t0/q.t/

� 1
2

Z t

˛

dt0

cos2 !.t0 � t0/

"Z t0

˛

dt00F.t00/ cos!.t00 � t0/

#2
: (7.80)



Chapter 8
Action-Angle Variables

In the following we will assume that the Hamiltonian does not depend explicitly
on time; @H=@t D 0. Then we know that the characteristic function W.qi;Pi/ is
the generator of a canonical transformation to new constant momenta Pi (all Qi are
ignorable), and the new Hamiltonian depends only on the Pi: H D K D K.Pi/.
Besides, the following canonical equations are valid:

PQi D @K

@Pi
D �i D const. (8.1)

PPi D � @K
@Qi
D 0 : (8.2)

The Pi are N independent functions of the N integration constants ˛i, i.e., are not
necessarily Pi D ˛i. But the Pi are, like the ˛i, constants. On the other hand, Qi

develops linear with time:

Qi D �itC ˇi ; (8.3)

with constants �i D �i.Pj/ and ˇi. The transformation equations which are
associated with the above canonical transformation generated byW.qi;Pi/ are given
by

pi D @W

@qi
; Qi D @W

@Pi
: (8.4)

Before we come to the action-angle variables, the following canonical transfor-
mation may serve as an introduction. It is clear that F2 D qP=˛, ˛ D const. is the
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generator of a canonical transformation which causes a scale change (extension or
stretching) of a canonical pair .q; p/:

p D @F2
@q
D P

˛
; P D ˛p ; (8.5)

Q D @F2
@P
D q

˛
; Q D 1

˛
q : (8.6)

Along with .q; p/, .q=˛; ˛p/ D .Q;P/ are also canonical variables. The two pairs
are said to possess the same canonicity. The area of the phase plane remains
unchanged when we go from .q; p/ ! .Q;P/ W QP D .q=˛/˛p D qp in the
simplest case.

In order to go from (qi; pi) to action-angle variables caused by canonical
transformation, we have to require the system to be periodic; furthermore, it should
be completely separable. The latter means that there exist functions

pi D @W.qjI˛1; : : : ; ˛N/
@qi

; i D 1; 2; : : : ;N

pi D pi.qjI˛1; : : : ; ˛N/ : (8.7)

The above equation gives the phase space trajectory. From these trajectories we have
to require of all .qi; pi/ pairs that they be either closed curves (libration: pendulum,
harmonic oscillator) or that the pi be periodic functions of the qi (rotation: rotating
pendulum). So if one of the qi runs while the remaining qj.j ¤ i/ are “frozen”, the
system should, after a certain time, return to its original state (in the case of libration)
in the .qi; pi/ phase space. In addition to the above periodicity requirement, the
canonical transformation should be of such a kind that for the transformation

.qi; pi/! .Qi;Pi/ ¶ .wi; Ji/

the new Qi ¶ wi (angle variable) increases by one unit if qi runs through one
complete cycle so that the integral has to be performed over one period in qi:

I
dwi.qj/ D 1 : (8.8)

The new canonical variables corresponding to the angle variables wi D Qi we shall
call Ji ¶ Pi. Then, according to Qi D @W=@Pi, we have as transformation equation:

wi D @W

@Ji
: (8.9)

(Actually, one ought to use a different letter, OW, for W, since W refers to the
canonical transformation .q; p/! .Q;P/.)
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According to (8.8), it holds that in the case of a complete cycle by qi while the
others are held fixed, we have for the corresponding change of wj D wj.qi; Ji/,
Ji D const:, i.e., .@wj=@Ji/dJi D 0:

1 D
I

dwj D
I
@wj

@qi
dqi D

I
@2W

@Jj@qi
dqi D @

@Jj

I
@W

@qi
dqi D @

@Jj

I
pi dqi :

From this, the important relation

I
pi dqi D Ji ; (8.10)

follows, with pi D pi.qjI˛1; : : : ; ˛N/.
After performing the qi integration in (8.10), each Ji is a function of the N

integration constants ˛i, which appeared upon integration of the Hamilton–Jacobi
equation. Then it holds that

Ji D Ji.˛1; : : : ; ˛N/ : (8.11)

As a result, the Ji are indeed constants of motion. In the following we shall assume
that the system of Eq. (8.11) is invertible. Then the Ji are N independent functions of
the integration constants ˛i D Pi and can thus be considered to be our newmomenta.

The canonical transformation .q; p/ ! .w; J / generated by W.q; J / with the
transformation equations

p D @W

@q
; w D @W

@J
; (8.12)

is an area (volume)-preserving transformation—similar to the canonical transforma-
tion .q; p/! .Q;P/ introduced earlier with the generating function F2 D qP=˛.

We could have introduced the action-angle variables in this manner: we are
looking for transformations .q; p/ ! .w; J /, J D const., which are volume
preserving (in phase space), whereby we require that when q completes a single
period in the .q; p/ phase space (in the case of libration), the corresponding new
variable w must change by one unit.

With the canonical transformation .q; p/ ! .w; J / and its transformation
equations (8.12), we have simultaneously succeeded in making the newHamiltonian
dependent only on the new constant “momenta” Ji; the wi are, like the Qi, ignorable
coordinates. This was exactly the intention of the generating function W.q; J /,
which is of the F2 type. So we can write:

K D H D ˛1 D H.J1; : : : ; JN/ :
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The wi’s, like the Qi’s, are linear functions of time:

wi D �itC ˇi ; (8.13)

Pwi D @H.J /

@J
D �i

�
¶ PQi D @K

@Pi
; K D H

�
: (8.14)

The constant �i now proves to be a real frequency, since if we go through a period,
t! tC T, then according to (8.13),

�wi D �iTi D 1

is valid; or

�i D 1

Ti
:

Thus �i is the frequency of motion with which the path will run through the .qi; pi/
phase space. The rule

�i D @H.J /

@Ji
; i D 1; 2; : : : ;N (8.15)

supplies us with an extremely useful method of calculating frequencieswithout prior
knowledge of the time development of the system as contained in the equations of
motion. But we need H D H.J1; : : : ; JN/.

Here, again, briefly, the “recipe” for finding the frequencies �i:

(a) calculate
H
pi dqi and call this expression Ji;

(b) determineH D H.J1; : : : ; JN/;
(c) construct �i D @H=@Ji.

As our first example, let us take the linear harmonic oscillator:

H.q; p/ D p2

2m
C m

2
!2q2 D ˛ D E :

Then

p.q; ˛ D E/ D
p
2m˛ � .m!q/2 :

Now we follow the above scheme:

.a/
I

p dq D
I p

2m˛ � .m!q/2dq D
I r

1 � m!2q2

2˛

p
2m˛ dq

D 2˛

!

I r
1 � m!2q2

2˛

r
m!2

2˛
dq I
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% WD
r

m!2

2˛
q ; d% D

r
m!2

2˛
dq

D 2˛

!

I p
1 � %2 d% ; % D sin ' ; d% D cos' d'

D 2˛

!

Z 2	

0

cos2 ' d'
„ ƒ‚ …

D	

D ˛2	
!
DW J :

.b/ ˛ D H.J / D !

2	
J : (8.16)

.c/
@H

@J
D !

2	
D � : (8.17)

As our next example we consider the cycloid pendulum, i.e., the motion of
a particle m, that is constrained to swing back and forth in the gravitational field
along a prescribed curve (cycloid). The lowest point through which the particle
swings is to be the origin of an x–y coordinate system. Then the parametric form
of the cycloid is:

x D a. C sin / ;

y D a.1� cos / ; �	 �  � 	 :

The square of the line element is given by

.ds/2 D .dx/2 C .dy/2 D .vdt/2

D a2Œ.1C cos /2 C sin2 �.d/2 D 2a2.1C cos /.d/2 :

With this, we get for the kinetic energy

T D m

2
v2 D ma2.1C cos / P2 :

Using V D mgy D mga.1� cos /, we then have for L:

L D T � V D ma2
h
.1C cos / P2 � g

a
.1 � cos /

i
:

This gives us the canonical momentum:

p D @L

@ P D 2ma
2.1C cos / P
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or

P D p
2ma2.1C cos /

:

So the Hamiltonian can be written

H.; p / D T C V D 1

4ma2
p2

1C cos 
Cmga.1� cos / : (8.18)

According to our “recipe” we need p to build
H
p d . Now, H is conserved; then

it holds, in particular for  D 	: p D 0 and therefore

H D ˛ D 2mga :

If we set this equal to the right-hand side of (8.18) and solve for p2 , we get

p2 D 4m2a3g.1C cos /2 :

Now we can calculate successively:

.a/
H
p d D 4mapag

Z C	

�	
d.1C cos /

D 4	.2mag/
r

a

g
D 4	

r
a

g
H DW J :

.b/ H D 1

4	

r
g

a
J D 1

2	

r
g

4a
J :

.c/ � D @H

@J
D 1

2	

r
g

4a
:

The frequency is thus independent of the amplitude. This conforms to a simple
pendulum of the length l D 4a—but for small amplitudes. The above system
corresponds to the famous Huygens cycloid pendulum discovered in 1673.

Before we go on to the next example, we still want to express q.t/ and p.t/ for
the simple linear harmonic oscillator as function of the action-angle variables. First
of all it holds that

H.q; p/ D p2

2m
C m

2
!2q2 D E ;

q.t/ D
r

2E

m!2
sin.!tC ˛/ ; p.t/ D p2mE cos.!tC ˛/ :
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With the result (8.16),

H.J / D !

2	
J D E

as well as

w D �tC ˇ W 2	w D !t C ˛

it follows that

q.t/ D
r

J

	m!
sin.2	w/ ; (8.19)

p.t/ D
r

m!J

	
cos.2	w/ : (8.20)

The transformation of .q; p/ to the action-angle variables .w; J / is generated by
W.q; J /, which is of the F2.q;P/ type. For a period of motion in q it now holds that
W.J / changes by

�W.J / D
I

dq
@W.q; J /

@q
D
I

p dq D J : (8.21)

For the generating function F1.q;Q/ we found the Legendre transformation:

F1.q;Q/ D F2.q;P/�QP

p D @F1
@q

; P D �@F1
@Q

:

In correspondence to these equations, we set

W 0.q;w/ D W.q; J / � wJ ;

p D @W 0

@q
; J D �@W

0

@w
:

Here, W 0 generates the same canonical transformation as W, which is nothing new.
But contrary to (8.21),W 0 is a periodic function in w with the period 1:

�W 0.w/ D �W ��.wJ / ; J D const:

D �W � J �w„ƒ‚…
D1
D 0 ;
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where we have used (8.21). According to this result, W 0.q;w/ returns to its initial
value after one period in q, whereas W.q; J / increases by J. Thus, W 0 is indeed
periodic in w with the period w D 1, whereasW is not. (ButW 0 does not satisfy the
Hamilton–Jacobi equation!)

We recall that for the individual periodic coordinates qk D qk.w; J /, it holds that:

Libration: qk.wk C 1/ D qk.wk/ : (8.22)

Thus, qk is periodic inwk with period 1, and we can, therefore, expand qk in a Fourier
series:

qk D
C1X

mD�1
a.k/m e2	 imwk

or

qk.t/ D
C1X

mD�1
a.k/m e2	 im.�ktCˇk/ ; (8.23)

where the Fourier coefficients are determined in the usual manner:

a.k/m D
Z 1

0

dwk qk.wk/ e�2	 imwk : (8.24)

In the case of rotation, we have

Rotation: qk.wk C 1/ D qk.wk/C qk0 ; (8.25)

whereby qk0 usually is a constant angle value, like 2	 for a rotating pendulum. Now
since wkqk0 increases by one unit for each qk period, the following expression is
periodic and can thus also be expanded in a Fourier series:

qk � wkqk0 D
C1X

mD�1
a.k/m e2	 imwk (8.26)

with

a.k/m D
Z 1

0

dwk.qk � wkqk0/ e
�2	 imwk : (8.27)

If the motion is not limited to the subspace .qk; pk/, then because of the periodicity
in all coordinates qk generally, it holds that

qk.w1 C 1;w2 C 1; : : : ;wN C 1/ D qk.w1; : : : ;wN/ :
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For this reason, every qi (or pi) and every function of it can be expanded in an
N-fold Fourier series. In particular, for the trajectory in phase space and its time-
dependence, it holds that

qi D
C1X

m1D�1
: : :

C1X
mND�1

a.i/m1:::mN
e2	 i.m1w1C:::CmNwN /

or

qi.t/ D
C1X

m1D�1
: : :

C1X
mND�1

b.i/m1:::mN
e2	 i.m1�1C:::CmN�N /t (8.28)

with

b.i/m1:::mN
D a.i/m1:::mN

e2	 i.m1ˇ1C:::CmNˇN / : (8.29)

The various frequencies �i D 1=Ti in (8.28) are generally different, so that the
motion of the whole system (in time) does not return to its initial state. But if
the fundamental frequencies are commensurate, i.e., are rationally related so that
N integers r; s; : : : ; t exist with

�1

r
D �2

s
D : : : D �N

t
D � ; (8.30)

then for the coordinates qi.t/, we have

qi.t/ D
C1X

m1;:::;mND�1
b.i/m1:::mN

e2	 i.m1rCm2sC:::CmNt/�t : (8.31)

After the time T D 1=�, all separation coordinates return to their initial positions.
In the process, they have completed r; s; : : : t cycles, since

�wi D �iT D �i

�
D fr; s; : : : ; tg : (8.32)

If this is not the case, i.e., no commensurability prevails, the motion is called
conditionally or multiply periodic.

We continue, however, to be interested in commensurate frequencies and say that
a system with N degrees of freedom is m-fold degenerate, if relations exist between
the frequencies of the kind:

NX
iD1

jki�i D 0 ; k D 1; 2; : : : ;m I jki 2 Z : (8.33)
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Simple examples are N D 2, m D k D 1:

j11„ƒ‚…
Dr

�1 C j12„ƒ‚…
D�s

�2 D 0 ; �2

�1
D r

s
:

Another example is N D 3, m D 2 D N.D 3/� 1:

j11�1 C j12�2 C j13�3 D 0 ;
j21�1 C j22�2 C j23�3 D 0 :

In the Kepler problem with r � 1,  � 2, � � 3, it holds that

�r D � D �� DW �

or

�� � � D 0 ; � � �r D 0 ; (8.34)

which can also be written as

.0/�r C .�1/� C .1/�� D 0 ;

.�1/�r C .1/� C .0/�� D 0 ;

with

j11 D j23 D 0 ; j13 D j22 D 1 ; j21 D j12 D �1 : (8.35)

In the last example (Kepler problem) we have m D 2 commensurability relations.
Here, the ratios of all frequencies are rational .D 1/. A system like this is called
completely degenerate if m D N � 1 equations of the form (8.33) exist between the
frequencies. If only m < N � 1 such equations exist, the system is called m-fold
degenerate. The Kepler problem is thus completely degenerate. In general we can
say that every system with a closed path is completely degenerate .V.r/ � 1=r; r2/.

We mention incidentally that H.Ji/ and the frequencies of the Kepler problem
.V D �k=r/ are given by

H D E D � 2	2mk2

.Jr C J C J�/2
; (8.36)

� D @H

@Jr
D @H

@J
D @H

@J�
D 4	2mk2

.Jr C J C J�/3
: (8.37)



8 Action-Angle Variables 103

For the cyclotron motion (charged particle in a homogeneousmagnetic field B) with
N D 2 and plane polar coordinates r;  , it similarly holds that

H D �c.Jr C J / ;

with �c D !c=2	 D .1=2	/eB=mc and due to �r D � � �c, we have the
commensurability condition

� �r C � D 0 : (8.38)

So this system is also completely degenerate.
If a system is m-fold degenerate, one can, via a canonical transformation to

new action-angle variables .w0; J0/, make the new frequencies vanish. For example,
for the Kepler problem, it holds for the transition from .wr;w ;w� I Jr; J ; J�/ !
.w1;w2;w3I J1; J2; J3/, with two new vanishing frequencies, that the associated
generating function reads:

F2.wr;w ;w� I J1; J2; J3/ D .�w C w�/J1 C .�wr C w /J2 C wrJ3 ;

since

@F2
@J1
D w� � w D w1 W �1 D Pw1 D 0

because of

w� D �tC ˇ� ; w D �tC ˇ :

Likewise,

@F2
@J2
D w � wr D w2 W �2 D Pw2 D 0

with wr D �tC ˇr . Finally we have
@F2
@J3
D wr D w3 W �3 D Pw3 D � :

The new action variables follow from the transformation equations

@F2.wr; : : : I J1; : : :/
@wr; : : :

D Jr;:::

J3 � J2 D Jr ; J2 � J1 D J ; J1 D J�
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or

J1 D J� ; J2 D J C J� ; J3 D Jr C J C J� :

The new (only) action variable with nonvanishing frequency is J3. Thereforewe find

H D H.J3/ D �2	
2mk2

J23
:

J3 is called the “proper” action variable. (Only these become multiples of h in the
older quantum theory!)

For the example of a charged particle in a homogeneousmagnetic field B, it holds
similarly that .N D 2, m D 1)

� �r C � D 0 ; �r D � D �c
j11 D �1 ; j12 D 1 I wr D �ctC ˇr ; w D �ctC ˇ :

The generating function which brings us to a single nonvanishing frequency is
given by

F2.wr;w I J1; J2/ D .�wr C w /J1 C w J2 I
@F2
@J1
D w � wr D w1 W �1 D Pw1 D 0

@F2
@J2
D w D w2 W �2 D Pw2 D �c :

The transformation equations @F2.wr; : : : I J1; : : :/=@wr; : : : D Jr; : : : yield

�J1 D Jr ; J1 C J2 D J ;

or

J1 D �Jr ; J2 D Jr C J :

The new Hamiltonian again contains only the action variable with nonvanishing
frequency:

H D H.J2/ D �cJ2 D 1

2	

eB

mc
J2 :

The general form of the generating function for the canonical transformation from
.w; J / to .w0; J0/ in which we want to obtain zero-frequencies for m of the new
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actions, is given by

F2 D F2.w; J
0/ D

mX
kD1

NX
iD1

J0
kjkiwi C

NX
kDmC1

J0
kwk :

The transformed coordinates are:

w0
k D

@F2
@J0

k

D
NX
iD1

jkiwi ; k D 1; 2; : : : ;m

w0
k D wk ; k D mC 1; : : : ;N :

The corresponding new frequencies result from (cf. (8.33))

�0
k D Pw0

k D
NX
iD1

jki�i D 0 ; k D 1; 2; : : : ;m

D �k ; k D mC 1; : : : ;N :

The associated new constant action variables follow from the solution of
@F2.wj; J0

k/=@wi D Ji:

Ji D
mX

kD1
J0
kjki C

NX
kDmC1

J0
kıki :

This then yields: H D H.J0
k/ with

�0
k D

@H

@J0
k

¤ 0 :

The results concerning the Coulomb or Kepler problem are well known (Born,
Goldstein). We want to still prove the formulae used above for a particle in
a magnetic field. To this end, we begin with the Lagrangian for a particle with charge
e and mass m in a magnetic field:

L.r; '; zI Pr; P'; Pz/ D m

2
v2 C e

c
v � A.r/

D m

2
.Pr2 C r2 P'2 C Pz2/C e

c
.PrAr C r P'A' C PzAz/ :

Here we have used cylindrical coordinates (r; '; z/. The vector potential is given by

A.r/ D
�
0;A'.r/ D B0

2
r; 0

�
:
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If we then express r � A in cylindrical coordinates, only

B � e3 D 1

r

@

@r
.rA'/ D 1

r

@

@r

�
B0

r2

2

�
D B0

remains for the third component of B. Thus we are dealing with a time-independent
magnetic field in z direction—as desired. In the following we suppress the uninter-
esting z-part in L and therefore write:

L D m

2
.Pr2 C r2 P'2/C e

c
r P'A' : (8.39)

From this L we get the canonical momenta:

pr D @L

@Pr D mPr ; p' D @L

@ P' D mr2 P' C e

c
rA'

or

Pr D pr
m
; P' D 1

mr2

�
p' � e

c
rA'

	
: (8.40)

We use these equations in

H D pr PrC p' P' � m

2
.Pr2 C r2 P'2/ � e

c
r P'A'

and thus obtain

H D 1

2m

"
p2r C

�
1

r
p' � e

c
A'

�2#
: (8.41)

Since in our gauge it holds that A' D B0r=2, (8.41) becomes

H D 1

2m

"
p2r C

�
p'
r
� eB0
2c

r

�2#
: (8.42)

The canonical equations of motion are then given by

Pr D @H

@pr
D pr

m
;

P' D @H

@p'
D 1

mr2

�
p' � eB0

2c
r2
�
; (8.43)

Ppr D �@H
@r
D 1

mr3

�
p' � eB0

2c
r2
��

p' C eB0
2c

r2
�
;

Pp' D 0 : (8.44)
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For a circular motion, pr D 0, Ppr D 0 is valid. Then (8.44) yields

.a/ p' D eB0
2c

r2 and with (8.43), P' D 0 I Pr D 0 :

.b/ p' D �eB0
2c

r2 < 0Š for .eB0/ > 0 : (8.45)

When (b) is inserted in (8.43), it gives

mr2 P' C eB0
c

r2 D 0

or

P' D �eB0
mc
DW �!c ; !c � eB0

mc
: (8.46)

With the cyclotron frequency (8.46), H from (8.42) can be written as

H D 1

2m

�
p2r C

�p'
r
� m!cr

2

	2�
; p' < 0 : (8.47)

The Hamilton–Jacobi equation reads, accordingly:

1

2m

(�
@W

@r

�2
C
�
1

r

@W

@'
� m!c

2
r

�2)
D E D ˛1 :

With ˛1 D E, ˛2 D p' and the separation ansatz,

W D W.r; 'I˛1; ˛2/ D 'p' CWr.r/ ; (8.48)

we get

dWr

dr
D
�
2mE �

�p'
r
� m!c

2
r
	2�1=2

so that (8.48) can be written as

W D 'p' C
Z r

dr0
�
2mE �

�p'
r0 �

m!c

2
r0
	2�1=2

:

The action variables J' and Jr must be calculated next:

J' D
I
p'<0

p' d' D 2	jp'j : (8.49)
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Jr D
I

pr dr D
I
@W

@r
dr

D
I

dr

vuut2mE �
 
p2'
r2
� p'm!c C m2!2c

4
r2

!

D m!c

2

I
dr

r

s
2mEC p'm!c

.m!c=2/2
r2 � p2'

.m!c=2/2
� r4 ; .r2 D x/

D m!c

4

I
dx

x

p
�aC 2bx � x2 D m!c

4
2	.b �pa/ : (8.50)

Here we have used the following abbreviations:

a D p2'
.m!c=2/2

; b D mEC p'.m!c=2/

.m!c=2/2
:

If we now use

p
a D jp'j

.m!c=2/

as well as

b D mE

.m!c=2/2
C p'

1

m!c=2
D 4E

m!2c
� 2jp'j

m!c
; jp'j D J'

2	
;

then it follows from (8.50) that

Jr D m!c

4
2	

��
4E

m!2c
� 2J'
2	m!c

�
� J'
2	.m!c=2/

�
D 2	

!c
E � J' :

Thus we get

H.Jr; J'/ D �c.Jr C J'/ (8.51)

and from this,

�r D �' D �c � 1

2	

eB0
mc

: (8.52)

As a further example we determine the action variables and frequencies of the
plane mathematical pendulum. We begin with the Lagrangian

L D T � V D m

2
.l2 P'2/Cmgl cos' : (8.53)
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' is the angle of deviation from the lower (stable) equilibrium position. l is the
length of the pendulum. From (8.53) it follows that

p' D @L

@ P' D ml2 P' ;

so that

H.'; p'/ D p' P' � L D 1

2ml2
p2' � mgl cos' : (8.54)

Since the system is conservative, @H=@t D 0, we set H D E D ˛. The Hamilton–
Jacobi equation is, accordingly:

1

2ml2

�
dW

d'

�2
� mgl cos' D E ; (8.55)

from which follows

W.'IE/ D
Z '

d' 0 Œ2ml2EC 2m2gl3 cos' 0�1=2„ ƒ‚ …
D[:/:]12

: (8.56)

The action variable J then follows from

J' D
I

p' d' D
I

dW

d'
d' D

I
d'Œ2ml2EC 2m2gl3 cos'�1=2 : (8.57)

The limits of integration are determined in the case of libration from P' D 0 at
p' D 0; i.e., they result from setting the expression in parentheses in (8.57) equal to
zero. At this point we have to distinguish between two cases:

(a) Libration: jHj < mgl; then ' is always smaller than 	 . If we start at ' D 0,
then the angle 0 ! 'max ! 0 ! .�'max/ ! 0 will be covered in one period:
T D 1=�' . Then we can write:

J' D
I
1 period

d'[:/:]1=2 D 4
Z 'max

0

d'[:/:]1=2 : (8.58)

So we have to integrate four times over a fourth of one period.
(b) Rotation:H > mgl; here, P' always has the same sign, and for the action variable

it now holds that

J' D
I

d'[:/:]
1=2 D

Z 2	

0

d'[:/:]
1=2 D 2

Z 	

0

d'[:/:]
1=2 : (8.59)
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One should note the discontinuity in the definition of a period (of factor 2)

when going with H ! mgl from below (libration: �mgl < H
!
<mgl/ or above

(rotation) with H ! mgl. This is, however, only a matter of definition of where
to start a period.

We now come to the determination of the frequencies associated with the above
two cases. First of all, it generally holds that

�' D 1

@J'=@H
D
"I

d'
ml2p

2ml2H C 2m2gl3 cos'

#�1
(8.60)

or

1

�'
D
s

l

g

I
d'

1p
2.cos' C .H=mgl// : (8.61)

From here on it is convenient to introduce the parameter

h D H

mgl
:

(a0) Here, as in the case (a) above, it holds for jhj < 1 and 'max D arc cos.�h/ that

1

�'
D 4

s
l

g

Z 'max

0

d'
1p

2.cos' � cos'max/

or, with cos' D 1 � 2 sin2 '=2

1

�'
D 4

s
l

g

Z 'max

0

d'
1p

4.sin2.'max=2/� sin2.'=2//
: (8.62)

At this point we introduce the following additional variables:

sin
'

2
D sin

'max

2
sin � DW k sin � (8.63)

with

k D sin
'max

2
D
r
1C h

2
: (8.64)
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The last formula is valid because

2k2 D 2 sin2 'max

2
D 1 � cos'max D 1C h �

�
1C H

mgl

�
:

In this manner we get the expression

1

�'
D 4

s
l

g

Z 	=2

0

d�
1p

1 � k2 sin2 �
D 4

s
l

g
K.k/ : (8.65)

Here, the complete elliptic integral of the first kind appears:

K.k/ D
Z 	=2

0

d�
1p

1 � k2 sin2 �
; 0 � k < 1 (8.66)

D 	

2

(
1C

�
1

2

�2
k2 C

�
1 � 3
2 � 4

�2
k4 C

�
1 � 3 � 5
2 � 4 � 6

�2
k6 C : : :

)
:

(8.67)

For

'max ! 0 .k! 0/ W K.0/ D 	

2
: (8.68)

In this case (small angle), the familiar amplitude-independent frequency
follows:

�0 D 1

2	

r
g

l
; T0 D 2	

s
l

g
: (8.69)

As normalized frequency we thus find

�'.k/

�0
D 	

2

1

K.k/
; 0 � k < 1 : (8.70)

(b0) Here we have h > 1 (complete rotation):

1

�'
D 2

s
l

g

Z 	

0

d'
1p

2.cos' C h/
D 2

s
l

g

Z 	

0

d'
1p

2hC 2 � 4 sin2.'=2/

D
s

l

g

Z 	

0

d'
1p

.1=k02/ � sin2.'=2/
; k0 WD 1

k
D
r

2

1C h
; ' D 2� ;

(8.71)
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D 2k0
s

l

g

Z 	=2

0

d�
1p

1 � k02 sin2 �
D 2k0

s
l

g
K.k0/ : (8.72)

Using

k0 D
r

2

1C h
D
s

2mgl

H Cmgl
(8.73)

we immediately get

1

�'
D 2

s
2ml2

H C mgl
K.k0/ (8.74)

and the normalized frequency:

�'

�0
D 	

2

�
2k

K.1=k/

�
; k > 1.k0 < 1/ : (8.75)

In both cases (a0) and (b0) the value of K goes to infinity, K ! 1, as H !
mgl .k! 1/—but only slowly; namely, logarithmically:

lim
k!1

�'

�0
D

8̂
<
:̂

	

2

1

lnŒ4=.1 � k2/1=2�
; k < 1 (8.76)

	
1

lnŒ4=.k2 � 1/1=2� ; k > 1 . (8.77)

For �' ! 0, the period T D 1=�' is then infinite; the mass m is at the upper,
unstable equilibrium point.

Finally we summarize the most important results for the mathematical
pendulum:

Libration W jHj < mgl ; h D H

mgl
; �1 < h < 1 ;

J D 16mlplg ŒE.k/� .1 � k2/K.k/� ; k2 D 1C h

2
: (8.78)

K.k/ and E.k/ are the complete elliptic integrals of the first and second kind:

K.k/ D
Z 	=2

0

d�p
1 � k2 sin2 �

; 0 � k < 1 ; (8.79)

E.k/ D
Z 	=2

0

d�
q
1� k2 sin2 � ; 0 � k � 1 : (8.80)
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For h ! 1 (k ! 1/, we have .1 � k2/K.k/ ! 0. Furthermore, E.1/ D 1. For
this limiting case it follows from (8.78) that

J !
k!1

16ml
p
lg : (8.81)

Rotation: h > 1 ; k02 D 1

k2
D 2

1C h

J D 4
p
2ml2.H C mgl/E.k0/ (8.82)

and

J !
k!1

8ml
p
lg : (8.83)

When comparing (8.81) with (8.83), we again meet the factor 2, which was
mentioned earlier when defining the frequency: the jump in J results from the
inconsistency of the definition of the period.

The energy and phase diagram of the plane pendulum is well known. The phase
trajectory for the separatrix can be obtained from H D p2'=2ml

2 � mgl cos' D E
for ' D ˙	 with E D Esx D mgl. Then

p2'sx
2ml2

D mgl.1C cos'sx/

or

p'sx D ˙
p
2ml2.2	�0 .1C cos'sx/12„ ƒ‚ …

Dp
2 cos'sx=2

D ˙2ml2.2	�0/ cos 'sx
2
: (8.84)

The two signs refer to the upper and lower branch. From P' D @H=@p' we have
along the separatrix P'sx D p'sx=ml

2, and with (8.84) we get

d'sx
dt
D ˙2.2	�0/ cos 'sx

2
: (8.85)

If we integrate the differential equation with '.t D 0/ D 0, we obtain

2	�0t D
Z 'sx

0

d.'=2/

cos.'=2/
D ln tan

�'sx
4
C 	

4

	

or, solved for 'sx:

'sx.t/ D 4arctan
�
e2	�0t

� � 	 : (8.86)
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This expression clearly shows the asymptotic behavior along the separatrix: 'sx !
˙	 , t! ˙1.

As a final example we consider the “Toda molecule” . Here we are dealing
with a system of three degrees of freedom, which will, surprisingly, prove to be
completely integrable. The Hamiltonian is given by

H.'i; pi/ D 1
2
.p21 C p22 C p23/C e�.'1�'3/ C e�.'2�'1/ C e�.'3�'2/ � 3 ; (8.87)

and describes three particles that are moving on a circle and between which
exponentially decreasing repulsive forces are acting.

A first integral is obviously the energy. In addition, the total momentum (D
angular momentum) P3 is conserved:

P3 D .p1 C p2 C p3/ D const : (8.88)

This results from the fact thatH is invariant under rigid rotation: 'i ! 'iC'0, pi !
pi. Of course we could also prove this with the help of a canonical transformation,
by transformingH to the new momenta P1 D p1, P2 D p2, and P3 D p1 C p2 C p3.
The generating function that generates this momentum transformation is

F2.'i;Pi/ D '1P1 C '2P2 C '3.P3 � P1 � P2/ ; (8.89)

since it holds that

p1 D @F2
@'1
D P1 ;

p2 D @F2
@'2
D P2 ;

p3 D @F2
@'3
D P3 � P1 � P2

9>>>>>>>=
>>>>>>>;
W p1 C p2 C p3 D P3 :

If we designate the new variable canonically conjugate to Pi by �i, then it holds
further that

�1 D @F2
@P1
D '1 � '3 ;

�2 D @F2
@P2
D '2 � '3 ;

9>=
>; W �1 � �2 D '1 � '2 ;

�3 D @F2
@P3
D '3 :

Now inserting the newly found variables into (8.87), we have, as new Hamiltonian,

H .�i;Pi/ D 1
2
ŒP21 C P22 C .P3 � P1 � P2/

2�

C e��1 C e�.�2��1/ C e�2 � 3: (8.90)
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Since H is independent of �3 (�3 is ignorable), P3 is indeed conserved. Without
loss of generality we set P3 D 0, which represents a transition onto the rotating
system with vanishing angular momentum. Note that at this point we have reduced
our problem with three degrees of freedom to one with only two:

H D P21 C P22 C P1P2 C e��1 C e�.�2��1/ C e�2 � 3 : (8.91)

We nowwant to demonstrate that we are dealing here with the dynamics of a particle
moving in a two-dimensional potential. To do so, we introduce a second canonical
transformation with the generating function

F0
2.�i; p

0
i/ D

1

4
p
3

h
.p0

x �
p
3 p0

y/�1 C .p0
x C
p
3 p0

y/�2

i
: (8.92)

From this follow the transformation equations:

P1 D @F0
2

@�1
D 1

4
p
3
.p0

x �
p
3 p0

y/ ;

P2 D @F0
2

@�2
D 1

4
p
3
.p0

x C
p
3 p0

y/ :

Let the conjugate variables to p0
x, p

0
y be x

0, y0:

x0 D @F0
2

@p0
x

D 1

4
p
3
.�1 C �2/ ;

y0 D @F0
2

@p0
y

D 1

4
.�2 � �1/ :

From here follow the equations necessary for (8.91):

�1 D 2
p
3

�
x0 � y0
p
3

�
; �2 D 2

p
3

�
x0 C y0

p
3

�
; �2 � �1 D 4y0 :

Accordingly, our new Hamiltonian is written:

H ! H0 D 1

48

h
.p0

x �
p
3 p0

y/
2 C .p0

x C
p
3 p0

y/
2 C .p02

x � 3p02
y /
i

C e�2p3 .x0�y0=
p
3/ C e�4y0 C e2

p
3.x0Cy0=

p
3/ � 3

D 1

48
.3p02

x C 3p02
y /C

X
e::: � 3 :
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The following noncanonical trivial transformations then supply the Toda Hamilto-
nian:

x0 D x ; p0
x D 8

p
3 px ; y0 D y ; p0

y D 8
p
3 py I (8.93)

HT D H0

24
; HT D 1

2
.p2x C p2y/C 1

24

h
e2.yC

p
3 x/ C e2.y�

p
3 x/ C e�4y

i
� 1

8
:

This Hamiltonian describes the motion of a particle in a potential U.x; y/ with
threefold symmetry.

For small HT D E (also for small x and y), one can expand (8.93) to get, up to
cubic terms,

NH0 D 1
2
.p2x C x2/C 1

2
.p2y C y2/C x2y � 1

3
y3 : (8.94)

Whereas (8.93) proves to be integrable, (8.94), a two-dimensional oscillator with
the perturbation term x2y � y3=3, is not. We shall return to this and similar systems
later when considering stochastic systems.

If the Hamiltonian for the Toda molecule is to be completely integrable, then,
in addition to the energy H and angular momentum P3, still another conserved
quantity I must exist. This has in fact been found and reads:

I.x; y; px; py/ D 8px.p2x � 3p2y/C .px C
p
3 py/e2.y�

p
3 x/

C .px �
p
3py/e2.yC

p
3 x/ � 2pxe�4y D const : (8.95)

Discovering that this is a conserved quantity is, of course, no trivial task. Neverthe-
less, it is relatively simple to confirm that PI D 0.

In order to prove this explicitly, we begin with (8.93) and get, as equations of
motion:

Px D @HT

@px
D px ; Py D @HT

@py
D py ; (8.96)

Ppx D �@HT

@x
D � 1

24

h
2
p
3 e2.yC

p
3 x/ � 2p3 e2.y�

p
3 x/
i

D � e2y

2
p
3
sinh .2

p
3 x/ ; (8.97)

Ppy D �@HT

@y
D 1

6

h
e�4y � e2y cosh .2

p
3 x/

i
: (8.98)
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Now I can be written in the form:

I D 8px.p2x � 3p2y/C px
�
e2.y�

p
3 x/ C e2.yC

p
3 x/
	

Cp3 py
�
e2.y�

p
3 x/ � e2.yC

p
3 x/
	
� 2px e�4y

D 8px.p2x � 3p2y/ � 2px
h
e�4y � e2y cosh .2

p
3 x/

i
� 2p3 pye2y sinh .2

p
3 x/

D 8px.p2x � 3p2y/ � 12px Ppy C 12py Ppx : (8.99)

The time derivative of I is, accordingly:

or

PI D 24.p2x � p2y/Ppx � 48pxpy Ppy � 12px Rpy C 12py Rpx : (8.100)

If we insert (8.97, 8.98) and the time derivatives of these into (8.100), we indeed
obtain PI D 0.



Chapter 9
The Adiabatic Invariance of the Action Variables

We shall first use an example to explain the concept of adiabatic invariance. Let us
consider a “super ball” of mass m, which bounces back and forth between two walls
(distance l) with velocity v0. Let gravitation be neglected, and the collisions with
the walls be elastic. If Fm denotes the average force onto each wall, then we have

FmT D �
Z
coll. time

f dt : (9.1)

f is the force acting on the ball during one collision, and T is the time between
collisions. Now according to the law of conservation of momentum we have

Z
1 coll.

f dt D Pf � Pi D �mv0 � mv0 D �2mv0 : (9.2)

Here, Pi, f are the initial and final momenta of the ball. Equations (9.1) and (9.2),
taken together, yield

FmT D 2mv0 : (9.3)

Since the ball travels the distance 2l between collisions, with the velocity v0, the
corresponding time interval is

T D 2l

v0
; (9.4)

so that the average force on each wall follows from (9.3):

Fm D 2mv0
T
D mv20

l
: (9.5)
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Now let the right wall move toward the left one with the velocity V � v. Here, too,
it is valid that

FmT D �
Z
1 coll.

f dt D �.Pf � Pi/ : (9.6)

In order to determine the right-hand side, we go from the laboratory system into the
comoving system, i.e., place ourselves into a system that moves with the constant
velocity V toward the left wall. This system is also an inertial system, since V D
const. Then it is clear that

Pf � Pi D �m.v C V / �m.v C V / D �2m.v C V /

and, accordingly,

FmT D 2m.v C V / : (9.7)

We still need T. To get it, we take advantage of the fact that V � v. Then the ball
moves very rapidly, whereas the wall hardly moves between collisions:

T Š 2x

v
: (9.8)

Here, x indicates the present distance between the walls. Now, because of v 	 V ,
.v C V / Š v is valid, so that from (9.7) it follows that

FmT Š Fm
2x

v
Š 2mv

and thus

Fm Š mv2

x
: (9.9)

Now we still need the velocity as a function of the distance x. To find this, we again
go back into the comoving system and find for the change of velocity .vC2V /�v D
2V D �v. This change occurs at each collision or once within every 2x=v seconds
(cf. (9.8)); thus, it holds that

�v

�t
D 2V

2x=v
D vV

x
;

dv

dt
D vV

x

or

dv

v
D V

x
dt : (9.10)
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Now x D .l� Vt/, so that dx D �Vdt. With this we find for (9.10):

dv

v
D �dx

x
:

The integration is simple:

Z v

v0

dv0

v0 D �
Z x

l

dx0

x0

or

ln

�
v

v0

�
D � ln

�x
l

	
W v

v0
D l

x
:

Thus, we find for v as a function of x:

v D v.x/ D v0l

x
: (9.11)

As was to be expected, the velocity of the ball increases as the distance between the
walls decreases. Moreover, as the distance decreases, the number of collisions per
unit time (collision rate) increases.

Finally, the average force on the walls can be given as a function of the
momentary distance x:

Fm Š mv2.x/

x
D m

x

v20 l
2

x2
D mv20 l

2

x3
: (9.12)

With (9.12) it is easy to show that the work performed on the ball by the wall is
equal to the increase of kinetic energy of the ball. For, according to the work-energy
theorem, it holds for the work performed on the ball using (9.12)

W D �
Z x

l
Fmdx

0 D m

2
v2.x/� m

2
v20 ;

thus

�W D m

2
v2.l/� m

2
v2.x/ � T.l/ � T.x/ :

Although the distance and thus the kinetic energy of the particle now change, the
action J is practically constant. This can be seen as follows: first, it holds that .p D
mv/

J D
I

p dx D m
Z T

0

v2 dt :
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If it were true that l D const., then, with v D v0 we could write T D 2l=v0 and
therefore

J D mv20
2l

v0
D 2mlv0 � 2mlv.l/ : (9.13)

We can easily confirm that the action variable J practically does not change when
the distance between the walls is slowly changed: J is an adiabatic invariant; i.e., if
the walls are at a distance of x apart, then, from (9.11) and (9.13) it follows that

Jx D 2mxv.x/ : (9.14)

For the change in time of J it therefore holds that

dJx
dt
D 2m

0
B@ Px„ƒ‚…

D�V

v C x Pv„ƒ‚…
D vV

x

1
CA D 2m.�Vv C Vv/ D 0 : (9.15)

At a distance x, (9.14) is valid. After the occurrence of the collision onto the right
wall and shortly prior to the next collision, the following changes apply:

x ��x D x � TV D x � 2x
v

V D
�
1 � 2V

v

�
x ;

v.x ��x/ D v.x/C 2V ;

Jx��x D 2m.x ��x/v.x ��x/

D 2m
��
1 � 2V

v

�
x.v C 2V/

�
D 2mxv

�
1 � 4

v2
V2
�
: (9.16)

A comparison of (9.14) and (9.16) shows that the action variable J has changed after
one period by only a small amount of the order of V2 � Px2.

As our next example we consider the harmonic oscillator with a slowly changing
restoring force or frequency !. We want to assume that the change in time of !.t/
within the time of one period 1=! is small compared to !, i.e., P!=! � !. Thus our
assumption is

1

!

P!
!
� 1 : (9.17)

1=! D T=2	 is the oscillation period, and . P!=!/�1 corresponds to the time scale
during which the restoring force changes; this is very large compared to T. The fact
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that !.t/ is supposed to be slowly changing during one period T is expressed by the
differential equation,

�
d 2

dt2
C !2."t/

�
x.t/ D 0 : (9.18)

Again: the argument of !2 emphasizes the slow change of the “coupling constant”
!2; it does not mean !2 is small; after a certain (long) time the coupling !2 will
reach its maximal strength, which need not be small. We now introduce the new
variable � :

�.t/ D "t I " dimensionless; small : (9.19)

Then

d

dt
D d�

dt

d

d�
D " d

d�
;

�
d

dt

�2
D "2

�
d

d�

�2

and (9.18) can be written as:

"
d 2

d�2
C
�
1

"

�2
!2.�/

#
x.�/ D 0 : (9.20)

We try to solve (9.20) with a WKB ansatz:

x.�/ D f .�/eig.�/ I f ; g real : (9.21)

Then

d

d�
x.�/ DW x0.�/ D f 0.�/eig.�/ C f ig0.�/eig.�/

x00.�/ D f 00eig C f 0ig0eig C f 0ig0eig C f ig00eig � fg02eig

D 
f 00 C 2if 0g0 C f ig00 � fg02� eig :
Our oscillator equation is thus

�
f 00 C 2if 0g0 C ifg00 � fg02 C 1

"2
!2f

�
eig D 0

or
��

f 00 � fg02 C 1

"2
!2f

�
C i



2f 0g0 C fg00� eig D 0 :
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So we have to solve the differential equations

f 00 � fg02 C !2

"2
f D 0 ; (9.22)

2f 0g0 C fg00 D 0 : (9.23)

We shall soon need the last equation in the following form:

f 0

f
D �1

2

g00

g0 : (9.24)

But first we multiply (9.23) by f :

2f 0fg0 C f 2g00 D d

d�
.f 2g0/ D 0

so that

f 2g0 D C2 or f D Cp
g0 : (9.25)

We now write (9.22) as

fg02 D !2

"2
f C f 00

or

g02 D !2

"2
C f 00

f
D !2

"2
C d

d�

�
f 0

f

�
C
�
f 0

f

�2
:

At this point we use (9.24) to obtain

g02 D !2

"2
� 1
2

d

d�

�
g00

g0

�
C 1

4

�
g00

g0

�2
: (9.26)

The last equation is in a form that allows us to set up a perturbation series.
0th approximation:

g0 D ˙1
"
! :
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1st approximation:

g0 D ˙
s�
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� 1
2

d

d�

�
!0
!

�
C 1

4

�
!0
!

�2
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Š ˙
 
1

"
! C 3

8

"

!

�
!0

!

�2
� 1
4

"

!

!00

!

!
:

If we re-introduce the normal time derivative, we get

1

"
Pg Š ˙

�
1

"
! C 3

8

1

"

P!2
!3
� 1
4

1

"

R!
!2

�

or

Pg Š ˙

0
BBB@! C

3

8

� P!
!

�� P!
!2

�
„ƒ‚…
.17/W�1

�1
4

R!
!2

1
CCCA :

Thus we set

g0 Š ˙1
"
!.�/ ; Pg Š ˙!.t/ (9.27)

in first WKB approximation and obtain, according to our solution ansatz (9.21)
with (9.25),

x.�/ Š Cp
g0 exp

�
˙i 1

"

Z �

d� 0 !.� 0/
�

or

x.t/ Š Cp
!.t/

exp

�
˙i
Z t

dt0 !.t0/
�
: (9.28)
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The real part of (9.28) reads:

x.t/ Š a
r
!0

!.t/
sin

�Z t

!.t0/dt0 C ˛
�
I a; ˛ D const :

� a
r
!0

!.t/
sin'.t/ : (9.29)

In the following we shall need the time derivative of (9.29):

Px.t/ Š a
p
!0

�p
! cos' � P!

2!3=2
sin '

�
:

Using p D mPx, dq D dx D Pxdt we get for the action variable
�
! � d'

dt

	

J D
I
1 per.

p dq D
I

mPx2dt

D m!0a
2

I 2
64! cos2 ' C P!2

4!3
sin2 ' � P!

!

D 1
2 sin.2'/‚ …„ ƒ

sin' cos'

3
75 dt

D m!0a
2

I
d'

"
cos2 ' C

� P!
2!2

�2
sin2 ' � P!

2!2
sin.2'/

#
:

With the familiar integrals
H
sin2 ' d' D 	 D H

cos2 ' d',
H
sin.2'/d' D 0, we

obtain the result,

J D 	m!0a2
"
1C

�
1

2

P!
!2

�2#
: (9.30)

Our adiabatic invariant is thus

J D 	m!0a2 D 	
p
mk a2 : (9.31)

The correction term is of the order O. P!2/.
If we use (9.31) in the form a

p
!0 D

p
J=	m, then (9.29) can be written as

x.t/ Š
s

J

	m!.t/
sin

�Z t

!.t0/dt0 C ˛
�

(9.32)
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or

p.t/ Š
r

m!.t/J

	
cos

�Z t

!.t0/dt0 C ˛
�
: (9.33)

These results should be compared with the formulae (8.19) and (8.20). During the
time interval .t; t C 2	=!/, (9.32, 9.33) represents (approximately) an ellipse in
.x; p/-phase space.

Next we again consider the problem of a charged particle in an external
homogeneous magnetic field B which points in the z-direction. The force acting
on the moving particle is the Lorentz force: m.dv=dt/ D .e=c/v � B or

dv

dt
D
�
� eB
mc

�
� v D !c � v : (9.34)

Equation (9.34) says that the velocity vector precesses around the direction of the
B-field with the angular frequency (cyclotron frequency) !c D �eB=mc. Of course,
the Lorentz force also follows from the Lagrange formulation of the problem:

L D T � V D m

2
v2 C � � B : (9.35)

The last term in (9.35) is the potential energy of a magnetic dipole in presence of
a magnetic field: V D �� � B; more precisely: � is the orbital magnetic dipole
moment: � D .e=2mc/L. Then the z-component of � is given in cylindrical
coordinates by

�z D e

2mc
.r � p/z D e

2c
.r � v/z D e

2c
r2 P' (9.36)

so that, from (9.35), it follows for L that

L D m

2
.Pr2 C r2 P'2 C Pz2/C eB

2c
r2 P' : (9.37)

Obviously, ' is an ignorable variable; thus the canonically conjugate momentum p'
is conserved:

p' D @L

@ P' D mr2 P' C eB

2c
r2 D const. (9.38)

The radial equation can be obtained from

d

dt

@L

@Pr �
@L

@r
D mRr � mr P'2 � eB

c
r P' D 0
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or

mRr � r P'
�
m P' C eB

c

�
D 0 : (9.39)

The regular circular motion follows then from Pr D 0, P' D const., where P' D !c D
�eB=mc (as above). For this we get from (9.38)

p' D �eB
2c

r2 D const.

and the action variable becomes

J' D
I

p' d' D �eB
2c

r22	 D �	eB
c

r2 : (9.40)

If we use (9.36) in the form er2=c D 2�z=!c then (9.40) can be written as

J' D �2	�zB

!c
D 2	mc

e
�z : (9.41)

The magnetic moment is thus an adiabatic invariant: in the case of sufficiently small
changes of the external magnetic field,�z.J'/ remains constant. If we look at (9.40),
we can say that B times the encompassed area of the circular orbit (flux) remains
constant.

Finally we consider once again the problem of the linear harmonic oscillator with
time-dependent frequency: RxC!2.t/x D 0. Many physical problems can be reduced
to this equation, e.g., the motion of a charged particle in a time-dependent magnetic
field. Also the treatment of small oscillations of a pendulum, whose length changes
constantly with time, belongs to this realm of problems. Here we are interested
in the remarkable fact that the harmonic oscillator with time-dependent frequency
possesses an exact invariant which reduces to the action variable J in case of an
adiabatic change of !.

The equation of motion for the harmonic oscillator is known to be derived from
the Lagrangian or Hamiltonian:

L D m

2
Px2 � m

2
!2.t/x2 I H D p2

2m
C m

2
!2.t/x2 : (9.42)

The conserved quantity I.t/ with PI.t/ D 0 is given by

I.t/ D 1

2

�
x2

%2
C .%Px � x P%/2

�
; (9.43)
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where %.t/ satisfies the following differential equation:

R%C !2.t/% � 1

%3
D 0 : (9.44)

If we use this equation and, in the following, take advantage of the fact that Rx D
�!2.t/x, then it is easy to show that indeed PI D 0:

2
dI

dt
D d

dt

�
x2

%2

�
C d

dt
.%Px � x P%/2

or

dI

dt
D xPx
%2
� P%x

2

%3
C %x

D �!2x‚…„ƒ
Rx �% R%xPx � % P%x

D �!2x‚…„ƒ
Rx Cx2 P% R%

D %xPx
�
�R% � !2%C 1

%3

�
C x2 P%

�
R%C !2% � 1

%3

�
D 0 : (9.45)

In order to better understand the physical significance of the invariant (9.43), we
consider the motion of the one-dimensional harmonic oscillator as a projection
of the motion of a plane two-dimensional oscillator on the x axis. This kind of
consideration of a linear harmonic oscillator is also valid when the frequency !
is time-dependent. So we shall first study as an auxiliary problem a central force
problem with time-dependent potential

V D m

2
!2.t/%2 ; %2 D x2 C y2 :

In plane polar coordinates x D % cos', y D % sin ', L reads for our auxiliary
problem:

L D m

2



.Px2 � !2x2/C .Py2 � !2y2/� D m

2
. P%2 C %2 P'2 � !2.t/%2/ : (9.46)

In cartesian coordinates we have two linear uncoupled harmonic oscillators. In
plane polar coordinates, (9.46) tells us that ' is ignorable and therefore the angular
momentum is conserved:

Lz � p' D @L

@ P' D m%2 P' D const.

or

%2 P' D Lz
m
D h D const. (9.47)
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In the following we need the radial equation; it follows from d.@L=@ P%/=dt �
@L=@% D 0:

m R%Cm!2% �m P'2% D 0 (9.48)

or, with (9.47):

R%C !2% � h2

%3
D 0 : (9.49)

For h D 1, this equation becomes (9.44). But since % now satisfies (9.49), the
invariant at first reads—with the help of the conserved quantity h

I0 D 1

2

�
h2x2

%2
C .%Px � x P%/2

�
: (9.50)

One can immediately write down the value for this invariant if one takes into
consideration that, with x D % cos', the following holds:

%Px � x P% D %. P% cos' � % P' sin '/ � % P% cos' D �%2 P' sin ' D �h sin'

and thus, it follows from (9.50) that

I0 D 1

2
.h2 cos2 ' C h2 sin2 '/ D h2

2
: (9.51)

Thus the constancy of I0 is proven equivalent to the conservation of angular
momentum in the associated two-dimensional oscillator problem.

Now we want to explain why it is always possible to choose the initial value for
the y-amplitude and the phase between the x- and y-motion in such a way that h
takes the value 1. In order to do so, we begin with an initial frequency !0, which is
to be constant: x D x0 sin.!0t/, y D y0 cos.!0tC˛/. Then, by definition, h becomes:

Lz
m
D h D xPy � yPx D �!0x0y0 cos˛ : (9.52)

If we allow ! to change in time, h of course maintains its value as conserved
quantity.We can make this 1 because of the free choice of y0, ˛ for every x0. Thus we
can relate (embed) each linear harmonic oscillator with time-dependent frequency to
a plane isotropic oscillator with h D 1. At that moment (9.49) becomes (9.44), and I0
from (9.50) with h D 1 becomes (9.43). The existence of the exact invariant I in the
case of the one-dimensional harmonic oscillator thus results from the fact that the
angular momentum is conserved in the associated problem of the two-dimensional
oscillator.
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Now we finally come to the relation between J and I for the harmonic oscillator.
If ! is constant, then a possible solution of (9.44) is % D p

1=! (plane circular
orbit). Since P% D 0, we obtain directly from (9.43):

I.t/ D 1

2

�
x2! C Px

2

!

�
D 1

2!
ŒPx2 C !2x2� (9.53)

D 1

m!

hm
2
Px2 C m

2
!2x2

i
D 1

m

E

!
D J

2	m
: (9.54)

So, in lowest order (! D const.), the exact invariant I is proportional to the action
variable J.



Chapter 10
Time-Independent Canonical Perturbation
Theory

First we consider the perturbation calculation only to first order, limiting ourselves
to only one degree of freedom. Furthermore, the system is to be conservative,
@H=@t D 0; and periodic in both the unperturbed and perturbed case. In addition
to periodicity, we shall require the Hamilton–Jacobi equation to be separable for the
unperturbed situation. The unperturbed problem H0.J0/ which is described by the
action-angle variables J0 and w0 will be assumed to be solved. Thus we have, for
the unperturbed frequency:

�0 D @H0
@J0

(10.1)

and

w0 D �0tC ˇ0 : (10.2)

Then the new Hamiltonian reads, up to a perturbation term of first order:

H D H0
�
J0
�C "H1�w0; J0� ; (10.3)

where " is a small parameter. Our goal now is to find a canonical transformation
from the action-angle variables .J0;w0/ of the unperturbed problem H0.J0/ to
action-angle variables .J;w/ of the total problem H.J/; this canonical transforma-
tion should make the perturbed problem become solvable. If we can achieve this,
then it holds that H D E.J/; where J D const.; and now (1) and (2) are replaced by

� D @H.J/

@J
(10.4)
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and

w D �tC ˇ : (10.5)

The canonical transformation in question can be generated with the help of the
generating function of the type F2.q;P/ W W D W.w0; J/: w0 stands for the
old coordinate and J for the new momentum. Since we are limiting ourselves to
@F2=@t D 0, it holds that Hold D Hnew: Then the Hamilton–Jacobi equation reads:

H
�
w0; J0

� D H

�
w0;

@W

@w0

�
D E.J/ (10.6)

with

J0 D @W.w0; J/

@w0
; w D @W.w0; J/

@J
: (10.7)

This corresponds to the familiar transformation equations p D @F2=@q and Q D
@F2=@P:

It is important to emphasize that for the perturbed problem, the .w; J/ are “good”
action-angle variables, while the .w0; J0/ “basis” no longer plays the role of action-
angle variables. w0 is angle variable for the unperturbed case and is related to the
original coordinate q by

q D
C1X

kD�1
ak
�
J0
�
e2	 ikw0 (libration) ; (10.8)

or

q� q0w0 D
C1X

kD�1
ak
�
J0
�
e2	 ikw0 (rotation) : (10.9)

Certainly .w0; J0/ remain canonical variables for the perturbed situation, since
they are, according to the above, related to the original canonical variables .q; p/
by a canonical transformation. J0 is now, however, no longer constant Œ PJ0 D
�@H=@w0 D �".@H1.w0; J0/=@w0/� and w0 is no longer a linear function in time
Œ Pw0 D @H=@J0 D @H0.J0/=@J0 C ".@H1.w0; J0/=@J0/ ¤ const.�: Since .w; J/ are
action-angle variables,w increases by one unit when q runs through one period. This
also applies, however, to w0, because q is, according to (10.8), a periodic function
of w0 with period 1. The canonical transformation (10.8) expresses q in dependence
of .w0; J0/; and has nothing to do with the particular form of the Hamiltonian.
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We now return to (10.6) and treat this equation perturbatively, i.e., we expand
both sides:

H
�
w0; J0

� D H0
�
J0
�C "H1�w0; J0�C : : : (10.10)

E.JI "/ D E0.J/C "E1.J/C "2E2.J/C : : : : (10.11)

We apply the same procedure to the generating function W.w0; J/ of the canonical
transformation (10.7), which transforms .w0; J0/ to .w; J/:

W
�
w0; J

� D W0.w0; J/„ ƒ‚ …
Dw0J

C"W1

�
w0; J

�C "2W2

�
w0; J

�C : : : : (10.12)

For " D 0; only the identity transformation w0J remains. The transformation
equations (10.7) take on the following form:

J0 D @W.w0; J/

@w0
D J C "@W1.w0; J/

@w0
C : : :

w D @W.w0; J/

@J
D w0 C "@W1.w0; J/

@J
C : : : : (10.13)

The Hamilton–Jacobi equation (10.6) can then be written in first-order perturbation
theory:

H

�
w0;

@W

@w0

�
D E.J/ W

H0
�
J0
�C "H1

�
w0;

@W

@w0„ƒ‚…
.13/WJC"@W1=@w0

�
D E0.J/C "E1.J/ (10.14)

and with

H0
�
J0
� D
.13/

H0

�
J C "@W1

@w0

�

D H0.J/C "@W1

@w0

@H0.J/

@J
C O

�
"2
�

we get

H0.J/C "
�
H1
�
w0; J

�C @H0.J/

@J

@W1.w0; J/

@w0

�

D E0.J/C "E1.J/ : (10.15)
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Here, only w0 and the constant J still appear. Comparison of coefficients in " finally
yields:

"0 W H0.J/ D E0.J/ ; (10.16)

"1 W H1
�
w0; J

�C @H0.J/

@J

@W1.w0; J/

@w0
D E1.J/ : (10.17)

Equation (10.17) contains the two unknown functions W1.w0; J/ and E1.J/. Two
assumptions permit us to solve (10.17). First of all, we set

@H0.J/

@J
D @H0.J0/

@J0

ˇ̌
ˇ̌
ˇ
J0DJ

D �0 : (10.18)

�0 is the frequency of the solved problem! Then (10.17) becomes

H1
�
w0; J

�C �0 @W1.w0; J/

@w0
D E1.J/ : (10.19)

The inhomogeneous term H1 is given, E1.J/ is unknown. Thus, (10.19) is a linear
partial differential equation with constant coefficient .�0/ forW1.

Next we take advantage of the fact that the function W1 is a periodic function
of w0. In this respect we recall that the function W�.w0;w/ � W.w0; J/ � w0J
is a periodic function of w0; since J is an action variable here, it holds that J DH
p dq D H

.@W=@q/dq; so that for a single rotation in q; the action increases by J:
Simultaneously, w0 increases by one unit, (10.8). Then it holds that

W��w0 C 1;w� D W
�
w0 C 1; J

�� �w0 C 1�J D W
�
w0; J

�C J � w0J � J

D W
�
w0; J

� � w0J D W��w0;w� : (10.20)

Because

W� D
.12/
"W1

�
w0; J

�C "2W2

�
w0; J

�C : : : (10.21)

everyWi; in particular,W1; is also a periodic function in w0:

W1

�
w0; J

� D
C1X

kD�1
Ck.J/ e2	 ikw0 : (10.22)

Consequently, @W1=@w0 in (10.19) contains no constant term. If one now aver-
ages (10.19) over one period w0 of the unperturbed problem, one gets

E1.J/ D H1
�
w0; J

�
; (10.23)
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because the average over the derivative of the periodic function (10.22) vanishes. If
we then insert the expression for E1.J/ in (10.23) into (10.19), we have

�0
@W1.w0; J/

@w0
D �

h
H1
�
w0; J

� �H1
�
w0; J

�i DW �fH1g : (10.24)

Here, the right-hand side is known, and we thus get a linear partial differential
equation with constant coefficients for W1: Note that averaging the right-hand side
of (10.24) indeed yields zero.

If we now are interested in the new frequency, the knowledge of W1 is
superfluous, since we only need (10.23) in

� D @E.J/

@J
D �0 C "@E1.J/

@J
D �0 C "@

NH1
@J

: (10.25)

We now come to a few simple illustrative examples and begin by determining the
dependence of the frequency on the amplitude in first-order perturbation theory for
a perturbed oscillator potential,

V.q/ D k

2
q2 C 1

6
"mq6 ; (10.26)

where k D m!20 ; and !0 is the small-amplitude frequency of the unperturbed
oscillator. The Hamiltonian of the problem is given by

H D T C V D p2

2m
C m

2
!20q

2 C "mq
6

6
D H0 C "H1 : (10.27)

For the unperturbed Hamiltonian we already have found that

H0 D �0J0 D !0

2	
J0 ; w0 D �0tC ˇ0 ; (10.28)

q D
s

J0
	m!0

sin
�
2	w0

�
; p D

r
m!0J0
	

cos
�
2	w0

�
: (10.29)

According to (10.23), we have to compute

E1.J/ D NH1 D m

6
q6 D m

6

�
J

	m!0

�3
sin6

�
2	w0

�
: (10.30)

In order to determine the average value in (10.30), we recall that

sin6˛ D
�
1

2i

�6 �
ei˛ � e�i˛

�6 D
�
�1
4

�3
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� 
1 � e6i˛ � 6e4i˛ C 15e2i˛ � 20C 15e�2i˛ C 6e�4i˛ C 1 � e�6i˛�

D � 2
64
Œcos.6˛/� 6 cos.4˛/C 15 cos.2˛/ � 10� :

Thus we have

sin6˛ D �� 2
64

�
.�10/ D 5

16
: (10.31)

For the energy correction E1 in E D E0C "E1; it therefore follows from (10.30) that

E1.J/ D m

6

5

16

�
J

	m!0

�3
: (10.32)

We have been looking for the new frequency,

� D @E.J/

@J
D �0 C "5m

32

J2

.	m!0/3
: (10.33)

If A is the maximum amplitude of the unperturbed harmonic oscillator, then J D
J0 D 	m!0A2 in first-order perturbation theory. Then (10.33) becomes

� D �0
�
1C 5

32

"m

�0

A4

	m!0

�
D �0 C 5

64	2
"A4

�0

or

�� D � � �0 D 5

64	2
"A4

�0
; (10.34)

��

�0
D 5

64	2
"A4

�20
I �!

!0
D 5

16

"A4

w20
: (10.35)

A further example with one degree of freedom is the plane mathematical
pendulum with small amplitude. If l is the length of the pendulum and the origin of
the coordinate system is assumed to be in the suspension point, then the Hamiltonian
reads:

H D p2

2ml2
C mgl.1 � cos'/ (10.36)

Š p2

2ml2
C mgl

�
'2

2
� '

4

24

�
:



10 Time-Independent Canonical Perturbation Theory 139

Introducing I D ml2; !0 D
p
g=l we have

H D p2

2I
C I!20

2
'2 � 1

24
I!20'

4 D H0.H.O.)C "H1 : (10.37)

We now substitute m! I and q! ' in (10.29):

' D
s

J0
I	!0

sin
�
2	w0

�
; p D

r
I!0J0
	

cos
�
2	w0

�
: (10.38)

Now we can express H in terms of action-angle variables and in this manner gain
access to a perturbative treatment:

H D !0

2	
J0 � 1

24

J20
I	2

sin4
�
2	w0

�
; (10.39)

with

"H1 D � J20
24I	2

sin4
�
2	w0

�
: (10.40)

For " we choose '21 , the maximum angle of the harmonically swinging pendulum
(with small amplitude). Then (10.23) tells us that

E1.J/ D H1
�
w0; J

� D � J2

24I	2'21
sin4

�
2	w0

�
:

Here, we have

sin4
�
2	w0

� D
Z 1

0

dw0 sin4
�
2	w0

� D 3

8

since

sin4˛ D
�
1

2i

�4 �
ei˛ � e�i˛

�4 D 1

16



e4i˛ � 6e2i˛ C 6� 6e�2i˛ C e�4i˛�

D 1

8
Œcos.4˛/ � 6 cos.2˛/C 3�

so that

sin4˛ D 3
8
:
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Up until now we have

E1.J/ D � J2

64I	2'21
:

The frequency change results from this as

�� D "@E1.J/
@J

D � J

32I	2
: (10.41)

Since we are determining �� in first order, we can replace J by J0 here: J0 D
.2	=!0/E0 with E0 D I!20'

2
1=2: Then J0 becomes

J0 D 	I!0'21 D 2	2'21�0I :

We insert this into (10.41) and get

�� D �2	
2I'21�0
32I	2

D �'
2
1

16
�0 (10.42)

or

��

�0
D � � �0

�0
D �'

2
1

16
: (10.43)



Chapter 11
Canonical Perturbation Theory with Several
Degrees of Freedom

We extend the perturbation theory of the previous chapter by going one order
further and permitting several degrees of freedom. So let the unperturbed problem
H0.J0k / be solved. Then we expand the perturbedHamiltonian in the .w0k ; J

0
k /-“basis”

according to

H
�
w0k ; J

0
k

� D H0
�
J0k
�C "H1�w0k ; J0k �C "2H2�w0k ; J0k �C : : : : (11.1)

We are looking for the generating function of the canonical transformation which
will lead us from the variables .J0k ;w

0
k/ to the new variables .Jk;wk/. This generating

function is the solution to the Hamilton–Jacobi equation

H

�
w0k ;

@W

@w0k

�
D E

�
Jk
�

(11.2)

with

J0k D
@W.w0k ; Jk/

@w0k
; wk D @W.w0k ; Jk/

@Jk
: (11.3)

Since we want to solve (11.2) perturbatively, we expand both sides as follows:

H0

�
@W

@w0k

�
C "H1

�
w0k ;

@W

@w0k

�
C "2H2

�
w0k ;

@W

@w0k

�
C : : :

D E0
�
Jk
�C "E1�Jk�C "2E2�Jk�C : : : : (11.4)

With the expansion ofW.w0k ; Jk/;

W
�
w0k ; Jk

� DX
k

w0kJk C "W1

�
w0k ; Jk

�C "2W2

�
w0k ; Jk

�C : : : (11.5)
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J0k D
@W.w0k ; Jk/

@w0k
D Jk C "@W1

@w0k
C "2 @W2

@w0k
C : : : (11.6)

is valid. We use this in (11.4), where we write

H0
�
J0k
� DH0�Jk�C

�
"
@W1

@w0k
C "2 @W2

@w0k

�
@H0.Jk/

@Jk

C 1

2

�
"
@W1

@w0k

� �
@2H0.Jk/

@J0k@J
0
l

� �
"
@W1

@w0l

�
C : : : : (11.7)

We again set

@H0.Jk/

@Jk
D @H0.J0k /

@J0k

ˇ̌
ˇ̌
ˇ
J0kDJk

D �0k :

Furthermore, in (11.4) we need

"H1
�
w0k ; J

0
k

� D "H1 �w0k ; Jk�C "2 @W1

@w0k

@H1.Jk/

@Jk
(11.8)

"2H2
�
w0k ; J

0
k

� D "2H2 �w0k ; Jk� : (11.9)

The results (11.7–11.9) are now inserted into the left-hand side of (11.4); by
comparing coefficients in " we get

"0 W H0
�
Jk
� D E0

�
Jk
�
; (11.10)

"1 W H1
�
w0k ; Jk

�CX
k

�0k
@W1

@w0k
D E1

�
Jk
�
; (11.11)

"2 W K2
�
w0k ; Jk

�CX
k

�0k
@W2

@w0k
D E2

�
Jk
�
; (11.12)

with

K2
�
w0k ; Jk

� WDH2 �w0k ; Jk�C @W1

@w0k

@H1.Jk/

@Jk

C 1

2

@W1

@w0k

@2H0.Jk/

@Jk@Jl

@W1

@w0l
: (11.13)
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As in the previous chapter it can be shown that every Wi is a periodic function in
every w0k argument:

Wi
�
w0k ; Jk

� D
C1X

j1D�1
: : :

C1X
jND�1

B.i/j1:::jN
�
Jk
�
e2	 i.j1w

0
1C:::CjNw

0
N / : (11.14)

The derivatives of Wi with respect to w0k have no constant term, so that, after
averaging over a complete period .w01 : : :w

0
N/ of the unperturbed motion, we obtain

the following system of equations:

H0
�
Jk
� D E0

�
Jk
�
; (11.15)

H1
�
w0k ; Jk

� D E1
�
Jk
�
; (11.16)

K2
�
w0k ; Jk

� D E2
�
Jk
�
: (11.17)

If we insert (11.16) into (11.11), and (11.17) into (11.12), we get

NX
kD1

�0k
@W1

@w0k
D ��H1 � NH1

� DW �˚H1� ; (11.18)

or

NX
kD1

�0k
@W2

@w0k
� �K2 � NK2� DW �˚K2� : (11.19)

From this, W1 and W2 can be determined. According to (11.13), we need to know
W1 in order to calculate K2 or NK2: Since W1 is periodic in w0k ; it holds that

W1 D
C1X

j1;:::; jND�1
B.1/j1:::jN

�
Jk
�
e2	 i.j1w

0
1C:::CjNw

0
N / : (11.20)

Correspondingly,

NX
kD1

�0k
@W1

@w0k
D

C1X
j1;:::; jND�1

ji¤0

Cj1:::jN

�
Jk
�
e2	 i.j1w

0
1C:::CjNw

0
N / (11.21)

D
.20/

X
ji2Z
ji¤0

B.1/j1:::jN

�
Jk
� NX
kD1

jk�
0
k e

2	 i.j1w01C:::CjNw
0
N /2	i : (11.22)
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A comparison of the last two equations yields

B.1/j1:::jN

�
Jk
� D Cj1:::jN .Jk/

2	i
PN

kD1 jk�0k
; ji ¤ 0 : (11.23)

With this, (11.20) gives

W1 D 1

2	i

X
ji2Z
ji¤0

Cj1:::jN .Jk/PN
kD1 jk�0k

exp

"
2	i

NX
kD1

jkw
0
k

#
: (11.24)

We have to limit ourselves here to nondegenerate frequencies. The Cj1;:::;jN should
converge fast enough because for large jk; the scalar product . j � !0/ can
come arbitrarily close to zero. [It can be shown (cf. later: KAM theorem) that,
under certain assumptions for the unperturbed frequencies—these must be “very
irrational”—the series (11.24) converges.] The above series does not, in a strict
sense, converge, and the perturbation theory becomes meaningless. This problem,
“problem of small divisors,” was first clearly recognized by Poincaré. Nevertheless,
one gets in celestial mechanics, for example, very useful results by cutting off
the perturbation series at an appropriate point. The motion of the system is then
determined for finite times only.

Finally we present the frequencies of the quasiperiodic motions up to second
order:

�k
�
Jk
� D �0k C "@

NH1
@Jk
C "2 @

NK2
@Jk

: (11.25)

We now again consider a few examples, beginningwith the linear harmonic oscil-
lator with the perturbation term H1 D .m!20=2q0/q

3: Then the total Hamiltonian
reads:

H D H0 C "H1 D p2

2m
C m!20

2
q2 C "m!

2
0

2q0
q3 : (11.26)

In terms of action-angle variables we have

H0 D �0J0 ; q D
s

J0
m	!0

sin
�
2	w0

�
;

so that

H1 D m!20
2q0

�
J0

m	!0

�3=2
sin3

�
2	w0

�
: (11.27)
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Equations (11.15)–(11.17) then tell us:

E0.J/ D �0J ; (11.28)

E1.J/ D NH1 D 0 ;
�
sin3˛ D 0� ; (11.29)

E2.J/ D NK2 ; (11.30)

with K2 D .@W1=@w0/@H1=@J; since H2 � 0; @W1=@w0 D �H1=�0; so that it holds
for K2 that

K2 D �H1
�0

@H1
@J
D � 1

2�0

@H2
1

@J
:

With the above expression for H1, (11.27), we then obtain

K2 D � 1

2�0

m2!40
4q20

1

.m	!0/3
sin6

�
2	w0

� @
@J

J3

D � 3J2

4	2mq20
sin6

�
2	w0

�
: (11.31)

We already found the average of sin6.2	w0/ in the last chapter: sin6 ˛ D 5=16:

Thus we have

E2.J/ D NK2 D � 15J2

64	2mq20
; (11.32)

from which, according to (11.25), we get the frequency,

�.J/ D �0 � "2 15J

32	2mq20
: (11.33)

Now, with q0 as maximum amplitude of the unperturbed oscillator,E D .m!20=2/q20;
which we can rewrite (in lowest order) as

m!20q
2
0

2
D �0J D !0

2	
J W mq20 D

J

	!0

we obtain from (11.33)

� D �0 � "2 15J	!0
32	2J

D �0 � "2 15
16
�0
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or

��

�0
D �15

16
"2 : (11.34)

More interesting is the following example with two degrees of freedom .m D 1/:

H D
2X

kD1

1

2

�
p2k C !02k q2k

�C "!021 !022 q21q
2
2 : (11.35)

In action-angle variables:

H0 D �01J01 C �02J02 D E0 ;

qk D
s

J0k
	!0k

sin
�
2	w0k

�
;

H1
�
w0k ; Jk

� D !01!
0
2

	2
J1J2 sin2

�
2	w01

�
sin2

�
2	w02

�
;

(11.36)

E
�
Jk
� D E0

�
Jk
�C "E1�Jk� ; E1

�
Jk
� D H1

�
w0k ; Jk

�

D �01J1 C �02J2 C "
!01!

0
2

4	2
J1J2

D �01J1 C �02J2 C "�01�02J1J2 : (11.37)

The frequency spectrum of H1 is (˛ WD 2	w01; ˇ WD 2	w02)

H1 D 4�01�02J1J2 sin2
�
2	w01

�
sin2

�
2	w02

�

D 4�01�02J1J2
�
1

2i

�4 �
e2	 iw

0
1 � e�2	 iw01

	2�
e2	 iw

0
2 � e�2	 iw02

	2

D 1

4
�01�

0
2J1J2

�
e2i˛ � 2C e�2i˛	 �e2iˇ � 2C e�2iˇ	

D 1

4
�01�

0
2J1J2

h
e2i.˛Cˇ/ � 2e2i˛ C e2i.˛�ˇ/

� 2 e2iˇ C 4 � 2 e�2iˇ

C e2i.ˇ�˛/ � 2 e�2i˛ C e�2i.˛Cˇ/i : (11.38)
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With

H1 � �01�02J1J2 D
1

4
�01�

0
2J1J2

X
m;n

H1mn e2	 i.mw
0
1Cnw02/ D ˚H1� (11.39)

in comparison to (11.38) we obtain

H122 D H12�2 D H1�22 D H1�2�2 D 1 ;
H120 D H1�20 D H10�2 D H102 D �2 : (11.40)

All remaining H1mn are equal to zero. Since NH1 D �01�
0
2J1J2; (11.39) tells us that,

in accord with (11.18), H1 � NH1 D
˚
H1
�
is the oscillation part of H1. The latter

vanishes when averaging over one period.
According to (11.18), it holds that

2X
kD1

�0k
@W1

@w0k
D �˚H1�

so that

2X
kD1

�0k
@W1

@w0k
D �1

4
�01�

0
2J1J2

X
m;n

H1mn e2	 i.mw
0
1Cnw02/ : (11.41)

Then, with help of (11.21) and (11.24), it follows that

W1 D 1

2	i

�
�1
4
�01�

0
2J1J2

�X
m;n

H1mn e2	 i.mw
0
1Cnw02/

m�01 C n�02

D ��
0
1�

0
2J1J2
8	i

 
e2	 i.2w

0
1C2w02/ � e�2	 i.2w01C2w02/

2�01 C 2�02
C : : :

!

D �01�
0
2J1J2
8	

�
� sinŒ4	.w

0
1 C w02/�

�01 C �02
� sinŒ4	.w01 � w02/�

�01 � �02
C 2 sin.4	w01/

�01
C 2 sin.4	w02/

�02
C : : :

�
: (11.42)

At resonance �01 D �02 the procedure naturally fails. Incidentally, higher perturbation
terms Wi; i > 2 produce even more critical denominators. But we know that the
formula (11.24) diverges in general.

As another example of the application of canonical perturbation theory in more
than one dimension, we consider a charged particle in a homogeneous magnetic
field. In addition, an external “electrostatic” plane wave should act on the particle;
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i.e., we want to assume that the interaction of the particle with the magnetic part of
the electromagnetic wave is smaller by v=c; so that we can neglect its contribution.
Then the Hamiltonian of the unperturbed problem is:

H0 D H0.r; p/ D 1

2m

�
p � e

c
A.r/

	2
: (11.43)

The canonical momentum is p D mvC .e=c/A:We choose the vector potential for
a homogeneous magnetic field B0 in z-direction in the form

A D �B0yOx ; B D B0Oz : (11.44)

This choice of A emphasizes the y coordinate—contrary to A D B0xOy; which also
leads to a homogeneous B0 field in z-direction.

Our next goal is to transform the variables q1 D x; q2 D y; px; py into “guiding
center coordinates.” These are

Q D .�;Y;Z D z/ ; P D �P�;m˝X;Pz D pz
�
:

Their dependence of the old cartesian coordinates is defined as follows:

� D arc tan

�
px C m˝y

py

�
; Y D � px

m˝
; (11.45)

P� D
.px Cm˝y/2 C p2y

2m˝
; X D xC py

m˝
:

That these variables are canonical can easily be proved by computing the Poisson
brackets:

˚
�;P�

�
qi;pi
D
X
iDx;y

�
@�

@qi

@P�
@pi
� @P�
@qi

@�

@pi

�
D 1 ; fY;m˝Xg D 1 ;

f�;Yg D f�;Xg D ˚P�;Y� D ˚P�;X� D 0 :
The generating function for the canonical transformation .qi; pi/ ! .Qi;Pi/ is of
type F1:

F1 D F1
�
q1; q2;Q1;Q2

� � F1.x; y; �;Y / ;

where Q1 � � and Q2 � Y are the new canonical coordinates. Here, too, we
emphasize the Y coordinate in F1, reflecting the presence of y in the gauge (11.44).
The explicit form of F1 is given by

F1 D m˝
h
1
2

�
q2 �Q2

�2
cotQ1 � q1Q2

i
: (11.46)
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Here, ˝ D eB0=mc is the cyclotron frequency, and .X;Y/ specify the origin of the
circular orbit of the electron. The direction of motion is clockwise if we choose
e > 0; B0 > 0: Then, the following formulae are obvious:

x D X C % cos � ; vx D Px D �%˝ sin � � �v? sin � ;

y D Y � % sin � ; vy D Py D �%˝ cos � � �v? cos � ;

z D Z ; vz D Pz D PZ :

From this, it follows that

tan � D vx

vy
; v? D

p
Px2 C Py2 D %˝

v2? D v2x C v2y D v2 � v2z D const. � .%˝/2 :
The transformation equations associated with F1 are:

pi D @F1
@qi

; Pi D �@F1
@Qi

; i D 1; 2 :

The various partial derivatives are then given by

p1 D @F1
@q1
D �m˝Q2 W

px D �m˝Y (11.47)

p2 D @F1
@q2
D m˝

�
q2 �Q2

�
cotQ1 W

py D m˝.y � Y/cot� (11.48)

P1 D � @F1
@Q1
D m˝

2

�
q2 � Q2

�2 1

sin2Q1
W

P� D m˝

2
.y � Y/2

1

sin2�
(11.49)

P2 D � @F1
@Q2
D m˝


�
q2 �Q2

�
cotQ1 C q1

� W
PY D m˝Œ.y � Y/cot� C x� : (11.50)

We shall now use Eqs. (11.47)–(11.50) to express the new coordinates .�;Y;P�;PY/

as functions of the old coordinates .x; y; px; py/ and in this way justify the formu-
lae (11.45). It follows from (11.47) that

Y D � px
m˝

: (11.51)
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If we insert (11.48) into (11.50), then we can write

PY D py C m˝x : (11.52)

Finally, it follows from (11.48) that

cot� D py
m˝.y � Y/

D
.51/

py
m˝Œy � .�px=m˝/�

or

cot� D py
px C m˝y

W � D arc tan

�
px Cm˝y

py

�
: (11.53)

The results (11.51) and (11.53) can now be inserted into (11.49):

P� D m˝

2

�
yC px

m˝

	2 "
1C

�
py

px C m˝y

�2#

or

P� D
.px C m˝y/2 C p2y

2m˝
D .mvx/2 C .mvy/2

2m˝

D 1

2
m˝%2 D 1

2

mv2?
˝
� mc

e
� : (11.54)

On the other hand, we also can express .x; y; px; py/ as functions of .�;Y;P�; PY/:

.47/ W px D �m˝Y ; (11.55)

.49/ W y D Y ˙
r
2P�
m˝

sin � : (11.56)

Choosing the minus sign,

y D Y � % sin � : (11.57)

.50/ W x D PY

m˝
� .y � Y/„ ƒ‚ …

D.57/
cot�

D PY

m˝
C % sin � D X C % sin � : (11.58)
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Let us keep in mind:

% D %�P�� D
r
2P�
m˝

; (11.59)

X D PY

m˝
D
.52/

xC py
m˝

: (11.60)

Finally, (11.48) and (11.57) yield

py D m˝% sin � D
.59/

p
2m˝P� sin � : (11.61)

Now we return to the Hamiltonian (11.43) with the vector potential (11.44):

H0 D 1

2m

h�
px C m˝y

�2 C p2y C p2z

i
: (11.62)

The equations of motion read, accordingly, .Pqi D @H0=@pi; Ppi D �@H0=@qi/:

mvx D px Cm˝y ; Ppx D 0 ; px D const: ;

mvy D py ;

mvz D pz ; Ppz D 0 ; pz D mvz D const. D Pz

Now, according to (11.54) it holds that

˝P� D 1

2m

h�
px C m˝y

�2 C p2y
i
:

So we have for the Hamiltonian in the new variables

H0
�
P�;Pz

� D ˝P� C 1

2m
P2z � H? C P2z

2m
: (11.63)

Here, no external time dependence appears; the momenta J1 � Pz and J2 � P�
.D m˝%2=2/ are our new action variables. With this new Hamiltonian we get for
the canonical equations of the variables .Y;PY ; �;P�; z; pz/:

PY D PPY D P� D Ppz D PPz D 0 I PH0 D 0 ;

thus fY;PY.D m˝X/;P�;Pzg are all constant. But it holds that

P� D @H0
@P�
D ˝ D const.

PZ D Pz D pz
m
� Pz

m
:
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So the guiding center coordinates of the particle trajectory .X;Y/with X D PY=m˝;
the transverse energy ˝P� as well as P� and the longitudinal energy P2z=2m are
all constants of motion. They are, therefore, the appropriate variables with which
to set up a perturbation theory. A small perturbation term "H1 will then make
these quantities slowly change. As an example of a perturbation, let us consider
a propagating “electrostatic” wave with the amplitude �0; frequency ! and wave
vector k, which lies in the y-z plane:

H1 D e�.y; z; t/ ; � D �0 sin
�
kzzC k?y � !t

�
; (11.64)

E D �r� :

With

y D Y � % sin � ;

%
�
P�
� D

r
2P�
m˝

;

we obtain with (11.63) and (11.64) the time-dependent Hamiltonian,

H D H0 C "H1 D p2z
2m
C˝P� C "e�0 sin

�
kzzC k?Y � k?% sin � � !t�

(11.65)

D H
�
�;P�;Y; z; pzI t

�
:

But PY.D m˝X/ does not appear in (11.65). Therefore, Y is a constant, as is
k?Y: We can then eliminate the k?Y in (11.65) by choosing the origin of z or
t appropriately. Since, furthermore, the two variables z and t only occur in the
combination kzz�!t; we shall try to eliminate the time by means of a transformation
to the wave system. Thereby, the following generating function is of help:

F2
�
q1; q2;P1;P2I t

� D F2
�
�; z;P�;PzI t

�
:

Here we put q1 D �; q2 D z; P1 D P�; P2 D Pz; and begin with the generating
function for the identity q1P1 D �P�:

F2 D q1P1 C
�
kzz� !t

�
P 

or

F2 D �P� C
�
kzz � !t

�
P : (11.66)
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The transformation equations then yield, together with (11.66),

p� D P� D @F2
@�

; pz D @F2
@z
D kzP (11.67)

Q� � � D @F2
@P�

; Q �  D @F2
@P 

D kzz � !t : (11.68)

Thus the combination of two variables, z and t in kzz � !t is replaced by one
variable,  :

Finally, our new transformed, time-dependent Hamiltonian reads:

Hnew D Hold C @F2
@t
D Hold � !P 

or

H D k2z P
2
 

2m
� !P C˝P� C "e�0 sin

�
 � k?% sin �

� D E D const. (11.69)

The last term on the right-hand side with sin � and %.P�/ indeed represents a highly
nonlinear perturbation. This causes many resonances, which is immediately clear,
when one considers that .Jn Bessel functions)

sin
�
 � k?% sin �

� D
C1X

nD�1
Jn
�
k?%

�
sin. � n�/ : (11.70)

Accordingly, the Hamiltonian in question reads:

H D k2z P
2
 

2m
� !P C˝P� C "e�0

X
n

Jn
�
k?%

�
sin. � n�/ : (11.71)

We have already pointed out (cf. discussion on convergence of the perturbation
series) that it is necessary to stay away from the unperturbed frequencies; the Fourier
amplitudes .Jn.k?%// of the nth frequency will then vanish more rapidly than the
next resonating denominator.

In order to obtain the resonances between the unperturbed frequencies caused by
H1, we first need those frequencies. Now it holds for "! 0:

H0 D .kzP /2

2m
� !P C˝P� � H

�
P�;P 

�
: (11.72)

Note the nonlinearity of H0 in P . The P’s are our new action variables; i.e., J� and
J are constants. Their conjugate angles develop linearly in time:

@H0
@Pi
D !i ; Qi D !itC ˇi : (11.73)



154 11 Canonical Perturbation Theory with Several Degrees of Freedom

(Note: At this point we re-define our action variable, i.e.,

J D 1

2	

I
p dq ; ! D @H

@J
: (11.74)

We hereby adopt Lichtenberg and Lieberman’s notation.) Then it holds that

!� D @H0
@P�
D ˝ (11.75)

and

! D @H0
@P 

D k2z
m
P � ! D

.67/

kzpz
m
� ! D kzvz � ! : (11.76)

The perturbation ."H1/ contains terms in the form sin. � n�/ and can thus lead to
resonances between the frequencies! (Doppler-shifted frequency of the incoming
wave) and the various harmonics of !� . This occurs when the following resonance
condition is satisfied:

P � n P� D ! � n!� D ! � n˝ D kzv
.n/
z � ! � n˝ D 0 ; n 2 Z : (11.77)

vz is the particle velocity. So there is a set of resonant parallel velocities
˚
v
.n/
z
�
if

kz ¤ 0: The resonance condition contains two interesting limiting cases:

(a) kz D 0 W ! D �! W ! C n˝ D 0 ; ˝ D eB0
mc

: (11.78)

The nonlinearity only enters via the perturbation. This case is called perturbation
with intrinsic degeneracy. While (a) does not contain the particle velocity, it shows
up in the case of an degeneracy:

(b) kz ¤ 0 W kzv
.n/
z D ! C n˝ D k2z P 

m

or

J � P D m

k2z
.! C m˝/ D mv.n/z

kz
D p.n/z

kz
: (11.79)

We shall return to this case in a later section.
Right now we consider case (a), i.e., orthogonal wave propagation .kz D 0/;

where it is assumed that we are staying away from the “primary” resonances as
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defined in (11.78). Now we use (11.18):

2X
kD1

@H0
@Jk

@W1

@w0k
D ��H1 � NH1� D �˚H1� ; (11.80)

where
˚
H1
�
denotes the oscillating part. Now, according to (11.75, 11.76),

@H0
@P 

D ! D �! ; @H0
@P�
D !� D ˝

so that altogether it holds that
�
W1 D W1. ; �; NJ ; NJ�/

�

� ! @W1

@ 
C˝@W1

@�
D �e�0

X
n

Jn
�
k? N%

�
sin. � n�/ : (11.81)

Here, N% is a function of the new constant action variables NP� � NJ�: The partial
differential equation (11.81) forW1 can be solved easily:

W1 D �e�0
X
n

Jn
�
k? N%

� sin. � n�/

! C n˝
(11.82)

because

�! @W1

@ 
D �e�0

X
n

Jn
�
k? N%

�
!
sin. � n�/

! C n˝

and

˝
@W1

@�
D �e�0

X
n

Jn
�
k? N%

�
n˝

sin. � n�/

! C n˝
:

Adding the last two equations indeed yields (11.81).
W1 is part of the generating function W; which takes us from the old action

variables P�; P to the new constant ones NP�; NP :
W D W0 C "W1 C : : : :

Here, W0 is the generator of the identity transformation; pi D @W.qi;Pi/=@qi
becomes

P D NP C "@W1

@ 
C : : : (11.83)

P� D NP� C "@W1

@�
C : : : : (11.84)
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Thus, if we stay away from the primary resonances .! C n˝ D 0/; then we get in
first order

NP � NJ D P � "e�0
X
n

Jn
�
k? N%

�sin. � n�/

! C n˝
D const.

NP� � NJ� D P� C "e�0
X
n

nJn
�
k? N%

�sin. � n�/

! C n˝
D const.

with N%. NP�/ D
q
2 NP�=m˝: The NP ; NP� are constants. This was the intention of the

canonical transformationW:

N%2 D 2

m˝
NP�

describes the change (oscillation) of the Larmor radius in the vicinity of a resonant
trajectory.



Chapter 12
Canonical Adiabatic Theory

In the present chapter we are concerned with systems, the change of which—with
the exception of a single degree of freedom—should proceed slowly. (Compare
the pertinent remarks about " as slow parameter in Chap. 10.) Accordingly, the
Hamiltonian reads:

H D H0
�
J; "pi; "qiI "t

�C "H1�J; ; "pi; "qiI "t� : (12.1)

Here, .J; / designates the “fast” action-angle variables for the unperturbed, solved
problem H0." D 0/; and the .pi; qi/ represent the remaining “slow” canonical
variables, which do not necessarily have to be action-angle variables. Naturally, we
again wish to eliminate the fast variable  in (12.1). In zero-th order, the quantity
which is associated to  is denoted by J: In order to then calculate the effect
of the perturbation "H1; we look for a canonical transformation .J; ; pi; qi/ !
.NJ; N; Npi; Nqi/ which makes the new Hamiltonian QH independent of the new fast
variable N:

It is only logical to now begin with a generating function,

W
�NJ; ; Npi; qiI t� D NJ C Npiqi C "W1

�NJ; ; Npi; qiI t�C : : : : (12.2)

To this belong the transformation equations (in first order)

J D @W

@
D NJ C "@W1

@
D NJ C "@W1

@ N ; (12.3)

N D W

@NJ D  C "
@W1

@NJ D  C "
@W1

@J
; (12.4)
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pi D @W

@qi
D Npi C "@W1

@qi
D Npi C "@W1

@Nqi ; (12.5)

Nqi D @W

@Npi D qi C "@W1

@Npi D qi C "@W1

@pi
: (12.6)

We insert these expressions into H0 and expand up to first order in ":

H0 D H0
�
J; "pi; "qiI "t

�

D H0

�
NJ C "@W1

@
; "

�
Npi C "@W1

@qi

�
; "

�
Nqi � "@W1

@pi

�
I "t

�

D H0
�NJ; "Npi; "NqiI "t�C @H0

@J

ˇ̌
ˇ̌
ˇ
JDNJ„ ƒ‚ …

D!

"
@W1

@
C O

�
"2
�
: (12.7)

! is the fast frequency corresponding to : Note that in (12.7) we have omitted the
following terms, since they appear with "2:

� @H0
@Nqi

@W1

@pi„ƒ‚…
D @W1=@Npi

;
@H0
@Npi

@W1

@qi„ƒ‚…
D @W1=@Nqi

: (12.8)

Now it holds that

QH D H C @W

@t

or

QH�NJ; N; "Npi; "NqiI "t� D H
�
J; ; "pi; "qiI "t

�C "@W.NJ; ; "Npi; "NqiI "t/
@."t/

or

QH0
�NJ; "Npi; "NqiI "t�C " QH1�NJ; N; "Npi; "NqiI "t�

D
.7/

H0
�NJ; "Npi; "NqiI "t�C "! @W1

@
C "H1 (12.9)

C "@Œ
D NJ‚…„ƒ
W0 C"W1 C : : :�

@."t/
:

Since W0 has no external time dependence, the last term on the right-hand side is
second order in " and is thus neglected. A comparison of coefficients of " in (12.9)
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then yields:

"0 W QH0
�NJ; "Npi; "NqiI "t� D H0

�NJ; "Npi; "NqiI "t� (12.10)

"1 W QH1
�NJ; N; "Npi; "NqiI "t� D ! @W1.NJ;

D NC:::‚…„ƒ
 ; : : :/

@
C H1

D ! @W1.NJ; N; "Npi; "NqiI "t/
@ N CH1

�NJ; N; "Npi; "NqiI "t� : (12.11)

We now write (12.11) in the form

QH1
�NJ; N; : : :� D ! @W1.NJ; N; : : :/

@ N C
D
˚
H1
�

N‚ …„ ƒ�
H1 � hH1i N

�ChH1i N (12.12)

with

hH1i N D
1

2	

Z 2	

0

H1d N :

Then QH1 becomes a function which only depends on NJ and not on N; if we choose
W1 so that

!
@W1

@ N C
˚
H1
�

N D 0 : (12.13)

This differential equation is immediately solvable and gives forW1:

W1 D � 1
!

Z 

0

˚
H1
�
 0
d 0 : (12.14)

Here, we have replaced N by : So we finally get from (12.12)

QH1.NJ; : : :/ D hH1i (12.15)

and, altogether:

QH�NJ; "Npi; "NqiI "t� D H0 C "hH1i : (12.16)

The old adiabatic invariant was J: Now the new (constant) adiabatic invariant is
called NJ and is related with J to first order according to

NJ�J; ; "pi; "qiI "t� D J � "@W1

@
: (12.17)
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J varies slowly now with  :

J D NJ„ƒ‚…
D const.

C"@W1

@
D
.13/

NJ � "
˚
H1
�


!
: (12.18)

At this point we return once again to Poincaré’s “small divisors”. These were
responsible for the fact that our perturbation series for W did not converge. These
small denominators are present in the problem under discussion as well, which can
be seen immediately if we do not neglect (12.8) and @W1=@t in (12.9). Then, instead
of (12.13), we get

!
@W1

@ N C "!1
@W1

@."Nq1/ C "!2
@W1

@."Nq2/ C : : :C "
@W1

@t
C ˚H1� N D 0 : (12.19)

The .pi; qi/ are to be understood here as action-angle variables .Ji; i/: The solution
to (12.19) can be immediately written in the form of a Fourier series if we take into
account the fact that W1 and

˚
H1
�

N are periodic in the N’s and˝t:

W1 Di
X
k;m;n;l
k¤ 0

H1klmn:::.NJ; Npi/
k! C ".m!1 C n!2 C : : :C l˝/

� eiŒk
NC".mNq1CnNq2C:::Cl˝t/� : (12.20)

One can tell by the denominator that even for small !i;˝; which belong to the
slow variables, resonance behavior can occur between the slow and fast oscillation
.!/ if the integers m; n : : : are large enough. We are not permitted to neglect the
terms of the order " in (12.19) in sufficient proximity to the resonances. It is thus
not surprising that the adiabatic perturbation series for W; which neglects these
resonance effects, can only be asymptotically correct and thus formally diverges.

To illustrate the above perturbative procedure, we calculate in first order the
adiabatic invariant of the slowly changing harmonic oscillator,

H D 1
2
G.�/p2 C 1

2
F.�/q2 ; (12.21)

with � D "t:We again switch to action-angle variables, in order to make the system
accessible to an adiabatic perturbation. To this end we use a generating function of
the F1-type:

F1 D F1.q; ; �/ D 1
2
R.�/q2 cot  (12.22)

with

R.�/ D
�
F.�/

G.�/

�1=2
:
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Now the following transformation equations are valid:

p D @F1
@q
D Rq cot ; (12.23)

P � J D �@F1
@Q
� �@F1

@
D 1

2
Rq2

1

sin2
; (12.24)

or, solved for the trigonometric functions:

cot2 D
�

p

Rq

�2
; (12.25)

1

sin2
D 2J

Rq2
: (12.26)

Subtraction yields

cos2

sin2
� 1

sin2
D �1 D 1

Rq2

�
p2

R
� 2J

�

from which we obtain

Rq2 D 2J � p2

R
;

or, finally:

P � J D 1

2

�
Rq2 C p2

R

�
: (12.27)

Equation (12.26) then reads, with (12.27):

1

sin2
D 1

Rq2
2J D 1

Rq2

�
Rq2 C p2

R

�
D 1C p2

.Rq/2

or

1

sin2
� 1 D 1

tan2
D p2

.Rq/2

and thus

 D arctan

�
Rq

p

�
;
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or, solved for q:

q D
r
2J

R
sin  : (12.28)

If we now use (12.25), then it follows that

cos2

sin2
D p2

R2q2
D
.28/

p2R

R22J sin2

or

p D p2RJ cos  : (12.29)

Finally, it holds for the new Hamiltonian that

Hnew D Hold C @F1
@t
D !0J C @F1

@t
: (12.30)

So we still need @F1=@t:

@F1
@t
D 1

2
q2 cot./" @R.�/=@�„ ƒ‚ …

DWR0.�/

D
.25/

1

2
q2

p

Rq
"R0 D 1

2
"
R0

R
qp„ƒ‚…

.28=29/

D 1

2
"
R0

R
2J sin  cos  D 1

2
"
R0

R
J sin.2/ : (12.31)

So the Hamiltonian transformed to action-angle variables reads:

H D !0J C "1
2

R0

R
J sin.2/ (12.32)

with

!0.�/ D .FG/1=2 : (12.33)

In lowest order the adiabatic invariant is simply

J D H0
!0
D const. (12.34)



12 Canonical Adiabatic Theory 163

This result is familiar to us from Chap. 10. In order to see how this quantity changes
if we use adiabatic perturbation theory to order "; we use (12.18):

NJ D J C "
˚
H1
�


!
D J C " 1

2!0

R0

R
J sin.2/

D J
�
1C "P.�/ sin.2/� D const: (12.35)

with

P.�/ D R0

2!0R
:

Accordingly, J changes in first order with a small component, which oscillates with
twice the frequency of the fast variable.

We now want to verify that NJ indeed is constant. In order to do so, we take the
time derivative . P D !0/

d

dt
NJ D PJ C " PPJ sin.2/C 2!0"PJ cos.2/C O

�
"2
�
: (12.36)

On the other hand, it follows from (12.32) that

PJ D �@H
@
D �"1

2

R0

R
J2 cos.2/ D �"!0P2J cos.2/

so that (12.36) reduces to

PNJ D " PPJ sin2 : (12.37)

However, since P.t/ is supposed to change slowly (adiabatically), i.e., PP � "P; it

follows from (12.37) that PNJ is of the order "2; then NJ is indeed an adiabatic invariant
of first order.



Chapter 13
Removal of Resonances

From the perturbative procedure in the last chapter we have learned that in the
proximity of resonances of the unperturbed system, resonant denominators appear in
the expression for the adiabatic invariants. We now wish to begin to locally remove
such resonances by trying, with the help of a canonical transformation, to go to
a coordinate system which rotates with the resonant frequency.

Let the unperturbed, solved problem with two degrees of freedom be given by

H0 D 1

2

2X
kD1

�
p2k C !2k q2k

�
: (13.1)

The transition to action-angle variables Ji; i is achieved with the transformation

qi D
s
2Ji
!i

cos i ; (13.2)

pi D �
p
2!iJi sin i : (13.3)

These formulae agree with (10.28/10.29) in so far as we have replaced  by C	=2
there. This corresponds to a simple phase change in i D !it C ˇi. Furthermore, it
holds that Ji D .1=2	/

H
pi dqi: Thus we can write (13.1) as

H0
�
Ji
� D !1J1 C !2J2 ; !i D @H0

@Ji
: (13.4)

Let the perturbation term be given by

H1 D q21q2 � 1
3
q32 ; (13.5)

© Springer International Publishing Switzerland 2016
W. Dittrich, M. Reuter, Classical and Quantum Dynamics, Graduate Texts
in Physics, DOI 10.1007/978-3-319-21677-5_13

165



166 13 Removal of Resonances

and let us assume a 1:2 resonance between !1 and !2, i.e., that oscillator 1 is slower
than oscillator 2. Then our complete Hamiltonian reads

H D 1
2

�
p21 C p22

�C 1
2
q21 C 2q22 C q21q2 � 1

3
q32 (13.6)

with

!1 D 1 ; !2 D 2 :

The resonance of the unperturbed frequencies,

!2=!1 D r=s D 2=1 ; (13.7)

leads to divergent expressions in the perturbative solution of the problem. We shall
therefore attempt to eliminate the commensurability (13.7),

r!1 � s!2 D 0 ; (13.8)

by making a canonical transformation to new action-angle variables OJi; Oi; so that
only one of the two actions OJi appears in the new, unperturbed Hamiltonian. In order
to do so, we choose the generating function

F2 D
�
r1 � s2

�OJ1 C 2 OJ2 : (13.9)

The corresponding transformation equations then read

J1 D @F2
@1
D rOJ1 D 2OJ1

J2 D @F2
@2
D OJ2 � sOJ1 D OJ2 � OJ1

9=
; W

OJ1 D 1
2
J1

OJ2 D 1
2
J1 C J2

(13.10)

O1 D @F2
@OJ1 D r1 � s2 D 21 � 2

O2 D @F2
@OJ2 D 2

9=
; W

1 D O1C O2
2

2 D O2 :
(13.11)

This choice of coordinates puts the observer into a coordinate system in which the
change of O1,

PO1 D r P1 � s P2 D r!1 � s!2 ; (13.12)

measures small deviations from the resonance (13.8). For PO1 D 0; the system is in
resonance. The variable O1 changes slowly and is, in the resonant case, a constant.
Thus O2 is the fast variable, and we shall average over it.
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One should note that the new Hamiltonian is now actually only dependent on
a single action variable, i.e., OJ2; OJ1 does not appear:

H0 D
.10/
!1
�
2OJ1
�C !2�OJ2 � OJ1�D

.7/

!2

2

�
2OJ1
�C !2�OJ2 � OJ1� D !2 OJ2 : (13.13)

The perturbation term is then

"H1 D "q21q2 �
"

3
q32

D
.2/
"

�
2J1
!1

� �
2J2
!2

�1=2
cos21cos 2 � "

3

�
2J2
!2

�3=2
cos32 :

The product of the cosines is

cos21 cos 2 D 1

23

�
ei1 C e�i1

	2�
ei2 C e�i2

	

D 1

8

�
e2i1 C 2C e�2i1

	 �
ei2 C e�i2

	

D 1

8

h
ei.21C2/ C e�i.21C2/ C ei.21�2/ C e�i.21�2/

C 2
�
ei2 C e�i2

	i

D
.11/

1

8

h
ei.

O1C2 O2/ C e�i. O1C2 O2/ C ei
O1 C e�i O1 C 2

�
ei

O2 C e�i O2
	i

D 1

4



cos
� O1 C 2 O2�C cos O1 C 2 cos O2

�
:

Likewise, for cos32; it holds that (recall 2 D O2/:

cos32 D 1
8

�
ei3 C e�i32 C 3ei2 C 3e�i2

	

D 1
4



cos 3 O2 C 3 cos O2

�
:

We then have for the frequency spectrum of H1:

H1 D
�
2J1
!1

� �
2J2
!2

�1=2
1

8

X
l;m

Hlm ei.l1Cm2/

� 1
3

�
2J2
!2

�3=2
1

8

X
l;m

QHlm ei.l1Cm2/
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with

H21 D H�2�1 D H2�1 D H�21 D QH03 D QH0�3 D 1 ;
H01 D H0�1 D 2 ; QH01 D QH0�1 D 3 :

The complete Hamiltonian can be written in terms of the new hat variables as .J1 D
2OJ1; J2 D OJ2 � OJ1/:

OH�OJi; Oi� D !2 OJ2 C "
�
4

!2

� �
2

!2

�1=2
2OJ1
�OJ2 � OJ1�1=2

�1
4



cos
� O1 C 2 O2�C cos O1 C 2 cos O2

�

� "
3

�
2

!2

�3=2 �OJ2 � OJ1�3=2 1
4



cos
�
3 O2
�C 3 cos O2� :

If we now average over O2, we obtain the dependence on O1:

" NH1 D "

4

 
8OJ1
!2

!  
2.OJ2 � OJ1/

!2

!1=2
cos O1 : (13.14)

Because @ NH1=@ O2 D 0 and of course @ NH0=@ O2 D 0; OJ2 is proved to be a constant—
up to averaging over the fast angle:

OJ2 D OJ20 D const. (13.15)

Altogether our new Hamiltonian now reads

NH D NH0
�OJ2�C " NH1�OJ1; OJ2; O1� (13.16)

D !2 OJ2 C 2"
OJ1
!2

s
2.OJ2 � OJ1/

!2
cos O1 : (13.17)

Because of (13.10), it holds that

OJ2 D J2 C s

r
J1 D const. (13.18)

If, therefore, s	 r—which means a primary resonance of high order—then J1 also
becomes (almost) a constant.

After having transformed away the original (2:1) primary resonance, we can now
study, in the usual manner, the motion that NH (13.17) implies: one determines the
singular points, analyzes their characteristics, etc. It is remarkable that since OJ2 D
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const:; the problem has become one-dimensional and therefore integrable: NH D
NH.OJ1; O1/: Closed (periodic) trajectories can occur, etc. In the generic form

NH D const.C 2"h�OJ1� cos O1 (13.19)

the stationary (fixed) points can be located in the OJ1 � O1 phase plane:

PO1 D @ NH
@OJ1
D 0 ; POJ1 D � @

NH
@ O1
D 0 (13.20)

or

2"
@h

@OJ1
cos O1 D 0 ; �2"h

�OJ1�sin O1 D 0 : (13.21)

The “elliptic” fixed point is given by OJ10; O10 D 0;while the “hyperbolic” fixed point
is given by OJ10 D 0; O10 D ˙	: These singular points then determine the topology
in phase space.

For (13.19) we write

� NH D 2"h�OJ1�cos O1 (13.22)

and expand around the elliptic fixed point .OJ10; O10 D 0):

�OJ1 D OJ1 � OJ10 ; � O1 D O1 � O10 D O1
cos O1 D 1 � 1

2

�
� O1

�2 C : : : :
Then

� NH D 2"h�OJ1�
�
1 � 1

2

�
� O1

�2	

D 2"h�OJ1�C 1
2

��2"h.OJ1/��� O1�2

and with

h
�OJ1� D h

�OJ10�C @h

@OJ10„ƒ‚…
D 0

�
�OJ1

�C 1

2

@2h

@OJ210
�
�OJ1

�2

neglecting the unimportant constant term h.OJ10/; we get the standard Hamiltonian
for the harmonic oscillator,

� NH D 1
2
G
�
�OJ1

�2 C 1
2
F
�
� O1

�2
(13.23)
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with

G D 2"@
2h.OJ10/
@OJ210

; F D �2"h�OJ10� : (13.24)

The frequency of the OJ1 � O1-oscillation in the proximity of the elliptic fixed point
is [compare (12.21, 12.33)]

O!1 D .FG/1=2 D O."/ (13.25)

and the ratio of the semiaxes of the ellipse reads

�OJ1
� O1
D
�
F

G

�1=2
D O.1/ :

We conclude this chapter by again considering the resonant particle-wave
interaction which was introduced at the end of Chap. 11. However, we first begin
with the case in which no external magnetic field is present; i.e., we consider the
one-dimensional motion of a charged particle in presence of a plane wave field.
Let the direction of the particle and the direction of propagation of the wave be the
positive z-axis:

H D p2z
2m
C "e�0 sin

�
kzz� !t

�
:

With

F2
�
z;P 

� D �kzz� !t/P 
pz D @F2

@z
D kzP ;

@F2
@t
D �!P ;

 D @H

@P 
D kzz� !t ;

we get a new time-independent Hamiltonian:

H !H D H C @F2
@t
D .kzP /2

2m
� !P C "e�0 sin 

DWH0 C "e�0 sin :

From the nonlinear free Hamiltonian H0 D .kzP /2=2m � !P we find for the
frequency

P D ! D @H0

@P 
D k2z P 

m
� ! D pz

m
kz � !
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or

! 
�
vz
� D vzkz � ! ;

where vz is the particle velocity. Resonance occurs if the particle velocity is equal
to the phase velocity of the wave:

v.r/z D
!

kz
:

From the equation of motion

PP D �@H
@ 
D �"e�0 cos 

and with

R D k2z
m
PP D �k

2
z

m
"e�0 cos 

and a simple change of phase,  !  � 	=2; the pendulum equation follows:

R C k2z
m
"e�0 sin D 0

or

R C !2b sin D 0 ; !b D kz

�
"e�0
m

�1=2
:

In linearized form we get R C !2b D 0: Here we can see that !b is the frequency
(for small amplitudes) of the electron trapped in the wave. For this reason, !b is
called the “bounce” frequency. The amplitude of the wave must, however, be high
enough. We can determine just how high by calculating the width of the separatrix.
In order to do so, we linearizeH in the neighborhood of the resonance v.r/z :

vz D v.r/z C�vz D
!

kz
C�vz ;

P D ! D vzkz � ! D
�
!

kz
C�vz

�
kz � ! D

�
�vz

�
kz :

The Hamiltonian then becomes

H ! � NH D 1
2
P 2 � !2b cos 
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or

� NH D 1
2
k2z
�
�vz

�2 � !2b cos � 1
2
G
�
�vz

�2 � F cos :

From this we get for the width of the separatrix:

�
�vz

�
max D 2

�
F

G

�1=2
D 2!b

kz
D 2

�
"e�0
m

�1=2
:

.�vz/max is the maximum “oscillation amplitude” of the particle trapped in the
wave. Particles whose velocity differs from the phase velocity of the wave, !=kz;
by less than the trapping velocity, 2."e�0=m/1=2; may be trapped into orbits and
then oscillate with bounce frequency kz."e�0=m/1=2 around the phase velocity
!=kz D v

.r/
z : This periodic colliding of the particle with the potential wall of

the wave (Landau damping) limits the energy transfer of the wave to the resonant
particle.

The situation changes drastically, however, if we now apply a magnetic field.
Let us recall that it was not possible to find adiabatic invariants with the aid of
perturbation theory because resonant denominators appeared. We therefore now
wish to apply the procedure developed at the beginning of this chapter to remove
the resonances locally. In doing so, we must distinguish between two cases: (1)
oblique wave propagation kz ¤ 0 (accidental degeneracy) and (2) right-angle
propagation kz D 0—with respect to the direction of the magnetic field. The latter
case corresponds to intrinsic degeneracy.

1. For kz ¤ 0; accidental degeneracy occurs if the resonance condition (11.79)
is satisfied; this is satisfied for a series of n values for particles with different
z-momentum. We now choose a special resonance n D l and transform again to
the comoving system with the following generating function:

F2 D . � l�/ OP C � OP� : (13.26)

With this F2 we obtain the following transformation equations:

O D @F2

@ OP 
D  � l� ; O� D @F2

@ OP�
D � ; (13.27)

P D @F2
@ 
D OP ; P� D @F2

@�
D OP� � l OP : (13.28)

Then (11.71) yields the new Hamiltonian:

OH D k2z
2m
OP2 C˝

� OP� � l OP 
� � ! OP 

C "e�0
X
n

Jn
�
k?%

�
sinŒ O � .n � l/ O�� ; (13.29)
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where

% D %� OP�; OP � D
�
2P�
m˝

�1=2
D
�
2

m˝

�1=2 � OP� � l OP 
�1=2

: (13.30)

O is slowly changing, so we average over the fast phase O�. According to (13.29),
only the term n D l survives. Then the averaged Hamiltonian reads:

NH D k2z
2m

P2 C˝
� OP� � l OP 

�� ! OP C "e�0Jl�k?%
�
sin O „ƒ‚…

! O C	=2

D k2z
2m

P2 C˝
� OP� � l OP 

�� ! OP C "e�0Jl�k?%
�
cos O : (13.31)

Since NH is independent of O�, the associated action is constant (up to averaging):
OP� D P� C lP D OP�0 : (13.32)

The fixed points can be found, as in (13.20),

 0 D 0 ; ˙	 ; (13.33)

and if we replace OJ1 by OP in (13.20), we obtain with NH of (13.31)

@ NH
@ OP 

D 0 W k2z
m
OP2 � l˝ � ! D . O 0 D 0


O %

0 D ˙	
"e�0

@Jl.k?%/
@ OP 

; (13.34)

where, according to (13.30), % depends on the actions OP� and OP . Equa-
tion (13.34) implicity determines OP 0 : If we now linearize again in OP but not in
O ; we get the standard Hamiltonian of a pendulum (13.23) with

G D k2z
m

(13.35)

and

F D �"e�0Jl
�
k?%0

�
: (13.36)

In the proximity of the elliptic singular point, it holds for the (slow) frequency of
the perturbed motion that

O! D .FG/1=2 D
ˇ̌
ˇ̌
ˇ
"e�0Jlk2z

m

ˇ̌
ˇ̌
ˇ
1=2

: (13.37)
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The maximum� OP (the separatrix) is given by

� OP max D 2 O! 
G

: (13.38)

Both O! and � OP are proportional to
p
": From (11.79) follows the distance

between neighboring resonances:

ı OP D m˝

k2z
: (13.39)

Finally, the ratio of oscillation width (twice the half-width) to the distance
between neighboring oscillations is, according to (13.78/13.79),

2� OP max

ı OP 
D 4 O! 

˝
: (13.40)

2. We now come to the intrinsic degeneracy. For this case, kz D 0 in (13.31). We
now expand again in � OP and � O around the elliptical point and get in the
standard Hamiltonian of the pendulum the parameters (13.24) without 2" and
h! NH:

G D "e�0 @
2Jl.k?%0/
@ OP2 0

(13.41)

F D �"e�0Jl
�
k?%0

�
: (13.42)

The corresponding (slow) frequency and half-width are given by

O! D .FG/1=2 D "e�0
ˇ̌
ˇ̌
ˇJl
@2Jl

@ OP2 0

ˇ̌
ˇ̌
ˇ
1=2

� OP max D 2 O! 
G

:

Compared with (13.37/13.38), O! is of order " for the present intrinsic oscil-
lation, i.e., "1=2 slower than in the case of accidental degeneracy, whereas the
deviation � OP for the intrinsic degeneracy is of order unity, i.e., "�1=2 larger
than for the case of accidental degeneracy.



Chapter 14
Superconvergent Perturbation Theory, KAM
Theorem (Introduction)

Here we are dealing with an especially fast converging perturbation series, which is
of particular importance for the proof of the KAM theorem (cf. below).

Until now we have transformed the Hamiltonian H D H0 C "H1 by successive
canonical transformations in such a manner that the order of the perturbation grows
by one power in " with every step. After the nth transformation we therefore obtain

"H1 ! "2H2 ! : : : ! "nHn : (14.1)

Following Kolmogorov, we can find a succession of canonical transformations for
which the order of the perturbation series increases much faster:

"H1 ! "2H2 ! "4H3 ! : : : ! "2
n�1

Hn : (14.2)

We should now like to establish an analogy between the two procedures. It is based
on the two following methods of finding the zero of a function f .x/: We begin
by assuming that the zero is at x0 (unperturbed value of the action J0). The next
improved approximation x1 is obtained from a Taylor expansion around x0:

f .x/ D f
�
x0
�C df .x/

dx

ˇ̌
ˇ̌
ˇ
xDx0

�
x � x0

�C rem. D 0 :

If we neglect the remainder, then we obtain as our first approximation

x1 D x0 � f .x0/

f 0.x0/
: (14.3)
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In order to establish the error, we consider the first neglected term in the Taylor
series: for this reason, let us define " WD .x � x0/; and write

f .x/ D f
�
x0
�C f 0�x0�"C 1

2
f 00�x0�"2 D 0 :

If we subtract from this expression f .x1/ D f .x0/C f 0.x0/.x1� x0/ D 0; then we get
as error

e1 WD x � x1 D � 1
2Š

f 00.x0/
f 0.x0/

"2 : (14.4)

If we are considering n terms, then we would have to solve the following polynomial
(of nth degree) for xn; in order to determine xn:

nX
mD0

1

mŠ
f .m/

�
x0
��
xn � x0

�m D 0 :

If we were to now subtract this result from the Taylor series around x0; we would
obtain, after the nth step, an error of

en WD x � xn � 1

.nC 1/Š
f .nC1/.x0/
f 0.x0/

"nC1 ; (14.5)

i.e.,

en � "nC1 : (14.6)

One should note that in the denominator, the derivative is always taken at x0:
Matters look completely different when using Newton’s procedure. The first step

is identical to that of the foregoing procedure and gives

x1 D x0 � f .x0/

f 0.x0/
(14.7)

with the error

e1 WD x � x1 DW ˛
�
x0
�
"2 ;

where

˛
�
x0
� D �1

2

f 00.x0/
f 0.x0/

: (14.8)
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However, the second step consists of an expansion around x1 (not x0Š/ which we
have just found:

f .x/ D f
�
x1
�C f 0�x1��x � x1

�C : : : D 0 :
Thus, we obtain as solution for x2 [unlike in (14.3)]:

x2 D x1 � f .x1/

f 0.x1/
:

The error in the second step can now be determined by subtracting the equation

f
�
x1
�C f 0�x1��x2 � x1

� D 0
from

f
�
x1
�C f 0�x1��x � x1

�C 1

2Š
f 00�x1��x � x1

�2 D 0 :
Thus

x � x2 DW e2 D � 1
2Š

f 00.x1/
f 0.x1/

�
x � x1

�2

D ˛�x1��˛.x0/"2�2 D ˛�x1�˛�x0�2"4 : (14.9)

Hence, it follows for the error en after the nth step:

en �
nY

iD1

�
˛2

n�i�
xi�1

�	
"2

n
: (14.10)

The fast convergence of the Newtonian iteration procedure is evident if we write

e1 � "2 ; e2 � "4 ; e3 � "8 ; e4 � "16 ; : : : : (14.11)

The reason for this fast convergence (superconvergence) is the fact that at each step,
f .x/ is taken at the just previously calculated approximation xn, rather than at x0.

This is precisely the procedure used to prove the KAM theorem. Each new
“torus” which was generated by the preceding approximation becomes the
basis of the next approximation itself. Thus we do not generate all successive
approximations—as in the canonical perturbation series—always starting with the
unperturbed torus .Ji; i/, with the Hamiltonian H0.Ji/:

We now look a bit ahead: the crux of the KAM theorem (according to Kol-
mogorov, Arnol’d and Moser) is that the process of generating “perturbed tori”
indeed “almost always” converges for small but finite ": Thus most of the phase
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space trajectories remain for all times on tori M of N dimensions and do not
migrate into the entire 2N � 1 dimensional energy hyperplane. But “almost all”
those unperturbed tori found in the proximity of tori whose orbits are closed will be
destroyed. These orbits lie on tori with commensurate frequencies:

!0 � m D 0 : (14.12)

These destroyed tori are precisely the ones which give rise to the famous small
denominators. But we have already seen that for every arbitrary !0; there are
“rational tori” which satisfy (14.12). So if we destroy all rational tori and their close
neighbors, are there any at all which remain intact—although somewhat deformed?
Indeed! In order to understand this, and to specify the width of the destroyed regions,
we must concern ourselves briefly with rational and irrational numbers. These are
necessary for the arithmetic of torus destruction.

In the following we consider two degrees of freedom. This is the most simple
nontrivial case. Then for closed orbits it holds for the frequency ratio that

!01

!02
DW � D r

s
: (14.13)

r and s are integers, and � is therefore rational. A torus with incommensurate
frequencies possesses irrational � and cannot be represented in the form of (14.13).
But one can approximate its frequency ratio arbitrarily precisely by rational �’s. Let
us take, for example, the number 	:

� D 	 D 3:1415926535 : : :

with

r

s
D 3

1
;
31

10
;
314

100
;
3142

1000
;
31426

10000
; : : : :

The better approximations contain larger values for r and s: In fact, for each of these
approximations, it holds that

ˇ̌
ˇ� � r

s

ˇ̌
ˇ < 1

s
: (14.14)

But we can approximate irrational tori even better (faster): namely, with the help of
continued fractions. Here are a few examples:

747

61
D 12C 15

61
D 12C 1

61=15
D 12C 1

4C 1=15
7

10
D 1

10=7
D 1

1C 3=7 D
1

1C 1
7=3

D 1

1C 1
2C1=3

:
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For the number 	; matters are more complicated:

	 � 3:1415926534D 3C 141592654

109

D 3C 1

109

141592654

D 3C 1

7C 8851436
141592654

D 3C 1

7C 1
141592654=8851436

D 3C 1

7C 1
15C8821114=8851436

D 3C 1

7C 1

15C 1
8851436=8821114

D 3C 1

7C 1

15C 1
1C30322=8821114

	 D 3C 1

7C 1

15C 1
1C1=291C:::

:

Thus the approximands of the continued fractions read

	 D � D r

s
D 3

1
;

22

7„ƒ‚…
3:14

;
333

106„ƒ‚…
3:141

;
355

113„ƒ‚…
3:141592

; : : : :

The rational numbers rn=sn appearing here are alternatively larger and smaller than
� and approximate � with quadratic convergence:

ˇ̌
ˇ̌� � rn

sn

ˇ̌
ˇ̌ < 1

snsn�1
: (14.15)

The slowest convergence, i.e., the most irrational number which one is least able to
approximate using continued fractions, is given by the golden mean:

� D 1

1C 1
1C1=1C:::

D 0:618033989 (14.16)

D
p
5 � 1
2

D “golden mean.” (14.17)

Apparently � satisfies the equation

� D 1

1C � (14.18)
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of which (14.16) is the iteration. Let us write (14.18) in the form

�.1C �/ D 1 W �2 C � � 1 D 0 :

Then one solution is indeed

� D 1
2
.
p
5 � 1/ :

Another famous irrational number is e D 2:7182818285 : : :

e D 2C 1

1C 1

2C 1

1C 1

1C 1

4C 1
1C:::

:

Having completed these mathematical preliminaries, let us return to physics. We
know that a system with rational frequency ratios is not integrable—perturbatively
speaking. It looks as if the system would at the most be integrable for irrational
values of !1=!2; and that convergence of the perturbation series in " would exist
in this case. We shall therefore first answer the question as to what happens to an
integrable unperturbed system H0.J1; J2/ whose unperturbed frequency ratio !1=!2
lies in the neighborhood of an irrational number, and which is perturbed by "H1:
What happens to the rational !1=!2 in the case of a perturbation will be answered
later on.

The KAM theorem now says that if, in addition to other assumptions (cf. below),
in particular the functional determinant of the (action-dependent) frequencies does
not vanish,

ˇ̌
ˇ̌@!i

@Jj

ˇ̌
ˇ̌ ¤ 0 ; (14.19)

for those tori, whose frequency ratio !1=!2 is “sufficiently” irrational,

ˇ̌
ˇ̌!1
!2
� r

s

ˇ̌
ˇ̌ > K."/

s2:5
; (14.20)

with r and s relatively prime, the iterated (according to Kolmogorov) perturbation
series for the generatorW.0k ; Jk/ converges (for small enough "), and therefore the
invariant tori are not destroyed.

One should note that the set of frequency ratios or space for the KAM curves,
i.e., curves for which condition (14.20) holds, indeed amounts to a finite part of,
e.g., the interval 0 6 !1=!2 6 1; because we obtain for the total length L of the
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intervals for which (14.20) is not valid, i.e., j!1=!2 � r=sj < K."/=s2:5,

L <
1X
sD1

s
K."/

s2:5
D K."/� (2.5) � 2:6K."/ < 1 : (14.21)

Here, K."/=s2:5 is the width of an interval around the rational value r=s; for
which (14.20) does not hold, and s is the number of r-values with r=s < 1:

For sufficiently large "; "H1 destroys all tori. The last KAM torus which is
destroyed is the one whose frequency ratio is the most irrational; namely,

!1

!2
D 1

2
.
p
5 � 1/ :

By way of illustration of the KAM theorem, we consider a system from
the dynamics of the solar system. (Admittedly, the following treatment will be
somewhat oversimplified; nevertheless, it contains much truth.) Let three bodies
move under the influence of mutual gravitation, e.g., a very massive main body M
(sun or Saturn), a perturbing body m (Jupiter or moon of Saturn) and a test body
of mass �; whose long-term behavior we wish to study. Furthermore, let us assume
that � � m � M; second, that all these bodies are moving in a fixed plane; and
third, that m is rotating on a circle (rather than on an ellipse) around the common
center of mass ofM and m:

The Hamiltonian for the motion of the test body� in presence of the gravitational
fields of m andM is thus

H
�
q; pI t� D p2

2�
� GM�

r
� Gm�

jq� rm.t/j : (14.22)

It is obvious that (14.22) is a time-dependent Hamiltonian. Now, according to our
assumption,m is supposed to move around the center of mass at the angular velocity
˝; so that it seems logical to eliminate the time dependence of H by making
a transformation to the comoving, rotating system. In this system, m is at rest. Then
the new conservative Hamiltonian reads

H.q; p/ D p2

2�
�˝p� � GM�

r
� Gm�

jq � rmj (14.23)

D H0.q; p/C "H1 ; (14.24)
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where

HmD0 � H0.q � r; p/ D 1

2�

�
p2r C

1

r2
p2�

�
�˝p� � GM�

r
(14.25)

and

"H1 D � Gm�

jq � rmj : (14.26)

Note that we have replaced q ! r as m ! 0 in (14.25). Neither t nor � appears
in (14.25), so that the two constants of motion are p� andH0: Equation (14.26) gives
the nonintegrable perturbation term in whichm plays the role of the small parameter.

Specifying the conserved quantities p� and H0; then a certain torus is defined.
The action variables J� and Jr in terms of p� and H0 are given as follows:

J� D 1

2	

Z 2	

0

p� d� D p� (14.27)

Jr D 1

2	

I
pr dr D 1

2	

I
dr

s
2�

�
H0 �˝J� C GM�

r

�
� J2�

r2
(14.28)

D �J� C GM�2p�2�.H0 C˝J�/
: (14.29)

The new Hamiltonian—relative to the rotating system—thus reads, as a function of
the action variables J� and Jr:

H0
�
Jr; J�

� D �˝J� � G2M2�3

2.Jr C J�/2
: (14.30)

Hence, the unperturbed Hamiltonian is a nonlinear function of the actions. For the
unperturbed frequencies we find, using !0i D @H0=@Ji:

!0r D G2M2�3

.Jr C J�/3
; !0� D �˝ C G2M2�3

.Jr C J�/3
: (14.31)

Here,

!� WD G2M2�3

.Jr C J�/3
(14.32)

is the frequency of the Kepler motion relative to the nonrotating coordinate system
in which the r- and �-motion have the same frequency (accidental degeneracy in the
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1=r-potential). Then we finally obtain

!0r D !� ; !0� D �˝ C !� : (14.33)

So the decision as to the regular or stochastic behavior of the motion of the problem
perturbed by "H1 depends on the following frequency ratio:

!0�

!0r
D 1 � ˝

!�
: (14.34)

The invariant tori are thus destroyed if the frequency ratio, ˝=!�; of the m- and
�-motion is rational. In fact, there are distributions of test bodies in the solar system
in which gaps between tori can be observed. This is the case for the asteroid belt
betweenMars and Jupiter. Here, the sun is the main body, and Jupiter, the perturbing
body. The test mass � is any asteroid. According to the KAM theorem, one should
expect gaps (instabilities) in the asteroid belt if the frequency of the asteroids and the
Jupiter frequency˝J are commensurate. These gaps were observed by Kirkwood in
1866 and are therefore called Kirkwood gaps. They occur at !�=˝J D 2; 3; 4

especially clearly, at !�=˝J D 3=2; 5=2; 7=2; less so.



Chapter 15
Poincaré Surface of Sections, Mappings

We consider a system with two degrees of freedom, which we describe in four-
dimensional phase space. In this (finite) space we define an (oriented) two-
dimensional surface. If we then consider the trajectory in phase space, we are
interested primarily in its piercing points through this surface. This piercing can
occur repeatedly in the same direction. If the motion of the trajectory is determined
by the Hamiltonian equations, then the nC 1-th piercing point depends only on the
nth. The Hamiltonian thus induces a mapping n ! n C 1 in the “Poincaré surface
of section” (PSS). The mapping transforms points of the PSS into other (or the
same) points of the PSS. In the following we shall limit ourselves to autonomous
Hamiltonian systems, @H=@t D 0; so that because of the canonicity (Liouville’s
theorem) the mapping is area-preserving (canonical mapping).

So let H.q1; q2; p1; p2/ D E D const. Then the motion is reduced to a three-
dimensional energy hypersurface. Now we can, for example, delete p2; since
this quantity can be expressed by the remaining three .q1; q2; p1/: In this three-
dimensional space we now construct the two-dimensional PSS, q2 D const. Here it
is advantageous to choose action variables rather than the original qi; pi: At this
moment, we are dealing with tori which are nested within each other. We may
say that phase space becomes foliated with different tori. Closed circles in the
PSS are indicative of integrable systems, because if there is another constant of
motion (in addition to the energy), then the piercing points always lie on a curve.
Conversely, a closed curve in the PSS indicates an additional conserved quantity. If
that conserved quantity does not—or no longer—exists (the torus is destroyed!) the
points wander around chaotically (stochastically) in the PSS.

The above approach (after Poincaré) of the study of mappings replaces the
integration of equations of motion. The development in time of the Hamiltonian
system will now be treated on the basis of a series of piercing points in the PSS.
This is an algebraic iteration method which, in the age of fast computers, has proven
especially advantageous in the iteration of nonlinear algebraic mappings.
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We return to our oscillator system with two degrees of freedom and a time-
independent Hamiltonian. Let the system be integrable:

H0 D H0
�
J1; J2

� D E : (15.1)

The Ji are constants of motion. Equation (15.1) reduces our motion to a three-
dimensional space, and fixing of one of the actions finally reduces the motion
process to a two-dimensional surface (torus). We parametrize this torus with the
help of the angle variables i:

1 D !1tC ˇ1 ; 2 D !2tC ˇ2 ; (15.2)

where the frequencies are determined according to

!i D @H0.J1; J2/

@Ji
: (15.3)

The trajectory then runs on the torus. We are particularly interested in the frequency
ratio ˛:

˛ D !1

!2
: (15.4)

If it holds that ˛ D r=s; with r and s relatively prime, then there is a common
frequency: after r rotations in 1, and s in 2, the trajectory returns to its initial point
of departure. If, however, ˛ is irrational, then the surface of the torus eventually
becomes densely filled with arbitrarily close-lying trajectories—like Lissajous
figures. The system is then only conditionally periodic. The condition for a periodic
solution (commensurability) is

m1!1 Cm2!2 D 0 � m � !.J/ : (15.5)

The time for one complete rotation in 2, i.e., the time between two piercings in the
PSS .J1; 1/ is

�t D 2	

!2
: (15.6)

Meanwhile, the angle in the PSS has progressed by �1:

�1 D !1�tD
.6/

!1

!2
2	 DW 2	˛�J1� : (15.7)

˛ D ˛.J1/ is termed the rotation or winding number. Since E is given and J1
was chosen fixed (PSS), J2 D J2.E; J1/ is also determined. Hence, everything, i.e.,
J2; !1; !2; ˛, can be expressed in terms of J1. In the following we shall suppress



15 Poincaré Surface of Sections, Mappings 187

the subscript 1 in J1. Then we obtain for our unperturbed problem (no angle in H0/
the mapping .J is conserved)

JnC1 D Jn ; (15.8)

nC1 D n C 2	˛
�
JnC1

�
; (15.9)

where it is useful to write JnC1 instead of Jn in the argument of ˛: The mapping
defined by (15.8, 15.9) is called twist mapping. The motion proceeds on the torus
defined by J.� J1/: The twist mapping is area-preserving; i.e., the Jacobian of the
transformation matrix is equal to one:

@
�
JnC1; nC1

�
@.Jn; n/

D

ˇ̌
ˇ̌
ˇ̌
ˇ̌

@JnC1
@Jn

@JnC1
@n

@nC1
@Jn

@nC1
@n

ˇ̌
ˇ̌
ˇ̌
ˇ̌ D 1 : (15.10)

Equation (15.10) is written as Poisson bracket in the .n; Jn/-basis as

@JnC1
@Jn

@nC1
@n

� @JnC1
@n

@nC1
@Jn

D ˚nC1; JnC1
�
n;Jn
D 1 :

The proof that (15.8, 15.9) is indeed area-preserving is given upon insertion into the
determinant (15.10):

ˇ̌
ˇ̌ 1 0

2	˛0 1

ˇ̌
ˇ̌ D 1 :

Now we are going to study systems which are almost integrable; i.e., we add
a perturbation term to H0:

H D H0.J/C "H1.J;�/ : (15.11)

In this case we have to modify the twist mapping. In the J1 � 1 PSS 2 D const.;
we get, instead, the perturbed twist mapping

JnC1 D Jn C "f
�
JnC1; n

�
(15.12)

nC1 D n C 2	˛
�
JnC1

�C "g�JnC1; n
�
; (15.13)

where f and g are supposed to be periodic in  ; i.e., the modified torus remains
periodic in  .� 1/:
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The following generating function F2 D F2.q � n; P � JnC1/ yields the
transformation equations (15.12, 15.13):

F2 D JnC1n„ƒ‚…
ident.

C2	A�JnC1
�C "G�JnC1; n

�
(15.14)

with

Jn D @F2
@n
D JnC1 C " @G

@n

or

JnC1 D Jn � " @G
@n

: (15.15)

Comparing (15.12) with (15.15) we obtain

f D � @G
@n

: (15.16)

Finally,  D @F2=@P also belongs to the transformation equations:

nC1 D @F2
@JnC1

D n C 2	 dA

dJnC1
C " @G

@JnC1
: (15.17)

If we compare (15.17) with (15.13), we obtain

˛ D dA

dJnC1
; (15.18)

g D @G

@JnC1
: (15.19)

Since we are still dealing with a Hamiltonian system, (15.12, 15.13) is naturally
area-preserving, since it holds that

@f

@JnC1
C @g

@n
D @

@JnC1

�
� @G
@n

�
C @

@n

�
@G

@JnC1

�
D 0 :

For many interesting mappings, g D 0 is valid and the function f is independent of
J: @f=@J D 0: Then (15.12, 15.13) takes on the form of the “radial” twist mapping:

JnC1 D Jn C "f
�
n
�
; (15.20)

nC1 D n C 2	˛
�
JnC1

�
: (15.21)
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Next we assume that we have a fixed point .J0; 0/ with period 1, i.e., corresponding
to one rotation in 2: Per definition, a fixed point is a point that is mapped into itself.
Let the winding number ˛.J0/ be an integer p; and f .0/ D 0: The radial twist
mapping then becomes simply

JnC1 D Jn D J0

nC1 D n C 2	p ; p 2 Z ; (15.22)

or

nC1 D n .mod 2	/

D 0 : (15.23)

In the J1 � 1 Poincaré S.S., we shall now linearize (15.21) near the fixed point
.J0; 0/; it then holds that, in direct proximity of the action J0 at the nth step,

Jn D J0 C�Jn : (15.24)

Then

�JnC1 D
.20/
�Jn C "f

�
n
�
; f

�
0
� D 0

nC1 D n C 2	Œ˛
�
J0
�

„ ƒ‚ …
multiple of 2	

Cd˛

dJ

ˇ̌
ˇ
J0
�JnC1�

D n C 2	 ˛0�J0�„ƒ‚…
D const.

�JnC1 .mod 2	/ : (15.25)

Here we have assumed that ˛.JnC1/ is a slowly changing function of the action. We
now define a new action In, according to

In WD 2	˛0�Jn : (15.26)

Then, from (15.24, 15.25) we obtain

InC1 D In C 2	˛0"f
�
n
�
; (15.27)

nC1 D n C InC1 .mod 2	/ : (15.28)
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This is the desired linearized radial twist mapping in the neighborhood of the fixed
point .J0; 0/; period 1, in the direction of 2. Instead of 2	˛0"f .n/ in (15.27), we
now use the product Kf �.n/:

K D 2	˛0"fmax (15.29)

f ��n� D f .n/

fmax
: (15.30)

K is called the “stochasticity parameter” and f �.n/measures the jump in the action
In ! InC1: The maximum value of f �.n/ is 1 because of the normalization (15.30):
f �.n/ 6 1: The thus definedmapping is called the “generalized standard mapping”:

InC1 D In C Kf ��n� ; (15.31)

nC1 D n C InC1 : (15.32)

Until now, f �.n/ has been a fairly general function. If we now simply choose sin n
for f �.n/; then we obtain the “standard mapping”:

InC1 D In C K sin n ; (15.33)

nC1 D n C InC1 : (15.34)

To conclude, we want to show how to transform the Hamiltonian development of
a system into a mapping and, vice versa, how a certain class of mappings can be
re-written into Hamiltonian form.

Let us begin by finding a mapping from a Hamiltonian. In particular, we again
consider the two-dimensional J1 � 1 PSS with 2 D const. Furthermore, let the
unperturbed problem ." D 0/with H0 D H0.J1; J2/ be solved. SinceH0 D const. D
E; when fixing one of the actions, for example, J1; the other, J2; can be expressed as
J2 D J2.J1;E/: So we find ourselves once again in the PSS of a 2-torus.

Now in analogy to Pp D �@H=@q with H D H0 C "H1.J1; J2; 1; 2/ and
@H0=@i D 0:

dJ1
dt
D �"@H1

@1
: (15.35)

If we go around the torus once in the direction 2; period T; then J1.� JnC1/ changes
by the amount

�J1 D �"
Z T

0

dt
@

@1
H1
�
JnC1 � J1; J2; n C !1t; 20 C !2t

�
: (15.36)
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Let us recall that J2; !1 and !2 are all determined by J1 � JnC1: Since �J1 is of
order "; we shall replace the arguments of H1 by those of H0; i.e., we integrate
@H1=@ along the unperturbed orbit. The jump in the action J1 (during a single
rotation around the torus in 2-direction) is thus

�J1
�
JnC1; n

� D JnC1 � Jn D
.12/
"f
�
JnC1; n

�
:

So we have determined "f in

JnC1 D Jn C "f
�
JnC1; n

�
: (15.37)

We still need the phase jump in the phase given by "g in

nC1 D
.13/
n C 2	˛

�
JnC1

�C "g�JnC1; n
�
: (15.38)

Here, ˛ is given. g can be obtained most conveniently from the requirement that the
perturbed twist mapping (15.37, 15.38) be area-preserving:

ˇ̌
ˇ̌@.JnC1; nC1/

@.Jn; n/

ˇ̌
ˇ̌ D 1 : (15.39)

If we apply (15.39) to (15.37, 15.38), we again obtain

@f

@JnC1
C @g

@n
D 0 ;

so that, by simple integration, we get

g
�
JnC1; n

� D �
Z n @f

@JnC1
d 0

n ; (15.40)

where f already has been identified. In this manner we can, in principle, generate
a mapping for any given Hamiltonian.

Now, conversely, we want to determine a Hamiltonian from a given mapping. For
this reason, let us imagine an infinite series of sharp spikes (kicks) along the t.� n/-
axis, represented by ı-functions at n D t D 0; ˙1; ˙2; : : : . Since this periodic
ı-function [period 1:ı1.n/] is even, its Fourier series reads:

ı1.n/ �
C1X

mD�1
ı.n� m/ D a0

2
C

1X
qD1

aq cos.2	qn/ ;
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or, since

a0
2
D
Z C1

�1
ı1.n/dn D 1 ; aq D 2

Z C1

�1
ı1.n/ cos.2	n/dn D 2 ;

ı1.n/ D 1C 2
1X
qD1

cos.2	qn/ : (15.41)

The iteration number n takes over the role of the time here. As mapping we take
the radial twist mapping (15.20, 15.21):�J D JnC1 � Jn D "f .n/; and because of
�n D 1; it holds that

�J

�n
D �J W dJ

dn
D "f ./ı1.n/ : (15.42)

The jumps in J D J.n/ are measured by "f .n/: Accordingly, it holds that

�

�n
D � W d

dn
D 2	˛.J/ ; (15.43)

where Jn and n are J.n/ and .n/ at n � 0; i.e., just before the “time” n: We now
write Eqs. (15.42) and (15.43) in the form of Hamilton’s equations of motion:

dJ

dt
� dJ

dn
D �@H

@
;

d

dt
� d

dn
D @H

@J
:

These equations can be integrated and yield

H D H.J;  I n/ D 2	
Z J

˛.J0/dJ0 � "ı1.n/
Z 

f . 0/d 0 : (15.44)

Note that H is nonautonomous with one degree of freedom. In this manner we
have reached our goal of constructing the appropriate Hamiltonian from a given
mapping—here, the radial twist mapping.

Another example is provided by the standard mapping (15.33, 15.34) that
corresponds to a Hamiltonian which we can construct, again with the help of the
periodic ı-function ı1.n/: For this reason, let us first replace J by I in (15.44) and
put

�I D InC1 � In D f ./ D K sin  ; (15.45)

and

� D nC1 � n D 2	˛.I/ D I : (15.46)
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Then we obtain for (15.44) (n � time)

H D
Z I

I0 dI0 � ı1.n/K
Z 

sin  0 d 0

D I2

2
C K cos 

C1X
mD�1

e2	 imn

D I2

2
C K

C1X
mD�1

cos. � 2	mn/ : (15.47)

At this point we want to draw attention to the fact that we are dealing here with
a periodically driven pendulumwhich displays both regular and stochastic behavior.
We can thus write (cf. 8.54)

H D p2'
2ml2

C V.'/ı1.n/

with

V.'/ D �mgl cos ' D �m!20 l2 cos' ; !20 D
g

l
;

so that

H D p2'
2ml2

� m!20 l
2 cos ' ı1.n/ : (15.48)

This Hamiltonian is that of a free rotator that is perturbed every second by a ı-type
kick. If we now set

H

ml2
D QH ;

p'
ml2
D I ;

then we obtain for (15.48)

QH D 1

2
I2 � !20 cos 'ı1.n/

D 2	
Z I

˛.I0/dI0 C !20ı1.n/
Z '

sin ' 0 d' 0 : (15.49)

From here, it obviously follows that (cf. 15.45, 15.46)

InC1 D In � K sin 'n ; K D !20 ; (15.50)

'nC1 D 'n C InC1 .mod 2	/ : (15.51)
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Replacing 'n! n D 'n � 	 we again make it possible for (15.50) to be written in
the form (15.45):

InC1 D In C K sin n :

Finally, we again use

ı1.n/ D
C1X

qD�1
e2	 iqn D 1C 2

1X
qD1

cos.2	qn/

and thus obtain

QH D QH.I; 'I n/ D 1

2
I2 � !20 cos '

C1X
qD�1

e2	 iqn

D
�
1

2
I2 � !20 cos '

�
� 2!20 cos '

1X
qD1

cos.2	qn/ :

(15.52)

This is indeed the Hamiltonian of a mathematical pendulum that is driven by an
external periodically acting force. K D !20 is the stochasticity parameter. If the
time n becomes increasingly shorter between the ı-kicks, i.e., goes to zero .n is
the fast parameter), then the graviational potential will be continuously turned on
and QH becomes H D p2'=2ml

2 � mgl cos'; i.e., the integrable Hamiltonian of the
mathematical pendulum.

If the time interval of the ı-kick gradually grows out of zero, the phase
space orbits of the new Hamiltonian deviate more and more from the integrable
HamiltonianH and ultimately exhibit stochastic behavior. In the case of sufficiently
small K D !20 ; however, the mapping (15.50, 15.51) is, according to the KAM
theorem, almost integrable; most of the orbits are still lying on invariant KAM
curves.

We now proceed with (15.47), and want to assume that  is a slow variable. We
again retain only the most important terms, m D 0; ˙1; and obtain to this order

H D I2

2
C K cos  C 2K cos  cos.2	n/ :

We have used the fact that

cos. � 2	n/C cos. C 2	n/ D 2 cos  cos.2	n/ :

Assuming that the third term on the right-hand side of H is a perturbation term
whose averaging over n vanishes, we obtain for the unperturbed Hamiltonian

H D I2

2
C K cos  ;
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i.e., the pendulum motion once again. The elliptic fixed point lies at I D 0;  D 	;
and the separatrix trajectory runs through  D 0;  D 2	: The libration frequency
in the vicinity of the elliptic point  D 	 is

!0 D K1=2

and the separatrix width is

�Imax D 2K1=2 :

Since the distance between the primary resonances ıI is equal to the period 2	 in
the case of the standard mapping, it holds for the ratios of the whole separatrix width
to the distance between the resonances that

2�Imax

ıI
D 4K1=2

2	
:



Chapter 16
The KAM Theorem

This theorem guarantees that, under certain assumptions, in the case of a perturba-
tion "H1.J;�/ with small enough "; the iterated series for the generator W.0i ; Ji/
converges (according to Newton’s procedure) and thus the invariant tori are not
destroyed. The KAM theorem is valid for systems with two and more degrees of
freedom. However, in the following, we shall deal exclusively with the case of two
degrees of freedom.

Thus, let an integrable Hamiltonian system H0.J1; J2/ be perturbed by a term
"H1.J1; J2; 1; 2/ which depends on the angle variables i: Then we know that
the convergence of the various perturbation series is destroyed by the presence of
the resonance condition

P2
iD1mi!i D 0 in the denominators (Poincaré’s problem

of small divisors). Nevertheless, under certain conditions concerning the ratio of
the unperturbed frequencies, numerous invariant tori .Ji; i/ survive a “moderate”
perturbation, albeit somewhat deformed.

Let us imagine these tori to be parametrized by �, where the relation between the
unperturbed and perturbed tori is given by

J D J0 C v.�; "/ ; (16.1)

� D �C u.�; "/ :

� is a generalized angle variable. The perturbation terms u and v are periodic in �

and vanish with " ! 0: P� D ! for " ! 0 are the unperturbed frequencies on the
torus.

The conditions which must be fulfilled in order for invariant tori to survive
a perturbation are:

1. Linear independence of the frequencies,

X
i

mi!i.J/ ¤ 0 ; mi 2 Z=f0g ; (16.2)
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over a certain region of J. !i.Ji/ are the components of ! D r JH0.J/; and the
mi are the components of the vectorm; thus, it should hold that m � !.J/ ¤ 0:

2. Existence of sufficiently numerous derivatives of H1; i.e., we require a certain
“softness” of the perturbation.

3. “Sufficiently large distance” from the resonance:

jm � !j > 
."/jmj�� ; 8m : (16.3)

Here, � depends on the number of degrees of freedom and the softness of the
perturbation term. 
 depends on " and the “nonlinearity” G of the unperturbed
Hamiltonian H0:

Since condition (3) cannot be fulfilled if 
."/ is too large, and—as we shall see—
grows with "; the smallness of the perturbation is a condition for the existence of
KAM tori.

In order to elucidate the terms “linear independence” and “moderate nonlinear-
ity”, the following examples may prove helpful.

We are familiar with the Hamiltonian for the uncoupled harmonic oscillator (in
two dimensions),

H0
�
J1; J2/ D H0

�
J1
�C H0

�
J2
� D !1J1 C !2J2 :

H0.J1; J2/ is a linear function of the action variables, and !i is independent of the
actions Ji; so that the frequencies are indeed constants:

@H0
@J1
D !1 D const. ;

@H0
@J2
D !2 D const.

Furthermore, it holds that

@2H0
@J2i

D @2H0
@Ji@Jk

D @!i

@Jk
D 0 ; i; k D 1; 2 :

The situation is different in the Kepler problem. There it is well known that for the
motion of a particle in a plane with polar coordinates .r; /; we have

H0 D � const.

.Jr C J /2
:

Here, H0.Jr; J / is obviously nonlinear in the action variables. Since H0 depends
only on the sum .Jr C J / (degeneracy), the frequencies are equal:

!i D ! D @H0
@Ji
D const.

.Jr C J /3
; i D r;  :
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Furthermore, the second derivatives are equal—but unequal to zero:

@2H0
@J2i

D @2H0
@Ji@Jk

D @!i

@Jk
D � const.

.Jr C J /4
¤ 0 :

Again, we shall limit ourselves in the following to a two-dimensional system and
shall assume from now on that the (unperturbed) frequencies of the two degrees of
freedom,

!i D @H0.J1; J2/

@Ji
; i D 1; 2

are functions of the action variables:

!i D !i
�
J1; J2

�
:

Let us assume that between the two degrees of freedom of our so far unperturbed
system commensurable frequencies

P
i mi!i.J1; J2/ D 0; mi 2 Z=f0g exist for

a certain pair .J1; J2/; e.g., !1.J1; J2/ D !2.J1; J2/; i.e., m1!1 C m2!2 D 0; with
m1 D �m2 D 1: Then, according to the KAM theorem, the invariant torus will be
destroyed after turning on the interaction "H1. Only those invariant tori for which
the !i are linear independent in the sense of (1) come into further consideration and
have a chance (if " is small enough) to survive a perturbation.

So let f .!1; !2/ D 0 be a general relation between the frequencies. We now
wish to establish which requirements have to be made regarding !i.Ji/ in order
to be led to noncommensurate frequencies. We do not want a relation of the kindP

i mi!i.J/ D 0 for all Ji: In other words, we are interested in finding a condition
for the linear independence of the frequencies,

X
i

mi!i
�
J1; J2

� ¤ 0 : (16.4)

To achieve this, we recall the functional dependence f D f Œ!1.J1; J2/; !2.J1; J2/� D
0 and construct

df D @f

@!1

�
@!1

@J1
dJ1 C @!1

@J2
dJ2

�
C @f

@!2

�
@!2

@J1
dJ1 C @!2

@J2
dJ2

�

D
�
@f

@!1

@!1

@J1
C @f

@!2

@!2

@J1

�
dJ1 C

�
@f

@!1

@!1

@J2
C @f

@!2

@!2

@J2

�
dJ2 D 0 :

8dJ1; dJ2
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From this, we obtain the following pair of equations:

@f

@!1

@!1

@J1
C @f

@!2

@!2

@J1
D 0 ;

@f

@!1

@!1

@J2
C @f

@!2

@!2

@J2
D 0 ;

or, written in matrix form:

0
BB@
@!1

@J1

@!2

@J1
@!1

@J2

@!2

@J2

1
CCA

0
BB@
@f

@!1
@f

@!2

1
CCA D 0 (16.5)

or

2X
kD1

�
@

@Ji
!k

�
@f

@!k
DW
�
@

@J
!

�
ik

@f

@!k

D �rJ!
� � r!f .!/ D 0 : (16.6)

From det .r J!/ ¤ 0 follows, as only solution, r!f D 0; i.e., @f=@!1 D 0 and
@f=@!2 D 0: Therefore, there is no valid relation for all Ji of the kind f .!1; !2/ D
m1!1 C m2!2 D 0; mi ¤ 0: Consequently, as necessary condition for the nonlinear
dependence of the frequencies, we obtain

det
�rJ!.J/

� D det

�
@!i

@Jk

�
D det

�
@2H0
@Ji@Jk

�
¤ 0 : (16.7)

Now let us turn on the interaction "H1 and assume a particular resonance behavior
f .!1; !2/ � r!1 � s!2 D 0 in the Fourier decomposition of "H1: This kind of
commensurability also leads to the destruction of the torus. Thus it is necessary
to formulate a nonlinearity condition for this case, too, in order not to completely
destroy the invariant torus. Here we can show that a weaker condition than (16.7)
prevails; required is only that the frequency !.J/ not be zero along the direction of
the actual change of J: For proof, we again consider the Hamiltonian

H D H0
�
J1; J2

�C "X
l;m

H.1/
lm

�
J1; J2

�
ei.l1�m2/ (16.8)

and choose a particular resonance l D r; m D s and !2=!1 D r=s; in other words,

f
�
!1; !2

�jres. D r P1 � s P2 D r!1 � s!2 D 0 ;
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from which we obtain

@f

@!1
D r ;

@f

@!2
D �s : (16.9)

At the point of resonance we get, with the help of the canonical equations,

PJ1 D � @H
@1
D �ir"H.1/

rs ei.r1�s2/ ;

PJ2 D � @H
@2
D �is"H.1/

rs ei.r1�s2/ ;

from which we derive

PJ1
PJ2
D dJ1

dJ2

ˇ̌
ˇ̌
ˇ
res

D � r
s
D �!2

!1
: (16.10)

Thus in a .J1; J2/-diagram, the direction of J at the location of the resonance is
parallel to m D f�r; sg � OJ; and since according to our assumption m � ! D 0; it
also holds that OJ � ! D 0: The unit vector OJ is normalized according to

OJ D � rp
r2 C s2

OJ1 C sp
r2 C s2

OJ2 :

So we obtain

0 D OJ � ! D OJ � r JH0.J/

D .�r/p
r2 C s2

@H0
@J1
C sp

r2 C s2
@H0
@J2

:

Together with 0 D f .!1; !2/ D r!1 � s!2; we then get for the frequencies:

!1 D � 1p
r2 C s2

@H0
@J1

; !2 D � 1p
r2 C s2

@H0
@J2

: (16.11)

We now use these expressions together with (16.9) in (16.5) and obtain, after some
trivial changes,

r
@2H0
@J21
� s

@2H0
@J1@J2

D 0 ;

r
@2H0
@J1@J2

� s
@2H0
@J22

D 0 :
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By multiplying the first equation by r; the second by .�s/ and then adding the two
equations, we finally get as sufficient condition for the nonlinearity:

r2
@2H0
@J21
� 2rs @

2H0
@J1@J2

C s2
@2H0
@J22

¤ 0 : (16.12)

We recall that in canonical perturbation theory, the Hamiltonian describing the
motion in the vicinity of a resonance is given by

� NH D 1
2
G
�
�OJ1

�2 � F cos O�1 :

Here, G is the nonlinearity parameter, i.e., our measure of the degree of linear
independence,

G
�OJi0� D @2 OH0

@OJ210
;

and F is the product of the strength of the perturbation, "; and the Fourier amplitude:

F D �2"H.1/
rs

�OJi0� :
We still want to show that the nonlinearity condition can also be derived from
canonical perturbation theory. To that end, we apply the generating function

F2 D
�
r1 � s2

�OJ1 C 2 OJ2 (16.13)

to the Hamiltonian

H D H0
�
J1; J2

�C "X
l;m

H.1/
lm

�
J1; J2

�
ei.l1�m2/ ; (16.14)

and obtain (in lowest order "/ in the new variables (13.10) rOJ1 D J1; : : : ; after
having expanded around the resonant value of the action and averaged over the fast
variables:

� NH D 1

2

@2 OH0
@OJ21

�
�OJ1

�2 C 2"H.1/
rs cos O1 : (16.15)
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(Here, again, we consider the case of accidental degeneracy, @2 OH0=@OJ21 ¤ 0/: Then
we find

0 ¤ @2 OH0
@OJ21

D @

@OJ1

2
664@
OH0
@J1

D r‚…„ƒ
@J1

@OJ1
C @ OH0
@J2

D �s‚…„ƒ
@J2

@OJ1

3
775

D @

@OJ1

�
r
@H0
@J1
� s

@H0
@J2

�

D r

�
@2H0
@J21

@J1

@OJ1
C @2H0
@J1@J2

@J2

@OJ1

�

� s

�
@2H0
@J1@J2

@J1

@OJ1
C @2H0

@J22

@J2

@OJ1

�

D r2
@2H0
@J21
� 2rs @

2H0
@J1@J2

C s2
@2H0
@J22

¤ 0 : (16.16)

The question that now arises is: “How far from zero” must we stay? For a fixed
"-value, one can estimate the required nonlinearity in G by assuming that the
deviation in the action �J1 is much smaller than the unperturbed action J0." D 0/:

Now �J1 D r�OJ1: For the half-width of the separatrix, we found j�OJ1j D
2.2"Hrs=G/1=2; so that for the total width we estimate

4r

�
2"Hrs

G

�1=2
� J0 (16.17)

or

G	 32r2."Hrs/

J20
: (16.18)

In this case, we find KAM curves.
We conclude by considering the fate of the tori with rational frequency ratios ˛ D

r=s after a perturbation has been switched on. For tori with sufficiently irrational
frequency ratio and small enough perturbation, we have made it plausible that these
are only deformed and remain otherwise stable (KAM curves). It would thus be
natural to suspect that for rational ˛ D r=s; where the KAM theorem fails, all the
tori would be destroyed. The circumstances of just how this happens are, however,
more complicated, as a theorem going back to Poincaré and Birkhoff shows.

For the unperturbed twist mapping (15.8, 15.9), we have seen that every point
on the circle, with ˛.J/ D r=s D rational, is a fixed point of the twist mapping
with period s (s D number of rotations along 2). Now the Poincaré–Birkhoff
Theorem states that even after switching on the perturbation, the now perturbed twist
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mapping (15.12, 15.13) still has fixed points, namely 2ks in number with k 2 N:Half
of these are elliptic (stable); the other half are hyperbolic (unstable) fixed points.
The simple proof of this theorem can be found in, for example, Lichtenberg and
Lieberman.



Chapter 17
Fundamental Principles of Quantum Mechanics

There are two alternative methods of quantizing a system:

(a) quantization via the Feynman Path Integral (equivalent to Schwinger’s Action
Principle);

(b) canonical quantization.

We shall favor the first method, which Feynman followed. Feynman, on his part,
was put on the right track by—none other, of course, than—Dirac.

The first step on the way to quantizing a system entails rewriting the problem in
Lagrangian form. We know from classical mechanics that this is a compact method
with which to derive equations of motion. Let us refresh our memory by considering
the one-dimensionalmotion of a particle along, say, the x-axis. Let the particle move
from the point in space–time A � .x1; t1/ to B � .x2; t2/: In classical mechanics,
the motion of a particle between A and B is described by the classical path x D Nx.t/;
which makes the action functional (for short: action) an extremum. We thus assign
a number, the action S; to each path leading from A to B:

S D S
˚
Œx.t/�I t1; t2

� D
Z t2

t1

dt L
�
x.t/; Px.t/I t� : (17.1)

Then the neighboring paths of the classical trajectory Nx.t/ are given by

x.t/ D Nx.t/C "y.t/ : (17.2)

The “perturbation” y.t/ around the classical path is arbitrary except for the boundary
conditions at the terminal times,

y
�
t1
� D 0 D y

�
t2
�
: (17.3)
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Besides, the time is not going to be varied. Then the action—considered as
a function of "

S."/ D
Z t2

t1

dt L
�Nx.t/C "y.t/; PNx.t/C "Py.t/I t� (17.4)

becomes extremal for " D 0: The necessary condition for S to become stationary is
therefore

0 D @S

@"

ˇ̌
ˇ̌
"D0
D
Z t2

t1

dt

�
@L

@x
y.t/C @L

@Px Py.t/
�
"D 0

D
�
@L

@Px y.t/
�t2
t1

C
Z t2

t1

dt

�
@L

@x
� d

dt

@L

@Px
�
"D 0

y.t/ : (17.5)

Since the surface term in (17.5) does not contribute, and y.t/ was chosen to be
arbitrary, we obtain the Euler–Lagrange equation for the classical motion of the
particle along the actual path Nx.t/:

@L

@x

ˇ̌
ˇ̌
Nx
� d

dt

@L

@Px
ˇ̌
ˇ̌
Nx
D 0 : (17.6)

Now we can start to quantize the theory. We begin with the important concepts of
transition amplitude and probability. The motion of a particle between x1 and x2
is described in Feynman’s quantum mechanical formulation by a phase-carrying
transition amplitude. Furthermore, all possible particle paths between x1 and x2
contribute to the transition amplitude.

One possibility of explaining the meaning of the complex-valued transition
amplitudes is provided by the well-known double-slit experiment. A double slit is
irradiated with a parallel beam of electrons. We designate the registration of an
electron at a point x of the detector (screen) as an event. Each event is assigned
a complex-valued transition amplitude �.x/ � hxj�i: The probability,W.x/; that an
electron will be found at point x is given by the square of the amplitude:

W.x/ D j�.x/j2 : (17.7)

The electron may, on its way to the detector, have taken path (1) or path (2) through
slit (1) or (2), respectively. However, one cannot order the particle to take a particular
path—through slit (1) or slit (2). Thus, there are two alternative paths which can lead
to event x: Each of them is characterized by a probability amplitude �1.x/ D hxj1i
and �2.x/ � hxj2i: The total amplitude then yields, by addition,

�.x/ � hxj�i D hxj1i h1j�i„ƒ‚…
DWa1

Chxj2i h2j�i„ƒ‚…
DWa2

D a1�1.x/C a2�2.x/ : (17.8)

ja1j2 is the probability for the particle to have been selected by slit (1); likewise,
for slit (2). Equation (17.8) is the well-known superposition principle of quantum
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mechanics which allows for interference effects. If we successively put up various
slit screens, we obtain a number of possible paths that the electron can take in order
to reach x: To each of these connecting paths, an amplitude is assigned, and the total
amplitude of the event x is given by multiplication, e.g.,

hxj�i Dhxj1ih1j
 X

n

jnihnj
!
j�i

C hxj2ih2j
 X

m

jmihmj
!
j�i C : : : : (17.9)

Now we have completed all preparations and can begin with the quantum mechani-
cal description of a propagating particle.

At time t1, we have a probability amplitude  .r1; t1/ of finding the particle at
the location r1: Similarly,  .r2; t2/ is the probability amplitude of the particle at the
location r2 at time t2:

With K.r2; t2jr1; t1/ we want to denote the transition amplitude for a particle that
is emitted at r1 at time t1, and is being detected at r2 at time t2:

If a particle is selected by a screen with openings r1 to be at .r1; t1/ with the
amplitude  .r1; t1/; then propagates, [i.e., is emitted at .r1; t1/ and goes to .r2; t2/,
which is described by the quantum mechanical amplitude K.r2; t2jr1; t1/], and then
is detected at .r2; t2/—amplitude  .r2; t2/—then, according to (17.9), the total
amplitude  .r2; t2/ reads

 
�
r2; t2

� D
Z

d3r1K
�
r2; t2jr1; t1

�
 
�
r1; t1

�
: (17.10)

integral equation, we shall show later on that it is completely equivalent to the
Schrödinger equation. Our main concern now is how to find K; the kernel of the
integral equation. So we have to study K.r2; t2jr1; t1/ more closely. K is also called
the Feynman propagator, and once we have found its explicit form, we can control
the dynamical development of the Schrödinger wave function.

In order to get from A.r1; t1/ to B.r2; t2/, the particle must have taken some
path C: Let �BAŒC� be the amplitude for the path of the particle going from A to
B along C: Then it holds that

K.BjA/ D
Z
ŒdC��BAŒC� ; (17.11)

where the integral (or the sum) has to be taken over all paths from A to B:Obviously,
the integral is very complicated, as infinitely many paths exist between A and B: The
right-hand side of (17.11) is called the Feynman path integral. A precise definition
of the path integral is anything but easy. Since we are interested in explicit examples,
we shall always write down in detail, wherever appropriate, the right-hand side
of (17.11), without considering the finer details of the existence of the path integral
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in general. Thus, we shall continue to use (17.11) in its naive form; for example,
when we allow all possible paths in the (x; t/-plane between two points a and b;
then the path integral is written as

K.b; a/ D
Z b

a
Œdx.t/��baŒx.t/� (17.12)

and the integral is taken over all possible paths from a to b:
We have until now reduced our problem to finding the amplitude �BAŒC�: But

one cannot determine this amplitude from a fundamental physical principle! We
shall therefore postulate �BAŒC� at first according to Dirac. Precisely here we again
come into contact with the Lagrangian formulation of classical mechanics. Let us
recall that we assigned a classical action to each path:

SŒC� D
Z t2

t1

dt L
�
r; PrI t� : (17.13)

Following an idea of Dirac’s (1933), Feynman uses the following expression for
�ŒC�:

�BAŒC� D e.i=„/SŒC� : (17.14)

With this we obtain the following formula for the Feynman propagator:

K
�
r2; t2I r1; t1

� D
Z r.t2/Dr2

r.t1/Dr1



dr.t/

�

� exp

�
i

„
Z t2

t1

dt L
�
r.t/; Pr.t/I t�

�
: (17.15)

We can see from this form of K D R
Œdr.t/� exp



iSŒr.t/�=„� that the phase is

constructed in such a way that in the classical limit, S 	 „; exactly the actual
classical particle path results, for the classical path is constructed in such a manner
that S does not change in first order in the vicinity of the classical trajectory; i.e., the
phase S=„ stays constant in an infinitesimal neighborhood of the classical path rcl.t/:
Outside of this vicinity of rcl.t/; the phase, in case Scl=„ 	 1; will change rapidly,
so that the corresponding amplitudes will be washed out by destructive interference.

Since the main contribution to the propagator comes from the infinitesimal strip
around the classical path, as first approximation it holds that in the classical limit
„ ! 0:

K
�
r2; t2I r1; t1

� � exp

�
i

„
Z t2

t1

dt L
�
rcl.t/; Prcl.t/I t

��
: (17.16)

For a typical classical problem, the strip is very “narrow”, but for a typical quantum
mechanical problem, the strip is very “wide”. Consequently, the classical path loses
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its meaning in a typical quantum mechanical situation, like, for example, the case
of an electron, in its orbit around the nucleus. The path of the electron is “smeared
out”.

Before using (17.15), let us point out another characteristic of the propagator K:
To this end we now keep x1 and t1 fixed, and consider K.x2; t2I x1; t1/ as a function
of x2 � x and t2 � t:

K.x1;t1/.x; t/ WD K
�
x; tI x1; t1

�
: (17.17)

This form makes it clear that K.x1;t1/.x; t/ is a (Schrödinger) probability amplitude
(wave function) of finding the particle at .x; t/: But we know very well where
the particle was located at time t D t1; namely at x D x1; i.e., for t D t1; the
amplitude is not smeared out. This can also be seen immediately from our integral
equation (17.10) for the Schrödinger wave function:

 
�
x2; t2

� D
Z

dx1 K
�
x2; t2I x1; t1

�
 
�
x1; t1

�
: (17.18)

For t � t2 D t1; we therefore obtain

 
�
x; t1

� D
Z

dx1 K
�
x; t1I x1; t1

�
 
�
x1; t1

�

which yields,

K
�
x; t1I x1; t1

� D ı�x � x1
�
: (17.19)

A comparison with (17.17) shows clearly that K.x1;t1/.x; t/ reduces to a ı-function
for t D t1:

K.x1;t1/.x; t/jtDt1 D ı
�
x � x1

�
:

Since K.x1;t1/.x; t/ is now a Schrödinger wave function itself, it has to satisfy the
integral equation (17.10):

K
�
x3; t3I x1; t1

� D
Z C1

�1
dx2 K

�
x3; t3I x2; t2

�
K
�
x2; t2I x1; t1

�
: (17.20)

Thus we have derived the important group property for propagators. In general we
can write Œb WD .xb; tb/; a D .xa; ta/]

K.b; a/ D
Z C1

�1
dxN�1 : : :

Z C1

�1
dx1 K.b;N � 1/

� K.N � 1;N � 2/ : : : K.2; 1/K.1; a/ : (17.21)

Note that the intermediate times ti are not integrated over.



Chapter 18
Functional Derivative Approach

Let us now leave the path integral formalism temporarily and reformulate operatorial
quantum mechanics in a way which will make it easy later on to establish the
formal connection between operator and path integral formalism. Our objective is
to introduce the generating functional into quantum mechanics. Naturally we want
to generate transition amplitudes. The problem confronting us is how to transcribe
operator quantum mechanics as expressed in Heisenberg’s equation of motion into
a theory formulated solely in terms of c-numbers. This can be achieved either by
Schwinger’s action principle or with the aid of a generation functional defined as
follows:

hq2; t2 j q1; t1iQ;P D hq2; t2 j T
�
e

i
„

R t2
t1

dt.Q.t/p.t/CP.t/q.t//� j q1; t1i : (18.1)

HereQ.t/ and P.t/ stand for arbitrary c-number functions (“sources”) and T denotes
the time-ordering operation with respect to the Heisenberg operators q.t/ and p.t/.
When acting on a string of operators with different time arguments it orders the
operators in such a way that the time arguments increase from the right to the left.
The exponential in (18.1) should be interpreted as a power series, and in each term
T acts according to the above rule:

Te
R �2
�1

dtA.t/ �
1X
nD0

1

nŠ

Z �2

�1

dt1 : : :
Z �2

�1

dtnTA.t1/ : : :A.tn/: (18.2)

The advantage offered by the introduction of external sources is that any number of
operators between brackets can be generated by a simple functional differentiation,
e.g.,

hq2; t2 j q.t/ j q1; t1i D „
i

ı

ıP.t/
hq2; t2 j q1; t1iQ;P jQDPD0;

(18.3)
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hq2; t2 j p.t/ j q1; t1i D „
i

ı

ıQ.t/
hq2; t2 j q1; t1iQ;P jQDPD0

(18.4)

or, somewhat more generally:

hq2; t2 j TFŒq; p� j q1; t1i D F

�„
i

ı

ıP
;
„
i

ı

ıQ

�
hq2; t2 j q1; t1iQ;P jQDPD0; (18.5)

where FŒq; p� is any functional of q.t/ and p.t/. To be more specific, let us consider
the two-point function

hq2; t2 j T.q.t/q.t0// j q1; t1i D „
i

ı

ıP.t/

„
i

ı

ıP.t0/
hq2; t2 j q1; t1iQ;P jQDPD0 :

(18.6)
s

The LHS contains the time-ordering operation, which is given by

hq2; t2 j T.q.t/q.t0// j q1; t1i D hq2; t2 j q.t/q.t0/ j q1; t1i.t � t0/

C hq2; t2 j q.t0/q.t/ j q1; t1i.t0 � t/;

(18.7)

where the step function .t/ is defined by

.t/ D
�
1; t > 0
0; t < 0:

The functional derivative referred to above is the limiting process

ıFŒQ�

ıQ.t/
D lim

"!0

1

"

�
FŒQ.t0/C "ı.t� t0/� � FŒQ.t0/�

�
: (18.8)

Here we list a few examples:

(a) FŒQ� D
Z

Q.t0/f .t0/dt0;
ıFŒQ�

ıQ.t/
D f .t/:

(18.9)

Note
ıQ.t0/
ıQ.t/

D ı.t0 � t/: (18.10)



18 Functional Derivative Approach 213

(b) FŒQ� D e
R
Q.t0/f .t0/dt0 ;

ıFŒQ�

ıQ.t/
D f .t/e

R
Q.t0/f .t0/dt0 :

(18.11)

(c) FŒQ� D e
R
dt0dt00Q.t0/A.t0;t00/Q.t00/

ıFŒQ�

ıQ.t/
D
�Z

dt00A.t; t00/Q.t00/C
Z

dt0Q.t0/A.t0; t/
�
e
R
QAQ:

(18.12)

Our main goal is to rewrite Heisenberg’s operator quantummechanics equations into
a coupled set of c-number functional differential equations. For this reason we start
with the Hamiltonian operator H D H

�
q.t/; p.t/

�
and write Heisenberg’s equations

of motion for the operators q.t/ and p.t/ as

Pq.t/ D @H.q.t/; p.t//

@p.t/
;

Pp.t/ D �@H.q.t/; p.t//
@q.t/

: (18.13)

In the following we want to keep the c-number sources, i.e., we do not set them
equal to zero after functional differentiation. Thus we write

ha2; t2 j a1; t1iQ;P D ha2; t2 j T
�
e

i
„

R t2
t1

dtŒQ.t/p.t/CP.t/q.t/�� j a1; t1i (18.14)

and obtain

ha2; t2 j q.t/ j a1; t1iQ;P D „
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;P

ha2; t2 j p.t/ j a1; t1iQ;P D „
i

ı

ıQ.t/
ha2; t2 j a1; t1iQ;P (18.15)

or, more generally

ha2; t2 j TFŒq.t/; p.t/� j a1; t1iQ;P D F

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�
ha2; t2 j a1; t1iQ;P:

(18.16)

Now we operate with the time derivative upon the RHS of (18.15):

d

dt

„
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;P D d

dt
ha2; t2 j T

�
q.t/e

i
„

R t2
t1

dt0.QpCPq/� j a1; t1i

D d

dt
ha2; t2 j T

�
e

i
„

R t2
t dt0.QpCPq/

�
q.t/T

�
e

i
„

R t
t1
dt0.QpCPq/� j a1; t1i
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D ha2; t2 j T
�
e

i
„

R t2
t dt0.QpCPq/

� Pq.t/„ƒ‚…
D @H

@p

T
�
e

i
„

R t
t1
dt0.QpCPq/� j a1; t1i

C ha2; t2 j T
�
e

i
„

R t2
t �� 
q.t/; i

„ .Q.t/p.t/C P.t/q.t//
�

„ ƒ‚ …
D�Q.t/

T
�
e

i
„

R t
t1 �� j a1; t1i

D ha2; t2 j T
�@H.q.t/p.t//

@p.t/
e

i
„

R t2
t1

dt.QpCPq/� j a1; t1i
� Q.t/ha2; t2 j T

�
e

i
„

R t2
t1

dt.QpCPq/� j a1; t1i
D @H

@p

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�
ha2; t2 j a1; t1iQ;P � Q.t/ha2; t2 j a1; t1iQ;P:

So we obtain with the aid of the equations of motion and the equal-time commuta-
tion relation Œq.t/; p.t0/�t0Dt D i„ the functional differential equation

d

dt

„
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;P D @H

@p

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�
ha2; t2 j a1; t1iQ;P

�Q.t/ha2; t2 j a1; t1iQ;P: (18.17)

Similarly,

d

dt

„
i

ı

ıQ.t/
ha2; t2 j a1; t1iQ;P D �@H

@q

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�
ha2; t2 j a1; t1iQ;P

C P.t/ha2; t2 j a1; t1iQ;P: (18.18)

This set of coupled functional differential equations for the transition amplitude
ha2; t2 j a1; t1iQ;P can obviously be obtained by replacing in Heisenberg’s equations
of motion

q.t/!„
i

ı

ıP.t/
; (18.19)

p.t/!„
i

ı

ıQ.t/
(18.20)

and adding the source terms as done in (18.17) and (18.18).
Now we turn to the solution of our system of equations as expressed in (18.17)

and (18.18), and begin with the simplified free situation H D 0. The corresponding
functional equations are then reduced to

d

dt

„
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;PHD0 D �Q.t/ha2; t2 j a1; t1iQ;PHD0; (18.21)
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d

dt

„
i

ı

ıQ.t/
ha2; t2 j a1; t1iQ;PHD0 D P.t/ha2; t2 j a1; t1iQ;PHD0 (18.22)

or, if we divide both sides by ha2; t2 j a1; t1iQ;PHD0,

d

dt

„
i

ı

ıP.t/
log ha2; t2 j a1; t1iQ;PHD0 D �Q.t/; (18.23)

d

dt

„
i

ı

ıQ.t/
log ha2; t2 j a1; t1iQ;PHD0 D P.t/: (18.24)

In a moment we will choose some particular quantum numbers for our brackets.
Without any further specification we can show, however, that the interacting
transformation amplitude can be solved in terms of the free theory by

ha2; t2 j a1; t1iQ;PH

D exp

(
� i

„
Z t2

t1

dtH

 
„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

!)
ha2; t2 j a1; t1iQ;PHD0: (18.25)

Let us prove this statement by constructing

d

dt

„
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;PH

D exp

(
� i

„
Z t2

t1

dtH

 
„
i

ı

ıP
;
„
i

ı

ıQ

!)
d

dt

„
i

ı

ıP.t/
ha2; t2 j a1; t1iQ;PHD0

D exp

(
� i

„
Z t2

t1

dtH

 
„
i

ı

ıP
;
„
i

ı

ıQ

!)
.�Q.t/ha2; t2 j a1; t1iQ;PHD0/

D
�
�Q.t/C @H

@p

�„
i

ı

ıP
;
„
i

ı

ıQ

��
exp

�
i

„
Z t2

t1

H.: : :/


ha2; t2 j a1; t1iQ;PHD0

D
�
@H

@p

�„
i

ı

ıP
;
„
i

ı

ıQ

�
�Q.t/

�
ha2; t2 j a1; t1iQ;PH : (18.26)

In the last line of (18.26) we arrived at the RHS of (18.17), as it should be. Here we
used the result of the following calculation:

�
e� i

„

R t2
t1

dt0H.t0/Q.t/e
i
„

R t2
t1

dt0H.t0/
	
e� i

„

R t2
t1

dt0H.t0/ha2; t2 j a1; t1iQ;PHD0„ ƒ‚ …
D �

D
�
1 � i

„
Z t2

t1

dt0H.t0/C : : :
�
Q.t/

�
1C i

„
Z t2

t1

dt0H.t0/C : : :
�
�
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D
(
Q.t/ � i

„
Z t2

t1

dt0
�
H

�„
i

ı

ıP.t0/
;
„
i

ı

ıQ.t0/

�
;Q.t/

�
„ ƒ‚ …

D�i„ @
@p.t0/

H
h

„

i
ı

ıP.t0/
; „

i
ı

ıQ.t0/

i
ı.t�t0/

C0
)
�

D
�
Q.t/ � @H

@p

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�
e� i

„

R t2
t1

dtH.t/ha2; t2 j a1; t1iQ;PHD0„ ƒ‚ …
Dha2;t2ja1;t1iQ;PH

:

In arriving at this result we made use of

�
ı

ıP
;Q

�
D 0;

�
ı

ıQ.t/
;Q.t0/

�
D ı.t � t0/:

At this stage we return to the H D 0 case as contained in Eqs. (18.23) and (18.24).
These can be solved with the ansatz

log ha2; t2 j a1; t1iQ;PHD0

D i

„
�Z t2

t1

d�Q.�/
Z �

t1

d�P.�/C A
Z t2

t1

dtQ.t/C B
Z t2

t1

dtP.t/C C


; (18.27)

where A, B, C are constants of integration which do not depend on the source
functions Q.t/ and P.t/. We can fix the particular values for A, B, C by selecting
specific base states for our brackets. Here we choose the mixed representation
hq2; t2 j p1; t1iQ;P and formulate our initial conditions in terms of the equations

„
i

ı

ıQ.t1/
log hq2; t2 j p1; t1iQ;PHD0 D p.t1/ D p1; (18.28)

„
i

ı

ıP.t2/
log hq2; t2 j p1; t1iQ;PHD0 D q.t2/ D q2; (18.29)

hq2; t2 j q1; t1iQDPD0
HD0 D hq2; t2 j p1; t1i D 1

.2	„/ 12
e

i
„
q2p1 : (18.30)

When these conditions are employed in the above ansatz (18.27), we obtain

A D p1; B D q2;

C D q2p1 C „
i

1

2
log.2	„/:
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This result enables us to rewrite (18.27) more specifically as

hq2; t2 j p1; t1iQ;PHD0 D
1

.2	„/ 12
exp

(
i

„

" Z t2

t1

d�Q.�/
Z �

t1

d�P.�/C

C p1

Z t2

t1

dtQ.t/C q2

Z t2

t1

dtP.t/C q2p1

#)
: (18.31)

Now let us consider the free particle as a simple example. To evaluate the
transformation amplitude hq2; t2 j p1; t1iQ;PHDp2=2m

, we have to operate with

exp

(
� i

„
Z t2

t1

dt
1

2m

�„
i

ı

ıQ.t/

�2)
on hq2; t2 j p1; t1iQ;PHD0:

Now the functional operation „
i

ı
ıQ.t/ on hq2; t2 j p1; t1iQ;PHD0 yields the shift

„
i

ı

ıQ.t/
hq2; t2 j p1; t1iQ;PHD0 D

�
p1 C

Z t

t1

d�P.�/

�
hq2; t2 j p1; t1iQ;PHD0 (18.32)

so that the transformation amplitude for the free particle is given by

hq2; t2 j p1; t1iQ;P
HD p2

2m

D exp

(
� i

„
Z t2

t1

dt
1

2m

�„
i

ı

ıQ.t/

�2)
hq2; t2 j p1; t1iQ;PHD0

D exp

(
� i

„
Z t2

t1

dt
1

2m

�
p1 C

Z t

t1

d�P.�/

�2)
hq2; t2 j p1; t1iQ;PHD0

D 1

.2	„/ 12
exp

(
i

„
Z t2

t1

dt

"
Q.t/

�Z t

t1

d�P.�/C p1

�
C q2P.t/

� 1

2m

�
p1 C

Z t

t1

d�P.�/

�2 #
C i

„q2p1
)
: (18.33)

Setting Q.t/ � 0, i.e., H D p2=2m� q.t/P.t/, we obtain

hq2; t2 j p1; t1iP
HD p2

2m

D 1

.2	„/ 12
exp

(
i

„q2
�Z t2

t1

dtP.t/C p1

�

� i

„
1

2m

Z t2

t1

dt

�
p1 C

Z t

t1

d�P.�/

�2 )
(18.34)
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and for Q � 0 � P, we rediscover the well-known result,

hq2; t2 j p1; t1iQDPD0
HD p2

2m

D 1

.2	„/ 12
e

i
„
q2p1� i

„

p21
2m .t2�t1/: (18.35)

Let us now return to the general discussion. Our aim is to construct a formal solution
of the functional differential equations (18.17) and (18.18) in terms of a path
integral. In order to be precise, we choose the labels a1 and a2 to represent position
eigenstates, and we try to calculate the transition matrix element hq2; t2 j p1; t1iQ;PH
for an arbitrary Hamiltonian H. We shall start with H � 0 and use Eq. (18.25) later
on to obtain the matrix element for an arbitrary H. The argument consists of the
following four steps:

(i) We convert the mixed q–p matrix element (18.31) to a q–q matrix element by
inserting a complete set of momentum eigenstates and using (18.30):

hq2; t2 j q1; t1iQ;PHD0 D
Z C1

�1
dp1hq2; t2 j p1; t1iQ;PHD0hp1; t1 j q1; t1i

D 1

.2	„/ 12
Z C1

�1
dp1hq2; t2 j p1; t1iQ;PHD0 e

� i
„
p1q1 :

(18.36)

Employing (18.31) in (18.36), the momentum integral leads to a ı-function, and
the q–q matrix element reads:

hq2; t2 j q1; t1iQ;PHD0 D ı
�
q2 � q1 C

Z t2

t1

d�Q.�/

�

� exp
�
i

„
�Z t2

t1

d�Q.�/
Z �

t1

d�P.�/C q2

Z t2

t1

d�P.�/

�
:

(18.37)

(ii) We reproduce the amplitude (18.37) by an integral over paths in phase space,
.q.t/; p.t//; t 2 Œt1; t2�. It reads:

hq2; t2 j q1; t1iQ;PHD0 D
Z q.t2/Dq2

q.t1/Dq1

Œdq.t/�
Z
Œdp.t/�

� exp
�
i

„
Z t2

t1

dt Œp.t/Pq.t/C Q.t/p.t/C P.t/q.t/�


: (18.38)

Here we only give a formal proof of Eq. (18.38); for a more rigorous treatment
we refer to the literature. Note that the integration over the momenta p.t/ is not
subject to any restrictions. Therefore we can easily perform the integrations which
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are implied by the measure

Z
Œdp.t/� �

Y
t2Œt1;t2�

Z C1

�1
dp.t/ : (18.39)

Because the exponential appearing in (18.38) contains p.t/ linearly, the integral
factorizes into an infinite product of delta functions:

Y
t

�Z C1

�1
dp.t/e

i
„

R t2
t1

dtŒPq.t/CQ.t/�p.t/

D N

Y
t

ı.Pq.t/C Q.t//

� N ıŒPqC Q� : (18.40)

As a consequence,

hq2; t2 j q1; t1iQ;PHD0 D N

Z q.t2/Dq2

q.t1/Dq1

Œdq.t/�ıŒPqC Q�

� exp
�
i

„
Z t2

t1

dtP.t/q.t/


: (18.41)

The normalization factorN is ill defined a priori. We shall fix it by the requirement
hq2; t j q1; ti D ı.q2� q1/ later on. The remaining functional integral (18.41) is over
paths in coordinate space only. Because of the “delta functional” ıŒPq C Q�, only
paths satisfying

Pq.t/ D �Q.t/ (18.42)

can contribute. At most one single path exists which satisfies (18.42) and is
consistent with the boundary conditions. Solving (18.42) subject to q.t2/ D q2,
one finds

q.t/ D q2 C
Z t2

t
d�Q.�/: (18.43)

The second boundary condition q.t1/ D q1 is satisfied only if the triple .q1; q2;Q.�//
is such that

q2 � q1 C
Z t2

t1

d�Q.�/ D 0: (18.44)
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This implies that the path integral (18.41) is proportional to a delta function
enforcing equation (18.44):

hq2; t2 j q1; t1iQ;PHD0 D QN ı

�
q2 � q1 C

Z t2

t1

d�Q.�/

�

� exp
�
i

„
Z t2

t1

dtP.t/

�
q2 C

Z t2

t
d�Q.�/

�
: (18.45)

We fix the new normalization constant QN as QN D 1, because this yields the correct
normalization hq2; t j q1; tiQ;PHD0 D ı.q2 � q1/. If we note that

Z t2

t1

d�Q.�/
Z �

t1

d�P.�/ D
Z t2

t1

dtP.t/
Z t2

t
d�Q.�/ (18.46)

we see that Eq. (18.45) is precisely the same expression as matrix element (18.37).
This completes the proof that the phase space path integral (18.38) provides
a representation of the transition matrix element (18.37), i.e., that this path integral
is a formal solution of the functional differential equations (18.17) and (18.18) for
H D 0.
(iii) So far we have dealt with the case H � 0. Now we allow for a generic

Hamiltonian H and derive the corresponding phase space path integral. This
is most easily done by using Eq. (18.25). If we insert (18.38) on its RHS and
interchange the functional integration with the differentiation with respect to
the sources, we arrive at

hq2; t2 j q1; t1iQ;PH D
Z q.t2/Dq2

q.t1/Dq1

Œdq.t/�
Z
Œdp.t/� exp

�
i

„
Z t2

t1

dtpPq


� exp
�
� i

„
Z t2

t1

dtH

�„
i

ı

ıP.t/
;
„
i

ı

ıQ.t/

�

� exp
�
i

„
Z t2

t1

dt ŒQ.t/p.t/C P.t/q.t/�


: (18.47)

When acting on the last exponential in (18.47), we may replace the derivatives
�i„ı=ıP.t/ and �i„ı=ıQ.t/ by q.t/ and p.t/, respectively. This can be shown by
a power series expansion of the exponential and the rules of functional differentia-
tion. Hence we obtain as our final result for the matrix element in presence of the
sources P and Q, and for an arbitrary Hamiltonian H:

hq2; t2 j q1; t1iQ;PH D
Z q.t2/Dq2

q.t1/Dq1

Œdq.t/�
Z
Œdp.t/�

� exp
�
i

„
Z t2

t1

dt Œp.t/Pq.t/ � H.q.t/; p.t//C Q.t/p.t/C P.t/q.t/�


: (18.48)
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The propagation kernel K introduced earlier is a special case of (18.48). It is
obtained by setting Q and P equal to zero: K.q2; t2I q1; t1/ � hq2; t2 j q1; t1iH .
This leads us to the important result that K is given by the following phase space
integral:

K.q2; t2I q1; t1/ D
Z q.t2/Dq2

q.t1/Dq1

Œdq.t/�
Z
Œdp.t/�

� exp
�
i

„
Z t2

t1

dt Œp.t/Pq.t/ �H.q.t/; p.t//�


: (18.49)

(iv) What is the relation between the phase space integral (18.49) and the position
space (or, more precisely, configuration space) path integral (16.15), which we
discussed earlier? To answer this question we define a functional QSŒq.t/� by the
following momentum path integral:

exp

�
i

„
QSŒq.t/�

�
�
Z
Œdp.t/� exp

�
i

„
Z t2

t1

dt fp.t/Pq.t/ � H.q.t/; p.t//g
�

(18.50)

so that (18.49) becomes

K.q2; t2I q1; t1/ D
Z q.t2/Dq2

q.t1/Dq1

Œdq.t/� exp

�
i

„
QSŒq.t/�

�
: (18.51)

Obviously the path integral (18.51) coincides with (16.15) only if we can show
that QS equals the conventional action S, the one related to H by the usual Legendre
transform. From (18.50) it is clear that the equality QSŒq.t/� D SŒq.t/� cannot hold
true, however, for an arbitrary Hamiltonian. It is true, however, for all Hamiltonians
which have a “natural” kinetic term proportional to p2. If we make the ansatz

H D p2

2m
C V.q/; (18.52)

the momentum integral (18.50) becomes Gaussian and can be solved by completing
the square in the exponent:

Z
Œdp.t/� exp

�
i

„
Z t2

t1

dt

�
p.t/Pq.t/ � p.t/2

2m

�

D const. � exp
�
i

„
Z t2

t1

dt
1

2
mPq.t/2

�
: (18.53)
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This means that, up to an irrelevant constant,1

QSŒq� D
Z t2

t1

dt
�m
2
Pq2 C V.q/

	
D SŒq�: (18.54)

In the sequel we shall primarily consider systems with Hamiltonians of the
type (18.52). For them the functional QS in the configuration space path inte-
gral (18.51) is indeed the same as the classical action, and Feynman’s for-
mula (16.15)may be used. However, it is important to keep in mind that for a generic
momentum dependence of H, QS might differ from S.

1Rather than keeping track of naively divergent constants of this sort, we shall determine the overall
normalization of K from the condition (17.19) when we discuss concrete examples.



Chapter 19
Examples for Calculating Path Integrals

We now want to compute the kernel K.b; a/ for a few simple Lagrangians. We have
already found for the one-dimensional case that

K
�
x2; t2I x1; t1

� D
Z x.t2/Dx2

x.t1/Dx1

Œdx.t/� e.i=„/S (19.1)

with

S D
Z t2

t1

dt L.x; PxI t/ :

First we consider a free particle,

L D mPx2=2 ; (19.2)

and represent an arbitrary path in the form,

x.t/ D Nx.t/C y.t/ : (19.3)

Here, Nx.t/ is the actual classical path, i.e., solution to the Euler–Lagrange equation:

@L

@x

ˇ̌
ˇNx D �

d

dt

@L

@Px
ˇ̌
ˇPNx D 0 D RNx : (19.4)

For the deviation from the classical path, y.t/; it holds that

y
�
t1
� D 0 D y

�
t2
�
: (19.5)
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Now let us substitute

x.t/ D Nx.t/C y.t/ ;

Px.t/ D PNx.t/C Py.t/

in L.Px/ D mPx2=2 and expand the Lagrangian around PNx:

L.Px/ D L.PNxC Py/ D L.PNx/C @L

@Px
ˇ̌
ˇPNxPyC

1

2

@2L

@Px@Px
ˇ̌
ˇPNx Py2 : (19.6)

This expansion is exact, i.e., terminates with the term of second order, since L is
quadratic in Px. Hence, we can write the action in the following form:

S D
Z t2

t1

dt

�
L.PNx/C @L

@Px
ˇ̌
ˇPNx PyC

1

2

@2L

@Px@Px
ˇ̌
ˇPNxPy2

�
: (19.7)

Using

Z t2

t1

dt
@L

@Px
ˇ̌
ˇPNxPy D

�
@L

@Px
ˇ̌
ˇPNxy.t/

�t2
t1

�
Z t2

t1

dt
d

dt

�
@L

@Px
ˇ̌
ˇPNx
�

„ ƒ‚ …
DmRNxD 0

y

Scl D
Z t2

t1

dt L.PNx/ ; @2L

@Px@Px
ˇ̌
ˇ̌
PNx
D m D const.

we finally get

S D Scl C m

2

Z t2

t1

dt Py2 (19.8)

and thus, for the kernel:

K
�
x2; t2I x1; t1

� D eiSclŒNx�=„
Z y.t2/D0

y.t1/D0
Œdy.t/� exp

�
i

„
Z t2

t1

dt
m

2
Py2
�
: (19.9)

Here we have used

Œdx.t/� D
ˇ̌
ˇ̌ıx.t/
ıy.t/

ˇ̌
ˇ̌Œdy.t/� D

.3/
Œdy.t/� :

The classical action for a free particle was worked out in (4.32):

Scl D m

2

.x2 � x1/2

t2 � t1
: (19.10)
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Equation (19.9) thus yields for the kernel

K
�
x2; t2I x1; t1

� D exp

�
i

„
m

2

.x2 � x1/2

t2 � t1

� Z y.t2/D0

y.t1/D0
Œdy.t/�

� exp

�
i

„
Z t2

t1

dt
m

2
Py2.t/

�
: (19.11)

Later we shall calculate the path integral in (19.11) explicitly. Here we want to apply
a trick which makes use of the group property (17.20). First of all, the path integral
over y.t/ in (19.11) is independent of x1 and x2: Its value can thus depend only on
t1 and t2; and since the entire problem is time-translation invariant, (conservation of
energy!), the value of the path integral is only a function of the time difference, i.e.,

A
�
t2 � t1

� WD
Z 0

0

Œdy.t/� exp

�
i

„
Z t2

t1

dt
m

2
Py2
�
: (19.12)

So we get

K
�
x2; t2I x1; t1

� D A
�
t2 � t1

�
exp

�
i

„
m

2

.x2 � x1/2

t2 � t1

�
: (19.13)

To determine A.t/ we make use of the group property (17.20), which reads for t1 D
t2.� t/:

ı
�
x2 � x1

� D K
�
x2; tI x1; t

�

D
Z C1

�1
dxK

�
x2; tI x; 0

�
K
�
x; 0I x1; t

�
; H D p2

2m

D
Z C1

�1
dxK

�
x2; tI x; 0

�
K��x1; tI x; 0� :

Here we substitute

K
�
x2; tI x; 0

� D A.t/ e.i=„/Scl.x2:tIx;0/ ;

K��x1; tI x; 0� D A�.t/ e.�i=„/Scl.x1;tIx;0/ :

Hence we can continue to write

ı
�
x2 � x1

� D
Z C1

�1
dxjA.t/j2 e.i=„/ŒScl.x2;tIx;0/�Scl.x1;tIx;0/� :
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The exponential can also be written as .x2 D x1 C�x/

Scl
�
x1 C�x; tI x; 0

� � Scl
�
x1; tI x; 0

� D @Scl.x1; tI x; 0/
@x1

�x„ƒ‚…
D .x2�x1/

; �x! 0 ;

where

@Scl.x1; tI x; 0/
@x1

D @

@x1

�
m

2

.x1 � x/2

t

�
D m

t

�
x1 � x

�

or

˛.x/ WD @Scl.x1; tI x; 0/
@x1

D m

t

�
x1 � x

�
:

Note that ˛.x/ is a linear function of x; so that d˛=dx is independent of x:With this
information, we can continue to write

ı
�
x2 � x1

� D
Z C1

�1
d˛

ˇ̌
ˇ̌ dx
d˛

ˇ̌
ˇ̌jA.t/j2 e.i=„/˛.x/.x2�x1/

D
Z C1

�1
d˛

2	„ e
.i=„/˛.x2�x1/

„ ƒ‚ …
D ı.x2�x1/

2	„jA.t/j2
jd˛=dxj ;

so that we obtain

jA.t/j2 D 1

2	„
ˇ̌
ˇ̌d˛
dx

ˇ̌
ˇ̌ D 1

2	„
ˇ̌
ˇ̌� m

t

ˇ̌
ˇ̌

D 1

2	„
ˇ̌
ˇ̌@2Scl.x1; tI x; 0/

@x1@x

ˇ̌
ˇ̌

or

A.t/ D e�i	=4

r
m

2	„t D
r

m

2	i„t ;
1p
i
D e�i	=4 : (19.14)

Here we have chosen the phase in such a manner that

K
�
x2; tI x1; 0

� D
r

m

2	i„t exp
�
i

„
m

2

.x2 � x1/2

t

�
(19.15)
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reduces to the ı-function when the limit t ! 0 is performed. To prove this, let us
use the following representation of the ı-function:

ı
�
x2 � x1

� D 1p
	
lim
t!0

�
1p
t
exp

�
� .x2 � x1/2

t

��
:

Then the limit of (19.15) takes the value

lim
t!0

K
�
x2; tI x1; 0

� D
r

m

2	i„ lim
t!0

1p
t
exp

h
� m

2i„t
�
x2 � x1

�2i

D
r

m

2	i„

r
2	i„
m

ı
�
x2 � x1

� D ı�x2 � x1
�
; q.e.d.

So we have determined in detail the propagator of the free particle,

K
�
x2; t2I x1; t1

� D
r

m

2	i„.t2 � t1/
exp

�
i

„
m

2

.x2 � x1/2

t2 � t1

�
(19.16)

D
r

m

2	i„.t2 � t1/
e.i=„/Scl :

As a side-result we have [cf. (19.11)]

Z y.t2/D 0

y.t1/D 0

Œdy.t/� exp

�
i

„
Z t2

t1

dt
m

2
Py2.t/

�
D
�

m

2	i„.t2 � t1/

�1=2
: (19.17)

In three dimensions we obtain instead

K
�
r2; t2I r1; t1

� D
�

m

2	i„.t2 � t1/

�3=2
exp

�
i

„
m

2

.r2 � r1/2

t2 � t1

�
: (19.18)

For future purposes, let us keep the above boundary condition in mind:

lim
t!0

K
�
x2; tI x1; 0

� D ı�x2 � x1
�
: (19.19)

To conclude we shall use (19.16) to establish contact with the Schrödinger
wave function. We already know from Chap. 15 that K.x; tI 0; 0/ represents the
Schrödinger wave function for a free particle which was emitted at x1 D 0 at time
t1 D 0 and at .x; t/ is described by the probability amplitude  .x; t/:

 .x; t/ D K.x; tI 0; 0/ D
r

m

2	i„t exp
�
i

„
m

2

x2

t

�
: (19.20)



228 19 Examples for Calculating Path Integrals

Let .x0; t0/ be a special point. If the particle is then observed at x D x0 at time t0,
then it has, classically speaking, the momentum

p0 D mv0 D m
x0
t0

and the energy

E0 D 1

2
mv20 D

1

2
m
x20
t20
:

The change in phase .m=2„/x2=t in (19.20) in the vicinity of .x0; t0/ is then

 .x; t/ D
r

m

2	i„t exp
�
i

„
m

2

x2

t

�

Š
r

m

2	i„t

� exp

�
i

„
m

2

�
x20
t0
C @

@x

�
x2

t

�
x0;t0

.x � x0/C @

@t

�
x2

t

�
x0;t0

.t � t0/C
„ ƒ‚ …

x20
t0
C 2x0

t0
.x � x0/� x20

t20
.t � t0/

„ ƒ‚ …
x20
t0
C 2x0x

t0
� 2x20

t0
� x20

t20
tC x20

t0
D 2x0x

t0
� x20

t20
t

: : :

�

D
r

m

2	i„t exp
�
i

„
�
m

�
x0
t0

�
„ ƒ‚ …

D p0

x � m

2

x20
t20
t

„ƒ‚…
DE0

�
: (19.21)

Thus, the wave function varies in the immediate vicinity of .x0; t0/ according to

 .x; t/ Š
r

m

2	i„t exp
"
i

„
�
p0x � E0t

�#
: (19.22)

This is the well-known Einstein–de Broglie relation, according to which a particle
with momentum p and energy E is assigned a wave function with the wave length
� D h=p and the frequency � D E=h:

exp

�
i

�
2	

�
x � �

2	
t

��
D exp

�
i

„ .px � Et/

�
: (19.23)

With  x1 D 0;t1 D 0.x; t/ D K.x; tI 0; 0/ we have a space–time description of
the freely moving particle. We now want to proceed to the momentum (energy)
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description of the particle with the aid of (17.10) and (19.16):

K.x; tI p; 0/ � �p;0.x; t/ D
Z C1

x0D�1
dx0 K.x; tI x0; 0/

�K.x0;0Ip;0/‚ …„ ƒ
�p;0.x

0; 0/ : (19.24)

Later on we shall prove in more detail the following ansatz for the transformation
amplitude �p.x; 0/:

�
K.x; 0I p; 0/ ���p.x; 0/ D 1p

2	„e
.i=„/xp : (19.25)

Hence, (19.24) can be written as

�p.x; t/ D
Z C1

�1
dx0
r

m

2	i„t exp
�
i

„
m

2

.x � x0/2

t

�
1p
2	„exp

�
i

„x
0p
�
:

With the aid of the identity

x0pC m

2

.x � x0/2

t
D m

2t

h
x0 �

�
x � pt

m

	i2
C xp � p2

2m
t

we get

�p.x; t/ Dexp
�
i

„
�
xp � p2

2m
t

��r
m

2	i„t

r
1

2	„

�
Z C1

�1
dx0 exp

8̂
<
:̂

i

„
m

2t

u‚ …„ ƒh
x0 �

�
x � pt

m

	i
2

9>=
>;

or

�p.x; t/ D exp

�
i

„
�
xp � p2

2m
t

��
1p
2	„

r
m

2	i„t
Z C1

�1
du exp

�
i

„
m

2t
u2
�

„ ƒ‚ …
D 1

or

�p.x; t/ D 1p
2	„ exp

�
i

„xp�
i

„
p2

2m
t

�
: (19.26)

So we are describing a particle with momentum p and energy E.p/ D p2=2m:
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In three dimensions:

�p.r; t/ D 1

.2	„/3=2 exp
�
i

„ r � p �
i

„
p2

2m
t

�
: (19.27)

Of course a propagatorK can also have momentum arguments. Again with the help
of the group property (17.10) we obtain

K
�
p2; tI p1; 0/ D

Z C1

�1
K.p2; tI x; t/„ ƒ‚ …
K.p2; 0I x; 0/„ ƒ‚ …
��
p2 .x/

dx K
�
x; tI p1; 0

�
„ ƒ‚ …
�p1 .x; t/

D
Z C1

�1
dx

1p
2	„exp

�
� i

„p2x
�

1p
2	„exp

�
i

„p1x �
i

„
p21
2m

t

�

D 1

2	„
Z C1

�1
dx e�.i=„/x.p2�p1/

„ ƒ‚ …
D ı.p2�p1/

exp

�
� i

„
p21
2m

t

�

D ı�p2 � p1
�
exp

�
� i

„
p21
2m

t

�
:

So for the free propagator in momentum space we have

K
�
p2; tI p1; 0

� D ı�p2 � p1
�
exp

�
� i

„
p21
2m

t

�
: (19.28)

With this form for K we can, conversely, return to real space:

K
�
x2; tI x1; 0

�

D
Z

K
�
x2; tI p; t

�
„ ƒ‚ …
1p
2	„exp



i
„x2p

�
dp K.p; tI p0; 0/„ ƒ‚ …
ı.p� p0/exp

h
� i

„
p02

2m t
i
dp0 K

�
p0; 0I x1; 0

�
„ ƒ‚ …
1p
2	„exp


� i
„x1p

0�

D
Z

dp

2	„ e
.i=„/.x2�x1/p exp

�
� i

„
p2

2m
t

�
(19.29)

D
Z

dp

2	„exp
(
� i

„
t

2m

�
p � m.x2 � x1/

t

�2
C i

„
m

2

.x2 � x1/2

t

)

D
r

m

2	i„t exp
�
i

„
m

2

.x2 � x1/2

t

�
;
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where we have again used

Z C1

�1
dx e�iax2 D

r
	

ai
; a > 0 :

Using (19.28), we can show that K.p2; tI p1; 0/ satisfies the Schrödinger equation:

i„ @
@t
K
�
p2; tI p1; 0

� D ı�p2 � p1
� p21
2m

exp

�
� i

„
p21
2m

t

�

D p22
2m

K
�
p2; tI p1; 0

�

or

�
i„ @
@t
� p22
2m

�
K
�
p2; tI p1; 0

� D 0 :

Similarly, it holds that

�
i„ @
@t
� p2

2m

�
�p.x; t/ D 0

and

�
i„ @
@t
C „

2

2m

@2

@x2

�
K.x; tI x0; 0/ D 0 :

By way of illustration we consider the path integral solution of a particle in a one-
dimensional infinite square well (walls separated by a distance L/:

V.x/ D
�
0 ; 0 < x < L ;
1 ; x 6 0 ; x > L :

path integral treatment, let us first clarify how the particle can travel from .xi; ti/
to .xf ; tf /: As in the double-slit experiment, we again have to allow all paths along
which the particle can travel from i! f : There is an infinite number of possibilities:
the direct path (free propagation from i ! f /; while on a second path, the particle
bounces against the rigid wall one time before travelling on to the final point.
Geometrically, one can say that the end point .xf ; tf / is reached via the image
point .�xf ; tf /; starting at .xi; ti/: If we now turn once again to the superposition
principle, we expect the propagator to consist of the sum of the two contributions of
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the classical paths:

KL
�
xf ; tf I xi; ti

� D
r

m

2	i„.tf � ti/

�
exp

�
i

„
m

2

.xf � xi/2

.tf � ti/

�

� exp

�
i

„
m

2

.�xf � xi/2

.tf � ti/

�

D K
�
xf ; tf I xi; ti

� � K
��xf ; tf I xi; ti� : (19.30)

TheK’s are free propagators, while the subscript L onKL reminds us that the particle
is trapped between the walls of the box. The minus sign between the two free
propagators is due to the action of the elastic wall. We cannot keep the particle
from bouncing off the wall arbitrarily often, i.e., an infinite number of times to the
right and the left, while on its way from i ! f : Thus it is natural to construct
the propagator by forming the sum of all these infinitely many classical paths. The
contribution of each classical path is the free particle propagator, multiplied by .�1/
for every collision against the wall. Thus it is clear that the generalization of the
above formula can only read

KL
�
xf ; tf I xi; ti

� D
C1X

r D �1
.�1/rK�xr; tf I xi; ti� : (19.31)

With the help of (19.29), we also can write

KL
�
xf ; tf I ki; ti

� D
C1X

r D �1

Z
dp

2	„

�
�
exp

� �i
„

p2

2m

�
tf � ti

�C i

„
�
2rLC xf � xi

�
p



�exp
�
� i

„
p2

2m

�
tf � ti

�C i

„
�
2rL � xf � xi

�
p

�
:

At every turning point we pick up a phase 2Lp=„:We continue to write

KL
�
xf ; tf I xi; ti

� D
Z

dp

2	„ exp
�
� i

„
p2

2m

�
tf � ti

��
exp

�
� i

„pxi
�
2i

� e.i=„/xf p � e�.i=„/xf p

2i„ ƒ‚ …
sinŒ.p=„/xf �

 C1X
r D �1

exp

�
2irLp

„
�!

:
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At this stage we use Poisson’s formula

C1X
r D �1

e.i=„/2Lpr D
C1X

nD �1
ı

�
p
L

	„ � n

�

D 	„
L

C1X
nD �1

ı

�
p� n

	„
L

�

and obtain for our propagator

KL
�
xf ; tf I xi; ti

� D i

L

C1X
nD �1

exp

�
� i

„En
�
tf � ti

��

� exp

�iknxi� sin�knxf � : (19.32)

The appearance of the ı-function implies energy and momentum quantization:

En D 1

2m

	2„2
L2

n2 ; kn D 	n

L
: (19.33)

Since the term n D 0 vanishes in (19.32), we can combine positive and negative
terms to get .tf > ti/

KL
�
xf ; tf I xi; ti

� D i

L

 1X
nD1

C
nD�1X
�1

!

„ƒ‚…P
�1

�1 expŒ�.i=„/En.tf �ti/� expŒ�iknxi� sin.knxf /

D
1X
nD1

e�.i=„/En.tf �ti/ eiknxi

� sin

�
knxf

��

EnDE�n
�knDk�nD i

L

1X
nD1

exp

�
� i

„En
�
tf � ti

��
2i

e�iknxi � eiknxi

2i„ ƒ‚ …
� sin.knxi/

sin
�
knxf

�
:

So our final result reads .tf > ti/

KL
�
xf ; tf I xi; ti

� D 2

L

1X
nD1

exp

�
� i

„En
�
tf � ti

�
sin knxi sin knxf : (19.34)

Later on we shall derive the same formula in a somewhat different manner.
As our next example we consider a particle whose one degree of freedom is

constrained to move on a closed path, i.e., a curve that can be deformed continuously
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into a circle S1: Let the ring be parametrized by s and its length be L: The coordinate
on S1 is ' with 0 6 ' 6 2	 with ' D 0 and ' D 2	 identified. So we are dealing
with a problem with periodic boundary conditions.

Now, as is well known, the universal covering space for the circle S1 is the lineR;
which, of course, is simply connected. Hence, when projecting the motion of our
circulating particle onto R, we are dealing once again with a free particle whose
propagator we can write down immediately:

KR

�
x.n/f ; tf I xi; ti

	
D
�

m

2	i„.tf � ti/

�1=2
exp

"
i

„
m

2

.x.n/f � xi/2

tf � ti

#
:

The superscript .n/ in x.n/f reminds us that while the particle is going from xi to x.n/f
on R; it has covered the ring n times. The last formula can then be carried over to
our ring with length L using the relation .xi D si/:

x.n/f � xi D
�
sf C nL

�� si � NsC nL ; � D tf � ti ;

KL
�
sf ; tf I si; ti

� D � m

2	i„�
	1=2
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�
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„
m

2

.NsC nL/2

�

�
:

With the aid of the identity

1p
�
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�
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�
D
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Z
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h
�i�
4
p2 C ipx

i

one obtains
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or, employing the substitution p! p
.2=„m/p:
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�i �p
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„p.NsC nL/

�

D
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2	„e
.i=„/pLn exp
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„
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2m
� C i

„pNs
�
:

Let us recognize that we cannot distinguish between those particles which start at si
and reach sf directly and those which only arrive after numerous orbitings. In other
words, the winding number is not observed and therefore has to be summed over.
Again, as in the double-slit experiment, we cannot say via which of the possible
paths the particle has reached sf . Hence the propagator for our system should read
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more properly

KL.Ns; �/ D
C1X

nD�1

� m

2	i„�
	1=2

exp

�
i

„
m

2

.NsC nL/2

�

�

D
Z

dp

2	„

 C1X
nD�1

e.i=„/pLn
!

exp

�
� i

„
p2

2m
� C i

„pNs
�
: (19.35)

This is still not the final answer.
Now we use Poisson’s summation formula once again,

C1X
nD�1

ei2	nx D
C1X

� D�1
ı.x� �/

and obtain in this manner .x � pL=2	„/
C1X

nD�1
e.i=„/pLn D

C1X
�D�1

ı

�
pL

2	„ � �
�
D 2	„

L

C1X
�D�1

ı

�
p � 2	„

L
�

�
:

With this result our propagator reads

KL.Ns; �/ D 1

L

Z
dp

C1X
nD �1

ı

�
p � 2	„

L
n

�
exp

�
� i

„
p2

2m
� C i

„pNs
�
: (19.36)

Here we want to emphasize that p and s or Ns are canonically conjugate variables.
Performing the p-integration in (12.36) we obtain

KL.Ns; �/ D 1

L

C1X
nD �1

exp

"
� i

„
1

2m

�
2	„
L

n

�2
� C 2	in Ns

L

#
: (19.37)

For a circular motion with radius R; the natural parameter is the angle ': This
suggests rewriting (19.37) by setting

Ns D R
�
'f � 'i

� D R' ; L D 2	R ; � D tf � ti ; I D mR2 :

On the left-hand side of (19.37) we then obtain KL.R'; �/; so that our propagator
for a particle moving on a circular orbit becomes

KL.R'; �/ D 1

2	R

C1X
nD �1

exp

�
�i „
2I
n2� C in'

�
(19.38)
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or, introducing KL.R'; �/ D .1=R/K.'; �/:

K
�
'f ; tf I'i; ti

� D 1

2	

C1X
nD�1

exp

�
�i „
2I
n2� C in'

�
: (19.39)

The ı-function in (19.36) tells us that

p D 2	„
L

n W pL

2	
D „n ; n 2 Z :

For a circular motion this implies quantization of the orbital angular momentum and
the energy:

p D mR P' ; L D 2	R W
pL

2	
D mR P'

2	
2	R D mR2 P' D Lz D n„ (19.40)

En D p2

2m
D „2
2mR2

n2 D „
2

2I
n2 : (19.41)

Notice that we have never mentioned the name, “Hermitian operator.” In fact we are
witnessing the first sign of a topological quantization procedure, in particular of the
orbital angular momentum.

Let us rewrite (19.39) a bit with the aid of Jacobi’s 3-function:

3.zjt/ D
C1X

nD�1
ei	 tn

2Ci2nz D 3.�zjt/ : (19.42)

Setting z D '=2 and t D �„�=2	I; we obtain

K.'; �/ D 1

2	
3

�
'

2

ˇ̌
ˇ � „�

2	I

�
: (19.43)

The 3-function satisfies the Poisson identity

3.zjt/ D .�it/�1=2 ez2=i	 t 3
�
z

t

ˇ̌
ˇ � 1

t

�
: (19.44)

This allows us to write for the propagator

K
�
'f ; tf I'i; ti

� D
�

I

2	i„.tf � ti/

�1=2
exp

�
i

„
I

2

.'f � 'i/2
tf � ti

�

� 3
�
	I.'f � 'i/
„.tf � ti/

ˇ̌
ˇ̌ 2	I

„.tf � ti/

�
: (19.45)
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Let us go back to (19.35), which takes a slightly different form when written for
a circular orbit:

KL.Ns; �/ D
C1X

nD�1

� m

2	i„�
	1=2

exp

�
i

„
m

2

.R' C n2	R/2
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2	i„�
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„
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2
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.' C 2	n/2

�

�
(19.46)

or, upon introducing K.'; �/ via KL.Ns; �/ D K.'; �/=R:

K.'; �/ D
C1X

nD�1

�
mR2

2	i„�
�1=2

exp

�
i

„
mR2

2
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�
(19.47)

DW
C1X

nD�1
Kn ; (19.48)

where

Kn D
�

I

2	i„�
�1=2

exp

�
i

„
I

2

.' C 2	n/2
�

�
: (19.49)

We shall now assume (however, a proof can be given) that each term in (19.48)
individually satisfies the Schrödinger equation. Then it follows that

K.'; �/ D
C1X

nD�1
AnKn ; An D ein ; 0 6  < 2	 ; (19.50)

is also a legitimate candidate for a circular propagator. The justification for this can
be found in the standard literature. Consequently, we find for the -propagator

K .'; �/ D
C1X

nD�1

�
I

2	i„�
�1=2
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�
in C i

„
I

2

.' C 2	n/2
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�
:

The term in the exponential is given by

i

„
I

2

'2

�
C i	

�
2	I

„�
�
n2 C 2in

�


2
C 	I'

„�
�
:
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Thus we obtain

K .'; �/ D
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2
C 	I'

„�
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ˇ2	I„�

�
: (19.51)

All values of  are equally acceptable. To understand this “quantum ambiguity”, let
us write K in a form that will allow us to identify the wave functions and the energy
spectrum of the underlying problem:

K
�
'f ; tf I'i; ti

� D 1

2	
exp

�
�i
�
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2	
C 2„�
8I	2

��

� 3
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'

2
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�
: (19.52)

Proof
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ˇ2	I„�

�
:

If we multiply this result by the factor in front of 3 in (19.52), we indeed
obtain (19.51). On the other hand, we can simply substitute (19.53) in (19.52). Then
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we can easily show that the Green’s function can be written as

K
�
'f ; tf I'i; ti

� D 1

2	

C1X
nD�1

exp

"
� i

„
„2
2I

�
n � 

2	

�2 �
tf � ti

�#

� ei.n�=2	/.'f �'i/ (19.54)

D
C1X

nD�1
e�.i=„/En.tf �ti/un

�
'f
�
u�
n

�
'i
�
: (19.55)

So we obtain for the eigenfunctions

 n .'; t/ D un.'/ e
�.i=„/En t

with

un.'/ D
1p
2	

ei.n�=2	/' (19.56)

and for the energy spectrum

En D
„2
2I

�
n � 

2	

�2
; n 2 Z : (19.57)

The un are no longer periodic:

un.2	/ D e�i un.0/ (19.58)

or, more generally,

un.2	m/ D e�im un.0/ : (19.59)

Different values of  correspond to different energy spectra, i.e., different physics.
For the interpretation of the -angle, we refer to the literature, in particular, to the
Aharonov–Bohm effect:  D e˚=„c:

Let us now return to the beginning of this chapter and consider, rather than the
simple Lagrangian for a free particle, a more general quadratic form:

L D a.t/x2 C b.t/xPxC c.t/Px2 C d.t/xC e.t/PxC f .t/ : (19.60)

Again we disturb the system relative to the classical path and write

x.t/ D Nx.t/C y.t/ ; Px.t/ D PNxC Py.t/
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with

y
�
t1
� D 0 D y

�
t2
�
:

Subsequently, we expand L.x.t/; Px.t/I t/ in a Taylor series around Nx.t/; PNx.t/: This
series terminates after the second term because of the special form (19.60). Then

L.x; PxI t/ DL.Nx; PNxI t/C @L

@x

ˇ̌
ˇNxyC

@L

@Px
ˇ̌
ˇPNx Py

C 1
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@2L

@x2
y2 C 2 @
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� ˇ̌
ˇ̌
Nx;PNx
:

From here we obtain for the action

S D
Z t2

t1

dt L.x; PxI t/ D
Z t2

t1

dt L.Nx; PNxI t/C
Z t2

t1

dt

�
@L
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yC @L

@Px Py
� ˇ̌
ˇ̌
Nx;PNx

C
Z t2

t1

dt
�
a.t/y2 C b.t/yPyC c.t/Py2� :

Integration by parts and use of the Euler-Lagrange equation makes the second term
on the right-hand side vanish. So we are left with

S D Scl C
Z t2

t1

dt
�
a.t/y2 C b.t/yPyC c.t/Py2�

and the propagator can be written as

K
�
x2; t2I x1; t1

� D e.i=„/Scl
Z y.t2/D0

y.t1/D0
Œdy.t/�

� exp

�
i

„
Z t2

t1

dt
�
a.t/y2 C b.t/yPyC c.t/Py2�


: (19.61)

Since x1 and x2 do not appear in the path integral, the latter can only depend on t1
and t2:

K
�
x2; t2I x1; t1

� D A
�
t2; t1

�
e.i=„/Scl : (19.62)

If, furthermore, the coefficients a; b; and c are time-independent, then it follows
[as in the case c.t/ D m=2� that A is a function of the time difference: A.t2 � t1/: If
A.t2; t1/ is known for a Lagrangian L; then A.t2; t1/ is also known for all Lagrangians
of the type L0 D L C d.t/x C e.t/Px C f .t/; because the linear terms did not appear
in the calculation of A.t2; t1/: Here is an example: a particle in a constant external
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field: L D mPx2=2C Fx: The associated classical action was calculated in (4.34):

Scl D m

2

.x2 � x1/2

t2 � t1
C F.t2 � t1/

2

�
x1 C x2

�� F2.t2 � t1/3

24m
: (19.63)

Since the coefficients a and b are equal to zero, we immediately obtain from (19.61)
with c D m=2:

K
�
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� D e.i=„/Scl
Z y.t2/D0

y.t1/D0
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�
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m
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�
:

But we have already calculated the path integral in (19.17), so that the propagator
of a particle in a constant external field is

K
�
x2; t2I x1; t1
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m

2	i„.t2 � t1/
exp
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24m

�
: (19.64)

As final and most important example we consider the linear harmonic oscillator:

L D m

2
Px2 � m

2
!2x2 : (19.65)

Since the Lagrangian is quadratic, for the propagator we again arrive at a form of
the kind .T D t2 � t1/

K
�
x2;TI x1; 0

� D A.T/ e.i=„/Scl : (19.66)

The classical action was calculated in (4.45) with the result

Scl D m!

2 sin.!T/


�
x22 C x21

�
cos.!T/ � 2x1x2

�
; !T ¤ n	 ; n 2 Z : (19.67)

If, however, !T D n	; corresponding to a half, or complete, period, then we
encounter difficulties. After one-half of a period, the particle is at the opposite
position, and after a complete period, it is at the original point once again. At this
stage, it is useful to recall the results worked out at the end of Chap. 4. There we
discussed in detail the conjugate points (caustics) of the harmonic oscillator; cf. in
particular, (5.58) and (5.72).

What we are mainly interested in right now is the factor A.t/; which we want to
obtain with the aid of the group property (17.20), as we have already done for the
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case of a free particle. We recall that as a result of time-translation invariance, we
have

ı
�
x2 � x1

� D
Z C1

�1
dxK

�
x2; tI x; 0

�
K
�
x; 0I x1; t

�

D
Z C1
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K��x1; tI x; 0� : (19.68)

Writing
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with
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:

Again, ˛.x/ is a linear function of x; so that d˛.x/=dx is independent of x:

d˛

dx
D � m!

sin.!t/
D @2Scl.x1; tI x; 0/
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:

Changing integration variables in (19.69),
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:

The phase can be determined from our knowledge of the free particle propagator.
Using limx!0 sin.x/=x D 1; we obtain from (19.14)

A.t/�!
!!0

r
m

2	„t e
�i.	=4/ :



19 Examples for Calculating Path Integrals 243

Thereby we have found the propagator for the linear harmonic oscillator .T D t2 �
t1/:
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�
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�
i
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i
: (19.70)

Formula (19.70) is, however, not absolutely correct. The problematic points are
the caustics of K.x2;TI x1; 0/ at Tn D n	=!: Now we recall that below the first
caustic, i.e., T < 	=!; formula (19.70) is correct, as it agrees with the free particle
propagator for small T: Then it holds that .1=

p
i D e�i	=4/
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:

If T D .	=2!/, this expression reduces to
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:

From the group property and the time-translation invariance, it follows further that
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:

This expression is thus valid at the first caustic. In exactly the same manner we can
proceed with the second caustic:
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If we continue in this way, we obtain for the propagator at any caustic:

K
�
x2; n

	

!
I x1; 0

	
D e�in	=2 ı

�
x2 � .�1/nx1

�
:

The propagator at a caustic serves as initial condition for the propagator in the
following section, i.e., we have to require that

lim
T!.n	=!/C
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x2;TI x1; 0

� D e�in	=2 ı .x2 � .�1/nx1/ :

Now let us consider the expression
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:

If we now set !T D n	 C !ıt .0 < ıt� 1/, and use sin.!T/ D sin.n	 C !ıt/ D
.�1/n sin.!ıt/ ' .�1/n!ıt; we get
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The last equal sign follows from a comparison with the propagator for the free
particle:

ı
�
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� D lim
ıt!0

r
m

2	i„ıt exp
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„
m

2

.x2 � x1/2

ıt

�
:

So in order to obtain the correct boundary conditions at the caustics, we need only
include the additional phase factor .T D t2 � t1/:

exp
n
�i	
2

h!
	
T
io

;

where Œx� denotes the largest integer smaller than x; e.g., Œ3=2� D 1: In our case,
!T=	 < 1 yields Œ!T=	� D 0; !T=	 < 2 gives Œ!T=	� D 1; etc.
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The correct propagator for the linear harmonic oscillator is therefore given by the
following formula:

K
�
x2;TI x1; 0

� D exp

�
�i	
2

�
1

2
C
h!
	
T
i��r m!

2	„jsin.!T/j

� exp
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„
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2

!

sin.!T/


�
x22 C x21

�
cos.!T/ � 2x1x2

�
: (19.71)

Formula (19.71) is called the Feynman–Soriau Formula and clearly takes care of
the behavior of the propagator at the caustics. This formula was first written down
in the above form in 1975. We shall hardly concern ourselves with the caustics and
shall forthwith primarily use the form (19.70).



Chapter 20
Direct Evaluation of Path Integrals

Until now we have always used a trick to calculate the path integral in

K
�
x2; t2I x1; t1

� D e.i=„/SclŒx.t/�
Z y.t2/D0

y.t1/D0
Œdy.t/�

� exp

�
i

„
Z t2

t1

dt
�
a.t/y2 C b.t/yPyC c.t/Py2�


: (20.1)

The path integral in (20.1) requires integration over all possible paths y.t/ from
.0; t1/ to .0; t2/ with the associated action

S
˚�
0; t2

�
;
�
0; t1

�� D
Z t2

t1

dt
�
a.t/y2 C b.t/yPy2 C c.t/Py2� : (20.2)

In order to calculate K directly, we divide the time interval T D t2 � t1 in N steps of
width ": T D N"; t2 > t1:

�0 WD t1 (fixed/; �1 D t1 C "; : : : ; �N�1 D t1 C .N � 1/"; �N WD t2 (fixed) :

Every time �n is assigned a point yn. We now connect the individual points with
a classical path y.�/: y.�/ is not necessarily the (on-shell trajectory) extremum of
the classical action. It can be any path between �n and �n�1 specified by the classical
Lagrangian L.y; Py; t/: The action along one step of the path from .n/ to .n C 1/ is
thus

Scl.nC 1; n/ D
Z �nC1

�n

d� L.y; PyI �/ (20.3)
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and the action along the entire path, accordingly,

Scl.N; 0/ D
N�1X
nD 0

Scl.nC 1; n/ : (20.4)

The contribution of each infinitesimal step of the path to the phase integral is then
(Dirac, Feynman)

�nC1;n D const. e.i=„/Scl.nC1;n/ : (20.5)

The sum over all path contributions is, at last,

Z y.t2/D 0

y.t1/D 0

Œdy.t/� e.i=„/SŒy.t/� D const.
Z C1

�1
dy1 : : :

Z C1

�1
dyN�1

� exp

"
i

„
N�1X
nD 0

Scl.nC 1; n/
#
: (20.6)

We do not integrate over y0 D y.�0/ D y.t1/ D 0 and yN D y.�N/ D y.t2/ D 0;

since these are the fixed, chosen initial values of y.�/: In order to obtain all paths
between t1 and t2 in the .y; �/-plane, we have to form the limit " D .t2� t1/=N ! 0

or N !1. In order for this limit to exist, the constant in (20.6), i.e., the integration
measure, has to be chosen properly.

We know from experience with our examples from Chap. 18 that

const. D A�N ; A.ıt D "/ D
r
2	i„"
m

: (20.7)

For this case, the limit exists and we can write

Z y.t2/D0

y.t1/D0
Œdy.t/� e.i=„/SŒy.t/� D lim

"! 0

1

A

Z C1

�1
dy1
A

: : :

Z C1

�1
dyN�1
A

� exp

"
i

„
ND1X
nD 0

Scl.nC 1; n/
#
: (20.8)

Thus, our formula for calculating the propagator reads

K
�
x2; t2I x1; t1

� D e.i=„/Scl.2j1/ lim
"! 0

1

A

Z C1

�1
dy1
A

: : :

Z C1

�1
dyN�1
A

� exp

"
i

„
N�1X
nD 0

Scl.nC 1; n/
#
: (20.9)
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We want to now prove that this instruction for the calculation of a propagator
indeed leads to this goal, at least for a free particle. The Lagrangian in the .y; �/-
plane is in this case

L D m

2
Py2.�/ : (20.10)

The classical action between n WD .yn; �n/ and nC1 WD .ynC1; �nC1/ is, accordingly,

Scl.nC 1; n/ D m

2

.ynC1 � yn/2

"
: (20.11)

Then it follows that

Z 0

0

Œdy.t/� exp

�
i

„
Z t2

t1

dt
m

2
Py2.t/

�

D lim
"!0

1

A

Z C1

�1
: : :

Z C1

�1
dy1
A

: : :
dyN�1
A

� exp

"
i

„
ND1X
nD 0

m

2

.ynC1 � yn/2

"

#
: (20.12)

To calculate the first integration, dy1, we combine all terms which contain y1:

Z C1

�1
1

A2
dy1 exp

�
i

„
m

2"

h
.y2 � y1/

2 C .y1 �
D 0‚…„ƒ
y0 /2

i
„ ƒ‚ …

2.y1�y2=2/2Cy22=2



D 1

A2
exp

�
i

„
m

2"

y22
2

� Z C1

�1
dy1 exp

"
i

„
m

"

�
y1 � 1

2
y2

�2#

„ ƒ‚ …
Dpi	„"=m

; A2 D 2	i„"
m

D
r

m

2	i„.2"/ exp
�

i

2„
m

2"
y22

�
: (20.13)

One can show by induction that the n-th step of integration yields the following
result:

r
m

2	i„.nC 1/" exp
�

i

2„
m

.nC 1/"y
2
nC1
�
: (20.14)
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After .N � 1/ integrations one obtains

lim
"!0

r
m

2	i„N" exp
8<
:

i

2„
m

N"

�
yN„ƒ‚…
D 0

� y0„ƒ‚…
D 0

�2
9=
; D

N"DT

r
m

2	i„T :

So we again find for the propagator of a free particle

K
�
x2; t2I x1; t1

� D
r

m

2	i„T exp

�
i

„
m

2

.x2 � x1/2

T

�
: (20.15)

For the linear harmonic oscillator we write in the same fashion

K
�
x2; t2I x1; t1

� D e.i=„/Scl
Z 0

0

Œdy.t/�

� exp

�
i

„
Z t2

t1

dt
m

2

�Py2 � !2y2�
�
: (20.16)

The value of the path integral before the first caustic is repeated here:

Z 0

0

Œdy.t/� exp

�
i

„
Z t2

t1

dt
m

2

�Py2 � !2y2�
�
D
r

m!

2	i„ sinŒ!.t2 � t1/�
: (20.17)

At this point we want to establish contact with the conventional approach to
quantum mechanics, which is based on the Schrödinger equation.

We found a dynamical equation (integral equation) in (17.10) that describes the
time development of the Schrödinger amplitude. As promised, we now wish to
show that this equation is equivalent to the Schrödinger equation. To that end, we
again consider the one-dimensional motion of a particle in a potential V.x/: The
Lagrangian is then

L.x; Px/ D m

2
Px2 � V.x/ (20.18)

with the propagator

K
�
x; t2I y; t1

� D
Z x.t2/D x

x.t1/D y
Œdx.t/� exp

�
i

„
Z t2

t1

dt
hm
2
Px2 � V.x/

i
: (20.19)

Writing t1 D t and t2 D tC "; our integral equation reads

 .x; t C "/ D
Z C1

�1
dyK.x; tC "I y; t/ .y; t/ : (20.20)
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Since " is assumed very small, we can use the following approximation for K
in (20.20):

K.x; tC "I y; t/ ' 1

A
exp

�
i

„
�
m

2

.x � y/2

"2
� V.y/

�
"


: (20.21)

The constant A is still to be determined. Using (20.21) in (20.20), we obtain

 .x; t C "/ ' 1

A

Z C1

�1
dy exp

�
i

„
�
m

2

.x � y/2

"
� V.y/"

�
 .y; t/

y D xC �I D 1

A

Z C1

�1
d� exp

�
i

„
�
m

2

�2

"
� "V.xC �/

�
 .xC �; t/ : (20.22)

Because of the smallness of "; �2=" is the dominant term in the exponential. For
large �; the integrand oscillates very rapidly and makes no contributions. The main
contribution to the integral comes from values � � p"; or, better: �p"„=m 6 � 6p
"„=m: In the case of expansion of the integral up to linear terms in "; the integrand

must be expanded up to quadratic terms in �: Thus, with

 .xC �; t/ '  .x; t/C � @ .x; t/
@x

C 1

2
�2
@2 .x; t/

@x2

we get in (20.22)

 .x; t C "/ ' 1
A

Z C1

�1
d� exp

�
i

„
m

2

�2

"

�
1 � i

„"V.x/C : : :

�

�
2
4 .x; t/C �

@ 

@x
odd in �

C1
2
�2
@2

@x2
 .x; t/C : : :

3
5 :

Using the integrals

Z C1

�1
exp

�
i

„
m

2

�2

"

�
d� D

�
2	i„"
m

�1=2
DW A0 ;

Z C1

�1
exp

�
i

„
m

2

�2

"

�
�d� D 0 ;

Z C1

�1
exp

�
i

„
m

2

�2

2

�
�2d� D p2	

�
i„"
m

�3=2
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it then follows that

 .x; t/C "@ .x; t/
@t

C : : : D .x; t C "/ Š 1

A
A0 .x; t/

C "
�
A0 1
A

i„
m

1

2

@2 .x; t/

@x2
� A0 1

A

i

„V.x/ .x; t/
�
:

If we take the limit "! 0; then we can identify

A D A0 D
�
2	i„"
m

�1=2
:

A comparison of the linear terms in " yields, finally,

@

@t
 .x; t/ D i„

2m

@2 .x; t/

@x2
� i

„V.x/ .x; t/

or

i„@ .x; t/
@t

D � „
2

2m

@2

@x2
 .x; t/C V.x/ .x; t/ : (20.23)

This is the well-known Schrödinger equation of a particle in the potential V.x/:
The infinitesimal propagator obtained in this manner (20.21) can be factorized as

follows:

K.x; tC "I y; t/ '
r

m

2	i„"exp
�
i

„
m

2

.x � y/2

"

�
exp

�
� i

„V.x/"
�

D K0.x; tC "I y; t/�I
C.x; t C "I y; t/ ; (20.24)

where K0 is the infinitesimal free particle propagator and �I
C is the phase factor that

corresponds to the interaction

�I
C D exp

�
� i

„
Z
C
dt V.x/

�
: (20.25)

The methods just described are now to be applied to the direct calculation of the
path integral (with potential):

K
�
xf ; tf I xi; ti

� D
Z x.tf /D xf

x.ti/D xi

Œdx.t/� exp

�
i

„
Z tf

ti

dt L.x; PxI t/
�
: (20.26)
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To this end, we again divide the time interval between ti and tf in N equal parts,
" D .tf � ti/=N:

t0 D ti .fixed/ ; t1 D ti C " ; : : : ; tN�1 D ti C ".N � 1/ ; tN D tf .fixed/ :

Now we recall the definition of the path integral:

K.f ji/ D
Z x.tf /Dxf

x.ti/Dxi

Œdx.t/� exp

�
i

„SŒx.t/�


D
Z C1

�1
: : :

Z C1

�1
dx1 : : : dxN�1K

�
xN„ƒ‚…

Dxf

; tN„ƒ‚…
tf

I xN�1; tN�1
�
: : :

� K
�
x1; t1I x0„ƒ‚…

Dxi

; t0„ƒ‚…
ti

�
:

For N !1; or "! 0; we again use infinitesimal propagators:

K.y; tC "I x; t/ '
� m

2	i„"
	1=2

exp

�
i

„
m

2

.x � y/2

"

�

� exp

�
� i

„"V
�
xC y

2

��
: (20.27)

Then we get for the propagator K.f ji/:
Z x.tf /Dxf

x.ti/Dxi

Œdx.t/� exp

�
i

„
Z tf

ti

dt
hm
2
Px2 � V.x/

i

D lim
N!1

� m

2	i„"
	N=2 Z

dx1 : : :
Z

dxN�1

� exp

"
i

„
NX

kD1

m

2

.xk � xk�1/2

"
� V

�
xk C xk�1

2

�
"

#
: (20.28)

For the path integral, one often simply finds the expression

�
Z

dx1 : : :
Z

dxN�1

� exp

"
i

„
NX

kD1

m

2

.xk � xk�1/2

"
� V

�
xk C xk�1

2

�
"

#
: (20.29)

Here, the integration measure has been “forgotten”. This can sometimes be justified
by calculating, instead of a single path integral, the ratio of two path integrals, both
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of which describe a particle of mass m: Then the measure drops out and we have
simply

R x.tf /Dxf
x.ti/Dxi

Œdx.t/� exp
˚
i
„SŒx.t/�

��R x.tf /Dxf
x.ti/Dxi

Œdx.t/�exp
˚
i
„S0Œx.t/�

�

D limN!1
R

C1

�1
:::
R

C1

�1
dx1 ::: dxN�1 exp

�
i
„

PN
kD1

m
2

.xk�xk�1/
2

" �V
�
xkCxk�1

2

	
"



R
C1

�1
:::
R

C1

�1
dx1:::dxN�1 exp

�
i
„

PN
kD1

m
2

.xk�xk�1/2

" �V0
�
xkCxk�1

2

	
"

 :

(20.30)

Here, S0 refers to the free propagator, so that we indeed are calculating the ratio of
the interacting propagator to the free propagator.

If we want to calculate a path integral, we need not necessarily sum piecewise
over straight lines in .x; t/-space. Other complete classes of paths can equally well
be used. For example, if we wish to calculate the propagator

K.0;TI 0; 0/

we normally begin by dividing an arbitrary path x.t/ in segments which connect
the intermediate points x1 D x.t1/ up to xN�1 D x.tN�1/: Now, however, we shall
approximate the path x.t/ by using a “Fourier path”, i.e., a path of the form

Qx.t/ D
N�1X
kD1

ak sin

�
	k

T
t

�
: (20.31)

If we then choose the coefficients ak in such a manner that

xj D
N�1X
kD1

ak sin

�
	k

N
j

�
(20.32)

then the Fourier paths obviously go through the same intermediary points of .x; t/-
space.

The approximated path is then once again completely characterized by the vertex
coordinates .x1; : : : ; xN�1/; and we again can sum up the contributions of the
various paths by integrating over the vertex coordinates. In practice, however, it is
more convenient to integrate over the Fourier components .a1; : : : ; aN�1/: Since the
relation (20.32) is one-to-one between the .x1; : : : ; xN�1/ and the .a1; : : : ; aN�1/;
it is immediately evident that

Z
: : :

Z
f:=:gdx1 : : : dxN�1 D

Z
: : :

Z
f:=:g

ˇ̌
ˇ
�
@xi
@aj

� ˇ̌
ˇda1 : : : daN�1 :
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Since the transformation (20.32) is linear, the Jacobi determinant is independent of
.a1; : : : ; aN�1/! Its value is thus unimportant (drops out) when calculating the ratio
again:

Z x.T/D0

x.0/D0
Œdx.t/� exp

�
i

„SŒx.t/�
 �Z x.T/D0

x.0/D0
Œdx.t/� exp

�
i

„S0Œx.t/�


D lim
N!1

R
da1 : : : daN�1 exp

n
i
„S
hPN�1

kD1 ak sin
�
	k
T t
�io

R
da1 : : : daN�1 exp

n
i
„S0

hPN�1
kD1 ak sin

�
	k
T t
�io : (20.33)

In order to illustrate how this procedure works, we again return to the example of
the harmonic oscillator, which we all treasure:

K
�
x2;TI x1; 0

� D exp

�
i

„S


xcl
� Z x.T/D 0

x.0/D 0

Œdx.t/�

� exp

�
i

„
Z T

0

dt
hm
2
Px2 � m

2
!2x2

i
: (20.34)

[The path integral is the same as in (20.17), where we used y.t/ instead of x.t/:]
According to (20.33), we can rewrite (20.34) as

K
�
x2;TI x1; 0

� D exp

�
i

„S


xcl
�

K0.0;TI 0; 0/

� lim
N!1

R
: : :
R
da1 : : : daN�1 exp

˚
i
„SŒ:=:�

�
R
: : :
R
da1 : : : daN�1 exp

˚
i
„S0Œ:=:�

� : (20.35)

The free propagator .! D 0/ is known to be given by

K0.0;TI 0; 0/ D
� m

2	i„T
	1=2

:

So now we have to calculate the remaining multiple integrals over the ai. First we
want to show that

S

"
N�1X
kD1

ak sin

�
	k

T
t

�#
D mT

4

N�1X
kD1

a2k

�
k2	2

T2
� !2

�
: (20.36)

Proof

x.t/ D
.31/

N�1X
kD1

ak sin

�
	k

T
t

�
D

N�1X
kD1

ak sin
�
!kt
� I !k D k	

T
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Px D
N�1X
kD1

ak!k cos
�
!kt
�
; Px2 D

N�1X
kD1

N�1X
jD1

akaj!k!j cos
�
!kt
�
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�
!jt
�
:

We need

Z T

0

dt Px2 D
X
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akaj!k!j

Z T

0
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�
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T
t

�
cos

�
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T
t

�
D T

2

N�1X
kD1

a2k!
2
k :

Similarly, it follows that

Z T

0

dt x2 D T

2

N�1X
kD1

a2k :

Therefore, we find indeed

exp

�
i

„
Z T

0

dt
m

2

�Px2 � !2x2�
�
D exp

"
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„
mT

4

N�1X
kD1

�
k2	2

T2
� !2

�
a2k

#
:

Now the integration over the ai is simple to perform, since the exponential is not
only quadratic but also diagonal in .a1; : : : ; aN�1/:

Z
: : :

Z
da1 : : : daN�1 exp

(
i

„S
"
N�1X
kD1

ak sin

�
k	

T
t

�#)

D
Z
: : :

Z
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„
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N�1X
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#
: (20.37)

Using

Z C1

�1
ei˛x

2

dx D
r
	i

˛
W

Z C1

�1
dak exp

�
i

„
mT

4

�
!2k � !2

�
a2k

�
D
s

4	i„
mT.!2k � !2/

we obtain in (20.37)

 r
4	i„
mT

!N�1 N�1Y
kD1

�
k2	2

T2
� !2

��1=2
:
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The free particle propagator is obtained simply by setting ! D 0: The forefactor
.
p
4	i„=mT/N�1 drops out when constructing the ratio in (20.35).

With

QN�1
kD1 .k2	2=T2 � !2/�1=2QN�1

kD1 .k2	2=T2/�1=2
D

N�1Y
kD1

�
1 � !

2T2

k2	2

��1=2

we find
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N�1Y
kD1
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2T2

k2	2

��1=2
: (20.38)

Euler’s famous product formula for the sine function

�
z

sin z

�1=2
D

1Y
kD1

�
1 � z2

k2	2

��1=2
; z � !T

therefore yields for N !1 or "! 0 in (20.38):
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� D
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„S
H.O.
cl Œx�


:

We already know from our earlier considerations that the phase dependence is not
yet correctly described. Let us recall, however,

Z C1

�1
dx ei�x

2 D
r
	

j�j e
.i	=4/sign� D

8<
:
q

	
j�j ei	=4 ; � > 0 ;q
	
j�j e

�i	=4 ; � < 0 ;

and return to the action expressed in the Fourier path,

exp

�
i

„S
�
D exp

"
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„
mT

4

N�1X
kD 1

a2k

�
	2k2

T2
� !2

�#
:

Then we see that the analogue of � is negative if k < !T=	; and positive if
k > !T=	: Once again, the additional phase factor expf�.i	=2/Œ!T=	�g has to
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be included, so that our multiple integral is given more precisely by

Z
: : :

Z
da1 : : : daN�1 exp

"
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„
mT

4

N�1X
kD 1
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ˇ̌
ˇ̌�1=2 : (20.39)

(For the free propagator this ambiguity does not appear.) The correct formula for the
propagator of a particle in the potential of the harmonic oscillator well is therefore

K
�
x2;TI x1; 0

� D exp
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�
	

4
C 	

2

�
!T

	

���r
m!

2	„jsin.!T/j

� exp
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i

„S
H.O.
cl Œx�


: (20.40)

This is precisely the Feynman–Soriau formula (19.71).



Chapter 21
Linear Oscillator with Time-Dependent
Frequency

Here is another important example of a path integral calculation, namely the time-
dependent oscillator whose Lagrangian is given by

L D m

2
Px2 � m

2
W.t/x2 : (21.1)

Since L is quadratic, we again expand around a classical solution so that later on we
will be dealing again with the calculation of the following path integral:

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

(
i

„
m

2

Z tf

ti

dt

"�
dx

dt

�2
�W.t/x2

#)
: (21.2)

Using x.ti/ D 0 D x.tf /; we can integrate by parts and obtain

SŒx.t/� D �m
2

Z tf

ti

dt

�
x.t/

d 2x

dt2
CW.t/x2

�
I (21.3)

i.e.,

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

�
� i

„
m

2

Z tf

ti

dt x.t/

�
d2

dt2
CW.t/

�
x.t/


: (21.4)

Here we are dealing with a generalized Gaussian integral. In order to calculate it,
we should diagonalize the Hermitean operator,

d 2

dt2
CW.t/ : (21.5)
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But at first we shall proceed somewhat differently. Using an appropriate transfor-
mation of variables, one can transform the action into that of a free particle.

Let f .t/ be the solution of

�
d 2

dt2
CW.t/


f .t/ D 0 : (21.6)

f .t/ is mostly arbitrary, up to the restriction that at the initial point ti

f
�
ti
� ¤ 0 : (21.7)

Thus f .t/ is not an allowed path, as it violates the boundary condition. With this f
we now construct the following linear transformation, where x.t/ is replaced by the
path y.t/:

x.t/ D f .t/
Z t

ti

ds
Py.s/
f .s/

: (21.8)

Differentiation of (21.8) gives

Px.t/ D Pf .t/
Z t

ti

ds
Py.s/
f .s/
C Py.t/ D

Pf .t/
f .t/

x.t/C Py.t/ ; (21.9)

so that the inverse transformation of (21.8) is given by

y.t/ D x.t/ �
Z t

ti

ds
Pf .s/
f .s/

x.s/ : (21.10)

Note that y.t/ satisfies the boundary condition y.ti/ D 0; since x.ti/ D 0: If we
differentiate (21.9) once again,

Rx.t/ D Rf .t/
Z t

ti

ds
Py.s/
f .s/
C Pf .t/ Py.t/

f .t/
C Ry.t/ ;

we obtain

�
d 2

dt2
CW.t/


x.t/

D fRf .t/CW.t/f .t/g„ ƒ‚ …
D 0

Z tf

ti

ds
Py.s/
f .s/
C Pf .t/Py.t/

f .t/
C Ry.t/ :
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So far we can write:

SŒx.t/� D �m
2

Z tf

ti

dt x.t/

�
d 2

dt2
CW.t/

�
x.t/

D �m
2

Z tf

ti

dt

"
f .t/

Z t

ti

ds
Py.s/
f .s/

 Pf .t/Py.t/
f .t/

C Ry.t/
!#

;

F.t/ WD
Z t

ti

ds
Py.s/
f .s/

D �m
2

Z tf

ti

dtŒF.t/Pf .t/Py.t/C F.t/f .t/Ry.t/� :

An integration by parts on the second term yields

SŒx.t/� D �m
2

0
@
Z tf

ti

dtfFPf Py � PFf Py � FPf Pyg C Ff„ƒ‚…
Dx

Py�tf
ti

1
A

D m

2

Z tf

ti

dt
Py.t/
f .t/

f .t/Py.t/ � m

2



x.t/Py.t/�tf

ti„ ƒ‚ …
D 0

:

So we obtain

SŒx.t/� D
Z tf

ti

dt
m

2
Py2 ; (21.11)

which is, as promised, the action of the free particle transformed to the path y.t/
of (21.10).

The only complication we have to deal with concerns the boundary value
condition at the endpoint tf . The boundary conditions for x.t/ are transformed into
those for y.t/ according to [cf. (21.8) and (21.10)]:

y
�
ti
� D 0 ;

Z tf

ti

ds
Py.s/
f .s/
D 0 : (21.12)

The second boundary condition is nonlocal and thus not easy to use directly. We
therefore use a trick based on the representation of the ı-function:

ı
�
x.tf /

� D 1

2	

Z
d˛ exp


�i˛x�tf �� :
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This allows us to rewrite the path integral in the form

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

�
i

„SŒx.t/�


D 1

2	

Z x.tf /D arb.

x.ti/D 0

Œdx.t/�
Z C1

�1
d˛ e�i˛x.tf / exp

�
i

„SŒx.t/�


D
.8/

1

2	

Z y.tf /D arb.

y.ti/D 0

Œdy.t/�

ˇ̌
ˇ̌ıx
ıy

ˇ̌
ˇ̌
Z C1

�1
d˛

� exp

�
�i˛f �tf �

Z tf

ti

ds
Py.s/
f .s/

�
exp

�
i

„
m

2

Z tf

ti

dt Py.t/2
�
: (21.13)

The infinite dimensional generalization of the Jacobian is independent of y.t/;
because the transformation (21.10) is linear in y: Let us write the exponents
in (21.13) somewhat differently:

i

„
m

2

Z tf

ti

dt

�
Py2 � 2„

m
˛f
�
tf
� Py.t/
f .t/

�

D i

„
m

2

Z tf

ti

dt

� 
Py � „˛

m

f
�
tf
�

f .t/

!2

„ ƒ‚ …
D P
.t/

�„
2˛2

m2
f 2
�
tf
�

f 2.t/

�
;


.t/ D y.t/� „˛
m

f
�
tf
� Z tt

ti

ds

f .s/
:

We then obtain for (21.13)

1

2	

ˇ̌
ˇ̌ıx
ıy

ˇ̌
ˇ̌
Z C1

�1
d˛ exp

�
� i„
2m
˛2f 2

�
tf
� Z tf

ti

dt

f 2.t/

�

�
Z 
.tf /arb.


.ti/D 0

Œd
.t/�exp

�
i

„
m

2

Z tf

ti

dt P
2.t/
�
: (21.14)

Now comes the pleasant surprise: we can perform the ˛-integration (Gaussian
integral). Furthermore, the path integral is easy to handle, since only the free particle
propagator appears:

Z 
.tf /arb.


.ti/D 0

Œd
.t/�exp

�
i

„
m

2

Z tf

ti

dt P
2.t/
�
D
Z C1

�1
dxK0

�
x; tf I 0; ti

�

D
r

m

2	i„.tf � ti/

Z C1

�1
dx exp

�
i

„
m

2

x2

tf � ti

�
D 1 :
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This result should not surprise anyone, since by virtue of its construction, the
path integral represents the probability amplitude that the particle will be found
anywhere at time tf : The path integral being sought thus can be reduced to the simple
expression

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

�
i

„
m

2

Z tf

ti

dt

Px2 �W.t/x2

�

D
ˇ̌
ˇ̌ıx
ıy

ˇ̌
ˇ̌
s
m
.
2	i„f 2�tf �

Z tf

ti

dt

f 2.t/
:

We shall now calculate the Jacobian, using a rather naive procedure that is not
always “clean”, but produces the correct result. First we again replace the paths
x.t/ and y.t/ by the points

�
x0; x1; : : : ; xN

�
;

�
y0; y1; : : : ; yN

� I xk D x
�
tk
�
; yk D y

�
tk
�
:

We then write the transformation (21.10) as

yn D xn � T

N

nX
kD1

Pf .tk/
f .tk/

.xk C xk�1/
2

D
NX

kD1
ınkxk � 1

2

nX
kD1

Pf .tk/
f .tk/

T

N
xk � 1

2

n�1X
kD 0

Pf .tkC1/
f .tkC1/

T

N
xk :

Now, the determinant is given by the diagonal elements, so that

JN WD
ˇ̌
ˇ̌@yi
@xj

ˇ̌
ˇ̌ D

NY
kD1

 
1 � 1

2

Pf .tk/
f .tk/

T

N

!
:

If we now perform the limit N !1, we obtain

ˇ̌
ˇ̌ıy
ıx

ˇ̌
ˇ̌ D lim

N!1 JN D lim
N!1 exp

(
log

NY
kD1

 
1 � 1

2

Pf .tk/
f .tk/

T

N

!)

D lim
N!1 exp

(
NX

kD1
log

 
1 � 1

2

Pf .tk/
f .tk/

T

N

!)

D lim
N!1 exp

"
�1
2

 
NX

kD1

Pf .tk/
f .tk/

T

N

!#
D exp

"
�1
2

Z tf

ti

Pf .t/
f .t/

dt

#

D exp

�
�1
2
log

�
f .tf /

f .ti/

��
D
s

f .ti/

f .tf /
:
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Therefore

ˇ̌
ˇ̌ıx
ıy

ˇ̌
ˇ̌ D

ˇ̌
ˇ̌ıy
ıx

ˇ̌
ˇ̌�1 D

s
f .tf /

f .ti/
:

We thus obtain the remarkably simple result: the path integral which corresponds to
the quadratic action is given by

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

�
i

„SŒx.t/�


D
s
m
.
2	i„f �ti�f �tf �

Z tf

ti

dt

f 2.t/
; (21.15)

where f is an arbitrary function with the property:
�
d 2

dt2
CW.t/

�
f .t/ D 0 ; f

�
ti
� ¤ 0 : (21.16)

It is easy to see that the free particle propagator .W.t/ D 0/ and the harmonic
oscillator .W.t/ D !2/ are contained in (21.15). We only have to set f .t/ D 1 or
f .t/ D sin



!
�
t � ti

��
:

Now that in (21.15) we have access to a formula for the propagator of a quadratic
Lagrangian, we consider it once again from another point of view. Since the action
is quadratic, i.e.,

SŒx.t/� D �m
2

Z tf

ti

dt x.t/

�
d 2

dt2
CW.t/

�
x.t/ ; (21.17)

we can diagonalize it. In order to do this, we consider the Hermitean operator

� d 2

dt2
�W.t/ ; (21.18)

which acts on the space of paths x.t/; where the following boundary conditions are
to be satisfied:

x
�
ti
� D 0 D x

�
tf
�
: (21.19)

The operator (21.18) possesses a complete system of normalized eigenfunctions
�n.t/:

�
� d 2

dt2
�W.t/

�
�n.t/ D �n�n.t/ ; �n

�
ti
� D 0 D �n�tf � ;

Z tf

ti

dt �n.t/�n0.t/ D ınn0 : (21.20)
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A given path can now be approximated by

QxN.t/ D
NX

nD1
an�n.t/ ; an D

Z tf

ti

dt �n.t/QxN.t/ : (21.21)

The action containing the approximated path then reads:

S

QxN.t/� D m

2

Z tf

ti

dt QxN.t/
�
� d 2

dt2
�W.t/

�
QxN.t/

D
.20;21/

m

2

X
n

X
n0

�nanan0

Z tf

ti

dt �n.t/�n0.t/

„ ƒ‚ …
D ınn0

D m

2

NX
nD1

�na
2
n : (21.22)

Hence we obtain

Z
da1 : : :

Z
daN exp

�
i

„SŒQx.t/�

D
 r

2	i„
m

!N s
1

�1 : : : �N
: (21.23)

In the limit N ! 1 the approximated paths fill up the whole path space and the
path integral (21.23) is essentially given by

 1Y
nD1

�n

!�1=2
D
�
det

�
� d 2

dt2
�W.t/

���1=2
; (21.24)

i.e., by an infinite product of eigenvalues. Of course the determinant will become
divergent, but we can “regularize” it by calculating the ratio of two determinants.

So up to now we have found that the path integral which corresponds to
a quadratic Lagrangian is essentially given by the determinant of the associated
differential operator:

Z x.tf /D 0

x.ti/D 0

Œdx.t/�exp

�
i

„
m

2

Z tf

ti

dt x.t/

�
� d 2

dt2
�W.t/

�
x.t/



D �
�
det

�
� d 2

dt2
�W.t/

���1=2
; (21.25)

where the right-hand side is in reality to be interpreted as the limit

lim
N!1�.N/

 
NY

nD1
�n

!�1=2
D lim

N!1�.N/
Z
: : :

Z �r
m

2	i„
�N

dNa

� exp

"
i

„
m

2

NX
nD1

�na
2
n

#
: (21.26)
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On the right-hand side one can see that the correct integration measure for the
calculation of the determinant is given by

NY
kD1

r
m

2	i„dak : (21.27)

Since we already know how to calculate the path integral (21.25), we want to try
to derive a relation for the determinants; in order to avoid divergence problems, we
consider the ratio

det

�@2t �W.t/

�
det


�@2t � V.t/
� D fW

�
ti
�
fW
�
tf
� R tf

ti
dt=f 2W.t/

fV
�
fi
�
fV
�
tf
� R tf

ti
dt=f 2V .t/

: (21.28)

We have previously assumed that fW.ti/ ¤ 0 and fV.ti/ ¤ 0: We now want to
study the limit fW;V .ti/ D 0: For this reason, let f 0W be the solution with boundary
conditions:


�@2t �W.t/
�
f 0W.t/ D 0 ; f 0W

�
ti
� D 0 ; d

dt
f 0W
�
ti
� D 1 : (21.29)

Similarly, let f 1W be the solution with boundary conditions

f 1W
�
ti
� D 1 ; d

dt
f 1W
�
ti
� D 0 : (21.30)

In (21.28) we put

fW D f 0W C "f 1W ;
fV D f 0V C "f 1V ; (21.31)

and so obtain for the limit "! 0:

lim
"!0

fW.ti/

fV.ti/
D 1 ; lim

"!0

fW.tf /

fV.tf /
D f 0W.tf /

f 0V .tf /
: (21.32)

The limit of the integral in (21.28),

Z tf

ti

dt

ŒfW.t/�2
;

diverges, however, since f 0W vanishes at the lower limit ti: But since the main
contribution to the integral comes from the infinitesimal neighborhood around ti
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(in the limit "! 0/; the integral diverges as

Z tf

ti

dt

.t � ti/2
:

So we find

lim
"!0

R tf
ti
Œdt=f 2W.t/�R tf

ti
Œdt=f 2V .t/�

D 1 : (21.33)

Thus, (21.28) reduces to the simple relation

det

�@2t �W.t/

�
det


�@2t � V.t/
� D f 0W.tf /

f 0V .tf /
: (21.34)

A simple example is supplied by

V.t/ D 0 W f 0V D t � ti ;

which satisfies f 0V .ti/ D 0 and .d=dt/f 0V .ti/ D 1: Then the ratio of the determinants
becomes simply

det

�@2t �W.t/

�
det

�@2t � D f 0W.tf /

tf � ti
: (21.35)

This can be used to calculate the propagator of a quadratic Lagrangian, relative to
the free propagator K0:

K
�
x2; t2I x1; t1

� D K
�
0; t2I 0; t1

�
e.i=„/SŒxcl�

D
"
det

��@2t �W.t/
�

det
��@2t �

#�1=2
K0
�
0; t2; 0; t1

�
e.i=„/SŒxcl�

D
s

t2 � t1
f 0W.t2/

r
m

2	i„.t2 � t1/
e.i=„/SŒxcl�

D
r

m

2	i„f 0W.t2/
e.i=„/SŒxcl� : (21.36)

For a simple check of the formula we can take the linear harmonic oscillator again:
W.t/ D !2; f 0W.t/ D sinŒ!.t � t1/�=!: This example shows that we are allowed to
add to the argument of f 0W the initial time and hence rewrite (21.29) a bit, namely:

�
d 2

dt2
CW.t/

�
f 0W
�
t; t1

� D 0 (21.37)
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with

f 0W
�
t; t1

�ˇ̌ˇ̌
tDt1

D 0 ; d

dt
f 0W
�
t; t1

�ˇ̌ˇ̌
tDt1

D 1 ; (21.38)

and therefore

K
�
x2; t2I x1; t1

� D
.36/

r
m

2	i„f 0W.t2; t1/
exp

�
i

„S


xcl
�

: (21.39)

At this stage it is very useful to return to the end of Chap. 5. If we then
compare (21.38) with (5.65–5.66), we can see that f 0W and J D @x.p; t/=@p satisfy
exactly the same (Jacobi) equation and have proportional boundary conditions.
Since, given L D mPx2=2� mW.t/x2=2; we find that

d

dt

�
@2L

@Px2
Pf 0W
�
C
�
d

dt

�
@2L

@x@Px
�
� @

2L

@x2

�
f 0W D 0

reduces to

mRf 0W CmWf 0W D 0 W
�
d 2

dt2
CW.t/

�
f 0W
�
t; t1

� D 0 :
Moreover, since by (5.69)

1

J
D � @2S

@x2@x1

it follows that

K
�
x2; t2I x1; t1

� D
s

i

2	„
@2Scl
@x2@x1

exp

�
i

„Scl
�
: (21.40)

In N dimensions this formula goes into

K
�
x2; t2I x1; t1

� D
s
detN

�
i

2	„
@2Scl
@x2i@x1j

�
exp

�
i

„Scl
�

(21.41)

or

K
�
x2; t2I x1; t1

� D
�

1

2	i„
�N=2 p

D exp

�
i

„Scl
�

(21.42)

D
�

1

2	i„
�N=2 �

detNJij
��1=2

exp

�
i

„Scl
�
I

D D detN

�
� @2S

@x2i@x1j

�
: (21.43)
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This propagatormight be called theWKB propagator .D; as we know from Chap. 4,
is the Van-Vleck determinant.

Note that the WKB propagator is exact for Lagrangians which terminate with
quadratic terms. Here are three well-known examples to illustrate (21.42):

(a) Free particle in N D 1 dimension:

Scl D m

2

.x2 � x1/2

t2 � t1

D D .�1/N
ˇ̌
ˇ̌ @2S

@x2@x1

ˇ̌
ˇ̌ D �1

�
� m

t2 � t1

�
D m

t2 � t1

K
�
x2; t2I x1; t1

� D
r

m

2	i„.t2 � t1/
exp

�
i

„Scl
�
:

(b) Particle in a constant field, N D 1:

Scl D m

2

.x2 � x1/2

t2 � t1
C F

2

�
t2 � t1

��
x1 C x2

� � F2

24m

�
t2 � t1

�3

D D .�1/N
ˇ̌
ˇ @2S

@x2@x1

ˇ̌
ˇ D m

t2 � t1

K
�
x2; t2I x1; t1

� D
r

m

2	i„.t2 � t1/
exp

�
i

„Scl
�
:

(c) Linear harmonic oscillator, N D 1:

Scl D m!

2 cosŒ!.t2 � t1/�


�
x22 C x21

�
sin


!
�
t2 � t1

�� � 2x2x1�

D
�
t2 � t1

� D .�1/N
ˇ̌
ˇ @2S

@x2@x1

ˇ̌
ˇ D m!

sin


!
�
t2 � t1

��

2K
�
x2; t2I x1; t1

� D
r

1

2	i„
p
D exp

�
i

„Scl
�

D
r

m!

2	i„ sinŒ!.t2 � t1/�
exp

�
i

„Scl
�
; (21.44)

which is exactly the same result as that of many of our former lengthy
calculations of

K
�
x2; t2I x1; t1

� D
Z x.t2/D x2

x.t1/D x1

Œdx.t/� exp

�
i

„
Z t1

t2

dt
hm
2
Px2 � m

2
!2x2

i
:
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A more sophisticated problem arises when considering the harmonic oscillator
with time-dependent frequency—the title of this chapter. For that reason, let us go
back to (9.42):

L.t/ D m

2
Px2 � m

2
!2.t/x2 (21.45)

with the equation of motion

�
d 2

dt2
C !2.t/

�
x.t/ D 0 : (21.46)

To solve this equation we use the ansatz

x.t/ D f .t/ eig.t/ (21.47)

and obtain the expressions (9.22, 9.23):

Rf � f Pg2 C !2f D 0 ; (21.48)

2Pf PgC f Rg D 0 : (21.49)

The last equation is equivalent to

f 2 Pg D C2 or Pg D C2

f 2
(21.50)

with C2 a constant which is independent of the terminal conditions x.t1/ D
x1; x.t2/ D x2: Substituting (21.50) into (21.48) produces an equation which f has
to satisfy:

Rf � C4
1

f 3
C !2.t/f D 0 : (21.51)

Now, the equation we are interested in is stated in (21.48):

�
� d 2

dt2
C Pg2 � !2.t/

�
f .t/ D 0

or
�
� d 2

dt2
�W.t/

�
f .t/ D 0 ; (21.52)

with

W.t/ WD �Pg2.t/C !2.t/ : (21.53)
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Introducing the abbreviations g.t/ D g; g.t1/ D g1; Pg.t1/ D Pg1; etc., we can easily
prove that a function that meets the requirements (21.37) and (21.38) is given by

f 0W
�
t; t1

� D sin.g � g1/pPgPg1 (21.54)

with

f 0W
�
t1; t1

� D 0 ; d

dt
f 0W
�
t; t1

�ˇ̌
tDt1
D 1 :

For this case, i.e., for the time-dependent harmonic oscillator, we therefore obtain,
according to (21.39):

K
�
x2; t2I x1; t1

� D
s

m
pPg2 Pg1

2	i„ sin.g2 � g1/
e.i=„/Scl : (21.55)

Here we need the classical action of the present problem. This information is also
needed if we want to obtain the propagator via (21.40), where two derivatives of
Scl are to be taken. Hence, let us first solve the classical problem of the harmonic
oscillator with time-dependent frequency.

Here it is convenient to solve (21.46) with the ansatz

x.t/ D f .t/ŒA cos g.t/C B sin g.t/� : (21.56)

With the end point conditions x.t1/ D x1; x.t2/ D x2; we can easily compute the
constant coefficients A and B using Cramer’s rule and then obtain for the classical
trajectory

x.t/ D f .t/

sin.g2 � g1/

�
x1
f1

sin
�
g2 � g

�� x2
f2

sin
�
g1 � g

��
; (21.57)

g
�
t2
� � g

�
t1
� ¤ n	 :

Now we turn to the object of interest, the classical action:

Scl D
Z t2

t1

dt L.x; PxI t/ D m

2

Z t2

t1

dt

integr. by parts‚ …„ ƒ��
dx

dt

�2
�!2.t/x2

�

D m

2



xPx�t2

t1
� m

2

Z t2

t1

dt x.t/

�
d 2

dt2
C !2.t/

�
x.t/

„ ƒ‚ …
D 0

D m

2



x2 Px2 � x1Px1

�
: (21.58)
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Here we have to express the terminal velocities in terms of x1 and x2. Taking the
time derivative of (21.57) gives, first of all,

Px D 1

sin.g2 � g1/

" Pf x1
f1

sin
�
g2 � g

� � Pf x2
f2

sin
�
g1 � g

�

� f Pgx1
f1

cos
�
g2 � g

�C f Pgx2
f2

cos
�
g1 � g

��
:

After a bit of algebra we obtain


Px2x2 � Px1x1� D Pf2x
2
2

f2
�
Pf1x21
f1
C �Pg2x22 C Pg1x21� cot�g2 � g1

�

�
�
f2 Pg2
f1
C f1 Pg1

f2

�
„ ƒ‚ …

D :=:

x1x2
1

sin.g2 � g1/
; Pg D C2

f 2

:=: D f 22 Pg2 C f 21 Pg1
f1f2

D 2C2

C2=
pPg1 Pg2 D 2

pPg1 Pg2 :

Finally we obtain for the classical action

Scl D m

2

" Pf2x22
f2
�
Pf1x21
f1
C �Pg2x22 C Pg1x21� cot�g2 � g1

�

�2x2x1
pPg1 Pg2 1

sin.g2 � g1/

�
: (21.59)

From here we get

@2Scl
@x2@x1

D � m
pPg1 Pg2

sin.g2 � g1/

which implies the desired result,

K
�
x2; t2I x1; t1

� D
s

i

2	„
@2Scl
@x2@x1

exp

�
i

„Scl
�

D
s

m
pPg1 Pg2

2	i„ sin.g2 � g1/
exp

�
i

„Scl
�
; (21.60)

where Scl is given by (21.59).
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In (9.43) we found an interesting invariant associated with the time-dependent
oscillator, which we rewrite a bit .Px D p=m/:

I.t/ D 1

2m

�
m2

x2

%2
C .%p �mx P%/2

�
; PI � @I

@t
C 1

i„ ŒI;H� D 0 : (21.61)

From the quantummechanical point of view, I.t/ is an invariant operator, whileH.t/
is not. p in (21.61) means p D .„=i/@=@x: We also repeat the differential equation
that %.t/ has to satisfy:

R%C !2.t/% � 1

%3
D 0 : (21.62)

But this equation is equivalent to (21.50, 21.51) if we absorb the constant C in f W
f=C! f ; so that (21.50) becomes

Pg D 1

f 2
(21.63)

and (21.51) takes the form

�
Rf C !2.t/f � 1

f 3

�
D 0 : (21.64)

The existence of the Hermitean invariant operator I.t/ is of utmost importance in
solving the time-dependent quantum mechanical problem given by

H.t/ D p2

2m
C m

2
!2.t/x2 D � „

2

2m

@2

@x2
C m

2
!2.t/x2 : (21.65)

If we write the time-dependent Schrödinger equation for the problem as

i„ @
@t
 .x; t/ D H.t/ .x; t/ (21.66)

then Lewis and Riesenfeld have shown that the general solution is given by the
superposition

 .x; t/ D
X
n

cn e
i˛n.t/ n.x; t/ (21.67)

where  n.x; t/ are the normalized eigenfunctions of the invariant operator I:

I n.x; t/ D �n n.x; t/ (21.68)
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with time-independent eigenvalues �n: The coefficients cn in (21.67) are constants,
while the time-dependent phases ˛n.t/ are to be obtained from the equation

„d˛n.t/
dt
D
�
 n

ˇ̌
ˇi„ @
@t
�H

ˇ̌
ˇ n

�
: (21.69)

From (21.67) we have

cn ei˛n.t/ D
Z

dx �
n .x; t/ .x; t/ (21.70)

so that it holds that

 
�
x2; t2

� DX
n

e�i˛n.t1/

�Z
dx1  

�
n

�
x1; t1

�
 
�
x1; t1

��
ei˛n.t2/ n

�
x2; t2

�

D
Z

dx1
X
n

ei.˛n.t2/�˛n.t1// n
�
x2; t2

�
 �
n

�
x1; t1

�
 
�
x1; t1

�
(21.71)

D
Z

dx1 K
�
x2; t2I x1; t1

�
 
�
x1; t1

�
; t2 > t1 : (21.72)

The last two equations allow us to identify the Feynman propagator:

K
�
x2; t2I x1; t1

� DX
n

ei.˛n.t2/�˛n.t1// n
�
x2; t2

�
 �
n

�
x1; t1

�
; t2 > t1 : (21.73)

Here we see that the propagator admits an expansion in terms of the eigenfunctions
of the invariant operator I.t/:

Now with the explicit knowledge of K at hand as given by (21.59) and (21.60),
we should be able to write down the eigenfunctions and eigenvalues of I.t/: This
can indeed be done and yields

˛n.t/ D �
�
nC 1

2

�
g.t/

 n.x; t/ D
 

1

2nnŠ

�
mPg
„
�1=2!1=2

exp

"
i

„
m

2

 Pf
f
C iPg

!
x2
#
Hn

 �
mPg
„
�1=2

x

!

with

I n.x; t/ D „
�
nC 1

2

�
 n.x; t/ ; n D 0; 1; 2; : : :

while ˛n.t/ satisfies (21.69).



Chapter 22
Propagators for Particles in an External
Magnetic Field

In order to describe the propagation of a scalar particle in an external potential, we
begin again with the path integral

K.r0; t0I r; 0/ D
Z r0.t0/

r.0/
Œdr.t/� exp

�
i

„SŒr.t/�


(22.1)

with

SŒr.t/� D
Z t0

0

dt L.r; Pr/ :

Classical electrodynamics tells us that in the presence of an external classical field
.A; �/; B D r � A; the Lagrangian is modified as follows:

L D m

2

�
dr
dt

�2
C e

c

dr
dt
� A � e�.r/ : (22.2)

We now pursue the calculation of the particle propagator as it was done in (20.18)ff.
We take a wave function at time t and let it be propagated toward tC ":

 .r0; tC "/ D
Z C1

�1
d3r

1

A3."/
exp

�
i

„"
�
m

2

.r0 � r/2

"2
C e

c

.r0 � r/
"

�A
�
r0 C r
2

�
� e�

�
r0 C r
2

��
 .r; t/ :
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As usual, we have A D .2	i„"=m/1=2: Now we define the variable %: % D r0 � r
and obtain

 .r0; tC "/ D
Z C1

�1
d3%

A3."/
exp

�
i

„
m

2"
%2 C ie

„c% � A
�
2r0 � %

2

�

� i

„"e�
�
2r0 � %

2

�
 .r0 � %; t/ : (22.3)

In analogy to the procedure on the way to the Schrödinger equation of Chap. 20, we
now expand up to terms linear in " or quadratic in %:

 .r0; t/C " @
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 .r0; t/C : : : D

Z
d3%
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��
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C 1

2
.% � r 0/2 .r0; t/C : : :

�
:

In the next step we also expand the exponential on the right-hand side, which
contains the vector potential:
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�
:



22 Propagators for Particles in an External Magnetic Field 277

At this point we make use of the integrals

Z
d3%

A3
exp

�
i

„
m

2"
%2
�
D 1 ;

Z
d3%

A3
exp

�
i

„
m

2"
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�

% D 0 ;
Z

d3%

A3
exp

�
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„
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2"
%2
�

%2 D i„"
m
:

So we finally end up with

 .r0; t/C " @
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„"e�.r
0/ .r0; t/C 1
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i„"
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A comparison of the terms linear in " yields .r0 ! r/:

@

@t
 .r; t/ D 1

i„e�.r/ .r; t/C
1

2m
i„r2 .r; t/C 1
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r 2 .r; t/C ie„

2mc
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C e2

2mc2
A2 .r; t/C e�.r/ .r; t/
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r 2 C ie„

2mc
.r � A/C ie„
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C e2

2mc2
A2.r/C e�.r/

�
 .r; t/ :

Recalling the r-representation of the momentum operator, we obtain the well-known
equation

i„ @
@t
 .r; t/ D

�
1

2m

�
p � e

c
A.r/

	2 C e�.r/
�
 .r; t/ (22.4)
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since

1

2m

�
p � e

c
A
	2
 D 1

2m

�
p2 � p � e

c
A � e

c
A � pC e2
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Ci„e
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r 2 C ie„
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r 2 C ie„

2mc
 .r � A/C ie„
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.A � r / C e2

2mc2
A2 :

The above Eq. (22.4) is the Schrödinger equation of a particle of mass m and
charge e in presence of an external electromagnetic field. In this way we have
demonstrated that the wave function propagated by the path integral (kernel) follows
a development in time which is fixed by the Schrödinger equation.

The complete expression for the path integral is then

KA.r0; t0I r/ D
Z r0.t0/

r.0/
Œdr.t/�

� exp

(
i

„
Z t0

0

dt
hm
2
Pr2 � e�.r/C e

c
Pr � A

i)
: (22.5)

A gauge transformation with respect to A,

A! A0 D AC r�.r/ (22.6)

where �.r/ is a scalar function, leads to an additive term in the exponential of (22.5):

ie

„c
Z t0

0

dt Pr � r� D ie

„c
Z r0

r
r� � dr D ie

„c


�.r0/� �.r/� :

This value is the same for all paths, i.e., is path-independent. So we have found that
the gauge transformation (22.6) induces a transformation on the propagator:

K0 W D KACr �.r0; t0I r/

D exp

�
i

„
e

c
�.r0/

�
KA.r0; t0I r/ exp

�
� i

„
e

c
�.r/

�
: (22.7)
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This corresponds to a change of the phase of the wave function

 ACr �.r/ DW  0.r/ D exp

�
i

„
e

c
�.r/

�
 A.r/ DW exp

�
i

„
e

c
�.r/

�
 .r/ : (22.8)

If at the same time the wave function is subjected to a phase transformation while
A is changed according to (22.6),

A! A0 D AC r� ;

 !  0 D exp

�
i

„
e

c
�

�
 ; (22.9)

then one can say that the quantum mechanics is gauge invariant. One can, of course,
prove this fact directly, using the Schrödinger equation (22.4).

In order to confirm (22.8), we recall that the Schrödinger wave function satisfies
the following integral equation:

 
�
r2; t2

� D
Z

d3r1K
�
r2; t2I r1; t1

�
 
�
r1; t1

�
: (22.10)

In order to find the gauge-transformed wave function  0; we first note that it has to
satisfy an integral equation similar to (22.10):

 0�r2; t2� D
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The first exponential under the integral sign is independent of r1 and therefore may
be moved to the left-hand side:
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If we compare this expression with the integral equation (22.10), we immediately
obtain

exp

�
� i

„
e

c
�.r/

�
 0.r; t/ D  .r; t/

or

 .r; t/!  0.r; t/ D exp

�
i

„
e

c
�.r/

�
 .r; t/

which is exactly Eq. (22.9).



Chapter 23
Simple Applications of Propagator Functions

Let us first summarize what we know until now about the Feynman propagator,
thinking first, for simplicity, of a one-dimensional system, described by the follow-
ing Lagrangian:

L.x; Px/ D m

2
Px2 � V.x/ : (23.1)

Then we know that

1/ K
�
xf ; tf I xi; ti

� D
Z x.tf /Dxf

x.ti/Dxi

Œdx.t/�

�exp
�
i

„
Z tf

ti

dt
hm
2
Px2 � V.x/

i
:

(23.2)

2/ i„ @
@tf

K
�
xf ; tf I xi; ti

� D
"
� „

2

2m

@2

@x2f
C V

�
xf
�#

K
�
xf ; tf I xi; ti

�
: (23.3)

K
�
xf ; tiI xi; ti

� D ı�xf � xi
�
:

3/ K
�
xf ; tf I xi; ti

� DP1
nD0 �n

�
xf
�
��
n

�
xi
�
e�.i=„/En.tf �ti/ : (23.4)

We have already seen in some examples (particle in a square well, or constrained to
move on a ring) that the representation (23.4) exists. More generally, (23.4) can be
shown as follows: we know that the propagator for fixed xi; ti solves the Schrödinger
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equation. This Schrödinger function can be decomposed as follows:

 .xi;ti/
�
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�
xf ; tf I xi; ti

� DX
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D
xf je�.i=„/Htf j.jnihnj/jxi; ti
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For tf D ti we have the condition
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Since the left-hand side is time-independent, we are forced to choose
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D 1

jxi
˛ D ı�xf � xi

�
:

With (23.4) the propagator can be calculated if one knows the wave function and
the energy spectrum. For example, it holds for the free particle that
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�
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2	i„.t2 � t1/

�1=2
exp

�
i

„
m

2

.x2 � x1/2

t2 � t1

�
:

Now let us consider the time-development operator

e�.i=„/HT : (23.5)

In coordinate representation, it is given by

hx2je�.i=„/HT jx1i
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where

xjx 1
2
i D x 1

2
jx 1

2
i :

Let jni be a complete system of states of the Hamiltonian H:

Hjni D Enjni ;
X
n

jnihnj D 1l :

Then we expand any state, e.g., the eigenstate vector jx1i, according to
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X
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�
x1
�jni :

Furthermore, we use

e�.i=„/HT jni D e�.i=„/EnT jni

so that
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D
X
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�
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x2
�
e�.i=„/EnT : (23.6)

Then we arrive at the following important result:

4. The propagator can be written as matrix element of the time-development
operator expŒ�.i=„/HT�:

K
�
x2;TI x1; 0

� D hx2je�.i=„/HT jx1i D
TDt2�t1
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which implies

hx2; t2j D hx2je�.i=„/H t2 ; jx1; t1i D e.i=„/H t1 jx1i : (23.7)

We now want to use the explicit form of the propagator in order to find the energy
spectrum of a particle in a potential. To this end we consider the trace of the time-
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development operator:
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i.e., we have found
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With the Fourier transform .ImE > 0/;
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Since we have the propagator for the harmonic oscillator at hand, we ought to be
able to calculate the energy spectrum by forming the trace:

G.T / D
Z

dx0 K
�
x0;TI x0; 0

� D
r

m!

2	i„ sin.!T/

Z
dx0

� exp

�
i

„
m!

sin.!T/
x20
�
cos.!T/ � 1�

�

D 1p
2.cos.!T/ � 1/ D

1

2i sin.!T=2/
D e�i!T=2

1 � e�i!T

D e�i!T=2
1X

nD 0

e�in!T D
1X

nD 0

e�i.nC1=2/!T : (23.10)

Comparison with (23.8) yields

EH.O.
n D �nC 1

2

�„! ; n D 0; 1; 2 : : : : (23.11)
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From the above, something can also be learned about the free propagator:

K.x;TI 0; 0/ D
� m

2	i„T
	1=2

exp

�
i

„
m

2

x2

T

�
:

The Fourier transform is given by

G.xIE/ D i

„
Z

dT
� m

2	i„T
	1=2

exp

�
i

„
�
ET C mx2

2T

��
:

With the aid of the identity

Z 1

0

du exp
h
� a

u2
� bu2

i
D
r
	

4b
e�2pab ; T DW u2

we can easily show that

G.xIE/ D i

„
r

m

2E
exp

�
� i

„
p
2mEx

�
;

which gives the well-known branch point in the E-plane at E D 0:
In the case of the harmonic oscillator, the following statements can be made. First

of all, we recall that

K.x0; tI x00; 0/ D
1X

nD 0

 n.x
0/ �

n .x
00/ e�i.nC1=2/!t : (23.12)

Then it can be shown that K is periodic in t with the period .2	=!/:

K.x0; tC m2	=!I x00/ D .�1/mK.x0; tI x00/ : (23.13)

Proof

K.x0; tCm2	=!I x00/ D
X
n

 n.x
0/ �

n .x
00/ e�i.nC1=2/!.tCm2	=!/ :

Now we write

e�i.nC1=2/!m2	=! D e�i.nC1=2/2m	

D �e�im	
�

„ ƒ‚ …
D .�1/m

.2nC1/ D .�1/m.�1/m2n D .�1/m :
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Therefore, we indeed obtain

K.x0; tC m2	=!I x00/ D .�1/mK.x0; tI x00/ :

Furthermore, it holds that

K
�
x0; t C .2mC 1/	=!I x00� D .�i/2mC1K.x0; tI �x00/ (23.14)

since

K
�
x0; tC .2mC 1/	=!I x00� DX

n

 n.x
0/ �

n .x
00/ e�i.nC1=2/Œ!tC.2mC1/	� :

Because

e�i.nC1=2/.2mC1/	 D e�i.nC1=2/2m	 e�i.nC1=2/	

D .�1/m e�in	 e�i	=2 D .�1/m.�1/n.�i/
D .�i/2m.�i/.�1/n D .�i/2mC1.�1/n

we can continue to write

.�i/2mC1X
n

 n.x
0/.�1/n �

n .x
00/ e�i.nC1=2/!t :

Nowwe know from the n.x/ (/Hermite polynomials) that they are even for even n
and odd for odd n:

 n.�x/ D .�1/n n.x/ W  �
n .�x/ D .�1/n �

n .x/ :

Then we immediately get

K
�
x0; tC .2mC 1/	=!I x00� D .�i/2mC1

1X
nD 0

 n.x
0/ �

n .�x00/ e�i.nC1=2/!t

D .�i/2mC1K.x0; tI �x00/ : q.e.d.

The physical meaning of (23.13) and (23.14) becomes clear when looking at

hx0tj i D  .x0; t/ D
Z
hx0; tjx00; 0idx00hx00; 0j i

D
Z

dx00 K.x0; tI x00; 0/ .x00; 0/ ;
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which yields

 
�
x; t0 C m2	=!

� D
Z

dx00 K
�
x; t0 C m2	=!I x00� .x00; 0/

D
.13/
.�1/m

Z
dx00 K

�
x; t0I x00� .x00; 0/

D .�1/m �x; t0� : (23.15)

On the other hand, (23.14) gives us

 
�
x; t0 C .2mC 1/	=!

� D
Z

dx00 K
�
x; t0 C .2mC 1/	=!I x00� .x00; 0/

D .�i/2mC1
Z

dx00 KH.O.
�
x; t0I �x00� .x00; 0/

D .�i/2mC1
Z

dx00 KH.O.��x; t0I x00� .x00; 0/

D .�i/2mC1 
��x; t0� (23.16)

D 1

i
.�1/m ��x; t0� :

We now present a highly interesting application of the just-derived formulae—valid
only for the oscillator potential.

Let  .x; t0/ be the wave function of a particle centered around x0 D x.t0/; and
let this particle move with an average momentum p0; so that we can write a wave
packet of the form

 
�
x; t0

� D e.i=„/p0x f
�
x � x.t0/

�
: (23.17)

f is real and takes its maximum when the argument is zero. After a time interval
of 	=!; i.e., corresponding to one-half of the classical period, (23.16) tells us that,
with m D 0;

 
�
x; t0 C 	=!

� D �i ��x; t0� D �i e�.i=„/p0xf
��x � x0

�
; (23.18)

so that the wave packet is now centered around x D �x0; unchanged in form, and
where its initial average momentum is now turned around: �p0. After one period,
2	=!; (23.15) tells us, with m D 1;

 
�
x; t0 C 2	=!

� D .�1/ �x; t0� D �e.i=„/p0xf �x � x0
�
; (23.19)

so that the wave packet has again reached its initial state, unchanged in shape and
with its initial average momentum, p0: This motion is repeated arbitrarily often,
whereby the wave packet moves like a classical particle. One should note that this
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conclusion requires no special form of the wave packet; it applies to every wave
packet (cf. special case of the Gaussian wave packet—ground state wave function
of the harmonic oscillator—studied by Schrödinger himself). We want to retrace
Schrödinger’s calculations, considering, at time t D 0; the wave function

 .x; 0/ D
�˛
	

	1=4
exp

h
�˛
2

�
x � x0

�2 C ik0x
i
; ˛ WD m!

„ :

At a later time, t > 0;  develops as

 .x; t/ D
Z

dx0 KH.O..x; tI x0; 0/ .x0; 0/ (23.20)

D
�˛
„
	1=4 � m!

2	i„ sin.!t/

�1=2 Z
dx0

� exp

�
im!

2„
��
x2 C x02�cot.!t/ � 2xx0

sin.!t/

�
� ˛
2

�
x0 � x0

�2 C ik0x0


D
�˛
	

	1=4 � m!

2	i„ sin.!t/
�1=2

exp

�
im!

2„ x2 cot.!t/ � ˛
2
x20



�
Z

dx0 exp
��

im!

2„ cot.!t/ � ˛
2

�
x02

�
�

im!

„ sin.!t/
x � ˛x0 � ik0

�
x0


D
�˛
	

	1=4 � m!

2	i„ sin.!t/
�1=2

� exp

8̂
<
:̂
im!

2„ x2 cot.!t/ � ˛
2
x2 � 1

2

�
im!x

„ sin.!t/ � ik0 � ˛x0
	2

im!
„ cot.!t/ � ˛

9>=
>;

�
Z

dx0 exp

8<
:
�
im!

2„ cot.!t/ � ˛
2

� 
x0 �

im!x
„ sin.!t/ � ik0 � ˛x0

im!
„ cot.!t/ � ˛

!29=
;

D
�˛
	

	1=4 � m!

2	i„ sin.!t/
�1=2  

	
˛
2
� im!

2„ cot.!t/

!1=2

� exp

"
im!

2„ cot.!t/x2 � ˛
2
x20 C

1

2

˛ C im!
„ cot.!t/

˛2 C �m!„ cot.!t/
�2

�
�

im!x

„ sin.!t/
� ik0 � ˛x0

�2#
: (23.21)
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If we set ˛ D m!=„; k0 D 0; x0 D a; then we get for this special case of an initial
Gaussian probability distribution centered around x0 D a:

 .x; t/ D
�˛
	

	1=4 � ˛

2	i sin.!t/

�1=2 �
2	

˛.1 � i cot.!t//

�1=2

� exp

"
i˛

2
x2 cot.!t/ � ˛

2
a2 C ˛

2

1C i cot.!t/

1C cot2.!t/

�
ix

sin.!t/
� a

�2#

D
�˛
	

	1=4
exp

�
� i!t
2
� ˛
2
x2 C ˛ax e�i!t � ˛

4
a2
�
1C e�2i!t��

D
�m!
	„

	1=4
exp

�
� i!t
2
� m!

2„
h
x2 � 2ax e�i!t

C 1

2
a2
�
1C e�2i!t�i : (23.22)

In particular, we obtain for t D n2	=!:

 

�
x; n

2	

!

�
D
�m!
	„

	1=4
exp

h
�in	 � m!

2„
�
x2 � 2axC a2

�i

D .�1/n .x; 0/

and for t D .nC 1=2/2	=!:

 

�
x;
�
nC 1

2

	2	
!

�
D
�m!
	„

	1=4
exp

�
�i	

�
nC 1

2

�
� m!

2„
�
x2 C 2axC a2

��

D 1

i
.�1/n .�x; 0/ :

In general we obtain:

 
�
x;
	

!
n
	
D
�
1

i

�n
 
�
.�1/nx; 0� :

From this we learn that

K
�
x; n

	

!
I x0; 0

	
D
�
1

i

�n
ı
�
x � .�1/nx0� ;

which is known to us from p. 243.
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We now split  .x; t/ into its modulus and the phase, in order to study the shape
of  .x; t/:

 .x; t/ D
�m!
	„

	1=4
exp

�
� i!t
2
� m!

2„
�
x2 � 2ax�cos.!t/ � i sin.!t/

�

C 1

2
a2
�
1C cos.2!t/„ ƒ‚ …

cos2.!t/ � sin2.!t/„ ƒ‚ …
2 cos2.!t/

�i sin.2!t/„ ƒ‚ …
2 sin.!t/ cos.!t/

��

„ ƒ‚ …
2 cos2.!t/ � 2i sin.!t/ cos.!t/



D
�m!
	„

	1=4
exp

�
� i!t
2
� i

m!

„ sin.!t/

�
ax � a2

2
cos.!t/

��

� exp
h
�m!
2„
�
x2 � 2ax cos.!t/C a2 cos2.!t/

�i

D
�m!
	„

	1=4
exp

�
� i!t
2
� i

m!

„ sin.!t/

�
ax � a2

2
cos.!t/

��

� exp
h
�m!
2„
�
x � a cos.!t/

�2i
: (23.23)

Apart from the complicated phase factor,  .x; t/ has the same form as (23.20) with
k0 D 0; where it now holds that

x0 D a cos.!t/ :

The corresponding probability distribution reads, therefore, simply

P.x; t/ D j .x; t/j2 D
�m!
	„

	1=2
exp

h
�m!„

�
x � a cos.!t/

�2i
: (23.24)

This is still (for t > 0/ a Gaussian distribution, only this time centered around
x0 D a cos.!t/: We are dealing here with a highly interesting result: the wave
packet oscillates back and forth, following the same path as a classical particle. For
a D 0; (23.24) implies a stationary probability distribution:

a D 0 W P.x; t/ D
�m!
	„

	1=2
exp

h
�m!„ x2

i
: (23.25)
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This corresponds to a particle that is sitting on the bottom of the harmonic oscillator
potential. The associated ground state is found from (23.23) with a D 0:

 .x; t/ D
�m!
	„

	1=4
exp

h
�m!
2„ x

2
i
exp

h
�i!
2
t
i

(23.26)

D  .x; 0/ e�i!t=2 D  .x; 0/ e�.i=„/E0 ; E0 D „!
2
:

We now want to determine the lowest eigenfunctions from the propagator of the
harmonic oscillator. Let us recall

K.x0; tI x00; 0/ D
�

m!

2	i„ sin.!t/

�1=2

� exp

�
im!

2„ sin.!t/

�
x02 C x002� cos.!t/ � 2x0x00�

and use here

2i sin.!t/ D ei!t
�
1 � e�2i!t� ;

2 cos.!t/ D ei!t
�
1C e�2i!t� :

This yields, in K:

K.x0; tI x00; 0/ D
�m!
	„

	1=2
e�i!t=2

�
1 � e�2i!t��1=2

� exp

�
m!

„
�
��x02 C x002� 1C e�2i!t

2.1� e�2i!t/

C2x0x00 e�i!t

1 � e�2i!t

�
:

Now we make use of the series expansion

.1 � x/�1=2 D 1C 1
2
xC : : : ; .1 � x/�1 D 1C xC : : : jxj < 1

and write

K.x0; tI x00; 0/ D
�m!
	„

	1=2
e�i!t=2

�
1C 1

2
e�2i!t C : : :

�

� exp

�
m!

„
�
�1
2

�
x02 C x002��1C e�2i!t��1C e�2i!t C : : :

�

C 2x0x00 e�i!t�1C e�2i!t C : : :
��

:
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Expanding up to quadratic terms yields

D
�m!
	„

	1=2
e�i!t=2

�
1C 1

2
e�2i!t C : : :

�

� exp
h
�m!
2„
�
x02 C x002�i exp h�m!„

�
x02 C x002� e�2i!t

C2m!„ x0x00 e�i!t

�
:

At this point we also expand expŒ: : : e�in!t� and so obtain

D
�m!
	„

	1=2
e�i!t=2

�
1C 1

2
e�2i!t

�
exp

h
�m!
2„
�
x02 C x002�i

�
�
1 � m!

„
�
x02 C x002� e�2i!t C 2m!

„ x0x00 e�i!t

C2m
2!2

„2 x02x002 e�2i!t C : : :

�
: (23.27)

Using En D .nC 1=2/„! and (23.12),

K.x0; tI x00; 0/ D
1X

nD 0

 n.x
0/ �

n .x
00/ e�.i=„/Ent

and comparing the first terms with (23.27), we obtain:

n D 0 W E0 D 1

2
„!I

�m!
	„

	1=2
exp

h
�m!
2„
�
x02 C x002�i e�i!t=2

�  0.x0/ �
0 .x

00/ e�.i=„/E0t

)  0.x/ D
�m!
	„

	1=4
exp

h
�m!
2„ x

2
i
:

n D 1 W E1 D 3

2
„!I

�m!
	„

	1=2 2m!
„ x0x00 exp

h
�m!
2„
�
x02 C x002�i e�3i!t=2

�  1.x0/ �
1 .x

00/ e�.i=„/E1t

)  1.x/ D
�m!
	„

	1=4 r2m!

„ x exp
h
�m!
2„ x

2
i

n D 2 W E2 D 5

2
„!I

�m!
	„

	1=2
exp

h
�m!
2„
�
x02 C x002�i

�
�
1

2
� m!

„
�
x02 C x002�C 2m2!2

„2 x02x002
�

e�5i!t=2
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D
�m!
	„

	1=2
exp

h
�m!
2„
�
x02 C x002�i 1

2

�
2m!

„ x02 � 1
�

�
�
2m!

„ x002 � 1
�
e�5i!t=2

�  2.x0/ �
2 .x

00/ e�.i=„/E2t

)  2.x/ D 1p
2

�m!
	„

	1=4 �2m!
„ x2 � 1

�
exp

h
�m!
2„ x

2
i
:

From the quantum mechanics of the harmonic oscillator, one gets for the eigenfunc-
tions

 n.x/ D 1p
2nnŠ

�m!
	„

	1=4
Hn

�r
m!

„ x

�
e�m!x2=2„ (23.28)

with the Hermite polynomials

H0.�/ D 1 ; H1.�/ D 2� ; H2.�/ D 4�2 � 2 ; : : : :
Knowing the propagator functions e.g., for the free particle or for the particle

in the harmonic oscillator potential, we are now in a position to quickly give the
density matrix—in configuration space, for example. This can simply be achieved
by going over to the propagator with “imaginary time”, i.e., by the substitution

t! 1

i
ˇ„ ; ˇ D 1

kT
:

L D m

2
Px2 W K.x0; tI x00; 0/ D

r
m

2	i„t exp
�
i

„
m

2

.x0 � x00/2

t

�

) %.x0; x00Iˇ/ D
r

m

2	„2ˇ exp

�
� m

2„2ˇ .x
0 � x00/2

�
: (23.29)

For the important case, L D mPx2=2� m!2x2=2, we get from

K.x0; tI x00; 0/ D
r

m!

2	i„ sin.!t/
exp

�
i

„
m!

2 sin.!t/


�
x02 C x002�

� cos.!t/ � 2x0x00�

%.x0; x00Iˇ/ D
r

m!

2	„ sinh.„!ˇ/ exp
�
� m!

2„ sinh.„!ˇ/

�
x02 C x002�

� cosh.„!ˇ/ � 2x0x00� : (23.30)

Here, as a reminder, the most important properties of the density operator.
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Let ja0i be a complete orthonormal basis. In this basis the operator A can be
represented as

A D
X
a0

a0ja0iha0j : (23.31)

If we now take the number wa0 for the numbers a0; where wa0 is the probability of
finding the system in the state ja0i; then a new operator, the density operator, can be
written as:

% D
X
a0

wa0 ja0iha0j (23.32)

with

wa0 > 0 and
X
a0

wa0 D 1 : (23.33)

From (23.32) it is obvious that % is Hermitean: % D %�: Then the expectation value
of an operator O can be expressed as

hOi D Tr.%O/ D
X

a;a0 ;a00

haja0iwa0ha0ja00iha00jOjai (23.34)

D
X
a0

wa0ha0jOja0i D
X
a0

wa0hOia0 ;

where ha0jOja0i is the expectation value of O in the state ja0i: For O D 1l we get

Tr.%/ D 1 : (23.35)

Pure states ja0i are those for which wa0 D ıa0a00 ; i.e.,

% D ja0iha0j W %2 D ja0iha0j ja0iha0j D ja0iha0j D % ;
i.e.,

%2 D % : (23.36)

The expectation value is then simply written as

hOi D Tr.%O/ D
X

a;a00;a000

ıaa0‚…„ƒ
haja0i ha0ja00i„ƒ‚…

ıa0a00

ha00jOja000i
ıa000a‚…„ƒ
ha000jai

D ha0jOja0i : (23.37)
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Let us again recall that the operator % is suitable for describing a system whose
probability of being found in the state ja0i is equal to wa0 : These can be both pure
and mixed states, e.g., the orientation of the spin of the silver atoms in the Stern-
Gerlach experiment prior to entrance into the inhomogenous magnetic field or an
unpolarized beam of photons.

In x-representation we write the density operator as

%.x; x0/ D hx0j%jxi D
X
a0

hx0ja0iwa0ha0jxi D
X
a0

wa0a0.x0/a0�.x/ :

The expectation value is likewise

hOi D
Z

dxhxj%jx0idx0hx0jOjxi

D
Z

dx dx0 %.x; x0/O.x; x0/ D Tr.%O/ : (23.38)

If the states change in time, (23.32) becomes

%.t/ D
X
a0

wa0 ja0.t/iha0.t/j : (23.39)

Now H; the Hamilton operator, generates the development in time, so that with

Hjni D Enjni ;
X
n

jnihnj D 1l

and

ja0i D
X
n

jnihnja0i

as well as (for Schrödinger state kets)

ja0; ti D
X
n

jnihn ja0; ti„ƒ‚…
De�.i=„/Ht ja0i

it follows that

ja0; ti D
X
n

jni e�.i=„/Ent hnja0i :
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If we substitute ja0.t/i D e�.i=„/Htja0i in (23.39), we then get

%.t/ D
X
a0

wa0 e�.i=„/Htja0iha0j e.i=„/Ht

D e�.i=„/Ht
 X

a0

wa0 ja0iha0j
!

e.i=„/Ht

D e�.i=„/Ht %.0/ e.i=„/Ht : (23.40)

The time derivative yields

@%

@t
D � i

„H%.t/C %.t/
i

„H

or

@%

@t
D � i

„ ŒH; %.t/� :

By way of illustration, let us consider a canonical ensemble from statistical
mechanics. Let jni and En be eigenstate and eigenvalue of the Hamilton operator
H: Then the probability of finding the system in state jni with the energy En is given
by

wn D e�ˇEnP
m e�ˇEm

; Hjni D Enjni : (23.41)

Then the density operator becomes

% D
X
n

wnjnihnj D
X
n

e�ˇEnP
m e�ˇEm

jnihnj D e�ˇH

Tr.e�ˇH/
:

Thus we have

% D e�ˇH

Tr.e�ˇH/
DW 1

Q
e�ˇH ; (23.42)

with the partition function

Q WD Tr
�
e�ˇH� DX

n

e�En=kT WD e�F=kT D e�ˇF (23.43)

and the free energy

F D �kT lnQ D �kT ln
X
n

e�En=kT :
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Incidentally, we have for the entropy

S D �k
X
n

Wn lnWn (23.44)

with

Wn D 1

Q
e�En=kT :

We now consider the density operator as a function of ˇ:

%.ˇ/ D e�ˇH

Tr.e�ˇH/

or, with the non-normalized %:

%u.ˇ/ D e�ˇH ; Q D Tr
�
%u
�
:

In the following, we drop the index u and obtain in the energy representation

%nm.ˇ/ D ınm e�ˇEn ;

which implies

@%nm

@̌
D ınm

��En
�
e�ˇEn D �En%nm.ˇ/

or

� @%.ˇ/
@̌

D H%.ˇ/ ; %.O/ D 1 : (23.45)

In configuration space we thus obtain

� @%.x; x
0Iˇ/

@̌
D Hx%.x; x

0Iˇ/ I %.x; x0I 0/ D ı.x � x0/ : (23.46)

For a free particle with Hx D p2x=2m we get the differential equation

� @%.x; x
0Iˇ/

@̌
D � „

2

2m

@2

@x2
%.x; x0Iˇ/ I %.x; x0; 0/ D ı.x � x0/ : (23.47)

Note that the substitution ˇ ! .i=„/t brings us back to the Schrödinger equa-
tion. This analogy makes it easy to write down the solution of the differential
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equation (23.47):

%.x; x0Iˇ/ D
r

m

2	„2ˇ exp

�
� m

2„2ˇ .x � x0/2
�
: (23.48)

For the harmonic oscillator with Hx D p2x=2mC m!2x2=2; we obtain likewise

� @%
@̌
D � „

2

2m

@2

@x2
%C m!2

2
x2% (23.49)

with the solution

%.x; x0Iˇ/ D
r

m!

2	„ sinh.„!=kT/ exp
�
� m!

2„ sinh.„!=kT/
��
x2 C x02�

� cosh
�„!
kT

�
� 2xx0

�
: (23.50)

For a free particle, the above result (23.48) originates from the calculation of the
path integral .U D „ˇ/

%.x; x0IU/ D
Z x.U/D x

x.0/D x0

Œdx.u/� exp

�
�1„

Z U

0

du
m

2
Px2.u/

�
: (23.51)

For a particle in the potential V; it holds analogously that

%.x; x0IU/ D
Z x.U/D x

x.0/D x0

Œdx.u/�

� exp

�
�1„

Z U

0

du
hm
2
Px2.u/C V

�
x.u/

�i
: (23.52)

The trace is also interesting:

e�ˇF D Q D
Z

dx%.x; xIU/

D
Z

dx
Z x.U/Dx

x.0/Dx
Œdx.u/� exp

�
�1„

Z U

0

du
hm
2
Px2.u/C V

�
x.u/

�i

D
Z
all closed paths

Œdx.u/�

� exp

�
�1„

Z U

0

du
hm
2
Px2.u/C V

�
x.u/

�i
: (23.53)

This kind of path integral representation of the partition function is frequently used
in statistical mechanics.



Chapter 24
The WKB Approximation

In this chapter we shall develop an important semiclassical method which has
come back into favor again, particularly in the last few years, since it permits
a continuation into field theory. Here, too, one is interested in nonperturbative
methods.

As a starting point we consider the propagation of a particle in a constant field:

H D p2

2m
� Fx : (24.1)

The Heisenberg equations of motion then read

Px D p

m
; Pp D F (24.2)

with the solutions .x � x.0/; p � p.0//

p.t/ D pC Ft

x.t/ D xC p

m
tC 1

2

F

m
t2 :

Note that the first equation is simpler, so that we prefer to work in the p-
representation:

i„ @
@t
hp; tjp0; oi D

�
p; t

ˇ̌
ˇ̌ p2
2m
� Fx

ˇ̌
ˇ̌p0; 0

�
D
�
p2

2m
� Fi„ @

@p

�
hp; tjp0i :

Using

hp; tjp0i D hpje�.i=„/Htjp0i D
Z
hpjEi„ƒ‚…
 .p/

dE e�.i=„/Et hEjp0i„ƒ‚…
 �.p0/

(24.3)
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we easily obtain

�
p2

2m
� Fi„ @

@p

�
 .p/ D E .p/ : (24.4)

This can be rewritten as

@

@p
log .p/ D 1

Fi„
�
p2

2m
� E

�
;

which is solved by

 .p/ D C exp

�
� i

„F
�
p3

6m
� Ep

��
D hpjEi :

The constant is determined by the ı-normalization in E:

ı.E � E0/ D
Z
hEjpidphpjE0i D jCj2

Z
dp exp

�
� i

„F .E � E0/p
�

D jCj22	„Fı.E � E0/

so that

C D 1p
2	„F

and

 .p/ D hpjEi D 1p
2	„F exp

�
i

„F
�
Ep � p3

6m

��
: (24.5)

If we substitute this result into (24.3), we obtain

hp; tjp0i D exp

�
� i

„6mF
�
p3 � p03�� 1

2	„F
Z

dE exp

�
i

„F .p � p0 � Ft/E

�

D ı.p� p0 � Ft/ exp

�
� i

„
1

6mF

�
p3 � p03�� : (24.6)

In the limit F! 0; we reproduce a well-known result:

hp; tjp0; 0i�!
F!0

ı.p� p0 � Ft/ exp

�
� i

„
1

6mF

�
p3 � .p � Ft/3

��

D ı.p� p0/ exp
�
� i

„
p2

2m
t

�
;
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i.e., for F D 0; there is only one value of p (or E/; namely p0 .E.p0/ D p02=2m > 0/;
whereas for F ¤ 0; the spectrum is continuous—Ft is an arbitrary number. The
only value for p0.E.p0// mentioned above comes from the fact that for F ! 0; the
amplitude hpjEi oscillates so rapidly that no contribution exists—except for the case
in which the phase becomes stationary at a certain point p0:

@

@p

�
Ep � p3

6m

� ˇ̌
ˇ
pD p0

D 0 D E � p02

2m
:

In order to calculate the configuration space wave function  .x/ D hxjEi, we write

 .x/ D hxjEi D
Z
hxjpidphpjEi

D
Z

dpp
2	„e

.i=„/xp 1p
2	„

1p
F
exp

�
i

„F
�
Ep� p3

6m

��

D
Z

dp

2	„pF
exp

�
i

„
�
xpC 1

F

�
Ep � p3

6m

��
: (24.7)

Now we introduce a new integration variable,

u D �.2m„F/�1=3p ;

and write

˛ WD
�
2m

„2 F
�1=3

; q D
�
xC E

F

�
˛ :

Then our wave function takes the form

 .x/ D ˛

	
p
F

Z 1

0

du cos

�
u3

3
� qu

�
:

The integral in this expression can also be written with the definition of the Airy
function,

Ai.q/ D 1p
	

Z 1

0

du cos

�
u3

3
C uq

�
;

as

 .x/ D ˛p
	F

Ai.�q/ : (24.8)

We now return to our solution hxjEi in the form (24.7) and consider the semiclassical
(WKB) approximation, where x and E are to be taken so that the phase in the
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integrand of (24.7) is very large relative to „. Then we are dealing with rapid
oscillations which become washed out—except for the stationary points. These
stationary values are determined by

@

@p

�
pxC 1

F

�
Ep� p3

6m

�� ˇ̌
ˇ
pDp0
D 0 ; (24.9)

i.e.,

FxC E � p20
2m
D 0

or

E D p20
2m
� Fx :

Here we meet the classical energy-momentum relation again:

p0 D ˙
p
.EC Fx/2m : (24.10)

Fx can take positive and negative values.
The value of the integral in (24.7) can, under certain conditions which have been

given above, be dominated by the points p0 of (24.10). The classical x-regions are

allowed: x > �E=F ; p0 real ;

forbidden: x < �E=F ; p0 imaginary :

Let us first consider the classically allowed region x > �E=F and write

exp

�
i

„
�
pxC 1

F

�
Ep � p3

6m

��
DW ei'.p/

and then expand '.p/ around the stationary value p0:

'.p/ D '�p0�C �p � p0
� @'
@p

ˇ̌
ˇ
p0„ƒ‚…

D0

C1
2

�
p � p0

�2 @2'
@p2

ˇ̌
ˇ̌
ˇ
p0

C : : : :

Now we have

'
�
p0
� D 1

„p0
�
xC E

F

�
„ ƒ‚ …
.9/W p20=2mF

� 1

„F
p30
6m
D 1

„F
p30
3m
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and

@2'

@p2

ˇ̌
ˇ
p0
D � p0

m„F :

The condition that allows us to neglect the third derivative in the above expansion
for '.p/ will be given later. So far we have found the asymptotic behavior of  .x/
(there are two values of p0!):

 ˙.x/ � 1

2	„pF
ei'.p0/

Z
dp exp

�
�i .p � p0/2

2

p0
m„F

�
:

Writing q D p � p0 and using

Z C1

�1
dq e�iaq2 D

r
	

jaje
�.i	=4/sign a ;

where a D p0=2m„F; we finally obtain

 .x/ D C.x/C  �.x/ D 1

2	„pF

s
2	m„F

p0

�
�
e�i	=4 exp

�
i

„F
p30
3m

�
C ei	=4exp

��
� i

„F
�

p30
3m

��
: (24.11)

p0 WD jp0j

With this we get the asymptotic formula,

 .x/ �
s

2m

	„p0 cos

�
p30

3„Fm �
	

4

�

with

p0 D C
p
2m.EC Fx/

and

p30
3„Fm D

1

„
Z x

x0 D �E=F
dx0 p0.x0/ ;

which can be proved as follows:

p20 D 2m.EC Fx/ W @

@x
p20 D 2mF :
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Furthermore,

@

@x

p30
3„mF D

1

3„mF
@

@x

�
p20
�3=2 D 1

3„mF
@p20
@x

@

@p20

�
p20
�3=2

D 1

3„mF2mF
3

2
p0 D p0

„ ;

integration yields

p30
3„mF D

1

„
Z x

x0

dx0 p0.x0/ ; x0 D �E
F
:

So we obtain

 .x/ �
s

2m

	„p0 cos
�
1

„
Z x

x0

dx0 p0.x0/� 	
4

�

D
r

m

2	„p0
�
exp

�
i

„
Z x

x0

dx0 p0.x0/� i	

4

�

C exp

�
� i

„
Z x

x0

dx0 p0.x0/C i	

4

��
(24.12)

DW  C.x/C  �.x/ :

What we have found is the superposition of a wave that is moving toward the left and
another wave that is moving toward the right. The total phase change (one “bounce”)
is 	=2: All our considerations apply to stationary states, so that we have inward
bound and outward bound particles at all times.

If p0 were constant, then we would obtain in (24.12) expŒ˙.i=„/xp�; i.e., free
particles. The formwe have obtained for .x/ takes the slowly changingmomentum
(in configuration space) into account, p0.x/: If p0.x/ does not vary very much, then
we know that the derivatives are small, and this provides us with the condition under
which we can neglect the third derivatives in the final expansion of '.p/:

1/
„
p0

@

@x
p0.x/ D „ @

@x
ln p0.x/� p0

�
h

p0
D �.x/

�

2/
„
p0

@

@x

p20
2
D „

p0
mF � p20 :

From (2) it follows that p30 	 „mF or p30=„mF � 3'.p0/ 	 1: Using the classical
energy momentum relation, we also can write

Œ2m.EC Fx/�3=2 	 „mF
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or

�
xC E

F

�3=2
.2mF/3=2 	 „mF ;

i.e.,

�
xC E

F

�3=2
D �x � x0

�3=2 	 „p
mF

:

So if x is far enough to the right of the classical turning point x0 D �E=F; the results
which have been derived so far are valid:

�
x � x0

�	
� „2
mF

�1=3
:

Under these conditions we found

 .x/ � exp

�
i

„
Z x

x0

dx0 p0.x0/� i
	

4

�

C exp

�
� i

„
Z x

x0

dx0 p0.x0/C i
	

4

�
D  C C  � :

This is our former superposition of stationary states. If we measure p; then the same
probability exists for measuringC or �. The coordinate measurement is given by

j .x/j2 D 2m

	„p0 cos
2

�Z x

x0

dx0 p0.x0/� 	
4

�
:

We obtain an interference pattern between the incoming and outgoing particles.
With increasing x; p0 increases in order to satisfy p0 D

p
2m.EC Fx/: Accord-

ingly, the “wave lengths” decrease and the modes move closer together. In the
classical limit of very large x; the modes get so close to each other that an
interference pattern is no longer visible, and we thus again are dealing with the
classical case.

In the following we wish to establish the formal identity between the WKB
method and the path integral method, where the path integral is dominated by
the classical trajectory of the particle, which we assume to be moving in a one-
dimensional potential V.x/:

We now do not want to assume that V.x/ is harmonic (“weak coupling” limit).
Rather than expanding V.x/ around its minimum, V.x/ D V.0/C m!2x2=2C : : : ;

we shall expand the entire action SŒx.t/� around the extremum path, i.e., around the
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classical trajectory. This solves Newton’s equation of motion:

m
d2 Nx.t/
dt2

D �V 0�Nx.t/� (24.13)

with the initial condition

Nx�t1� D Nx1 ; Nx�t2� D Nx2 :
Note that it is only for the classical path that it makes sense to speak of the conserved
energy of the particle (on-shell):

dE

dt
D d

dt

hm
2
PNx2 C V.Nx/

i
D PNxŒmRNxC V 0.Nx/� D 0 :

For any path other than Nx.t/; the energy is not constant. Besides, the energy is
a function of the terminal configurations .x2; t2/; .x1; t1/:

t2 � t1 D T D
Z x2

x1

dx

�
m

2ŒE � V.x/�

�1=2
: (24.14)

So let us begin with the expansion of SŒx.t/� around the classical solution:

x.t/ D Nx.t/C y.t/ ; y
�
t1
� D 0 D y

�
t2
�

V
�
x.t/

� D V
�Nx.t/�C V 0�Nx.t/�y.t/C 1

2
V 00�Nx.t/�y2.t/C : : : :

When substituted in SŒx.t/�; this yields, using (24.13):

SŒx.t/� D
Z t2

t1

dt
hm
2
.PNxC Py/2 � V

�
x.t/

�i

D
Z t2

t1

dt
hm
2
PNx2 � V

�Nx.t/�iC
Z t2

t1

dt

�
m

2
Py2 � 1

2
V 00.Nx/y2.t/

�
;

SŒx.t/� D SŒNx.t/�C m

2

Z t2

t1

dt y.t/

�
� d2

dt2
� 1

m
V 00�Nx.t/�

�
y.t/ : (24.15)

The propagator now can be written as

K
�
x2; t2I x1; t1

� D
Z
Œdx.t/� e.i=„/SŒx.t/�

D e.i=„/SŒNx�
Z y.t2/D 0

y.t1/D 0

Œdy.t/� exp

�
i

„
Z t2

t1

dt

�
m

2
Py2 � 1

2
V 00.Nx/y2

�
: (24.16)
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The path integral was calculated in (21.15). There we found

Z 0

0

Œdy.t/�:=: D
s

m

2	i„f .t1/f .t2/
R t2
t1
dt=f 2.t/

; (24.17)

where

�
m
d2

dt2
C V 00�Nx.t/�

�
f .t/ D 0 : (24.18)

We can easily relate f .t/ to the classical path. In order to do so, we differentiate
Newton’s equation (24.13) once more and get

m
d3Nx.t/
dt3

D �V 00�Nx.t/�dNx.t/
dt

;

i.e., we can set f .t/ D dNx.t/=dt: This yields
Z 0

0

Œdy.t/�:=: D
�
2	i„
m
PNx�t1�PNx�t2�

Z t2

t1

dt
PNx.t/2

��1=2
(24.19)

D
�
2	ik

�
x2
�
k
�
x1
� Z x2

x1

dx

k.x/3

��1=2
; (24.20)

where

k.x/ D 1

„


2m
�
Ecl � V.x/

��1=2
(24.21)

and Ecl D Ecl.x2; t2I x1; t1/ is defined by

t2 � t1 D
Z x2

x1

dx

v.x/
D
Z x2

x1

dx

�
m

2ŒE � V.x/�

�1=2
: (24.22)

Until now we have for the propagator

K
�
x2; t2I x1; t1

� D e.i=„/SŒNx�
�
2	ik

�
x2
�
k
�
x1
� Z x2

x1

dx

k.x/3

��1=2
: (24.23)

For a potential of the form V.x/ D V0CmgxCm!2x2=2; the above formula (24.23)
for the propagator is exact, since V 00.x/ is a constant. If the potential does not have
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this specific structure, then we obtain

SŒNx� D
Z t2

t1

dt
hm
2
PNx2 � V.Nx/

i
D

EDTCV

Z t2

t1

dt


mPNx2 � Ecl

�

D
Z t2

t1

dx
˚
2m


Ecl � V.Nx/��1=2 � Ecl

�
t2 � t1

�
: (24.24)

Therefore, the semiclassical approximation for the propagator is

K
�
x2; t2I x1; t1

� D
�
2	ik

�
x2
�
k
�
x1
� Z x2

x1

dx

k.x/3

��1=2

� exp

�
i
Z x2

x1

dx k.x/ � i

„Ecl
�
t2 � t1

��
: (24.25)

An alternative representation of K exists in the form of

K
�
x2; t2I x1; t1

� D ˝x2je�.i=„/H.t2�t1/jx1
˛

D
X
n

hx2jnihnjx1i e�.i=„/En.t2�t1/

D
X
n

 n
�
x2
�
 �
n

�
x1
�
e�.i=„/En.t2�t1/ : (24.26)

Here we can use the explicit form of the WKB wave function (24.12) to our
advantage .p0.x/ D „k.x//:

 n.x/ D 1

„
r

m

2	kn.x/
exp

�
˙ i

„
Z x

a
dx0 kn.x0/

�
; (24.27)

where a is a parameter and kn.x/ is given by

kn.x/ D 1

„
˚
2m


En � V.x/

��1=2
:

Then our propagator becomes

K
�
x2; t2I x1; t1

� D
Z

dE 
�
x2
�
 ��x1� e�.i=„/E.t2�t1/

D
X
"D˙1

m

2	„2
Z

dE

Œk.x1/k.x2/�1=2
e�.i=„/E.t2�t1/

� exp

�
i"
Z x2

x1

dx k.x/

�
: (24.28)
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" D ˙1 takes care of the twofold degeneracy of the energy eigenstates. We shall
compute the integral in (24.28) using the saddle point method (“stationary phase
approximation”). To this end we consider the following one-dimensional integral:

Z C1

�1
dx eif .x/g.x/ ;

and look for points x0, where the phase becomes stationary, i.e., f 0.x0/ D 0:We then
expand around this point:

f .x/ ' f
�
x0
�C 1

2
f 00�x0��x � x0

�2
;

g.x/ ' g
�
x0
�C g0�x0��x � x0

�
:

The above integral is hereby reduced again to a Gaussian integral:

Z C1

�1
dx eif .x/g.x/ ' g

�
x0
�
eif .x0/

s
2	i

f 00.x0/
: (24.29)

In our case it holds that

f .E/ D "

„
Z x2

x1

dxf2mŒE � V.x/�g1=2 � E

„
�
t2 � t1

�
;

so that

@f

@E
D � .t2 � t1/

„ C "

„
Z x2

x1

dx

�
m

2ŒE � V.x/�

�1=2
D 0 : (24.30)

Assuming x2 > x1; so that only " D C1 makes a contribution, we can determine E
from (24.30):

t2 � t1 D
Z x2

x1

dx

�
m

2ŒE � V.x/�

�1=2
:

So we find E D Ecl, i.e., the classical energy dominates in the energy integral
in (24.28). Since, furthermore,

@2f

@E2
D �m

2

„
Z x2

x1

dx

f2mŒE � V.x/�g3=2 D �
m2

„4
Z x2

x1

dx

k.x/3
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we find

K
�
x2; t2I x1; t1

� D m

2	„2
1

.k.x1/k.x2//1=2

 
2	i

�.m2=„4/ R x2
x1

dx=k3.x/

!1=2

� e�.i=„/Ecl.t2�t1/ exp

�
i
Z x2

x1

dx k.x/

�

D
�
2	ik

�
x2
�
k
�
x1
� Z x2

x1

dx

k.x/3

��1=2

� exp

�
i
Z x2

x1

dx k.x/ � i

„Ecl
�
t2 � t1

��
;

which is identical to (24.25).



Chapter 25
Computing the Trace

So far we have been interested in the general expression for the WKB-propagation
function. Now we turn our attention to the trace of that propagator, since we want
to exhibit the energy eigenvalues of a given potential. From earlier discussions we
know that the energy levels of a given Hamiltonian are provided by the poles of the
Green’s function:

G.E/ D Tr
1

H � E
D
X
n

1

En � E
D i

„
Z 1

0

dTe
i
„
ETG.T/ (25.1)

where G.T/ D Tr
h
e� i

„
HT
i
D
Z

dx0hx0 j e� i
„
HT j x0i: (25.2)

The transition amplitude hx0 j e� i
„
HT j x0i will be written as Feynman path integral

hx0 j e� i
„
HT j x0i D

Z x.T/Dx0

x.0/Dx0

Œdx.t/�e
i
„
SŒx.t/�; (25.3)

where SŒx.t/� is the action functional along the path x.t/:

SŒx.t/� D
Z T

0

dt
hm
2
Px2 � V.x.t//

i
(25.4)

and the integral in (25.3) goes over all closed paths that begin at x0 at t D 0 and end
at x0 at t D T. Proceeding as before, we obtain for Eq. (25.2)

G.T/ D
Z C1

�1
dx0

Z x.T/Dx0

x.0/Dx0

Œdx.t/� exp

�
i

„SŒx.t/�
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D
Z
x.0/Dx.T/
arbitrary

Œdx.t/� exp

�
i

„SŒx.t/�


(25.5)

D
Z C1

�1
dx0 exp

�
i

„SŒx.t/�
 Z y.T/D0

y.0/D0
Œdy.t/�

exp

�
i

„
m

2

Z T

0

dty.t/

�
� d2

dt2
� 1

m
V 00.x.t//

�
y.t/


: (25.6)

The path integral appearing in (25.6) was already calculated in (24.17), so that we
may write

Z 0

0

Œdy.t/� � D
s

m

2	i„f .0/f .T/ R T
0

dt
f 2.t/

(25.7)

and we can set f .t/ D Px.t/. This brings us to

G.T/ D
Z C1

�1
dx0 exp

�
i

„SŒx.t/�
 vuut m

2	i„Px.0/Px.T/ R T
0

dt

.Px.t//2
: (25.8)

Next, we have to perform the x0 integration, again by stationary phase approxima-
tion. Hence we need those classical paths which produce stationary phases in the
variable x0:

0 D @

@x0
SŒx0;TI x0; 0�

D @

@xf
SŒxf ;TI xi; 0� jxiDxf Dx0 C

@

@xi
SŒxf ;TI xi; 0� jxiDxf Dx0

D p.t D T/ � p.t D 0/ D pf � pi: (25.9)

The latter equality follows from (2.34), (2.36). Equation (25.9) shows that the
path not only has the same initial and final position, x.0/ D x.T/ D x0, but
the same momentum as well, i.e., the path is periodic. Hence the stationary
phase approximation selects periodic classical paths only. These orbits can be
parametrized by their fundamental period T. For every “primitive” periodic orbit
with fundamental period T, orbits with periods nT; n D 1; 2; 3 : : : exist which
are realized if the primitive orbit is traversed n times. By definition, a primitive
orbit is not the iteration of another one with a smaller period. For a given T, G.T/
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will receive contributions from all periodic orbits whose fundamental period is an
integral fraction of T:

xT.t/; x T
2
.t/; : : : ; x T

n
.t/:

A primitive orbit of period T=n, traversed n times, gives rise to a periodic orbit of
the desired period T. As a result, G.T/ takes the form

G.T/ D
Z C1

�1
dx0

1X
nD1

exp

�
i

„nS
�
T

n

�
1ˇ̌

ˇPx T
n
.0/
ˇ̌
ˇ
r

m

2	i„

2
64
Z T

0

dt�
Px T
n

	2
3
75

� 1
2

:

(25.10)

The action of the periodic orbits does not depend upon the choice of the starting
point; this is also true for the expression

R T
0 dt

�Px2��1. The only contribution to the
x0-integral comes from

Z C1

�1
dx0

1ˇ̌
ˇPx T

n
.0/
ˇ̌
ˇ D 2

Z x2

x1

dx0
1
dx0
dt

D
I

dt D T

n
: (25.11)

Next, we have to compute the integral

Z T

0

dt�
Px T

n

	2 D 2n
Z x2

x1

dx

Px3 D 2n
Z x2

x1

dx

 
2


E
�
T
n

� � V.x/
�

m

!� 3
2

; (25.12)

where the classical orbit may have completed n traverses of a fundamental periodic
path in time T, and x1; x2 are the turning points. In the last equality in (25.12) we
have used m

2
Px2 D E � V.x/. We have also dropped the bar in x, indicating that

everything corresponds to the classical orbit.
Let us pause for a moment and note that the integral (25.12) shows up by

a different reasoning. So far we have classified every orbit by its fundamental
period T W x D xT.t/. Furthermore, every orbit is associated with a certain energy
E D E.T/. Now we know from classical mechanics that @S

@ti
D E and @S

@tf
D �E.

Putting tf D T we obtain

@S

@T
D �E; E D E.T/; (25.13)

where S.T/ stands for the classical action of the periodic orbit xT.t/, and E is the
classical energy.
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Introducing a Legendre transform with respect to the variable T we get

W.E/ D S.T/C ET D S.T/� @S
@T

T; T D T.E/ (25.14)

and
dW.E/

dE
D @S

@T

dT

dE
C T C E

dT

dE

D �EdT

dE
C T C E

dT

dE
D T: (25.15)

Returning to the action S we obtain

S.T/ D W.E/� TE D W.E/ � dW

dE
E

where
dS

dT
D �E; E D E.T/: (25.16)

If we now recall the relation E D m
2
Px2 C V.x/, we can express Eq. (25.14) in the

form

W.E/ D S.T/C ET D
Z T

0

dt
�m
2
Px2 � V C E

	
D
Z T

0

dtmPx2

D 2n
Z x2

x1

dx
p
2m.E � V/ (25.17)

which holds true for an orbit with n traverses.
Differentiating (25.17) twice with respect to E we obtain

d2W

dE2
D dT

dE
D �2n

m

Z x2

x1

dx

�
2

m
.E � V/

�� 3
2

which implies the desired relation
Z T

0

dt�
Px T
n

	2 D �mdT

dE
: (25.18)

Collecting our results so far we get

G.T/ D
1X
nD1

exp

�
i

„nS
�
T

n

�
T

n

r
m

2	i„
�
�mdT

dE

�� 1
2

D
1X
nD1

exp

�
i

„nS
�
T

n

�
T

n

r
i

2	„
ˇ̌
ˇ̌dT
dE

ˇ̌
ˇ̌
1
2

E�EclDE
�
T
n

� : (25.19)
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With this expression for G.T/ we return to Eq. (25.1):

G.E/ D i

„
Z 1

0

dT exp

�
i

„ET

G.T/

D i

„

r
i

2	„
1X
nD1

Z 1

0

dT exp

�
i

„
�
ET C nS

�
T

n

��
T

n

ˇ̌
ˇ̌dEcl

dT

ˇ̌
ˇ̌
1
2

: (25.20)

Here it is convenient to replace the integration variable T by � D T=n, which is the
fundamental period of the periodic orbit in question. We also need to rewrite

dEcl


T
n

�
dT

D dEcl.�/

d�

d�

dT
D dEcl

d�

1

n

so that Eq. (25.20) becomes

G.E/ D i

„

r
i

2	„
1X
nD1

Z
d� exp

�
i

„n .E� C S.�//


�
p
n

sˇ̌
ˇ̌dEcl

d�

ˇ̌
ˇ̌: (25.21)

Again, we compute the �-integration by use of the stationary phase approximation.
For the phase in (25.21) to be stationary we require

0 D @

@�
.E� C S.�// D E � @S

@�
D E � Ecl:

Thus, for a given value of E we obtain the main contribution from the periodic orbit
which has exactly the classical energy Ecl. This enables us to rewrite (25.21) as

G.E/ D i

„

r
i

2	„
1X
nD1

s
2	i„
nd2Scl

d�2

exp

�
i

„n .E�.E/C S.�//


�.E/
p
n

sˇ̌
ˇ̌dEcl

d�

ˇ̌
ˇ̌:

Using the fact that d2Scl
d�2
D � dE

d� andW.E/ D S.�/C E�.E/, we end up with

G.E/ D i

„

r
i

2	„
1X
nD1

r
2	„
i
�.E/ exp

�
i

„nW.E/


D i

„�.E/
1X
nD1

exp

�
i

„nW.E/

D i

„�.E/
e

i
„
W.E/

1 � e
i
„
W.E/

: (25.22)
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This form of G.E/ allows us to identify the poles which are located at the energies
En satisfying

W.En/ D 2	n„ (25.23)

for n integer. Using

W.E/ D SC E� D
Z T

0

dT
�m
2
Px2 � V C E

	
D m

Z T

0

dtPx2 D 2
Z x2

x1

pdx

Equation (25.23) assumes the form

I
pdq D 2	„n: (25.24)

So we have rediscovered the old Bohr–Sommerfeld quantization rule.
We can, however, do better than that. What we are aiming at is an improvement of

formula (25.23), i.e., we want to generate the correct half-integer quantum number
.nC1=2/. The reason that we have not been able to produce the quantummechanical
correction is due to the fact that we have not taken care of the phase ambiguity of
the path integral. However, the same problem occurred with the harmonic oscillator.
Expression (25.18) is completely analogous to the result contained in (19.70). In
both cases we have to carefully study the behavior of the propagator at the caustics.
In the present case, the additional phase factor stems from the singularities of the

integrand in
�R T

0
dt

f 2.t/

	� 1
2
. These singular points correspond to the zeros of f .t/ D

Px.t/, i.e., the turning points x1 and x2. Each time we run through a turning point, we
pick up an additional phase factor ei

	
2 , and since there are 2n turning points in the

orbit xT=n, we gain ei	n D .�1/n altogether. It is this factor which, when included
in (25.22), will produce the correct pole structure:

G.E/ D i

„�.E/
1X
nD1
.�1/n exp

�
i

„nW.E/


D � i

„�.E/
e

i
„
W.E/

1C e
i
„
W.E/

: (25.25)

Therefore the poles are correctly shifted to

W.En/ D 2	
�
nC 1

2

� „: (25.26)



Chapter 26
Partition Function for the Harmonic Oscillator

We start by making the following changes from Minkowski real time t D x0 to
Euclidean “time” � D tE:

� D it D ˇ : (26.1)

Here we put „ D 1; T D temperature of the system D ˇ�1, k D 1: Then we write
for the partition function of our one-dimensional quantum mechanical system:

Z D
Z
x.0/D x.ˇ/

arbitr.

Œdx.�/� exp

(
�
Z ˇ

0

d�
hm
2
Px2.�/C V

�
x.�/

�i)
: (26.2)

The exponential is obtained from

iS D i
Z t

0

dt0
hm
2
Px2.t0/ � V

�
x.t0/

�i

D �
Z ˇ

0

d�
hm
2
Px2.�/C V

�
x.�/

�i
:

In the functional integration we require x.�/ to be periodic with period ˇ W x.�/ D
x.� C ˇ/ or, if we put � D 0;

x.0/ D x.ˇ/ :

In particular, we obtain for the harmonic oscillator .m D 1/;where V.x/ D !2x2=2;

Z D
Z
ˇ

Œdx.�/� exp

(
�1
2

Z ˇ

0

d�

Px2.�/C !2x2.�/�

)
;
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or, performing an integration by parts on the first term in the exponential,

Z D
Z
ˇ

Œdx.�/� exp

(
�1
2

Z ˇ

0

d� x.�/

�
� d 2

d�2
C !2

�
ˇ

x.�/

)
: (26.3)

The subscript ˇ in Œ�d 2=d�2 C !2�ˇ indicates that the differential operator is
restricted to the function space defined by x.0/ D x.ˇ/:

˝� WD
�
� d 2

d�2
C !2

�
ˇ

(26.4)

˝� is a positive definite elliptic operator acting on xn.�/ defined on a compact
circular �-manifold. ˝� has a complete set of orthonormal (real) eigenfunctions
xn.�/ and associated eigenvalues �n:

�
� d 2

d�2
C !2

�
ˇ

xn.�/ D �nxn.�/ (26.5)

with

xn.0/ D xn.ˇ/ ;
Z ˇ

0

d� xm.�/xn.�/ D ımn : (26.6)

Explicitly,

xn.�/ D
8<
:
q

2
ˇ
sin
�
2	
ˇ
n�
	
;q

2
ˇ
cos

�
2	
ˇ
n�
	
;

�n D
�
2	n

ˇ

�2
C !2 ; n 2 Z : (26.7)

Check:

d 2

d�2

s
2

ˇ
sin

�
2	

ˇ
n�

�
D �

�
2	

ˇ
n

�2s
2

ˇ
sin

�
2	

ˇ
n�

�
;

�
� d 2

d�2
C !2

�s
2

ˇ
sin

�
2	

ˇ
n�

�
D
"�

2	

ˇ
n

�2
C !2

#s
2

ˇ
sin

�
2	

ˇ
�n

�

D �n
s
2

ˇ
sin

�
2	

ˇ
n�

�
:

Periodicity is also obvious:

xn.� C ˇ/ D xn.�/ ;
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and orthonormality follows from

2

ˇ

Z ˇ

0

d� cos

�
2	

ˇ
m�

�
cos

�
2	

ˇ
n�

�
D ımn :

Now, as we have done with the real-time oscillator, we approximate the path x.�/
by a finite number of basis functions

QxN.�/ D
NX

nD 1

anxn.�/ ; an D
Z ˇ

0

d� xn.�/QxN.�/ ; (26.8)

and write for the Euclidean action

SEŒx.�/� D 1

2

Z ˇ

0

d� x.�/˝�x.�/

or

SE

QxN.�/

i
D 1

2

Z ˇ

0

d� QxN.�/˝� QxN.�/ :

Substituting (26.8) and using˝�xn.�/ D �nxn.�/; we find

SEŒQx.�/� D 1

2

NX
m;n

�naman

Z ˇ

0

d� xm.�/xn.�/
„ ƒ‚ …

ımn

D 1

2

NX
nD 1

�na
2
n :

From here on we are on familiar ground:

Z C1

�1
da1 : : :

Z 1

�1
daN exp

˚�SE
QxN.�/��

D .2	/N=2
s

1

�1 : : : �N
D .2	/N=2

 
NY

nD 1

�n

!�1=2
: (26.9)

If we change the integration measure,

NY
nD1

dan!
NY

nD 1

dan

r
1

2	
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and finally let N go to infinity, N !1, we obtain

Z D
Z
ˇ

Œdx.�/� e�SE Œx.�/� (26.10)

or

Z D �det˝�

��1=2
; ˝� D

�
� d 2

d�2
C !2

�
ˇ

: (26.11)

There are various ways of computing this determinant. This is a good setting for
introducing the so-called �-function evaluation of determinants. So let us consider
an operator A with positive real discrete eigenvalues �1; : : : ; �n; : : : and let the
eigenfunctions be fn.x/ W Afn.x/ D �nfn.x/: Then we form the expression

�A.s/ D
X
n

1

�sn
: (26.12)

This is the �-function associated to A: For the one-dimensional oscillator H � A; �
is, except for the zero-point energy, Riemann’s �-function. In (26.12) the sum goes
over all the eigenvalues, and s is a variable, real or complex, chosen such that the
series (26.12) converges.

Writing ��s
n D e�s ln�n ; we have

�A.s/ D
1X

nD 0

e�s ln�n ;

or, upon formal differentiation with respect to s;

� 0
A.s/ D

d

ds

1X
nD 0

e�s ln�n D �
1X

nD 0

ln�n e�s ln�n

and, putting s D 0;

� 0
A.s/

ˇ̌
sD0 D �

1X
nD 0

ln�n ;

we finally obtain

detA D
Y
n

�n D exp

" 1X
nD 0

ln�n

#
D e��0

A.0/ ; (26.13)

or

ln detA D �� 0
A.0/ ; (26.14)
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where � 0.0/ has to be determined by analytic continuation from the domain where
the defining series (26.12) actually converges. Now let us return to (26.11) and
apply (26.13):

lnZ D �1
2
ln det˝ D 1

2
� 0̋ .0/ (26.15)

where

�˝.s/ D
X
n2Z

��s
n

with

�n D
�
2	n

ˇ

�2
C !2 ; n 2 Z : (26.16)

Expression (26.16) is also known as the “Matsubara rule” for Bose particles. In
order to evaluate (26.15), we have to discuss the thermal �-function,

�˝.s/ D
C1X

nD �1

"�
2	

ˇ

�2
n2 C !2

#�s

D
�
2	

ˇ

��2s C1X
nD�1

"
n2 C

�
!ˇ

2	

�2#�s

DW
�
ˇ

2	

�2s
D

�
s;
!ˇ

2	

�

or

�˝.s/ D
�
ˇ

2	

�2s
D.s; �/ (26.17)

where

D.s; �/ WD
C1X

nD �1

�
n2 C �2��s

; � WD !ˇ

2	
: (26.18)

The series (26.18) converges for Re s > 1=2; and its analytic continuation defines
a meromorphic function of s; analytic at s D 0: Further properties are:

D.0; �/ D 0 ; (26.19)

which implies �˝.0/ D 0; and since

det.�˝/ D ��˝.0/ det˝ D det˝ ; (26.20)
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there is no dependence on the overall scale of˝: In fact the first equal sign in (26.20)
follows from

det.�˝/ D e��0

�˝.0/ D exp

�
� d

ds

�
��˝.s/

�ˇ̌
sD 0

�
:

Here we need the scaling property

��˝.s/ D
X
n

�
��n

��s D ��s
X
n

��s
n D ��s�˝.s/ ;

D e�s ln� �˝.s/

which yields

d

ds
��˝.s/ D �ln� e�s ln� �˝.s/C e�s ln� � 0̋ .s/

and, putting s D 0;

� d

ds
��˝.s/

ˇ̌
sD 0
D ln.�/�˝.0/ � � 0̋ .0/ ;

we obtain indeed

e��0

�˝.0/ D ��˝.0/ e��0

˝.0/ D e��0

˝.0/ :

In addition to (26.18), we list the following properties:

@

@s
D.s; �/jsD 0 D �2 ln

�
2 sinh.	�/

�
;

D.1; �/ D 	

�
coth.	�/ ;

D
�� 1

2
; 0
� D � 1

6
; D

�� 3
2
; 0
� D 1

60
:

D.s; �/ has poles at

s D 1
2
; � 1

2
; � 3

2
;� 5

2
; : : : :
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We are interested in

� 0̋ .s/jsD 0 D d

ds

�
ˇ

2	

�2s ˇ̌ˇ̌
sD 0

D 0‚ …„ ƒ
D.0; �/C

�
ˇ

2	

�2s ˇ̌ˇ̌
sD0

d

ds
D.s; �/jsD0

D �2 lnŒ2 sinh.	�/� D �2 ln
�
2 sinh

�
!ˇ

2

��

D �2
�
ln 2C ln sinh

�
!ˇ

2

��
:

Setting x WD !ˇ=2; we can continue to write

� 0̋ .s/jsD 0 D �2
�
ln 2C ln

�
ex � e�x

2

��

D �2
ln 2 � ln 2C ln
�
ex.1 � e�2x/

��
D �2
xC ln

�
1 � e�2x�� :

So we finally obtain

� 0̋ .s/jsD 0 D �!ˇ � 2 ln
�
1 � e�!ˇ�

or, according to (26.15),

ln Z D 1
2
� 0̋ .0/ D � 1

2
!ˇ � ln

�
1� e�!ˇ� : (26.21)

Note that we have clearly isolated the zero-point energy. Another useful form is

lnZ D 1

2
� 0̋ .0/ D �ln

�
2 sinh

�
!ˇ

2

��

which implies

Z D 1

2 sinh.!ˇ=2/
: (26.22)

Admittedly, the above procedure is a little far-fetched. But it is exactly the way that
is used to great advantage in field theory. This, however, is a totally different story
and can be looked up in the authors’ contributions on �-function regularization in
quantum field theory as published in Springer’s Lecture Notes in Physics, Nos. 220
and 244.



Chapter 27
Introduction to Homotopy Theory

Consider two manifolds X and Y together with a set of continuous maps f ; g; : : :

f W X ! Y ; x! f .x/ D y I x 2 X ; y 2 Y :

Then two maps are defined to be homotopic if they can be continuously distorted
into one another. That is, f is homotopic to g, f � g; if there exists an intermediate
family of continuous maps H.x; t/; 0 6 t 6 1;

H W X � I ! Y ; I D Œ0; 1� (27.1)

such that

H.x; 0/ D f .x/ ; H.x; 1/ D g.x/ : (27.2)

H is then called a homotopy between f and g:
Next we define a product of paths:

f  g W Œ0; 1�! Y

or

x! . f  g/.x/ WD
(

f .2x/ ; x 2 
0; 1
2

�
;

g.2x� 1/ ; x 2 
 1
2
; 1
�
:

The inverse of f is

f�1 W Œ0; 1�! Y
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or

x! f�1.x/ WD f .1 � x/ ; 8x 2 Œ0; 1� :

The homotopy relation, usually indicated by�, is an equivalence relation on the set
of continuous maps X ! Y:

(a) reflexive: f � f

(b) symmetric: f1 � f2) f2 � f1

(c) transitive: f1 � f2 ^ f2 � f3) f1 � f3 :

Let us verify (b) and (c) with the aid of Eqs. (27.1) and (27.2).
(b0/ Define G.x; t/ WD F.x; 1� t/; t 2 Œ0; 1�; then

F W f1 � f2 G W f2 � f1
F.x; 0/ D f1.x/ ) G.x; 0/ D f2.x/
F.x; 1/ D f2.x/ G.x; 1/ D f1.x/

since G.x; 0/ D F.x; 1/ D f2.x/
G.x; 1/ D F.x; 0/ D f1.x/ :

(c0/ F W f1 � f2 ^ G W f2 � f1 ) H W f1 � f3

where H is defined by H.x; t/ D
�

F.x; 2t/ ; 0 6 t 6 1
2

G.x; 2t � 1/ ; 1
2

6 t 6 1 :

F.x; 0/ D f1.x/ G.x; 0/ D f2.x/ H.x; 0/ D f1.x/
F.x; 1/ D f2.x/ G.x; 1/ D f3.x/ H.x; 1/ D f3.x/

since H.x; 0/ D F.x; 0/ D f1.x/
H
�
x; 1

2

� D F.x; 1/ D f2.x/
H
�
x; 1

2

� D G.x; 0/ D f2.x/
H.x; 1/ D G.x; 1/ D f3.x/ :

So homotopically equivalentmaps form an equivalence class. Hence the equivalence
relation � decomposes the set of maps ff W X ! Yg into equivalence classes called
homotopy classes HFi :

HFi D
˚
f W X ! Yj f � Fi

�
;

where Fi denotes a representative of the equivalence class HFi :

Next we want to show that homotopy classes can assume a group structure under
multiplication. This can best be seen by taking a specific example for X; namely, the
closed line interval IŒ0; 1� with end points identified. This manifold is topologically
equivalent to a circle S1. We want to restrict ourselves to continuous maps f which
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satisfy f .0/ D f .1/ D y0; a fixed point in Y; then the equivalence classes f ; g; : : :
form a group under the multiplication defined on the previous page. Notice that the
multiplication is independent of our choice of representatives because

�
f1 � f2

� ^ �g1 � g2
�) f1g1 � f2g2 :

In particular,

�
f � Fi

� ^ �g � Fj
�) fg � FiFj

or

f 2 HFi ; g 2 HFj ) fg 2 HFiFj :

Also note that the identity element e D ff�1 is the class of mappings homotopic to
the constant mapping C:

x! C.x/ D y0 ; 8 x 2 Œ0; 1� :

So we have discovered that our homotopy classes form a group under multiplication.
Our particular example with X D S1 is called the first homotopy group of Y:

˘1.Y/

with group properties

.1/ HFiHFj D HFiFj

.2/ neutral element: C (all mappings which are homotopic

to the constant mapping)

.3/ inverse element: H�1
Fi
D HF�1

i
:

Group manifolds are topological spaces, and it is possible to calculate the first
homotopy group for any Lie group G: Let us demonstrate this explicitly for G D
U.1/; so that we have

X D S1 ; Y D U.1/ ;

i.e., f W S1! U1 or S1! S1:What, then, is ˘1.U1/‹ Let us parametrize

X D S1 D f.cos ; sin /j 2 Œ0; 2	�g ; Y D U.1/ D ˚ei˛j˛ 2 Œ0; 2	�� :
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We shall now decompose these mappings into homotopy classes.

f W Œ0; 2	�! U.1/ ;  ! f ./ D ei˛./ (27.3)

with

f .0/ D f .2	/ D y0 D 1 2 U.1/

so that

f .0/ D ei˛.0/ D ei˛.2	/ D f .2	/ ;

which yields

˛.2	/ D ˛.0/C 2	n ; n 2 Z : (27.4)

Hence,  ! f ./ D ei˛./ becomes decomposed into homotopy classes which are
classified by an integer n 2 Z. We now give some examples.

1: f1./ D ei sin  ; ˛1./ D sin 
f2./ D 1 ; ˛2./ D 0

˛1;2.0/ D ˛1;2.	/ I n1;2 D 0 :

f1 and f2 are homotopic since they can be continuously deformed into each other via
a sequence of mappings, namely a homotopy given by

F.; t/ WD eit sin 

so that

F.; 0/ D 1 D f2./

and

F.; 1/ D ei sin  D f1./ :

So, all mappings with ˛.0/ D ˛.2	/ D 0 (which includes the identity mapping)
belong to the same homotopy class.

2: f1./ D ei ; ˛1./ D  ;
f2./ D 1 ; ˛2./ D 0 ;
˛1.2	/ D ˛1.0/C 1 � 2	 ; n1 D 1 ;

˛2.2	/ D ˛2.0/ ; n2 D 0 :
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This example yields two mappings, f1 and f2; which are not homotopic; i.e., there is
no way to continuously deform f1 into f2; although f1 of the present example is not
so very different from f1 of the first example. f1./ D ei identifies a new homotopy
class which does not include the identity.

3: f1./ D ein ; ˛1 D n ;
f2./ D eim ; ˛2 D m ; m; n 2 Z

˛1.2	/ D ˛1.0/C 2	n ; n1 D n ;
˛2.2	/ D ˛2.0/C 2	m ; n2 D m :

f1 and f2 are not homotopic for m ¤ n; and they are homotopic if, and only if,
m D n:

It is clear that any mapping f W  ! f ./; because it has to satisfy (27.4), is
homotopic to one, and only one, of the mappings

fn./ D ein ; n 2 Z ; (27.5)

so that

˘1

�
U.1/

� D Z : (27.6)

The group property can be illustrated as follows:
Inverse element of f f j f � fng is given by f f j f � f�ng.
Neutral element:

˚
f j f � f0

�
; f0./ D 1 D y0 :

Composition (multiplication):

f1 � fn; f2 � fm) f1f2 � fnfm D fnCm

since

fn./fm./ D ein eim D ei.nCm/ D fnCm./ :

Obviously, when  varies from 0 to 2	; so that n D 0; : : : 2	n; fn./ D ein goes
around the U.1/ circle n times. Hence, one round-trip in X D S1 corresponds to
n round-trips in Y D U.1/; or n points in X D S1 have the same image point in
U.1/:

For obvious reasons, n is called the winding number, and anymapping homotopic
to fn./ also winds around the group space U.1/ n times.

After having explained what the first homotopy group is all about, we give the
definition of the nth homotopy group ˘n.Y/: the nth homotopy group˘n.Y/ is the
set of all equivalence classes of maps of the unit sphere Sn into a topological space Y:
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As has already been stated above, two mappings are said to be homotopic if they
can be continuously deformed into each other, i.e., the mappings

f W Sn! Y

are decomposed into equivalence classes which are the group elements of

˘n.Y / :

Unfortunately, all of this is hard to visualize for the higher homotopy groups.
Nevertheless, here are some results which can be understood, to some extent, by
analogy with ˘1:

˘1

�
U.1/

� D ˘1

�
S1
� D Z

˘1

�
SU.2/

� D ˘1

�
S3
� D 0

˘1

�
U.2/

� D Z

˘n
�
Sm
� D 0 ; n < m

˘n
�
Sn
� D Z

˘n
�
S1
� D 0 ; n > 1

˘3

�
SU.2/

� D ˘3

�
S3
� D Z

˘3

�
SO.4/

� D Z � Z

˘1

�
Sp.2N/

� D Z :



Chapter 28
Classical Chern–Simons Mechanics

We are interested in a completely integrable Hamiltonian system .M2N ; !;H/:
Local coordinates on the 2N-dimensional phase space M2N are denoted by �a D
.p; q/; a D 1; 2; : : : 2N and the symplectic 2-form ! is given by

! D 1
2
!abd�

a ^ d�b

with d! D 0 and det.!ab/ ¤ 0. For simplicity we assume that !ab is �a-
independent. In canonical form we have �a D .pi; qi/; i D 1; 2; : : : ; N: If N D 1;

e.g., �1 D p; �2 D q; !pq D �!qp D 1 and ! D dp^ dq. By definition, the system
has N conserved quantitites Ji.�a/; which are in involution:

˚
H; Ji

� � @H

@�a
!ab @Ji

@�b
D 0 ; (28.1)

˚
Ji; Jk

� � @Ji
@�a

!ab @Jk
@�b
D 0 : (28.2)

In canonical form:

!ab D diag

��
0 1

�1 0
�
; : : : ;

�
0 1

�1 0
��

: (28.3)

The Poisson brackets (28.1, 28.2) are defined in terms of the matrix !ab, the inverse
of !ab:

!ab!
bc D ıca : (28.4)
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Hamilton’s equations of motion read:

P�a D !ab @H

@�b
� !ab@bH (28.5)

and the total time derivative of some function of the canonical variables �a.t/; A D
A.�a.t// is given by

PA.t/ D @aA P�a D @aA!ab@bH (28.6)

or

d

dt
A
�
�.t/

� D fA;Hg ; (28.7)

where

fA;Bg D @aA!ab@bB : (28.8)

To make contact with the usual form of Hamilton’s equations, let us write (28.5) in
components:

Pp D !pq@qH D �@H
@q

;

Pq D !qp@pH D @H

@p
;

which results in

!qp D �!pq D 1 ; (28.9)

and, together with (28.4), i.e.,

!pq!
qp D 1 D !qp!

pq (28.10)

yields, as it should,

!qp D �1 D �!pq : (28.11)

The Lagrangian that produces the correct equations of motion is given by

L D 1
2
�a!ab P�b �H

�
�a
�
: (28.12)
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To show this, let us look at the variation of the action,

S D
Z t2

t1

dt L ; (28.13)

under �! �C ı�: According to the action principle, it holds that

ıS D ı
Z t2

t1

dt L D G


t2
� � G



t1
�
: (28.14)

For our particular Lagrangian (28.12), we obtain:

ıS D
Z t2

t1

dt


1
2
ı�a!ab P�b C 1

2
�a!abı P�b � ıH

�
�a
��
: (28.15)

Writing

ıH.�/ D ı�a@aH.�/

and

�a!abı P�b D d

dt

�
�a!abı�

b
�� P�a!abı�

b

D d

dt

�
�a!abı�

b
�C ı�a!ab P�b (28.16)

we find

ıS D
Z t2

t1

dt

�
ı�a!ab P�b � ı�a@aH.�/C 1

2

d

dt

�
�a!abı�

b
��

D
Z t2

t1

dt
d

dt

�
1

2
�a!abı�

b

�
C
Z t2

t1

dt


ı�a

�
!ab P�b � @aH.�/

��
(28.17)

D G2 � G1 :

From (28.17) we conclude

!ab P�b D @aH.�/ ;
) !ca!ab P�b D !ca@aH.�/ ;

) P�c D !ca@aH.�/ or

P�a D !ab@bH
�
�.t/

�
; (28.18)
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which brings us back to (28.5). The surface term in (28.17) is given by



G
�2
1
D 
 1

2
�a!abı�

b
�2
1
: (28.19)

At this point we leave the on-shell theory; i.e., we are still given a Hamiltonian H
but we are not assuming that Hamilton’s equations (28.5) are satisfied; i.e., we are
concerned with “off-shell” mechanics.

Next we study the response of the action (28.13) under an infinitesimal variation
of the form

ı�a D
NX
iD1

"i!
ab@bJi

�
�c
�
; (28.20)

where the “charges” Ji.�a/ are the generators of the infinitesimal canonical transfor-
mation (28.20). The "i are constant parameters – as in a global gauge transformation.
Accordingly, a path onM2N ; �

a.t/; transforms as

ı�a.t/ D "i!ab@bJi
�
�c.t/

�
: (28.21)

Here and in the following, a summation over i D 1; 2; : : : ; N is understood.
Variation of the action yields:

ıS D
Z t2

t1

dt
d

dt

�
1

2
�a!abı�

b

�
C
Z t2

t1

dt


ı�a!ab P�b � ı�a@aH.�/

�

D
Z t2

t1

dt
d

dt

�
1

2
�a!ab"i!

bc@cJi

�
C "i

Z t2

t1

dt
h
!ac!ab„ƒ‚…

�ıcb

P�b@cJi � @bJi!ab@aH„ ƒ‚ …
DfH;JigD 0

i

D 1

2
"i Œ�

a@aJi�
t2
t1 � "i

Z t2

t1

dt
d

dt
Ji
�
�.t/

� D "i
�
1

2
�a@aJi � Ji

�t2
t1

: (28.22)

This is a pure surface term.
Next we gauge our U.1/N-symmetry; i.e., we make (28.20) a local symmetry

transformation by allowing " to depend on time. As in ordinary gauge field theory,
this requires the introduction of a U.1/N-gauge field Ai.t/ which couples to the
“matter field” �a.t/:

L0 D 1

2
�a!ab P�b � H.�/ � Ai.t/Ji

�
�.t/

�
; (28.23)

S0 Œ�
a;Ai� D

Z t2

t1

dt L0

D
Z t2

t1

dt

�
1

2
�a!ab P�b �H.�/ � Ai.t/Ji

�
�.t/

��
: (28.24)
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Variation of S0 with respect to �a and Ai yields:

ıS0 D
Z t2

t1

dt
h1
2
ı�a!ab P�b C 1

2
�a!ab

d

dt
ı�b

„ ƒ‚ …
.d=dt/

�
�a!abı�b

�
Cı�a!ab P�b

�
ı�a@aH‚…„ƒ
ıH �Ai

ı�a@aJi‚…„ƒ
ıJi �ıAiJi

i

D
Z t2

t1

dt
d

dt

�
1

2
�a!abı�

b

�
C
Z t2

t1

dt
h
ı�a

�
!ab P�b

� @a
�
H C AiJi

�	 � ıAiJi
i
: (28.25)

The equations of motion are given by

ı�a W !ab P�b D @a
�
H C AiJi

�
or

P�a D !ab@b
�
H.�/C AiJi.�/

�
; (28.26)

ıAi W Ji D 0 : (28.27)

Now we study the response of S0 under the local gauge transformation – and
consider off-shell dynamics again:

ı�a.t/ D "i.t/!ab@bJi
�
�c.t/

�
; (28.28)

ıAi.t/ D P"i : (28.29)

In (28.25) we need the expressions

1
2
�a!abı�

b D 1
2
�a!ab"i.t/!

bc@cJi D 1
2
"i.t/�

a@aJi.�/ (28.30)

ı�a


!ab P�b � @a

�
H C AjJj

�� D "i.t/!ab@bJi
�
!ac P�c � @aH � Aj@aJj

�
D �"i.t/ P�b@bJi

�
�.t/

� � "i.t/@aH!ab@bJi � "i.t/Aj.t/@aJj!
ab@bJi

D �"i.t/ d
dt
Ji
�
�.t/

� � "i.t/ fH; Jig„ƒ‚…
D 0

�"i.t/Aj.t/ fJj; Jig„ƒ‚…
D 0

; (28.31)

ıAiJi D P"iJi : (28.32)
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Using (28.30–28.32) in (28.25) we obtain:

ıS0 D
Z t2

t1

dt
d

dt

�
1

2
"i.t/�

a@aJi

�
�
Z t2

t1

dt "i.t/
d

dt
Ji

�
Z t2

t1

dt P"iJi
�
�.t/

�
„ ƒ‚ …

D .d=dt/
�
"iJi
�

�"i.dJi=dt/

D
Z t2

t1

dt
d

dt

�
1

2
"i.t/�

a@aJi � "i.t/Ji
�

D
�
"i.t/

�
1

2
�a@aJi � Ji

��2
1

: (28.33)

[The surface term vanishes identically if J.�/ is quadratic in �: J.�/ D
Qab�

a�b=2; Q symmetric. Then �a@aJ=2 D �aQcb�
b=2 D J:]

Thus, S0 will be invariant under (28.28, 28.29) if the surface terms vanish,
which is certainly true for closed trajectories and “small” gauge transformations
(cf. below): "i.t2/ D "i.t1/: Then

ıS0 D
�
"i.t/

�
1

2
�a@aJi

�
�.t/

� � Ji
�
�.t/

���t2
t1

D "i
�
t1
� �1
2
�a@aJi

�
�.t/

� � Ji
�
�.t/

��t2
t1„ ƒ‚ …

D 0 for closed trajectory.

(28.34)

Usually one adds to (28.24) a gauge invariant kinetic term like F��F��: However,
in 0C 1 dimensions, such a term does not exist; hence, the only term which can be
added to S containing the gauge field Ai alone is the Chern–Simons action:

SCS


Ai
� D ki

Z t2

t1

dt Ai.t/ : (28.35)

So far the ki are arbitrary real constants. The variation of SCS is given by

ıSCS D ki

Z t2

t1

dt ıAi.t/ D ki

Z t2

t1

dt P"i

D ki
�
"i.t2/ � "i.t1/

�
: (28.36)

Evidently SCS is invariant under “small” gauge transformations with "i.t2/�"i.t1/ D
0; but it is not invariant under “large” gauge transformations with "i.t2/�"i.t1/ ¤ 0:
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Now, the complete action of interest reads:

S Œ�a;Ai� D S0 Œ�
a;Ai�C SCS



Ai
�

D
Z t2

t1

dt

�
1

2
�a!ab P�b �H.�/ � Ai

�
Ji.�/ � ki

��
: (28.37)

To derive the classical equations of motion belonging to (28.37), we can follow the
same steps as before [cf. (28.26, 28.27)]:

ı�a W P�a.t/ D !ab@b
�
H C AiJi

��
�.t/

�
; (28.38)

ıAi W Ji
�
�.t/

� D ki : (28.39)

In the sequel we will show that, using appropriate boundary conditions, we
can always gauge Ai to zero. As a result, we get back the usual equation of
motion (28.18), P�a D !ab@bH; but supplemented by the “Gauss law constraints”
(28.39). Hence, only those trajectories �a.t/ are admitted for which the Ji equal
the constant coefficients ki occurring in the Chern–Simons term (28.35). The level
surfaces of Ji.�a/ induce a foliation of phase space by N-tori and, since fH; Jig D 0;
a classical trajectory which starts on a given torus TN.ki/ will always stay on this
particular torus. Thus we are dealing with different classical Chern–Simons theories,
“living” on different tori TN.ki/, for different values of the parameters ki:

Eventually we want to quantize the model (28.37) by way of a path integral.
Therefore we need to know all closed classical trajectories of period T which serve
as “background fields” for the one-loop approximation.

Let us begin by introducing action-angle variables .Ii; i/ as coordinates on phase
space. So we perform a canonical transformation on M2N W �a ! .Ii; i/: The
actions Ii; i D 1; 2; : : : N fix certain tori onM2N : Since we are studying integrable
systems, the solutions of Hamilton’s equations simply read:

Ii.t/ D Ii0 (28.40)

i D i0 C !i
�
I0
�
t ; (28.41)

with the frequencies

!i
�
I0
� D @H.I/

@Ii

ˇ̌
ˇ̌
IDI0

: (28.42)

For closed trajectories it holds that

!i
�
I0
� D 2	

T
pi ; pi 2 Z ; i D 1; 2; : : : ; N : (28.43)
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Thus, all closed classical solutions are described in action-angle variables by

Ii.t/ D Ii0 ; (28.44)

i.t/ D i0 C 2	

T
pit : (28.45)

At this stage we return to the previously introduced gauge transformations. Let
�a.t/ � .Ii.t/; i.t//; t 2 Œ0;T�; be an arbitrary closed path on M2N with period
T; �a.0/ D �a.T /; or

i.T /� i.0/ D 2	pi ; pi 2 Z : (28.46)

Since we will be interested in closed paths contributing to Tr.e�iH T/; our “field
theory” defined by

S0 Œ�
a;Ai� D

Z T

0

dt

�
1

2
�a!ab P�b �H � AiJi

�

SCS


Ai
� D ki

Z T

0

dt Ai.t/ (28.47)

can be visualized as a theory of maps from the circle S1 to the symplectic manifold
M2N : In terms of action-angle variables, S0 becomes

S0


Ii; i;Ai

� D
Z T

0

dt


Ii.t/ Pi.t/ �H

�
I.t/

� � Ai.t/Ii.t/
�

(28.48)

and the gauge transformations (28.28, 28.29) are replaced by

�Ii.t/ D 0 ;
�i.t/ D "i.t/ ; (28.49)

�Ai.t/ D P"i.t/ ;

where the use of � instead of ı indicates that we also allow for finite gauge
transformations. In particular, there exists the possibility of topologically nontrivial
(“large”) transformations which cannot be continuously deformed to the identity.
They are introduced in the following way: under a gauge transformation (28.49),
we obtain for (28.46):

 0
i .T / �  0

i .0/ D i.T / � i.0/„ ƒ‚ …
D 2	pi

C"i.T / � "i.0/ : (28.50)
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If the gauge-transformed trajectory .I0.t/;  0
i .t//; t 2 Œ0;T� is to be closed again,

"i.T /� "i.0/ must be a multiple of 2	:

"i.T /� "i.0/ D 2	Ni ; Ni 2 Z : (28.51)

Consequently, relation (28.46) is changed to

 0
i .T /�  0

i .0/ D 2	
�
pi CNi

� � 2	p0
i ; i.e.; p0

i D pi CNi : (28.52)

Previously we considered "i infinitesimal, so that onlyNi D 0 was possible. These
transformations are called “small” or topologically trivial transformations because
they can be obtained by iterating infinitesimal ones. Now we also allow for “large”
gauge transformations, i.e., topologically nontrivial ones: Ni ¤ 0: They change
the revolution number pi, i.e., the number of revolutions which the angle variables
perform between t D 0 and t D T: Obviously, it is impossible to gauge transform
two closed paths into each other by a small gauge transformation if they have
different pi’s, i.e., belong to disjoint homotopy classes in the sense of˘1.S1/ D Z:

The condition (28.51) implies a partition of the gauge fields Ai.t/ in different
topological classes. Now, using small gauge transformations,Ni D 0;

ıAi D P"i ; "i.T / � "i.0/ D 0 ; (28.53)

every Ai.t/ can be transformed into a time-independent U.1/N-gauge field:

QAi D 1

T

Z T

0

dt Ai.t/ : (28.54)

This quantity is invariant under small gauge transformations but changes under large
ones:

� QAi D 1

T

Z T

0

dt P"i.t/ D 1

T



"i.T / � "i.0/

� D 2	

T
Ni : (28.55)

Note that if QAi is not an integer multiple of 2	=T; Ai or QAi, respectively, cannot be
gauged to zero. Since we wanted to work with the usual Hamiltonian equation of
motion (28.18) by going to the Ai D 0-gauge, we impose the following restriction
on the allowed gauge fields:

QAi D 2	

T
zi ; zi 2 Z : (28.56)
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fzig enumerates the topological classes of the gauge fields. Thus, according
to (28.54), the space of allowed gauge fields Ai (over which the path integral
will be performed) is subject to the condition

Z T

0

dt Ai.t/ D 2	zi : (28.57)

Using

QA0
i D QAi C 2	

T
Ni

or

2	

T
z0
i D

2	

T
zi C 2	

T
Ni

we obtain

z0
i D zi CNi ; (28.58)

i.e., large gauge transformations change the topological class of the gauge field.
Now let us go back to the action (28.48) which is invariant under infinitesimal

gauge transformations. But it is also invariant under large gauge transformations:

�S0 D
Z T

0

dt


Ii.t/ � Pi„ƒ‚…

P"i.t/
��Ai.t/„ƒ‚…

P"i.t/
Ii.t/

�
: (28.59)

So, the two terms in (28.59) cancel. That is precisely the reason for having
introduced Ai: The Chern–Simons term,

SCS


Ai
� D ki

Z T

0

dt Ai.t/ ; (28.60)

on the other hand, is invariant only under small gauge transformations. Under large
ones it changes according to

SCS


A0
i

� D ki

Z T

0

dt A0
i D ki

Z T

0

dt Ai C 2	Niki

D SCS


Ai
�C 2	kiNi ; (28.61)

) �SCS D 2	kiNi :
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Next we look at closed paths onM2N which are solutions of the classical equations
of motion derived from S0 (28.48):

Pi.t/ D @H.I.t//

@Ii.t/

ˇ̌
ˇ
I0
C Ai.t/ D !i

�
I0
�C Ai.t/ (28.62)

PIi.t/ D 0 ; (28.63)

with the solutions

i.t/ D i0 C !i
�
I0
�
tC

Z t

0

dt0 Ai.t
0/ ; (28.64)

Ii.t/ D Ii0 : (28.65)

A gauge transformation yields for (28.62, 28.63):

P 0
i .t/ D !i

�
I0
�C Ai.t/C P"i.t/ ; (28.66)

PI0
i .t/ D 0 (28.67)

with the solutions

 0
i D i0 C !i

�
I0
�
tC

Z t

0

dt0 Ai.t
0/C "i.t/ � "i.0/

D i.t/C "i.t/ � "i.0/ ; (28.68)

I0
i .t/ D I0i :

If Ai satisfies (28.57), then (28.68) implies

 0
i .T /�  0

i .0/ D 2	
�
pi C zi CNi

�
: (28.69)

The pi’s are the numbers of revolutions of a classical solution if Ai � 0: Adding
a gauge field of topological class fzig changes pi to pi C zi: Finally, if the trajectory
is gauge-transformed, the revolution numbers are changed from piCzi to piCziCNi:

Again, the number pi 2 Z tells us how often the trajectory (during the time T)
winds around the i-th homology cycle 
i of the torus defined by fIig: From the
definition of the action variables we have:

Ii D 1

2	

I

i

pi dqi D 1

2	

I

i

1

2
�a!ab P�b : (28.70)
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The coordinate i increases along the cycle 
j from 0 to 2	ıij. Hence, for a path �a

winding around 
i pi-times, we get:

Z T

0

dt
1

2
�a!ab P�b D 2	Iipi : (28.71)

Therefore, we obtain for S0, evaluated along a solution of Hamilton’s equations:

S0


�cl �

�
Icl; cl

�
;Ai
� D

Z T

0

dt
1

2
�a!ab P�b

„ ƒ‚ …
D 2	

P
Iipi

� H.I/„ƒ‚…
DE

Z T

0

dt
„ƒ‚…

D T

�
NX
iD1

Ii

Z T

0

dt Ai.t/
„ ƒ‚ …

D 2	zi

or

S0


�cl;Ai

� D 2	
NX

iD 1

Ii
�
pi � zi

� � ET : (28.72)

The constants Ii and E are determined by the initial conditions: Ii D Ii.�cl.0//; E D
H.�cl.0//: Again, we observe that S0 is gauge invariant:

pi ! p0
i D pi CNi ; zi ! z0

i D zi CNi

) �
pi � zi

�0 D pi � zi :

If we had not introduced the �PAiIi-term, the action would have changed by
2	
P

IiNi:

Here, then, is a summary of how to gauge-transform Hamilton’s equations of
motion:
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Hence

�zi D Ni (gauge field);

�pi D Ni .classical trajectory/;

�W DPiwiNi (Littlejohn’s winding number):

The winding numbers W and wi, respectively, will be studied in the following
sections.



Chapter 29
Semiclassical Quantization

We want to investigate the semiclassical or one-loop approximation of our Chern–
Simons model:

S D S0 C SCS ; (29.1)

where

S0Œ�;A� D
Z T

0

dt

"
1

2
�a!ab P�b � H.�/ �

X
i

Ai.t/Ji
�
�.t/

�#

SCSŒA� D
Z T

0

dt
X
i

kiAi.t/ (29.2)

and ki is fixed. We shall see that consistency requires ki to assume (half-) integer
values only. In the following, all fields are defined on Œ0;T� and are assumed to be
periodic.

Now the question arises as to whether the gauge invariance present at the classical
level is maintained at the quantum level. To answer this question, we define the
“effective action” � ŒA� by integrating out the “matter field” �a:

ei� ŒA� D
Z

D�a exp

�
i

„
Z T

0

dt

�
1

2
�a!ab P�b �H.�/ � Ai

�
Ji.�/ � ki

��
:

(29.3)

This path integral must be evaluated for periodic boundary conditions q.0/ D
q.T/ in configuration space. In the sequel we are only interested in the one-loop
approximation � .1/ŒA� W � ŒA� D f1C O.„/g� .1/ŒA�:
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To do the calculation we separate a general path �a.t/ into a classical path �acl.t/
and a quantum fluctuation �a.t/:

�a.t/ D �acl.t/C �a.t/ : (29.4)

Here, �acl.t/ as well as the fluctuating field �a.t/ are periodic with period T:
Furthermore, �acl.t/ satisfies the modified Hamiltonian equation

P�acl.t/ D !ab@bH
�
�acl.t/

�
; (29.5)

where

H
�
�a
� WD H

�
�a
�CPiAiJi

�
�a
�
: (29.6)

Since the equation of motion for Ai (“Gauss’ law”) requires Ji.�acl.t// D ki; we use
only those �acl as backgrounds so that Ji equals ki: Therefore, we consider only those
classical trajectories which lie on the torus

TN
�
ki
� WD ˚� 2M2N jJi.�/ D kig : (29.7)

If we integrate (29.3) over the gauge field, we obtain the ı-function ıŒJi.�/ � ki�;
i.e., quantum paths lie on TN.ki/ also. Consequently, Ji.�a/ D Ji.�acl/ D ki; and we
have to make sure that the fluctuation field �a is tangent to TN.ki/; i.e., we impose
on the allowed �’s the restriction �a@aJi.�cl/ D 0:

At last we come to the substitution of (29.4) into (29.1):

S0Œ�;A� D
Z T

0

dt

�
1

2
�a!ab P�b �H .�/

�

D
Z T

0

dt
h1
2

�
�acl C �a

�
!ab

� P�bcl C P�b� � H
�
�cl C �

�
„ ƒ‚ …

DH .�cl/C�a@aH .�cl/C 1
2 �

a�b@a@bH .�cl/CO.�3/

i

D
Z T

0

dt
h1
2

�
�acl!ab P�bcl C �acl!ab P�b C �a!ab P�bcl C �a!ab P�b

�

�H
�
�cl
� � �a@aH � 1

2
�a�b@a@bH

i
:

The second and third term in the integrand can be rewritten as follows:

�acl!ab P�b D d

dt

�
�acl!ab�

b
� � P�acl!ab�

b

D d

dt

�
�acl!ab�

b
� � @cH !ac!ab„ƒ‚…

�ıcb

�b
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D d

dt

�
�acl!ab�

b
�C @aH �a

�a!ab P�acl D �a!ab!
bc@cH D �a@aH

) S0Œ�;A� D
Z T

0

dt
h1
2
�acl!ab P�bcl �H

�
�cl
�C 1

2

d

dt

�
�acl!ab�

b
�

C 1

2
�a!ab P�b � 1

2
�a�b@a@bH

�
�cl
�i
:

So we obtain

S0 Œ�
a;Ai� DS0



�acl;Ai

�C 1

2

Z T

0

dt�a


!ab@t � @a@bH

�
�cl.t/

��
�b

C 1

2

h
�acl!ab�

b
iT
0„ ƒ‚ …

D 0 for periodic orbits

CO
�
�3
�

or

S0 Œ�
a;Ai� D S0



�acl;Ai

�C Sfl


�a; �acl;Ai

�C O
�
�3
�
; (29.8)

with the action of the fluctuation �a:

Sfl


�a; �acl;Ai

� D 1

2

Z T

0

dt�a


!ab@t � @a@bH

�
�cl.t/

��
�b (29.9)

� 1

2

Z T

0

dt�a!ab


@t � QM.t/

�b
c
�c : (29.10)

In (29.10) we introduced the matrix-valued field

QM.t/ab D !ac@c@bH
�
�cl.t/

�
(29.11)

D !ac@c@b
�
H C AiJi

��
�cl.t/

�
:

The local gauge transformations

ı�a.t/ D "i.t/!ab@bJi
�
�.t/

�
;

ıAi.t/ D P"i.t/ (29.12)
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decompose under �a D �acl C �a according to

ı
�
�acl.t/C �a.t/

� D "i.t/!ab@b Ji
�
�cl C �

�
.t/„ ƒ‚ …

D Ji.�cl.t//C�c@cJi.�cl/CO.�2/

D "i.t/!ab@bJi
�
�cl
�

C "i.t/


!ab@b@cJi

�
�cl.t/

��
�c.t/

so that

ı�acl.t/ D "i.t/!ab@bJi
�
�cl.t/

�
; (29.13)

ı�a.t/ D "i.t/Mi.t/
a
b�

b.t/ ; (29.14)

ıAi.t/ D P"i.t/ ; (29.15)

where

Mi.t/
a
b WD !ac@c@bJi

�
�cl.t/

�
: (29.16)

�acl.t/ [like �
a.t/] transforms as a coordinate (or rather, a path) on M2N ; whereas

�a.t/ transforms (homogeneously!) like a tangent space vector. The transforma-
tions (29.13–29.15) induce the following transformation on QM:

ı QM D @t
�
"iMi

�C 
"iMi; QM
�
: (29.17)

(When we use an index-free notation, it is understood that the upper index of M is
left, the lower one is right.)

Proof

ı QMa
b D !ac@c@bı

�
H C AiJi

�
„ ƒ‚ …

DH

�
�cl
�

D !ac@c@b

h
@eH

�
�cl
�
ı�ecl„ƒ‚…

"i!ed@dJi

C ıAi„ƒ‚…
P"i

Ji
�
�cl
�i

D "i.t/!ac@c@b@eH
�
�cl
�
!ed@dJi

�
�cl
�C P"i!ac@c@bJi

�
�cl
�

DW "i.t/ :=: C P"Ma
i b :

Since fH; Jig D 0; we can write:

@bj @eH !ed@dJi D 0
@cj @b@eH !ed@dJi D �@eH !ed@d@bJi
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@c@b@eH !ed@dJi D �@b@eH !ed@d@cJi � @c@eH !ed@d@bJi

� @eH !ed@d@b@cJi

:=: D � @b@eH !ed„ ƒ‚ …
�!de@b@eH„ ƒ‚ …
� QMd

b

@d!
ac@cJi„ ƒ‚ …
Ma

i d

„ ƒ‚ …
.Mi QM/ab

�!ac@c@eH„ ƒ‚ …
QMa

e

!ed@d@bJi„ ƒ‚ …
Me

i b„ ƒ‚ …
. QMMi/

a
b

� @eH !ed„ ƒ‚ …
�!de@eH„ ƒ‚ …

� P�dcl

@d@b!
ac@cJi„ ƒ‚ …

.@=@�dcl/M
a
i b

„ ƒ‚ …
.d=dt/Ma

i b.�cl.t//

) ı QM D "i


Mi; QM

�C "i PMi C P"iMi D d

dt

�
"iMi

�C "i
Mi; QM
�
:

Now we can write down—in one-loop approximation:

ei�
.1/ŒA� D

X
cct

eiSŒ�cl ;A�
Z
�a.0/D�a.T/

D� eiSflŒ�;�cl ;A�

D
X
cct

eiSŒ�cl ;A� ei O� Œ�cl ;A� ; (29.18)

where

S


�cl;A

� � S0


�cl;A

�C SCSŒA� (29.19)

and

ei O� Œ�cl ;A� D
Z
�a.0/D�a.T/

D� eiSflŒ�;�cl ;A� : (29.20)

In (29.18), “
P

cct” denotes the sum over all classical trajectories generated by H
(or equivalently, by H/ which have period T and for which Ji.�cl.0// takes the
prescribed values ki on the torus TN.ki/:

Finally, we determine the allowed values of ki by requiring gauge invariance of
expfi� .1/ŒA�g: So let us consider a large gauge transformation of the topological
class fNig;

"i.T/ � "i.0/ D 2	Ni ; (29.21)
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with the gauge-transformed field

Ai ! A0
i D Ai C P"i : (29.22)

Then, denoting the “summation variable” in (29.18) as �0
cl

ei�
.1/ŒA0� D

X
�0

cl

eiSŒ�
0

cl ;A
0� ei O� Œ�0

cl ;A
0� : (29.23)

Here we assumed that “
P

�0

cl
” is a gauge invariant measure, i.e., that we can replace

the “�cl”-integration by a “�0
cl”-integration or summation, where �0

cl is the gauge
transform of �cl. From (28.59) and (28.61) we know that S0 is strictly gauge invariant
but SCS changes by the amount of 2	kiNi:

S0


A0; �0

cl

� D S0


A; �cl

�
; (29.24)

SCSŒA
0� D SCSŒA�C 2	kiNi : (29.25)

Consequently, (29.23) can be written as

ei�
.1/ŒA0 � D

X
�cl

ei.2	kiNiC� O� / eiSŒ�cl ;A� ei O� Œ�cl ;A� : (29.26)

Here we have introduced the change in the quantum action

� O� WD O� 
�0
cl;A

0� � O� 
�cl;A� : (29.27)

A priori we do not know � O� . It has to be calculated from (29.20), which is, for Sfl
quadratic, formally given by

ei O� Œ�cl ;A� D det�1=2
�
@t � QM.t/

�
: (29.28)

It will be one of our goals in the sequel to study the behavior of this quantity under
gauge transformations. We will find out that � O� depends only on the Ni’s but not
on the details of �cl or A:

� O� D �2	
X
i

�i

4
Ni : (29.29)

The constants �i are even integers which are related to certain winding numbers on
the group manifold Sp.2N/:

Altogether we obtain from (29.26) and (29.29):

ei�
.1/ŒA0� D

X
�cl

JiDki

exp

"
2	i

X
i

�
ki � �i

4

	
Ni

#
eiSŒ�cl ;A� ei O� Œ�cl;A� : (29.30)
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Gauge invariance, ei�
.1/ŒA0 � D ei�

.1/ŒA�; obviously requires that ki��i=4 be an integer:

ki D ni C �i

4
; ni 2 Z : (29.31)

Since ki equals the action Ji of the classical “background” trajectory around which
we expanded, we obtain the requirement:

Ji
�
�cl
� D ni C �i

4
; ni 2 Z : (29.32)

Only if Ji is quantized in this manner is gauge invariance left intact at the quantum
level. Equation (29.32) is the well-known semiclassical EBK quantization condition.
The topological numbers �i coincide with the Maslov indices. In the present
treatment they arise from a quantum mechanical anomaly: despite the fact that
the classical action Sfl is gauge invariant, the associated action O� (29.20) is gauge
invariant only under small gauge transformations with Ni D 0; but changes under
large ones. In the next section we are going to evaluate �i for a specific example.



Chapter 30
The “Maslov Anomaly” for the Harmonic
Oscillator

Specializing the discussion of the previous section to the harmonic oscillator we
have for N D 1; �a D .p; x/; a D 1; 2; �1 � p; �2 � x

H.p; x/ D 1
2
�a�a D 1

2

�
p2 C x2

�
: (30.1)

The only conserved quantity is J D H: In the action we need the combination

1

2
�a!ab P�b �H .�/ D 1

2
�a
�
!ab

d

dt
� �1C A.t/

�
1lab

�
�b (30.2)

and

QMa
b D !ac@c@b.H C AJ / D �1C A.t/

�
!ac1lcb

or, compactly written:

QM D �1C A.t/
�
˝ ; (30.3)

where we have introduced the notation ˝ � !�1 D .!ab/: A.t/ is the gauge field
for a single U.1/ group associated with energy conservation. The fluctuation part of
the action is now given by

Sfl D 1

2

Z T

0

dt�a!ab

�
d

dt
� QM

�b
c

�c ; (30.4)
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and the path integral for O� becomes

ei O� ŒA� D
Z
�.0/D�.T/

D� exp

"
i

2

Z TD2	

0

dt�a!ab

�
@

@t
� �1C A.t/

�
˝„ ƒ‚ …

D QM

�b
c

�c
�

(30.5)

D det�1=2
�
!

�
@

@t
� QM

��
; det! D 1

D det�1=2
�
@

@t
� QM

�
: (30.6)

For a two-dimensional space and canonical coordinates,! and its inverse !�1 D ˝
can be expressed by the Pauli matrix �2 W ! D i�2; ˝ D �i�2: Furthermore,
in (30.5) we put T D 2	; since the classical trajectories of (30.1) are all 2	-periodic.
Altogether we get:

ei O� ŒA� D det�1=2
�
@

@t
C i
�
1C A.t/

�
�2

�
: (30.7)

At this stage we have to investigate the eigenvalue problem of the antihermitian
operator:

D W D @

@t
C i
�
1C A.t/

�
�2 (30.8)

� @

@t
C iB.t/�2 ;

on the space of periodic functions:

DF�m.t/ D i��mF
�
m.t/ ; ��m 2 R ; (30.9)

with

F�m.tC 2	/ D F�m.t/ :

Here is the set of complete, orthonormal functions on Œ0; 2	� that satisfy (30.9):

F�m.t/ D
1p
2

�
f �m.t/
i�f �m.t/

�
; (30.10)

where

f �m.t/ D
1p
2	

exp

�
i��mt � i�

Z t

0

dt0 B.t0/
�
: (30.11)



30 The “Maslov Anomaly” for the Harmonic Oscillator 355

The F’s are simultaneous eigenfunctions of D and �2:

�2F
�
m D �F�m ; � D ˙1 : (30.12)

Periodicity f �m.0/ D f �m.2	/ implies that

1 D exp

�
i��m2	 � i�

Z 2	

0

dt B.t/

�

or

��m2	 � �
Z 2	

0

dt B.t/ D 2	m ; m 2 Z :

Hence the eigenvalues are given by

��m D mC � 1
2	

Z 2	

0

dt B.t/ ; m 2 Z ; � D ˙1 : (30.13)

Let us check some of the above-mentioned properties:

�2F
�
m D

1p
2

�
0 �i
i 0

� �
f �m
i�f �m

�
D 1p

2

�
�f �m
if �m

�
�2D1D �

1p
2

�
f �m
i�f �m

�
D �F�m

DF�m D
�
@t C i�2B

�
F�m D

�
@t C i�B

� 1p
2

�
f �m
i�f �m

�

D 1p
2

 

@t C i�B

�
f �m

i�


@t C i�B

�
f �m

!
D i��m

1p
2

�
f �m
i�f �m

�
D i��mF

�
m ;

since f �m solves (30.9),

�
@

@t
C i�B.t/

�
f �m D i��mf

�
m : (30.14)

The orthonormality follows from

Z 2	

0

dt F�
�

m .t/F
�0

m0.t/ D 1

2

Z 2	

0

dt
�
f �

�

m ;�i�f ��

m

	 f �
0

m0

i�0f �
0

m0

!

D 1

2

Z 2	

0

dt
h
f �

�

m f �
0

m0 C ��0f ��

m f �
0

m0

i
�D�0D 1

2
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0
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h
f �

�

m f �m0 C f �
�

m f �m0

i

D 1

2

�
ımm0 C ımm0

� D ımm0 I

�D��0D 1

2

Z 2	

0

dt
h
f �

�

m f��
m0 � f �

�

m f��
m0

i
D 0 :
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Hence we have proved

Z 2	

0

dt F�
�

m .t/F
�0

m0.t/ D ımm0ı��0 : (30.15)

Note that the spectrum (30.13) is symmetric around zero, and that under a gauge
transformation A0 D AC P"; ".2	/� ".0/ D 2	N ; it is mapped onto itself:

Z 2	

0

dt A0.t/ D
Z 2	

0

dt A.t/C
Z 2	

0

dt P".t/ D
Z 2	

0

dt A.t/C 2	N :

Upon using the definition B.t/ D 1C A.t/; we can continue to write

Z 2	

0

dt B0.t/ D
Z 2	

0

dt B.t/C 2	N

or

�
1

2	

Z 2	

0

dt B0.t/ D � 1
2	

Z 2	

0

dt B.t/C �N : (30.16)

If we add m 2 Z on either side of (30.16) and employ (30.13), we obtain:

��mŒA
0� D ��mC�N ŒA� (30.17)

with mC �N D m˙N again an integer.
If the gauge field is restricted according to (28.57),

Z 2	

0

dt A.t/ � 2	 QA D 2	z ; z 2 Z ;

the eigenvalue (30.13) becomes:

��m D mC � 1
2	

Z 2	

0

dt
�
1C A.t/

� D mC �C � 1
2	

Z 2	

0

dt A.t/

D mC �.1C z/ ; (30.18)

which contains two zero modes:

� D 1 ; m D �.1C z/ ;

� D �1 ; m D C.1C z/ : (30.19)

In this case the determinant in (30.7) vanishes and O� is not defined for these fields.
As a way out, we assume that for the computation of O� ŒA�; the condition QA D z 2 Z
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is not imposed on the gauge field. Instead we use A.t/’s for which QA is arbitrary.
After having computed� O� for such fields, we let QA! z 2 Z at the very end.

We now turn to the computation of � O� by a spectral flow argument. Before we
do so, we read off a reality constraint for the functions F�m which follows from the
explicit expressions given in (30.10) and (30.11):

�
f �m
�� D f���m W

�
F�m
�� D 1p

2

� �
f �m
��

�i� �f �m��
�

D 1p
2

�
f���m

�i�f���m

�
D F���m : (30.20)

This equation puts constraints on the coefficients in the expansion of the path
integration variable �a.t/ in terms of the complete set F�m:

�.t/ D
C1X

mD�1

X
�D˙1

C�mF
�
m.t/ D

X
m;�

C�
�

m F�
�

m .t/

D
X
m;�

C�
�

m F���m.t/ D
X
m;�

C���

�m F�m.t/ :

Therefore

X
m;�

�
C�m � C���

�m

	
F�m D 0 ;

meaning that for real �; the expansion coefficients satisfy

�
C�m
�� D C���m : (30.21)

Let us return to the representation of the determinant as a Gaussian integral as given
in (30.5) and (30.6):

ei O� ŒA� D
Z

D� exp

�
i

2

Z 2	

0

dt�T!D�

�
; (30.22)

where we have used a two-component matrix notation in the exponential. The
operator !D is given by

!D D !
�
@

@t
C i�2

�
1C A.t/

��
; i�2 D �!�1

D ! @
@t
� �1C A.t/

�
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and the integral in the exponential of (30.22) is

Z 2	

0

dt�T!D� D
X
m;�

X
m0 ;�0

C�
�

m C�
0

m0

Z 2	

0

dt F�
�

m ! DF�
0

m0„ƒ‚… ; ! D i�2

Z 2	

0

:=: D i2��
0

m0

Z 2	

0

dt F�
�

m �2F
�0

m0„ƒ‚…
D �0F

�0

m0

D ��0��
0

m0

Z 2	

0

dt F�
�

m F�
0

m0

„ ƒ‚ …
D ı��0 ımm0

D ����mı��0ımm0 :

This leads to

Z 2	

0

dt�T!D� D �
C1X

mD�1

X
�D˙1

���mjC�mj2 : (30.23)

In order to reexpress the path integral measure in (30.22), we have to find a set of
independentC’s. Now, the C’s are subject to constraints as stated in (30.21). Hence,
a set of independent C’s is given by

˚
C�mjm D 0 ; � D 1 and m > 0 ; � D ˙1� ;˚
C�mjm D 0 ; � D �1 and m > 0 ; � D ˙1� :

We choose the first alternative if
R 2	
0

dt B.t/ > 0 and the second alternative ifR 2	
0

dt B.t/ < 0: Then, in view of

��m D mC � 1
2	

Z 2	

0

dt B.t/ ; (30.24)

we take those pairs .�;m/; which have ��m > 0: Thus the path integral becomes

ei O� ŒA� D
Z Y

fm;�j��m>0g
dC�m dC�

�

m exp

"
� i

2

X
m;�

���mjC�mj2
# ˇ̌
ˇ̌
C

��
�mDC

��
m

:

For a fixed pair .�;m/ we have in the exponential:

� i

2

n
���mjC�mj2 C .��/����mjC�

�

m j2
o
D � i

2
�
˚
��m � ����m

� jC�mj2
D �i���mjC�mj2 ;

where we have used the explicit formula (30.24) for ��m to show that ����m D ���m:
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So far our result reads

ei O� ŒA� D
Y

fm;�j��m>0g

Z
dC�m dC�

�

m exp

�i���mjC�mj2� : (30.25)

What we actually are looking for is not O� itself, but the difference:

� O� D O� ŒA0� � O� ŒA� D O� ŒAC P"� � O� ŒA� ; (30.26)

where ".t/ is a gauge transformation of winding numberN :

".2	/� ".0/ D 2	N : (30.27)

We are going to evaluate the difference (30.26) by spectral flow arguments. For
this reason we introduce the following 1-parameter family of gauge potentials As.t/
interpolating between A.t/ and A0.t/ as s runs from minus to plus infinity:

As.t/ � A.t/C g.s/P".t/ ; s 2 .�1; C1/ : (30.28)

Here, g.s/ is an arbitrary smooth function with g.s D �1/ D 0 and g.s D C1/ D
1: Hence, A�1.t/ D A.t/ and AC1.t/ D A0.t/: We can derive � O� from the flow
of the eigenvalues ��m � �

�
m.s/ as the parameter s is varied. The spectrum f��mg

changes as follows:

��m.s/ D mC � 1
2	

Z 2	

0

dt
�
1C As.t/

� D mC 1

2	
�

Z 2	

0

dt
�
1C A.t/C g.s/P".t/�

D mC � 1
2	

Z 2	

0

dt B.t/C 1

2	
�g.s/2	N

D �mC �g.s/N �C � 1
2	

Z 2	

0

dt B.t/ D ��mC�g.s/N .0/ : (30.29)

We observe that as s runs from �1 to C1, the m index of the eigenvalues with
� D C1.�1/ is shifted to mCN .m �N /:

�C1
m �! �C1

mCN ;

��1
m �! ��1

m�N :

What is important for the determination of� O� are the eigenvalues crossing zero for
some value of s:

Now (30.29) tells us that for a gauge transformation with N > 0 there are N
eigenvalues with � D C1 which are negative for s ! �1 and which become
positive for s!C1: There are alsoN eigenvalues with � D �1 which cross zero
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in the opposite direction; i.e., they are positive for s ! �1 and become negative
for s!C1:

For a gauge transformation with N < 0; the pattern is reversed: there are jN j
zero-crossings of eigenvalues with � D C1; which go from positive to negative
values, and jN j zero-crossings of eigenvalues with � D �1; which go from
negative to positive ones.

For the interpolating gauge field As.t/; the path integral (30.25) is modified
according to

ei� ŒAs� D
Y

fm;�j��m.s/>0g

Z
dC�m dC�

�

m exp

�i���m.s/jC�mj2� : (30.30)

Using the formula

Z
dz dz� e�iajzj2 D 2	

jaj e
�i	sign.a/=2

we obtain

ei O� ŒAs� D
Y

fm;�j��m.s/>0g

2	

�
�
m.s/

e�i	�=2 ; (30.31)

since sign .���m.s// D � for ��m.s/ > 0:We need

ei� O� ŒA� D ei O� ŒA0��i O� ŒA� D ei O� ŒAsDC1��i O� ŒAsD�1�

D ei O� ŒAC1�

ei O� ŒA�1�
D
Q
�
�
m.C1/>0 2	=�

�
m.C1/Q

�
�
m.�1/>0 2	=�

�
m.�1/

�
Q
�
�
m.C1/>0 e

�i	�=2

Q
�
�
m.�1/>0 e

�i	�=2
: (30.32)

The first factor in (30.32) is 1, since A and A0 are related by a gauge transformation,
and we found in (30.17) that the spectrum is gauge invariant. So we obtain:

ei O� ŒA� D
Q
�
�
m.C1/>0 e

�i	�=2

Q
�
�
m.�1/>0 e

�i	�=2
DW e�i	�=2 : (30.33)

A nonzero� O� can occur only if the number of factors of expŒ�i	�=2� is different
for s D �1 and s D C1: This number is determined by the eigenvalues crossing
zero. Writing

� O� D �	
2
� � �	

2

�
�1 � �2

�
.mod 2	/ (30.34)
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we have in an obvious notation:

�1 D #
˚
� D C1 ; % � � #

˚
� D C1 ; & �

;

�2 D #
˚
� D �1 ; % � � #

˚
� D �1 ; & �

; (30.35)

where # f� D C1; % g denotes the number of eigenvalues with � D C1 crossing
zero from below, etc. For a gauge transformation with N > 0, we know from the
explicit construction of the spectrum

� D .N � 0/� .0 �N / D 2N (30.36)

and forN < 0:

� D .0 � jN j/� .jN j � 0/ D �2jN j D 2N :

Hence, �1 D N and �2 D �N ; so that � D 2N ; N 2 Z.
Our final result is therefore given by

� O� D �	
2
� 2 � N .mod 2	/ : (30.37)

In (29.29) we defined the Maslov index via

� O� D �2	 �
4
N D �	

2
�N : (30.38)

This at last identifies the Maslov index for the linear harmonic oscillator: � D
2: The correct energy spectrum follows from (29.32): E D n C 1=2; n D
0; ˙1; ˙2; : : : : Note our argument implies only n 2 Z; the actual range of n has
to follow from other considerations. In the present case it is the positivity of H � J
which implies n 2 N.

Since

ei� O� D e�i	N D
�C1 ; N even
�1 ; N odd


D .�1/N (30.39)

we observe that in (30.7),

ei O� ŒB� D det�1=2
�
@

@t
C i�2B.t/

�
; (30.40)

the effect of a large gauge transformation A0 D ACN or B0 D BCN is at most
a sign change of the square root of the determinant.



Chapter 31
Maslov Anomaly and the Morse Index Theorem

Our starting point is again the phase space integral

ei O� Œ QM� D
Z

D�a eiSflŒ�; QM� (31.1)

with periodic boundary conditions �.0/ D �.T/ and

SflŒ�; QM� D 1

2

Z T

0

dt N�a.t/
�
@

@t
� QM.t/

�a
b

�b.t/ : (31.2)

Here we have indicated that Sfl and O� depend on �acl and Ai only through QMa
b:

QM.t/ab D !ac@c@bH
�
�cl.t/

� D !ac@c@b
�
H C AiJi

��
�cl.t/

�
: (31.3)

We also have used the “dual” N�a � �b!ba in (31.2). We decompose �a D
.	i; xi/; a D 1; 2; : : : 2N; i D 1; 2 : : : ; N: Now, the Morse Index theorem
works in configuration space. Therefore we have to convert the phase space path
integral (31.1) to a configuration space integral by integrating out the momentum
components 	i: So let us first write:

Sfl D 1

2

Z T

0

dt


�a!ab P�b � �a@a@bH

�
�cl.t/

�
�b
�

(31.4)

and define

Qab.t/ WD @a@bH
�
�cl.t/

� DW
 
Q		ij .t/ Q

	x
ij .t/

Qx	
ij .t/ Qxx

ij .t/

!
: (31.5)
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Note that the Q’s are time-dependent, and Qab is symmetrical. This leads to

Sfl D
Z T

0

dt

�
	i Pxi � 1

2

�
	iQ

		
ij 	j C 2	iQ

	x
ij xj C xiQ

xx
ij xj
��

(31.6)

DW
Z T

0

dt Lfl (31.7)

with

Lfl WD 	i
�Pxi � Q	xij xj

� � 1
2
	iQ

		
ij 	j � 1

2
xiQ

xx
ij xj : (31.8)

Equation (31.6) is still in first-order form. Now we eliminate the momenta by means
of their classical equations of motion to get the second-order form. Upon using

@Lfl
@	i
D 0

we obtain

Pxi � Q	xij xj D Q		ij 	j W 	 D
�
Q		

��1�Px � Q	xx
�
:

Inserting this back into (31.7), we find:

Lfl D 	iQ
		
ij 	j � 1

2
	iQ

		
ij 	j � 1

2
xiQijxj

D 1
2
	Q			 � 1

2
xQxxx

or

Lfl.x; Px/ D 1
2

�Px �Q	xx
�
i

�
Q		

��1
ij

�Px �Q	xx
�
j
� 1

2
xiQ

xx
ij xj :

If we substitute this expression into (31.7) and perform suitable integrations by
parts, we may rewrite the new action as

Sfl D 1

2

Z T

0

dt xi.t/

�
C.2/ij .t/

d2

dt2
C C.1/ij .t/

d

dt
C C.0/ij .t/

�
xj.t/

� 1

2

Z T

0

dt xi.t/�ijxj.t/ ; (31.9)

where the Hermitian operator has the form

�ij D C.2/ij .t/
d2

dt2
C C.1/ij .t/

d

dt
C C.0/ij .t/ : (31.10)
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The C’s could be expressed in terms of the Q’s, but this relation is not important
here. What is important is that the classical equation of motion belonging to Lfl, i.e.,

�ij j.t/ D 0 (31.11)

is equivalent to the Jacobi equation,

�
@

@t
� QM

� a

b

 b.t/ D 0 : (31.12)

Let us recall that the zero modes  a of the fluctuation operator .@t � QM/ are called
Jacobi fields. They follow from a solution �acl.t/ of Hamilton’s equation P�acl.t/ D
!ab@bH .�ccl.t// when we linearize according to �

a.t/ D �acl.t/C a.t/: The Jacobi
field in configuration space,  j; is obtained from  a by eliminating the momentum
components.

Let us return to the path integral

ei O� Œ QM� D
Z

DxiD	i exp

�
i
Z T

0

dt Lfl

�
: (31.13)

When we insert the first-order form (31.8) in (31.13) and integrate over the momenta
	i we obtain the following path integral over configuration space:

ei O� Œ QM� D
Z

dNx.0/
Z

D 0xi.t/ exp
�
i

2

Z T

0

dt xi.t/�ijxj.t/

�
: (31.14)

Here we have indicated explicitly the integration over the terminal points of the path;
the integration D 0xi.t/ is over paths with the boundary condition xi.0/ D x.0/i D
xi.T /:

In order for the Morse theory to be applicable, we reduce the path integral over
loops (in configuration space) based at x.0/i D 0: This is done by expanding the
quantum path xi.t/ around the Jacobic field:

xi.t/ D  i.t/C yi.t/ ; �ij j D 0 : (31.15)

We require the Jacobi field  i to fulfill the condition  i.0/ D x.0/i D  i.T/; so that
yi has to vanish at the end points: yi.0/ D 0 D yi.T/: Then we obtain

Z T

0

dt x�x D
Z T

0

dt. C y/�. C y/

D
Z T

0

dtŒ � C  �„ƒ‚…
D 0

�D��

yC y � „ƒ‚…
D 0

Cy�y� :
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Therefore we get

ei O� Œ QM� D
Z

dNx.0/ exp

�
i

2

Z T

0

dt � 

�

�
Z
y.0/D 0D y.T/

Dy.t/ exp

�
i

2

Z T

0

dt y�y

�
: (31.16)

The first factor involves the classical action of the Jacobi field. Since this factor is
gauge invariant, the remainder O�0 has the same gauge variation (under large gauge
transformations) as O� ;� O�0 D � O� ; where

ei O�0Œ QM� D
Z
y.0/D 0D y.T/

Dy.t/ exp

�
i

2

Z T

0

dt yi�ijyj

�
: (31.17)

In the usual way, by expanding yi in terms of a complete set of eigenfunctions of�;

�yn D �nyn ;
Z T

0

dt ynym D ınm ;
X
n

yn.t/ym.t
0/ D ı.t � t0/

y.t/ D
X
n

anyn.t/ W
Z T

0

dt y�y D
X
n

�na
2
n ;

we obtain

ei O�0Œ QM� D
Y
n

Z C1

�1
danei�na

2
n=2

D
Y
n

�
2	

j�nj
�1=2

ei	 sign.�n/=2 : (31.18)

Under a large gauge transformation QM ! QM0; the product
Y
n

j�nj D jdet.�/j (31.19)

can be regularized gauge invariantly. The only change comes from the exponential
in (31.18) with the signs of the eigenvalues. Let us choose a path QMs.t/; s 2
.�1; C1/ which interpolates between QM and the gauge-transformed QM0: As we
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vary s; some of the eigenvalues �n D �n.s/ of� D �ŒMs� will cross zero and might
give rise to a change� O�0 of O�0:With the notation used before, we have:

� O� D � O�0 D O�0Œ QM0� � O�0Œ QM�
D �	

2

�
# f & g � # f % g� .mod 2	

�
: (31.20)

Now the Morse Index theorem (cf. Chap. 4) tells us that the index of ı2S is equal to
the number of conjugate points to qcl.0/ with qcl.t/ restricted to 0 6 t 6 T:When
this is applied to

� � �Œ QM.t/� � � 
!ab@a@bH
�
�acl.t/

��
; �acl.t/ D

�
qicl.t/ ; p

i
cl.t/

�

we find that the number of negative eigenvalues of �Œqicl.t/� equals the number of
points conjugate to qicl .t D 0/ along the trajectory qicl.t/: Note that qicl.0/ D qicl.T/:

Under a large gauge transformation, a trajectory is mapped onto a new one with
a different number of revolutions around the torus fJi D const.g and a different
winding number. Also, the number of conjugate points in configuration space
changes:

# f & g � # f % g � index Œ� .qcl.t//� � index


�
�
q0
cl.t/

��
D # fconj. pts. along qcl.t/g � #

˚
conj. pts. along q0

cl.t/
�
: (31.21)

Combining this with (31.20) we obtain:

� O� D �	
2



# fconj. pts. along qcl.t/g � #

˚
conj. pts. along q0

cl.t/
��
: (31.22)

This shows that � O� can be obtained from purely classical data, namely by
examining how often the final point qicl.T/ is conjugate around the loop to the
initial point qicl.0/: This is easily done for the harmonic oscillator where qcl.2	/ is
conjugate to qcl.0/ of “order 2”, since the first point conjugate to qcl.0/ appears after
half-period already: qcl.	/: On the other hand, the effect of a gauge transformation
with winding numberN is to increase the number of revolutions from p to pCN .
Hence the square bracket in (31.22) equals 2N , which yields

� O� D �	N ; (31.23)

as found in (30.37). One can generalize the result from a one-torus to an N-torus.
One obtains [s. M. Reuter, Phys. Rev. D 42, 2763 (1990)]

� O� D �	
NX

iD 1

Niwi D �	�W ; (31.24)



368 31 Maslov Anomaly and the Morse Index Theorem

where the integerswi are certain winding numbers related to the topology of Sp(2N/:
The quantity

PN
iD 1 wiNi D �W has been called Littlejohn’s winding number

in one of the previous sections. For its definition and a detailed discussion of its
properties we have to refer to the original publications in Phys. Rep. 138, 193
(1986) and Phys. Rev. A 36, 2953 (1987). Comparing (31.24) and (29.29) we see
that �i D 2wi which is the most important result we can obtain in this approach.

Let us have a final look at the gauge variance of ei O� ŒA�: Formally we may write:

ei O� ŒA� D
�
det

�
@

@t
� QM

���1=2
(31.25)

or

e�2i O� ŒA� D det

�
@

@t
� QM

�
: (31.26)

Note that det.@t � QM/ is real since !.@t � QM/ is Hermitian and detŒ!.@t �QM/� D det.@t � QM/; det! D 1: Our main result was that under a (large) gauge
transformation

� O� D �	
NX
iD1

Niwi D 	 � .integer/ : (31.27)

Therefore

ei� O� D ei	.integer/ D ˙1 (31.28)

but

e2i� O� D C1 : (31.29)

Comparing (31.29) with (31.25, 31.26), we see that det.@t � QM/ is gauge invariant
under large gauge transformations, but its formal square root Œdet.@t � QM/�1=2
is not, because it is not a priori clear which sign the square root should have.
Defined in this way, Œdet.@t � QM/�1=2 is certainly invariant under infinitesimal gauge
transformations—since the sign cannot change abruptly. But nothing guarantees that
Œdet.@t� QM/�1=2 is invariant under topologically nontrivial gauge transformations. In
other words, if one continuously varies the gauge field from Ai.t/ to Ai C 2	Ni=T;
one will possibly end up with a square root of opposite sign.

The situation outlined here is very similar to Witten’s global SU(2) anomaly.
For the partition function ZDirac D detD= of a massless Dirac fermion, there is no
problem defining it in a gauge invariant way. However, the partition function of
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a Weyl fermion reads: ZWeyl D
p
detD=, and the sign ambiguity ˙pdetD= leads to

the global SU(2) anomaly. The correspondence is therefore:

ZDirac � detD=  ! 1

det.@t � QM/
D e2i O� ; no anomaly :

ZWeyl �
p
detD=  ! 1q

det.@t � QM/
D ei O� ; global anomaly :

From this general discussion we learn that the effect of a large gauge transformation
is at most a sign change:

ei� O� D ˙1 D ei	.integer) : (31.30)



Chapter 32
Berry’s Phase

Let a physical system be described by a Hamiltonian with two sets of variables r
and R.t/ W H.r;R.t//: The dynamical degrees of freedom r (not necessarily space
variables) are also called fast variables. The external time dependence is given by the
slowly varying parameters R.t/ D fX.t/; Y.t/; : : : ; Z.t/g; consequently, the R.t/
are called slow variables.

We will be interested in solving the Schrödinger equation for the state vector
j .t/i:

i„ @
@t
j .t/i D H

�
R.t/

�j .t/i : (32.1)

If the R.t/ were independent of the external time parameter t; then a time-
independent set of energy eigenstates jn;Ri with energy eigenvalues En.R/ would
exist satisfying

H.R/jn;Ri D En.R/jn;Ri : (32.2)

When R.t/ changes in time, we can still take jn;R.t/i as a basis; however the
eigenvalue equation (32.2) is then only valid at an instantaneous moment t:

H
�
R.t/

�jn;R.t/i D En
�
R.t/

�jn;R.t/i : (32.3)

This eigenvalue equation implies no relation between the (so far arbitrary) phases
of the eigenstates jn;R.t/i at different R.t/: The states jn;R.t/i are normalized
according to

hn;R.t/jm;R.t/i D ınm : (32.4)
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The solution of the Schrödinger equation (32.1) can be expanded in terms of the
complete basis set jn;R.t/i:

j .t/i D
X
n

an.t/ exp

�
� i

„
Z t

0

dt0 En
�
R.t0/

�� jn;R.t/i : (32.5)

Substituting this ansatz in (32.1) we obtain

i„
X
n

exp

�
� i

„
Z t

0

dt0 En
�
R.t0/

���Pan C 1

i„anEn C an
@

@t

�
jn;R.t/i

D
X
n

an.t/ exp

�
� i

„
Z t

0

dt0 En
�
R.t0/

��
H
�
R.t/

�jn;R.t/i„ ƒ‚ …
En

�
R.t/
�

jn;R.t/i

:

So we get

X
n

exp

�
� i

„
Z t

0

dt0 En
�
R.t0/

���Pan C an
@

@t

�
jn;R.t/i D 0 :

Taking the inner product of this equation with

hm;R.t/j exp
�
i

„
Z t

0

dt0 Em
�
R.t0/

��

leads to

Pam.t/ D �
X
n

an.t/ exp

�
i

„
Z t

0

dt0


Em
�
R.t0/

� � En
�
R.t0/

��

� hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌n;R.t/i : (32.6)

In order to get rid of the time derivative of the base set we go back to the eigenvalue
equation (32.3) and take the time derivative on both sides:

@H

@t
jn;R.t/i C H

@

@t
jn;R.t/i D @En

@t
jn;R.t/i C En

@

@t
jn;R.t/i :

Multiplying this equation from the left by hm;R.t/j we find

hm;R.t/
ˇ̌
ˇ̌@H
@t

ˇ̌
ˇ̌n;R.t/i C hm;R.t/jH„ ƒ‚ …

Emhm;Rj

@

@t

ˇ̌
ˇ̌n;R.t/i

D @En

@t
hm;R.t/jn;R.t/i„ ƒ‚ …

D 0;m¤n

CEnhm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌n;R.t/i :
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This equation can be rewritten in the form

hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌n;R.t/i�Em

�
R.t/

� � En
�
R.t/

�	

D �hm;R.t/
ˇ̌
ˇ̌@H
@t

ˇ̌
ˇ̌n;R.t/i m ¤ n (32.7)

or

hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌n;R.t/i D hm;R.t/j@H=@tjn;R.t/i

En
�
R.t/

� � Em
�
R.t/

� ; m ¤ n ;

which is the desired expression in (32.6). Hence we end up with

Pam.t/ D � am.t/hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌m;R.t/i

�
X
n¤m

an.t/ exp

�
i

„
Z t

0

dt0


Em.t

0/ � En.t
0/
�

� hm;R.t/j@H=@tjn;R.t/i
En.t/ � Em.t/

: (32.8)

At this stage we want to make the adiabatic approximation for the coefficients am.t/;
which is equivalent to requiring

hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌n;R.t/i D 0 ; m ¤ n : (32.9)

In other words, we want the base state vector jn;R.t/i to undergo a parallel transport
in parameter space. Equation (32.8) is then reduced to

Pam.t/ D �am.t/hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌m;R.t/i : (32.10)

The physical meaning of the above approximation is that the rate of change of
the basis states is small compared to the Bohr period !nm D .En � Em/=„ for
the transition m ! n; the perturbation should be so slow—in fact, infinitely slow
(adiabatic)—that no transitions between the energy eigenstates become possible.
Therefore, neglecting the second term in (32.8) expresses the fact thatH.R.t// does
not change rapidly enough to induce transitions between the states. The system, once
in the eigenstate jm;R.0/i, remains in this state also at a later time t; jm;R.t/i:
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Now, let the system be in an eigenstate jm;R.0/i at t D 0; so that according
to (32.5), we obtain am.0/ D 1: If we then integrate (32.10) with this initial
condition we obtain

am.t/ D exp

�
�
Z t

0

dt0hm;R.t0/
ˇ̌
ˇ̌ @
@t0

ˇ̌
ˇ̌m;R.t0/i

�
am.0/„ƒ‚…

D 1

: (32.11)

Using the normalization condition (32.4),

�
@

@t
hm;R.t/j

�
jm;R.t/i

„ ƒ‚ …
Dhm;R.t/j@=@tjm;R.t/i�

Chm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌m;R.t/i D 0 (32.12)

or

2Rehm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌m;R.t/i D 0 ;

we see that the integrand in the exponential of (32.11) is purely imaginary:

am.t/ D ei
m.t/ ; 
m.t/ 2 R ; (32.13)

where


m.t/ D i
Z t

0

dt0hm;R.t0/
ˇ̌
ˇ̌ @
@t0

ˇ̌
ˇ̌m;R.t0/i : (32.14)

Finally, then, the adiabatic approximation yields, according to (32.5),

j .t/i D ei
m.t/ exp

�
� i

„
Z t

0

dt0 Em
�
R.t0/

�� jm;R.t/i : (32.15)

Here, the question naturally arises as to whether the extra phase 
m.t/ in (32.15) has
any physical significance. The naive answer would be no; let us look at the state

ei
m.t/ jm;R.t/i DW jgm;R.t/i ; (32.16)

which appears in (32.15). Taking the time derivative of (32.16) yields

@

@t
jgm;R.t/i D ei
m.t/

�
i P
m C @

@t

�
jm;R.t/i ;
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or, multiplying from the left with hgm;R.t/j and using hm;R.t/jm;R.t/i D 1, we find

hgm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌ gm;R.t/i D i P
m.t/C hm;R.t/j@=@tjm;R.t/i„ ƒ‚ …

DW i˛m.t/

D i
� P
m.t/C ˛m.t/� : (32.17)

If we now choose 
m to be


m.t/ D �
Z t

0

dt0 ˛m.t0/ ; (32.18)

Equation (32.17) turns into

hgm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌ gm;R.t/i D 0 :

If the phase 
m has been chosen in this way, (32.18), dropping the tilde we simply
obtain

hm;R.t/
ˇ̌
ˇ̌ @
@t

ˇ̌
ˇ̌m;R.t/i D 0

and hence 
m would be absent from (32.15).
This was the state of affairs until Berry (1984) looked at the problem again,

considering the case in which the R.t/ change by moving along a closed path, or
circuit C; in parameter space, returning to their original values at t D T W R.T/ D
R.0/: Since the states jn;R.t/i only depend on t via the external parameters R.t/;
we may write (32.14) as


m.C/ D i
Z T

0

dt
dR.t/
dt
� hm;R.t/jrRjm;R.t/i

D i
I
C
dR � hm;RjrRjm;Ri ; (32.19)

where the integral in the R-space (slow parameter space) is along the circuit C
parametrized by t:

Introducing a “vector potential” in R-space (this need not be the ordinary three-
dimensional space),

A.R/ WD ihm;RjrRjm;Ri ; (32.20)

the Berry phase becomes


m.C/ D
I

dR � A.R/ : (32.21)
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If we now make an R-dependent phase change of jm;Ri via

jm;Ri ! ei�.R/ jm;Ri ; (32.22)

A.R/ changes as follows: first we need in (32.20)

rR


ei�.R/jm;Ri�
D ei�i

�rR�.R/
�jm;Ri C ei�rRjm;Ri :

Multiplying this equation from the left by hm;Rje�i� we obtain, using (32.4) once
more,

irR�.R/C hm;RjrRjm;Ri :

This then says that A.R/ changes by a gradient:

A.R/! A.R/� rR�.R/ ; (32.23)

i.e., the parameter vector potential transforms exactly the way in which an elec-
tromagnetic vector potential A changes when the states undergo a local phase
transformation analogous to (32.22). Nevertheless, Berry’s phase is gauge invariant
because by Stoke’s Law, the line integral in (32.21) may be converted to an integral
of the curl of A:


m.C/ D
I
CD@S

dR � A.R/ D
Z
S
dS � .r � A/ (32.24)

D
Z
S
dS � V ; V D r � A ; (32.25)

where S is a surface in parameter space bounded by C; and use has been made of the
“r�” notation as if that space were three dimensional. Nevertheless, let us assume
in the sequel that we are indeed working in three dimensions.

The analogy with the electromagnetic potentials and fields does not mean that the
effects are necessarily of electromagnetic origin. Hence, in order not to make any
reference to electrodynamics, we call the vector potential A a connection and the
fieldV a curvature. The Berry phase arises from the nontrivial topological properties
of the space spanned by the parameters R.

If A is a pure gauge A D r�; then Berry’s phase will vanish, provided � is
nonsingular. However, we anticipate a Berry phase for a magnetic flux (Aharonov–
Bohm) or a magnetic monopole configuration.

Let us continue to rewrite 
m.C/ in (32.24), so as to get rid of the gradient of the
state vector and obtain for 
m.C/ an expression which is manifestly independent
of the phase of jm;Ri: For this reason we write, limiting ourselves to a three-
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dimensional parameter space:
�rR � A

�
i
D i
�rR � hm;RjrRjm;Ri

�
i

@i � @

@Ri
I D i"ijk@j

�hm;Rj@kjm;Ri�

D i"ijk
�
@jhm;Rj

��
@kjm;Ri

�C i"ijkhm;Rj
�
@j@kjm;Ri

�
D i"ijk

�
@jhm;Rj

��
@kjm;Ri

�

or

rR � ihm;RjrRjm;Ri � rR � A.R/

D i
�rRhm;Rj

� � �rRjm;Ri
�
:

Hence we can rewrite (32.24) in the form


m.C/ D i
Z
S
dS � �rRhm;Rj

� � �rRjm;Ri
�
;

or, upon using the completeness of the energy eigenstates,
X
n

jn;Rihn;Rj D 1


m.C/ D
X
n

i
Z
S
dS � �rRhm;Rj

�jn;Ri � hn;RjrRjm;Ri : (32.26)

To discuss this expression further, let us begin by looking at the diagonal elements:
first we repeat the equation which follows from the normalization (32.4):

�rRhm;Rj
�jm;Ri C hm;RjrRjm;Ri D 0 :

This equation is employed in the integrand of (32.26):

�rRhm;Rj
�jm;Ri � hm;RjrRjm;Ri

D �hm;RjrRjm;Ri � hm;RjrRjm;Ri
D hm;RjrRjm;Ri �

�rRhm;Rj
�jm;Ri

D ��rRhm;Rj
�jm;Ri � hm;RjrRjm;Ri D 0 : (32.27)

Therefore the sum in (32.26) can be taken over n ¤ m: So we have to look at the
off-diagonal elements in (32.26). For this reason we start out with the eigenvalue
equation (32.3):

H.R/jm;Ri D Em.R/jm;Ri : (32.28)
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Taking the gradient on both sides we obtain

�rRH
�jm;Ri CHrR.jm;Ri/ D

�rREm.R/
�jm;Ri C Em.R/

�rRjm;Ri
�
:

Now we multiply from the left by hn;Rj to get

hn;Rj�rRH
�jm;Ri C hn;RjH„ ƒ‚ …

En.R/hn;Rj
rRjm;Ri

D rREm.R/ hn;Rjm;Ri„ ƒ‚ …
D 0; n¤m

CEm.R/hn;RjrRjm;Ri

or

hn;RjrRjm;Ri D hn;Rj.rRH/jm;Ri
Em.R/ � En.R/

; n ¤ m :

Likewise,

�rRhm;Rj
�jn;Ri D hm;Rj.rRH/jn;Ri

Em.R/� En.R/
; n ¤ m :

These last two results are needed in (32.26):

�rRhm;Rj
�jn;Ri � hn;RjrRjm;Ri

D hm;Rj.rRH/jn;Ri � hn;Rj.rRH/jm;Ri
.Em.R/� En.R//2

: (32.29)

Therefore 
m can be expressed as


m.C/ D �
Z
S
dS � Vm.R/ ; (32.30)

where

Vm.R/ � Im
X
n¤m

hm;RjrRHjn;Ri � hn;RjrRHjm;Ri
.Em.R/� En.R//2

: (32.31)

Starting from (32.19) we have used the fact in (32.31) that hm;RjrRjn;Ri is
imaginary, i.e., hm;RjrRjm;Ri D i ImŒhm;RjrRjm;Ri�:

We are now going to study a by now standard example in which we obtain
a nonzero flux in (32.30). Note that if two energy eigenvalues cross in parameter
space, e.g., Em.R�/ D En.R�/ for some R�, something interesting will certainly
occur. It is this kind of spin degeneracy .r � � ; � 0 D ˙1; EC.0/ D E�.0//
that will appear in the sequel. The parameter space is given by the magnetic field
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R.t/ � B.t/ and a spin 1=2 particle is cyclically transported in this space. The
Hamiltonian that describes the time development in R-space is given by

H
�
R.t/

� D ��
2

� � R.t/ D ��
2

�
Z.t/ X.t/� iY.t/

X.t/C iY.t/ �Z.t/
�
: (32.32)

The energy eigenvalues follow from

ˇ̌
ˇ̌ Z � E X � iY
X C iY �Z � E

ˇ̌
ˇ̌ D 0

or

E˙.R/ D ˙�
2

p
X2 C Y2 C Z2 D ˙�

2
R : (32.33)

Hence, there exists a degeneracy where R D 0:
Now, in (32.31) we need

rRH.R/ D rR

�
��
2

� � R
	
D ��

2
� ;

and, assuming � 0
z D �1 as initial spin state,

h�jrRHjCi � hCjrRHj�i�
E� � EC

�2 ;

where we temporarily rotate the z-axis so as to point along R. In the numerator we
have in components

�2

4

0
@h�j�xjCih�j�yjCi
h�j�zjCi

1
A �

0
@hCj�xj�ihCj�yj�i
hCj�zj�i

1
A

D �2

4

0
@h�j�yjCihCj�zj�i � h�j�zjCihCj�yj�ih�j�zjCihCj�xj�i � h�j�xjCihCj�zj�i
h�j�xjCihCj�yj�i � h�j�yjCihCj�xj�i

1
A

�zj˙i D ˙j˙i ;
�xj˙i D j
i ;
�yj˙i D ˙ij
i I

D �2

4

0
@ �ih�j�ihCj�iC ih�jCihCjCi

h�jCihCjCi C h�j�ihCj�i
�ih�j�ihCjCi � ih�j�ihCjCi

1
A D �2

4

0
@ 0

0

�2i

1
A :
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So we find, according to (32.31),

V�.R/ D �2

4

1

.�R/2

0
@ 0

0

�2

1
A D � 1

2R2

0
@00
1

1
A

or, reverting to unrotated axes again:

V�.R/ D �1
2

R
R3

: (32.34)

Similarly for the spin state � 0
z D C1

VC.R/ D C1
2

R
R3

: (32.35)

Our findings correspond to the potential of a “magneticmonopole” of strength˙1=2
at the origin in parameter space; R D 0 is the site of the degeneracy.

For the Berry phase we obtain


˙.C/ D �
Z
S
dS � V˙.R/ D 
 1

2
˝.C/ ; (32.36)

where˝.C/ is the solid angle subtended by the closed path as seen from the origin
of parameter space, R D 0: We can verify this result more explicitly by using the
representation of our spin state

j "; Ri D
�

cos.=2/
sin.=2/ ei'.t/

�
; (32.37)

which is taken along the R-field whose cyclic adiabatic motion is given by

R.t/ D R
�
sin  cos '.t/; sin  sin '.t/; cos 

�
(32.38)

with  fixed and '.t/ D !t; so that R.t/moves on a cone of half angle  with period
2	=!. The spin state (32.37) is, of course, an eigenstate of the Hamiltonian (32.32),
since

� � R.t/j ";Ri D R

�
cos  sin  e�i'

sin  ei' � cos 

��
cos.=2/

sin.=2/ ei'

�

D R

�
cos.=2/

sin.=2/ ei'

�
: (32.39)



32 Berry’s Phase 381

Using (32.37), we finally obtain for the Berry phase, according to (32.14):


".t/ D i
Z t

0

dt0
�
cos.=2/; sin.=2/ e�i'

� � 0

i P'.t0/ sin.=2/ ei'
�

D i
Z t

0

dt0 sin2.=2/i
d'.t0/
dt0

;

D �1
2
.1 � cos /

Z t

0

dt0
d'

dt0
:

With ' D !t; we find for a complete cycle T D 2	=!


".C/ D �1
2
.1 � cos /2	 D �1

2
˝.C/ : (32.40)

This coincides with (32.36).
Another well-known phenomenon that finds its explanation in a Berry phase is

the Aharonov–Bohm effect. For this reason, consider a thin magnetic flux tube.
Furthermore, let a quantal system consist of a charged particle confined to a box
which is not penetrated by the flux tube. The box is located at a distance R away
from the flux tube. Now the box is transported around the flux tube on a closed
classical path C. In this case, it is not even necessary that the cyclic round-trip be
adiabatic.

The fast variable r is the location of the charged particle as measured from
the flux tube. After the box has completed a full circle, the particle will have
picked up a phase—the Berry phase—which is equal to the phase difference
in comparing charged particles passing on opposite sites of the flux tube with
subsequent recombination.

The amount of flux encircled by the box is given by

Z
da � B D

Z
da � .r � A/ D

I
C
dR � A.R/ D ˚ : (32.41)

If there is no flux line present .A � 0/; the particle Hamilton operator depends
only on the canonical position r and momentum p: H D H.p; r � R/; and the wave
function has the form  n.r� R/ with the energy En independent of R.

The situation changes if we have a nonzero flux line inside C: Then the energy
states jn.R/i satisfy the Schrödinger equation

H
�
p � q

c
A.r/; r� R

	
jn;Ri D Enjn;Ri : (32.42)

As we know from Chap. 22, the solution of this problem can be obtained from the
flux-free problem with the aid of a gauge factor. Since A.r/ can be gauged to zero
(at least locally) outside the flux tube, i.e., it can be represented as the gradient of
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a scalar function �.r/; we must multiply our free .A � 0/ wave function by an
appropriate phase factor expf iq„c�.r/g:

A.r/! A.r/� r�.r/ D 0 ; jmi ! e.iq=„c/�.r/jmi :

In our case we get for the wave function in presence of the flux tube

hrjn;Ri D exp

�
iq

„c
Z r

R
dr0 � A.r0/


 n.r � R/

DW ei^ n.r � R/ ; (32.43)

where  n.r � R/ denotes the wave function if the flux line is absent. We repeat:

�.r/ D
Z r

R
dr0 � A.r0/) A.r/ D r�.r/ :

The solution (32.43) is single-valued in r 2 box and (locally) in R. The energies are
not affected by the vector potential.

We are now going to transport the box along the closed classical orbit C around
the flux line. As result we expect a geometrical phase which can be calculated with
the aid of formula (32.19). For this we need

hn;RjrRjn;Ri D
Z

d3rhn;RjrihrjrRjn;Ri

D
Z

d3r e�i^ �
n .r� R/rRfei^ n.r� R/g

D
Z

d3r e�i^ �
n .r� R/

h
� iq

„cA.R/

� ei^ n.r � R/C ei^rR n.r � R/
i

D � iq

„cA.R/C
Z

d3r �
n .r � R/rR n.r � R/ : (32.44)

The second term in (32.44) vanishes. This follows from

Z
d3r �

n .r � R/rR n.r � R/ D
r!rCR

Z
d3rhnjrir rhrjni

D r rhnjni D 0 :

Therefore, (32.44) reduces to the desired expression for the Berry connection:

ihn;RjrRjn;Ri D q

„cA.R/ : (32.45)
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At last we obtain for the Berry phase


n.C/ D q

„c
I

dR � A.R/ D q

„c˚ (32.46)

which we interpret in the following way: if the particle (confined in the box) travels
once around the flux line, it accumulates a phase q

„c˚ . If q
„c˚ D 2	n; n D

0; ˙1; ˙2; : : : ; there is no Aharonov–Bohm effect. Also note that the result
as stated in (32.46) is independent of the particle’s energy state in the box.
Furthermore, 
n.C/ is invariant under continuous deformations of the path C: the
Aharonov–Bohm phase is not only “geometrical” (as is any Berry phase), but even
“topological”.

We began this chapter on the Berry phase by following the Schrödinger state
vector j .t/i on its cyclic evolution in parameter space. But this treatment is not
in accordance with the representation which we have favored so far, namely, the
development of time-dependent base state vectors which satisfy the “wrong sign”
Schrödinger equation. So let us return to the Heisenberg picture and study once
more the whole problem with emphasis on transition amplitudes.

In our convention, operators and base state vectors respond under unitary
transformation as

NX D U�1XU ; hj D hjU ; UUC D 1 D UCU : (32.47)

Let us then consider a class of HamiltoniansH.B/ which describe the interaction of
our quantum system with an external uniformmagnetic field, e.g.,H.B/ D ��J �B:
The Hamiltonian H.B/ is taken to be invariant upon simultaneous rotation of the
quantum system .J/ and the external field B:

H.B/ D NH.RB/ D U�1H.RB/U ; (32.48)

U D exp

�
i

„J � Oe


: (32.49)

The initial field configuration is given by B0 D B.t0/ D const.; so that

B.t/ D R.t/B0 :

Now let us generate a time-dependent Hamiltonian by operating with the time-
dependent rotation R.t/ � R.Oe.t/; 
.t// on the initial field vector B0:

H.t/ � H.B.t// D H.R.t/B0/ (32.50)

or

H.t/ D
.48/

U.R.t//H.B0/UC.R.t// : (32.51)
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In order to solve the Schrödinger equation for time-dependent base state vectors,

i„ @
@t
h I tj D h I tjH.t/ ; (32.52)

we switch over to “rotated frame states” via the unitary transformation

h I tj D hI tjU.t/ (32.53)

h I tj D h I tjUC.t/ : (32.54)

Inserting (32.54) into (32.52) we obtain

i„ @
@t
.h I tjUC/ D i„

�
@

@t
h I tj

�
UC C i„h I tj@U

C

@t
D h I tjUCH.t/ (32.55)

or, upon multiplying from the right by U.t/:

i„ @
@t
h I tj C i„h I tj@U

C

@t
U D h I tjUCH.t/U �

.51/
h I tjH.B0/ (32.56)

i.e.,

i„ @
@t
h I tj D h I tj

�
H.B0/ � i„@U

C

@t
U

�
: (32.57)

We can also rewrite the last term in (32.57) by making use of the unitarity condition:

UCU D 1) @UC

@t
U C UC @U

@t
D 0) @UC

@t
U D �UC @U

@t
: (32.58)

Hence we obtain

i„ @
@t
h I tj D h I tj�H.B0/C H1.t/

�
; (32.59)

where

H1.t/ D i„UC @U
@t

: (32.60)

H1.t/ in Eq. (32.59) contains the explicit time dependence. The unitarity condition
can again be applied to show that H1.t/ is a Hermitean operator:

HC
1 .t/ D

�
i„UC @U

@t

�C
D �i„@U

C

@t
U D
.58/

i„UC @U
@t
D H1.t/ ;



32 Berry’s Phase 385

Now we need to calculate H1.t/. For this reason we choose B0/ to point in the
direction of OX1, a unit vector that lies in the x � z plane of an x; y; z-coordinate
System:

B0 D B OX1 ; jB0j D B :

The angles '.t/ and #.t/ are used to describe the curve drawn by B.t/ during its
adiabatic round trip in the spherical coordinate system. So we have for the initial
field configuration

B0 D OX1B D R.Oy; #0/OzB (32.61)

and, furthermore, using OzB D R�1.Oy; #0/B0 D R.Oy; �#0/B0, we find

B.t/ D R.Oz; '/R.Oy; #/OzB ;
D R.Oz; '/R.Oy; #/R.Oy; �#0/B0
D R.Oz; '.t//R�Oy; #.t/ � #0�B0 DW RB0 : (32.62)

For one period T we have

B.T/ D B0; #.T/ D #0; '.T/ D 2	 :

At last we turn to the computation of H1.t/:

H1.t/ D i„UC @U
@t
D i„ lim

�t!0

1

�t
U�1.R.t//

�
U.R.tC�t//� U.R.t//

�

D i„ lim
�t!0

1

�t

�
U.R�1.t/R.t C�t// � 1� : (32.63)

Using the definition of R in (32.62), we can calculate

R�1.t/R.tC�t/ DR�Oy; �#.t/C #0�R.Oz; �'.t//
� R.Oz; '.tC�t//R�Oy; #.tC�t/ � #0� :

Here we substitute

'.tC�t/ D '.t/C�' ;
#.tC�t/ D #.t/C�# ;
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to obtain

R�1.t/R.tC�t/ D R
�Oy;�#.t/C #0�R�Oz;�'.t/�
� R

�Oz; '.t/C�'�R�Oy; #.t/C�# � #0�
D R

�Oy;�#.t/C #0�R.Oz; �'/R�Oy; #.t/C�# � #0�

This result is needed in (32.63):

U
�
R�1.t/R.t C�t/� D exp

�
i

„Jy.�# C #0/


� exp

�
i

„Jz�'

exp

�
i

„Jy.# � #0 C�#/


D exp

�
� i

„Jy.# � #0/
 �

1C i

„Jz�' C : : :

�

�
�
1C i

„Jy�# C : : :

�
exp

�
i

„Jy.# � #0/


D 1C exp

�
� i

„Jy.# � #0/


i

„Jz�'

� exp

�
i

„Jy.# � #0/

C exp

�
� i

„Jy.# � #0/


� i

„Jy�# exp

�
i

„Jy.# � #0/

C : : :

Multiplying the last line by 1
�t and letting �t ! 0, we note that the 1 is cancelled

by the �1 in (32.63) so that we are left with

i

„ exp
�
� i

„Jy.# � #0/

Jz P' exp

�
i

„Jy.# � #0/

C i

„Jy
P# :

So far we have arrived at the following expression for H1.t/:

H1.t/ D i„
�
i

„ P' e
� i

„
Jy.#�#0/Jz e

i
„
Jy.#�#0/ C i

„Jy
P#
�

D � P' e� i
„
Jy.#�#0/Jz e

i
„
Jy.#�#0/ � P#Jy : (32.64)

It is convenient to go to the OXi-frame defined by

OX1 D B0
B
; OX2 D Oy � B0

B
; OX3 D Oy :
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In particular we have

J � OX1 D JX1 D e
i
„
#0JyJz e� i

„
#0Jy

which can be used in (32.64) to give us

H1.t/ D � P' e� i
„
Jy#JX1 e

i
„
Jy# � P#JX3

or

H1.t/ D � P'
�
cos #.t/JX1 � sin #.t/JX2

	
� P#JX3 : (32.65)

At this point we assume that the Hamiltonian is given by

H.B0/ D ��J � B0 D ��JX1B : (32.66)

The eigenstates satisfy

H.B0/jmi D Emjmi ; (32.67)

JX1 jmi D „mjmi :

Let the initial state be an eigenstate of H.B0/:

hmI t D 0j D hmI t D 0j D hmj : (32.68)

Then the adiabatic approximation is defined by keeping only the diagonal part
in (32.65):

�
H1.t/

�
ad. D � P' cos#.t/JX1 : (32.69)

Integrating (32.59) between 0 � t � T; we obtain

hmITj D hmI t D 0j exp
�
� i

„
Z T

0

dt
�
H.B0/C H1.t/

��

D e� i
„
EmT exp

�
im
Z T

0

dt P' cos#.t/

�
hmj :

Here we recall (32.53), i.e.,

hmITj D hmITjUC.R.T// .49/D
.67/
hmITj e� i

„
„m2	
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so that we get

hmITj D e� i
„
EmT e�i2	m„ƒ‚…

D exp
h
�im

R T
0 dt P'

i
exp

�
im
Z T

0

dt cos#.t/ P'.t/
�
hm; 0j

D e� i
„
EmT exp

�
�im

Z T

0

dt.1 � cos#.t// P'
�
hm; 0j

D e� i
„
EmT ei
m.C/hm; 0j

with


m.C/ D �m
Z T

0

dt.1 � cos#.t// P'.t/

D �m
Z T

0

dt P'
Z #.t/

0

d sin#

D �m
ZZ

sin# d# d' D �m˝.C/ ; (32.70)

where˝.C/ is the solid angle enclosed by the curve C.
Here, then, is our final answer for the transition amplitude of an energy eigenstate

being adiabatically transported in a closed loop:

hm;Tjn; 0i D e� i
„
EmT ei
m.C/ımn ; (32.71)

jhm;Tjn; 0ij2 D ımn : (32.72)

So the system will be found, with certainty in the energy state of the same quantum
number n, but in addition to the dynamical phase � 1

„EmT it will have accumulated
a geometrical, the Berry phase, 
m.C/; in going through a complete cycle from 0 to
T.

Note that the Berry phase can be written as the circulation of a classical gauge
field along the closed loop. It was Berry who first noted that this gauge field is that
of a magnetic monopole of charge m. This follows from writing

m
Z T

0

dt.1 � cos#/
d'

dt
D m

I
C
d'.1 � cos#/ D

I
Am � dl DW �
m.C/

so that

i
m.C/ D �i
I

Am � dl (32.73)

or

hm;Tjn; 0i D e� i
„
EmT exp

�
�i
I

Am � dl
�
ımn : (32.74)



Chapter 33
Classical Analogues to Berry’s Phase

In the last chapter we saw how a quantum system can give rise to a Berry phase, by
studying the adiabatic round trip of its quantum state on a certain parameter space.
Rather than considering what happens to states in Hilbert space, we now turn to
classical mechanics, where we are interested instead in the evolution of the system
in configuration space.

To be more specific, let us consider a point particle constrained to move in
a two-dimensional plane. In this plane, the particle moves under the influence of
a cylindrically symmetric potential V D V.r/: Finally, let the plane (plate) move
on a different manifold, e.g., on a sphere. This latter motion may be caused by
an external force. The equations for a particle moving on the plate, where the plate
continually changes its orientation, are generally very complicated. Therefore it will
be our main goal, when dealing with the motion of a particle, to introduce a local
inertial frame; this greatly simplifies the equations of motion. (Later we shall change
this instantaneous inertial system adiabatically, so that velocity-dependent forces
cannot act from one to the next “infinitesimally slowly” reached neighboring frame.
This does not mean, of course, that after a finite but long time duration, nothing will
have changed. On the contrary, it is precisely this effect that is of interest to us.)

The orientation of the plane is defined by a unit vector S that is perpendicular to it.
Let this vector change slowly when the external force acts. After an adiabatic round
trip, S.t/ returns to its origin. Meanwhile, it has continually changed its orientation,
as did the other two vectors, N.t/ and B.t/; which, together with S.t/, form an
orthonormal triad (dreibein) accompanying the curve:

B D S � N ; jBj D jSj D jNj D 1 :
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The time dependence of the frame defined by S,N andB is characterized by Frenet’s
formulae

dS
dt
D �N ;

dN
dt
D ��SC �B ; (33.1)

dB
dt
D ��N :

The first equation in (33.1) says that the change of S is chosen in the direction of N:
The time-dependent parameters � and � denote curvature and torsion of the curve.
An adiabatic change of the dreibein means that � and � are small.

If S were time independent, then we would have, as equation of motion for our
mass point,

mRr D �OrdV.r/
dr

; jOrj D 1 ; (33.2)

where r is a two-dimensional vector in the plane, and r � S D 0: As soon as
S.t/ changes in time, however, we will certainly obtain equations of motion more
complicated than (33.2). In order to find out what they look like, we need the
following equations:

RN D � P�S � � PSC P�BC � PB
D � P�S � �.�N/C P�BC �.��N/ (33.3)

D � P�S � ��2 C �2�NC P�B
RB D �P�N � � PN D �P�N � �.��SC �B/ (33.4)

D �P�N C ��S � �2B :

A vector r0 in the plane can be written with respect to the fN;Bg basis as

r0 D x0NC y0B : (33.5)

The equations of motion for the components x0 and y0 are then obtained by taking
the following steps:

Pr0 D Px0NC x0 PN C Py0BC y0 PB
) Rr0 D Rx0NC Px0 PN C Px0 PNC x0 RN C Ry0BC 2Py0 PBC y0 RB

D Rx0NC 2Px0.��SC �B/C x0
�� P�S � .�2 C �2/N C P�B�



33 Classical Analogues to Berry’s Phase 391

C Ry0BC 2Py0.��N/C y0
��P�NC ��S � �2B�

D �Rx0 � x0
�
�2 C �2� � 2Py0� � y0 P�

�
N

C �2Px0� C x0 P� C Ry0 � y0�
2
�
B

C ��2Px0� � x0 P�C y0��
�
S :

We assume that the mass point is held on the plane by external constraints. The
motion in the S-direction is therefore not of interest. Then the motion in the plane is
given by

mRr0 D �rV
�
r0
�
; r0 D

q
x20 C y20 ;

or, in components,

m
�Rx0 � x0

�
�2 C �2� � 2Py0� � y0 P�

� D � @V
@x0

;

m
�Ry0 � �2y0 C 2� Px0 C P�x0� D � @V

@y0
;

or, upon isolating the acceleration components,

mRx0 D � @V
@x0
Cm

��
�2 C �2�x0 C 2� Py0 C P�y0� (33.6)

mRy0 D � @V
@y0
Cm

�
�2y0 � 2� Px0 � P�x0

�
:

The terms proportional to the velocities Px0 and Py0 are the Coriolis forces.
The equations of motion (33.6) are obviously somewhat complicated. Therefore

we shall try to simplify them by transforming to a local inertial system; here the
velocity-dependent forces should vanish; of course, this applies only locally, i.e., in
the immediate proximity of a point. Here, the coordinates are as close as possible
to Euclidean coordinates; the velocity-dependent forces can be transformed away
locally. Local inertial frames are defined as frames whose basis vectors undergo
parallel transport. Parallel transport applied to an orthonormal set of vectorsU1; U2
means that the change in the vectors has no components along the direction of the
original vectors,

Ui � dUj

dt
D 0 ; i; j D 1; 2 : (33.7)
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It should be noted that on the basis of this definition,N andB do not undergo parallel
transport, since

B � dN
dt
D � ; N � dB

dt
D �� :

The basis vectors that undergo parallel transport differ from N and B by a rotation

�
U1

U2

�
D
�
cos ˇ � sin ˇ
sin ˇ cos ˇ

��
N
B

�
: (33.8)

Let us determine the angle ˇ.t/:

PU1 D P̌ sin ˇN C cos ˇ PN � P̌ cos ˇB � sin ˇ PB :

Forming

PU1 � U2 D .� P̌ sin ˇN C cos ˇ PN � P̌ cos ˇB � sin ˇ PB/
� .sin ˇN C cos ˇB/

D � P̌ sin2 ˇ C � sin2 ˇ C � cos2 ˇ � ˇ cos2 ˇ

D � � P̌ D 0 ;

we obtain

dˇ

dt
D � : (33.9)

The same result is obtained by forming PU2 � U1: Use has been made of

N2 D 1 ; N � dN
dt
D 0 ; B2 D 1 ; B � dB

dt
D 0 :

So, for the change in time of the basis vectors Ui; we have

dU1
dt
D � sin ˇN C cos ˇ.��SC �B/� � cos ˇB � sin ˇ.��N/ (33.10)

D �� cos ˇS ;

dU2
dt
D P̌ cos ˇN C sin ˇ PN � P̌ sin ˇBC cos ˇ PB
D � cos ˇN C sin ˇ.��SC �B/� � sin ˇBC cos ˇ.��N/
D �� sin ˇS ; (33.11)



33 Classical Analogues to Berry’s Phase 393

or

PU1 D �� cos ˇS ;

PU2 D �� sin ˇS : (33.12)

From this we get, via another time derivative,

RU1 D � P� cos ˇS � �.� P̌ sin ˇSC cos ˇ PS/
D .� P̌ sin ˇ � P� cos ˇ/S � �2 cos ˇN ; (33.13)

RU2 D � P� sin ˇS � �. P̌ cos ˇSC sin ˇ PS/
D �.� P̌ cos ˇ C P� sin ˇ/S � �2 sin ˇN : (33.14)

In general, a local inertial frame can only be defined in the direct proximity of
a point. In the present example, however, the motion takes place in a plane and
not on a general curved surface; this enables us to extend our local inertial frame to
the entire plane.

With respect to our inertial frame, a vector r can then be expressed as

r D xU1 C yU2 : (33.15)

We need

Pr D PxU1 C x PU1 C PyU2 C y PU2

) Rr D RxU1 C 2Px PU1 C x RU1 C RyU2 C 2Py PU2 C y RU2
D RxU1 � 2Px� cos ˇSC x.� P̌ sin ˇ � P� cos ˇ/S � x�2 cos ˇN

C RyU2 � 2Py� sin ˇS � y.� P̌ cos ˇ C P� sin ˇ/S � y�2 sin ˇN

D RxU1 C .x� P̌ sin ˇ � x P� cos ˇ � 2Px� cos ˇ/S � x�2 cos ˇN (33.16)

C RyU2 � .y� P̌ cos ˇ C y P� sin ˇ � 2Py� sin ˇ/S � y�2 sin ˇN :

The motion is to be restricted, as before, to the plane. Thus, we shall again suppress
the S-component. But first, N should be expressed as function of the basis vectors
Ui. According to (33.8), it holds that

U1 D cos ˇN � sin ˇB ;

U2 D sin ˇN C cos ˇB :



394 33 Classical Analogues to Berry’s Phase

Multiplying the first line by cos ˇ and the second line by sin ˇ and adding the result
yields

cos ˇU1 C sin ˇU2 D N : (33.17)

If we substitute this expression for N in (33.16) and suppress the S component, we
obtain for the equation of motion relative to the inertial frame .r D px2 C y2/:

mRx D �@V.r/
@x
C m�2

�
x cos2 ˇ C y sin ˇ cos ˇ

�
;

mRy D �@V.r/
@y
C m�2

�
y sin2 ˇ C x sin ˇ cos ˇ

�
:

(33.18)

So we have reached our goal: relative to the inertial frame, the Coriolis forces no
longer appear; they are automatically included in the rotation of the basis vectors
U1 and U2: The dependence of � enters (33.18) via the angle ˇ: In the Ui-system,
the terms which are proportional to �2 correspond to the centrifugal force which
is caused by the rotation of the plane. The equations of motion (33.18) can be
simplified further by introducing a modified potential U D V C W; where W is
given by

W D �m
2
�2.x cos ˇ C y sin ˇ/2 � �m

2
!2r2 : (33.19)

In this way, (33.18) can be written in the simple form

mRx D �@U
@x

;

mRy D �@U
@y

: (33.20)

Let us now assume that the plane is rotated adiabatically; i.e., � is small so that �2

in (33.18) can be neglected. No restrictions are made with respect to �: Then we
obtain, in adiabatic approximation (relative to the Ui-frame),

mRx D �@V
@x

;

mRy D �@V
@y

: (33.21)

These equations of motion are identical to those of a particle moving in a fixed
plane. Coriolis as well as centrifugal forces have been eliminated. The only effect
of the rotation that remains is hidden in the time dependence of the basis vectors
Ui: If the potential does not depend on the direction, then all that can be observed is
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that the parallel transport will cause U1; U2 to be rotated with respect to N, B by an
angle ˇ D R dt �.t/:

We shall now apply the above formulae to the special case of the Foucault
pendulum. Here, the normal vector of the plane at one point on the Earth’s surface,
is represented as

S D �sin  cos �.t/; sin  sin �.t/; cos 
�
:

To satisfy N � S D 0; we require

N D �� sin �.t/; cos �.t/; 0
�
: (33.22)

 measures the angle from the North Pole. The Earth rotates beneath our plane with
constant angular velocity, ! D d�=dt:

With respect to the original dreibein, it holds that

dS
dt
D �N ;

dN
dt
D ��SC �B ; dB

dt
D ��N :

With (33.22), it follows that for B.t/ D S � N;

B1 D S2N3 � S3N2 D sin  sin � � 0 � cos  cos �.t/

B2 D S3N1 � S1N3 D � cos  sin �.t/� 0
B3 D S1N2 � S2N1 D sin  cos2 � C sin  sin2 � D sin  :

So we obtain

B D �� cos  cos �.t/; � cos  sin �.t/; sin 
�
;

from which we get

dB
dt
D .cos  sin � P�; � cos  cos � P�; 0/
D ��N D ��.� sin �; cos �; 0/ :

From the last two equations we then obtain the relation

� D P� cos  D ! cos  ; (33.23)

which yields, with the aid of (33.9):

ˇ.t/ D �.t/ cos  : (33.24)
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Let �.0/ D 0 and t D T; i.e., after exactly one rotation of the Earth, �.T/ D 2	:

Then (33.22) and (33.24) tell us that while N has rotated by�2	; the inertial system
has rotated by the angle ˇ D 2	 cos  with respect to N. Therefore the net effect
of the rotation of the local inertial frame is

˝ D 2	.1� cos / : (33.25)

This is exactly the solid angle of the cap bounded by the curve, which the tip of S
traces on the unit sphere.

In our second example we are going to deal with the motion of a free rigid body.
“How much a free rigid body rotates” can be answered by solving Euler’s equations
of motion. It is, however, possible to look at the whole question in a completely new
light by stressing the geometrical rather than the dynamical side of the problem.

It is well known that the angular momentum J of a free rigid body is constant in
an inertial (space-fixed) reference frame. Relative to a body-fixed frame, the motion
of J is periodic in time. Let the period be T: In one such period, the body, as viewed
from the inertial frame, rotates about J: In the sequel we want to prove that the
rotation angle is given by

� D 2E
J
T �˝b : (33.26)

The first term on the right-hand side is the dynamical angle, while the second term
is the geometric (Hannay) angle. E is the kinetic energy of the initial condition; J is
the magnitude of the angular momentum vector; T is the period of motion relative
to the body frame; and ˝b is the solid angle swept out by J relative to the body
frame. We can think of our rigid body as of an asymmetric top with moments of
inertia, I1 < I2 < I3: The three components Ji of J relative to the body frame
span a three-dimensional parameter space. The body angular momentum undergoes
a closed circuit. In one such period, the body, looked at from the inertial frame,
rotates about its angular momentum vector by an amount�:Wewant to emphasize
that the formula for� is exact. There is no adiabatic approximation involved.

The motion of a rigid body is described by a time-dependent 3�3 rotation matrix
g D g.t/ .� R.t//: If X is the position of a point on the reference body, then

x.t/ D g.t/X ; g.t/ 2 SO.3/ ; X � Xb D const. (33.27)

is its position in the inertial frame. The angular momentum of a free rigid body is
constant in time: PM D 0; where

M D
X
a

xa � pa D const:

The sum runs over the body’s particles. The angular momentum, as viewed from the
body-fixed frame, is no longer constant; PMb ¤ 0: The relation between M and Mb
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is given by

M D gMb : (33.28)

In particular,

kMbk2 D kMk2 (33.29)

since

ggT D 1 ; det g D 1 (no reflection) : (33.30)

The set of rotations can be parametrized by, e.g., the Euler angles. Equation (33.29)
says that Mb moves on the surface of a sphere. The kinetic energy of the motion is
given by

H D 1
2
MT

b I
�1
b Mb ; (33.31)

where Ib is the moment of inertia tensor. It is a symmetric positive definite matrix.
BothM andH are constants of the motion. This means thatMb moves along a curve
defined by intersecting the sphere defined by (33.29) with the ellipsoid defined
by (33.31). Now let us assume that M D J and H D E are typical, so that these
intersecting curves are in fact closed. Let T be the period of Mb’s oscillation along
the curve:

Mb
�
t0 C T

� D Mb
�
t0
�
: (33.32)

Then, with the aid of (33.28) we obtain

g
�
t0 C T

��1
M D g

�
t0
��1

M ; M D J ;

so that

g
�
t0 C T

�
g
�
t0
��1

J � RJ D J : (33.33)

This means that R D g.t0 C T/g.t0/�1 is a rotation about the J axis.
Note that

g
�
t0 C T

� D Rg
�
t0
�
; (33.34)

so that R describes the rotation of the body in the space-fixed frame (i.e., relative to
the inertial frame) after each closed orbit (full cycle) of its angular momentum in the
body-fixed frame. The angle of the rotation is � and is given explicitly in (33.26),
as we now shall prove.
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Let us start at t D t0 D 0: Then g.0/ D 1; Mb.0/ D J and

z.0/ D .1; J/ (33.35)

are initial conditions for the motion of the rigid body in phase space. The phase
space trajectory z.t/ through z.0/ consists of pairs:

�
g.t/;Mb.t/

�
: (33.36)

Consider the following two curves in the phase space of the rigid body, both
beginning at z.0/:

C1.t/ D z.t/ ; 0 6 t 6 T : (33.37)

This part of the trajectory describes the dynamical evolution starting at z.0/:

C2./ ; 0 6  6 � (33.38)

denotes a counterclockwise spatial rotation of the body about the J axis by  radians.
These two curves intersect when t D T and  D �: C D C1 � C2 is thus a closed
curve, starting and ending at z.0/:

Now it is convenient to introduce the one-form pdq on phase space:

pdq D
X
a

pa � dxa ; dxa D dˇ � xa ; dˇ D Ǒ dˇ ; j Ǒ j D 1

so that

pdq D
�X

a

xa � pa

�
� dˇ D M � dˇ : (33.39)

We shall now evaluate the line integral
R
pdq for the two special curves C1 and C2

that make up our curve C: The curve C1 is parametrized by the time t:

dˇ D !bdt along C1 :

Here, !b is the angular velocity; !b D 2	=T; where T is the period of motion of J
relative to the body frame. Hence we obtain

pdq D Mb � !b dt D !b � Ib!b dt D 2E dt

or

pdq D 2E dt along C1 : (33.40)
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The curve C2 is parametrized in radians  :

dˇ D Ǒ d :

Moreover, Ǒ D J=J andM D J on C2, so that

pdq D M � dˇ D J � J
J
d D Jd along C2 : (33.41)

At this point we make use of Stokes’ theorem,

Z
CD@˙

˛ D
Z
˙

d˛ : (33.42)

Here, ˛ denotes any one-form, and d stands for the exterior derivative. According
to (33.40) and (33.41), the left-hand side of (33.42) is given by

Z
C

.1/
˛ D

Z
C1

pdq�
Z
C2

pdq D 2ET � J� : (33.43)

We still need the surface integral of the 2-form,
R
˙
d˛: ˙ is contained in the three-

dimensional submanifold defined by M.q; p/ D J of our six-dimensional phase
space.

On our way to determining d˛ we are going to expand pdq in terms of Euler
angles .'; #;  / for the rotation group. The complete rotation matrix is then written
as

g D g.'; #;  / D g3.'/g2.#/g3. / : (33.44)

gi./ � R.i; Oei/ denotes counterclockwise rotation about the i-th coordinate axis
by an angle of i radians, for i D 1; 2; 3: Let

J D J Oe3 ; jOe3j D 1 : (33.45)

Now in (33.27) we had

x.t/ D g.t/X ; X D const. (33.46)

From here we obtain

dx D .dg/X ; dx D dˇ � x (33.47)

so that

.dg/X D
.46/
.dg/g�1x D

.47/
dˇ � x : (33.48)
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Let R.ˇ; Ǒ / denote the counterclockwise rotation about the Ǒ -axis by ˇ rad, where
Ǒ is fixed. Then (33.48) can also be rewritten as

.dR/X D dˇ Ǒ � x D dˇ Ǒ � RX (33.49)

or

.dR/R�1x D dˇ Ǒ � x : (33.50)

Likewise we write

g3.'/ � R
�
'; Oe3

�
; g2.#/ � R

�
#; Oe2

�
: (33.51)

Now let us differentiate

g D g3.'/g2.#/g3. / :

.dg/ D 
dg3.'/�g2.#/g3. /C g3.'/


dg2.#/

�
g3. /

C g3.'/g2.#/


dg3. /

�
: (33.52)

Multiply from the right by

g�1 D g3. /
�1g2.#/�1g3.'/�1 W

Œdg�g�1 D 
dg3.'/�g3.'/�1 C g3.'/
n

dg2.#/

�
g3. /g3. /

�1„ ƒ‚ …
D 1

g2.#/
�1
o
g3.'/

�1

C g3.'/g2.#/
n

dg3. /

�
g3. /

�1
o
g2.#/

�1g3.'/�1 :

The result is applied to x:

.dg/g�1x D �dg3.'/g3.'/�1x„ ƒ‚ …
d'Oe3�x

Cg3.'/
n�
dg2.#/

�
g2.#/

�1og3.'/�1x„ ƒ‚ …
d# Oe2�g3.'/�1x

C �g3.'/g2.'/�
n�
dg3. /g3. /

�1og2.#/�1g3.'/�1x„ ƒ‚ …
d Oe3�



g3.'/g3.#/

�
�1

x

: (33.53)

Now it holds for any rotation g .det g D 1/

g.v �!/ D .gv � g!/ : (33.54)
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Therefore (33.53) goes into

.dg/g�1x D d' Oe3 � xC d#g3.'/Oe2 � xC d g3.'/g2.#/Oe3 � x

D 
d' Oe3 C d#g3.'/Oe2 C d g3.'/g2.#/Oe3
� � x

D
.48/

dˇ � x ; 8x : (33.55)

This identifies dˇ:

dˇ D d' Oe3 C d#g3.'/Oe2 C d g3.'/g2.#/Oe3 (33.56)

and, upon using

M D J D J Oe3 ;

we find

pdq D
.41/

M � dˇ D J
˚
d' C d Oe3 � g2.#/Oe3„ ƒ‚ …

cos # Oe3Csin # Oe1

�

D Jfd' C d cos #g :

So at last we arrive at

˛ D pdq D Jfd' C d cos#g (33.57)

so that

d˛ D J
˚
d2'„ƒ‚…
D 0

C d2 „ƒ‚…
D 0

cos ' C d d.cos #/
�

or

d˛ D �J sin #d#d D �Jd˝inert. : (33.58)

Finally we want to rewrite (33.58) in terms of the solid angle in the space of the
body angular momentum. We begin with M D gMb: Then we obtain explicitly

Mb D g�1M D g�1 J„ƒ‚…
JOe3
D Jg3. /

�1g2.#/�1 g3.'/�1 Oe3„ ƒ‚ …
D Oe3

D Jg3. /
�1g2.#/�1 Oe3 D Jg3. /

�1
cos # Oe3 � sin # Oe1
�

D J
h
cos # Oe3 � sin #g3. /�1 Oe1

i
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D J
˚
cos # Oe3 � sin #



cos  Oe1 � sin  Oe2

��
D J

˚� sin # cos  Oe1 C sin # sin  Oe2 C cos # Oe3
�
:

This says that our  and # are related to spherical coordinates on the body angular
momentum space by  D � b; # D �#b: This is an orientation-reversing
coordinate transformation, so that

d˛ D Jd˝b D
.58/
�Jd˝inert. : (33.59)

So finally we obtain the right-hand side of (33.42):

Z
˙

d˛ D
Z
˙

Jd˝b D J˝b (33.60)

and this completes the proof of our original claim (33.26):

� D 2E
J
T �˝b : (33.61)

As our final example we consider the classical adiabatic motion of charged
particles in strong magnetic fields. This so-called guiding center motion (cf.
Chap. 11) also exhibits an anholonomic (nonintegrable) phase similar to Berry’s
(Hanny’s).

The motion of the charged particle takes place in a nonuniform magnetic field
B D B.r/: The equations of motion are nonlinear and in general nonintegrable; they
show chaotic behavior. For strong magnetic fields, however, it is possible to perform
a separation of time scales in the three degrees of freedom. The most rapid time
scale arises from the gyration of the particle about a magnetic field line. It is like
an oscillator being adiabatically transported by the slower degree of freedom. This
can best be seen after a Hamiltonian formulation has been set up and a canonical
perturbation analysis, otherwise known as “guiding center expansion”, has been
established – a highly nontrivial task.

In the case of a uniform field, B D B0Oz, the particle is bound to follow a helical
orbit around a field line. The frequency of motion in a plane orthogonal to B is given
by the gyrofrequency˝ D eB0=mc: The guiding center position X moves along the
field line (z-axis) with constant velocity. The vector running orthogonally from X on
the z-axis to the particle position we call r, the gyroradius vector. Finally, we define
the “gyrophase”  as the angle in the perpendicular plane between some reference
direction Oe and r. Note that for the case of a uniform field, Oe may be chosen any
constant perpendicular direction, such as r.

Now we are going to look at nonuniform but time-independent magnetic fields.
In this case the guiding center no longer follows a field line, but slowly drifts away
from it: X D X.t/. This makes it necessary to consider arbitrary paths of transport,
not just along field lines. Also, ˝ becomes space dependent. Now, the dominant
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contribution in the time evolution of the gyrophase is given by the dynamical phase

.t/ D
Z t

0

dt0˝.X.t0// : (33.62)

Note that in (33.62) we have evaluated the gyrofrequency at the guiding center
position rather than at the particle position.

Of course, it is no longer possible to choose a constant reference direction to
represent the origin of the gyrophase. To see this more clearly, let us elaborate for
a while on the geometrical rather than the dynamical picture of the problem and
introduce an orthonormal triad (dreibein) of unit vectors (Oe1; Oe2; Ob), Ob D B.r/=B.
All three vectors are functions of position r. We are going to fill up space with such
triads, so that we can talk about a field of orthonormal frames.

Now, when Ob moves along the field line, the Oei are constrained to stay perpendic-
ular to Ob. But the Oei are also free to rotate around Ob by an arbitrary angle. Therefore
the dynamical phase cannot be the only contribution to the gyrophase, because the
definition of the gyrophase depends on the choice (Oe1; Oe2/, and we do not see any
such dependence in Eq. (33.62). There is no best choice of (Oe1; Oe2/. One could pick

Oe1 D
Ob � r Ob
jOb � r Obj ; Oe2 D Ob � Oe1 ; (33.63)

i.e., the principal normal and binormal vectors of the field line. But this is only
a particular choice out of many. In fact we can call Eq. (33.63) a choice of
gauge. Then every other choice of gauge is related to (33.63) by a rotation in the
instantaneous perpendicular plane. So let us define a “gyrophase transformation”:

Oe0
1.r/ D Oe1.r/ cos .r/C Oe2.r/ sin .r/ ;
Oe0
2.r/ D �Oe1.r/ sin .r/C Oe2.r/ cos .r/ : (33.64)

Next, we want to know which quantities are gyrogauge invariant, and how those
which are not transform. Quantities which can be expressed purely in terms of Ob,
B, etc. are gyrogauge invariant. The gyrophase itself is not gyrogauge invariant; it
transforms according to

 0 D  C  .r/ : (33.65)

(We follow the gyrophase in clockwise direction, the same as the direction of
rotation of a positively charged particle.) Returning to the dynamical consideration
as stated in (33.62), we know that since P is not gyrogauge invariant,  cannot
be either, so there must be terms other than the dynamical phase reflecting this
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fact. Indeed, lengthy nontrivial calculations show that the guiding center expansion
results in

P.t/ D ˝.X.t//C R � PX.t/ C gyrogauge invariant terms (33.66)

with

R.r/ D r Oe1.r/ � Oe2.r/ : (33.67)

Equation (33.66) is actually an averaged equation; all fast oscillations have been
averaged out.

The term of special interest to us is given by R � PX, which is reminiscent of A � v
in the Aharonov–Bohm effect. R is not gyrogauge invariant. In fact, we now want to
demonstrate that R responds under the gyrogauge transformation (33.64) according
to

R0 D RC r : (33.68)

Proof: first let us note that

R D �r Oe1� � Oe2 � �@ie1j�e2j ; Oei D Oei.r/ :

Then let a be an arbitrary constant vector, so that it holds that

.a � R/ D 
.a � r/Oe1� � Oe2 ŠD� 
.a � r/Oe2� � Oe1 ; 8a :
To see this, we start with

.a �r/�Oe1 � Oe2� D 0 or r a
�Oe1 � Oe2� D 0 :

) �r a Oe1
� � Oe2 C �r Oe2� � Oe1 D 0

) 

.a � r /Oe1

� � Oe2 D �
.a � r/Oe2� � Oe1 ; 8a
) �r Oe1� � Oe2 D ��r Oe2� � Oe1 : (33.69)

Of course, we have

.r Oe 1
2
/ � Oe 1

2
D 0 : (33.70)

Now we turn to R0 D .r Oe0
1/ � Oe0

2 and substitute (33.64):

R0 D 
r�Oe1 cos C Oe2 sin �� � 
�Oe1 sin C Oe2 cos �
D 
cos �r Oe1� � sin .r /Oe1 C sin 

�r Oe2�



33 Classical Analogues to Berry’s Phase 405

C cos .r /Oe2
� � 
�Oe1 sin C Oe2 cos �

D � sin cos 
�r Oe1� � Oe1„ ƒ‚ …

D 0

C cos2  
�r Oe1� � Oe2

C sin2  .r / � sin cos .r / Oe1 � Oe2„ƒ‚…
D 0

� sin2  
�r Oe2� � Oe1„ ƒ‚ …

D sin2  
�
r Oe1
�

� Oe2

C sin cos 
�r Oe2� � Oe2„ ƒ‚ …

D 0

� sin cos .r / Oe1 � Oe2„ƒ‚…
D 0

C cos2  .r /

D �sin2  C cos2  
�
�r Oe1� � Oe2„ ƒ‚ …

DR

Cr � D RC r :

Finally, using the result (33.68), we can find the transformation property of P :
P 0 D ˝.X/C R0 � PX D .˝.X/C R � PX/C r � PX

or

P 0 D P C r � PX ; (33.71)

which is completely consistent with (33.65):

P 0 D P C P .r/ D P C Pr � r D P C PX � r ; (33.72)

after averaging, hri D X.
The time integral of the second term of (33.66) can be written as a line integral

along the guiding center trajectory:

� D
Z X1

X0

R � dX D
rmfor closed

loops

Z
da � .r � R/ : (33.73)

So long as r � R ¤ 0, this angle will be anholonomic, i.e., dependent on the path
X.t/ of the guiding center. We see that the (fast) gyration of the particle and X are
coupled.X represents the slow change for the environment of the rapidly oscillating
particle. The guiding center coordinate X is the analogue of the Berry (Hannay)
connection A.

Note that the gyrophase is an angle in real physical space, which is endowed
with a metric. The changes in Oei.X/ as the guiding center X moves through space
are comprised of two parts. First, the Oei are forced to stay perpendicular to Ob, and
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since Ob is changing along the X-trajectory, the Oei must change. However, during the
transport the Oei can also be rotated in their plane. Hence the increment in the vectors
Oei.X/ on movingX to XCdX consists of a part parallel to Ob and a part perpendicular
to Ob, representing the angle of rotation d' within the moving plane. For instance,
the increment dOe1 of Oe1 can be decomposed in two components:

dOe1 D dX � r Oe1 D dX � r Oe1 � 1 D
�
dX � r Oe1

� � �Oe1 Oe1 C Oe2 Oe2 C ObOb�

D
.70/

�
dX � r Oe1 � Oe2„ ƒ‚ …

DR

�Oe2 C �dX � r Oe1 � Ob„ ƒ‚ …
D�.r Ob/ � Oe1

�Ob

D .R � dX/Oe2 �
�
dX � r Ob � Oe1

�Ob : (33.74)

Now we see that the angle d' can be written as d' D R � dX, which is identical
to the increment in the gyrophase arising from the R � PX-term in (33.66) when the
guiding center X is displaced by dX. So we have shown that the analogue of Berry’s
(Hannay’s) angle for guiding center motion is exactly the accumulation of the angle
of rotation as the guiding center moves from some initial to some final point, as
stated in (33.73).



Chapter 34
Berry Phase and Parametric Harmonic
Oscillator

Our concern in this section is once more with the time-dependent harmonic
oscillator with Lagrangian

L D 1
2
Px2 � 1

2
!2.t/x2 :

To present a coherent picture of the whole problem, let us briefly review some of
the results of Chap. 21. There we found the propagation function

K
�
x2; t2I x1; t1

� D
� pPg1 Pg2
2	i„ sin �.t2; t1/

�1=2
e.i=„/Scl ; (34.1)

where the classical action is given by

Scl D 1
2

"
P%2x22
%2
� P%1x

2
1

%1
C
�
Pg2x22 C Pg1x21

	
cot�

�
t2; t1

�

� 2pPg1 Pg2x2x1 1

sin �.t2; t1/

#
: (34.2)

The various functions that enter (34.1) and (34.2) are defined by

R%C !2.t/% � 1

%3
D 0 (34.3)

Pg D 1

%2
; �

�
t2; t1

� D g
�
t2
� � g

�
t1
�
: (34.4)
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In the limiting case of ! D const., we obtain

! D const. W %.t/ D !�1=2 ; g.t/ D !t ; ��t2; t1� D !�t2 � t1
�
: (34.5)

Consider, then, the trace of the propagator (34.1):

G
�
t2; t1

� W D
Z C1

�1
dxK

�
x; t2I x; t1

�

D
" pPg1 Pg2
2	i„ sin �.t2; t1/

#1=2 Z C1

�1
dx exp

�
i

„
x2

2

�� P%2
%2
� P%1
%1

�

C 1

sin �.t2; t1/

h�Pg2 C Pg1� cos ��t2; t1�� 2pPg; Pg2
i�

:

Here we meet a Gauss-type integral,

Z C1

�1
dx exp

�
� x2

2i„ Œ:=:�

D
�

	

Œ:=:�=2i„
� 1=2

D
�
Œ:=:�

2	i„
��1=2

:

This allows us to write

G
�
t2; t1

� D
�
.2	i„/ sin �pPg1 Pg2

��1=2 �
1

2	i„
��1=2 " P%2

%2
� P%1
%1

!

C 1

sin �


�Pg2 C Pg1� cos � � 2pPg1 Pg2�
#�1=2

D
"
sin �.t2; t1/pPg1 Pg2

� P%2
%2
� P%1
%1

�
C cos �.t2; t1/pPg1 Pg2

�Pg2 C Pg1� � 2
#�1=2

:

(34.6)

Using (34.4) we have

1pPg D % ;
1pPg1 Pg2 D %1%2

so that

1pPg1 Pg2

� P%2
%2
� P%1
%1

�
D %2%1

� P%2
%2
� P%1
%1

�
D %1 P%2 � %2 P%1 (34.7)
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and

1pPg1 Pg2
�Pg2 C Pg1� D %2%1

�
1

%22
C 1

%21

�
D %1

%2
C %2

%1
: (34.8)

These expressions are substituted in (34.6) and so we obtain

G
�
t2; t1

� D
��
%1 P%2 � %2 P%1

�
sin �

�
t2; t1

�

C
�
%1

%2
C %2

%1

�
cos �

�
t2; t1

� � 2
��1=2

: (34.9)

Here we should be able to extract some known results for the case of !.t/ � ! D
const. According to (34.5) we have

P%1;2 D 0 ; %1;2 D !�1=2 ;
�
%1

%2
C %2

%1

�
D 2 ; � D !�t2 � t1

� � !T

so that (34.9) simplifies to

G.T/ D Œ2fcos !T � 1g��1=2 D
�
�2 � 2 1 � cos.!T/

2„ ƒ‚ …
D sin2.!T=2/

��1=2

D 1

2i sin.!T=2/
D 1

expŒi.!T=2/�� expŒ�i.!T=2/�

D expŒ�i.!T=2/�
1 � e�i!T

D expŒ�i.!T=2/�
1X

nD 0

e�in!T

D
1X

nD 0

e�i.nC1=2/!T D
1X

nD 0

exp
h
� i

„„!
�
nC 1

2

	
T
i
;

which identifies the energy spectrum of the linear harmonic oscillator as En D
„!.nC 1=2/:

To draw some nontrivial consequences of our result as stated in (34.9), we shall
now consider the special case of a parametric oscillator for which! is constant in the
remote past and in the distant future, and we shall calculate the vacuum persistence
amplitude , i.e., the amplitude for the ground state to remain in the ground state
while !.t/ is acting for a finite time duration.

At t1 ! �1 and t2 !C1 we set

!
�
t1
� � !1 ! ! D const. ; !2 ! ! D const. > 0 : (34.10)
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In obtaining the vacuum transition amplitude we need the general solution of

R%C !2.t/% � 1

%3
D 0 : (34.11)

As time-independent solution for (34.11) at t1 ! �1 we choose

%1 � %.�1/ D 1p
!
; P%1 D d%

dt

ˇ̌
ˇ̌
t1D�1

D 0 : (34.12)

Then, however, for t2 ! C1 we have to use the most general solution of (34.11)
for constant !:

%
�
t2
� D 
1 1p

!



cosh ı C 
2 sinh ı sin

�
2!t2 C '

��1=2
; (34.13)

where 
1;2 D ˙1 and ' is a real phase constant. The meaning of the real parameter ı
becomes clear when we go back to (34.11)—with constant !—which we multiply
by P% to obtain

1

2

d

dt

� P%2�C !2

2

d

dt
%2 C 1

2

d

dt

� 1
%2

	
D 0

or

d

dt

�
P%2 C !2%2 C 1

%2


D 0

which can be integrated with the result

P%2 C !2%2 C 1

%2
D 2! cosh ı : (34.14)

The integration constant on the right-hand side of (34.14) is chosen so that % will be
real for all values of the real parameter ı:

Let us check quickly that (34.13) is indeed a solution of (34.14). We need

%2 D 1

!



cosh ı C 
2 sinh ı sin.2!tC '/

�
;

1

%2
D !Œ:=:��1 (34.15)

P% D 
1p
!

1

2
Œ:=:��1=2

�

2 sinh ı cos.2!tC '/

�
2! (34.16)

P%2 D !Œ:=:��1 sinh2 ı cos2.2!tC '/ : (34.17)
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When substituted in (34.14) we find

!Œ:=:��1 sinh2 ı cos2.2!tC '/C !Œ:=:�C !Œ:=:��1 ŠD 2! cosh ı

or

sinh2 ı cos2.2!tC '/C Œ:=:�2 C 1 ŠDŒ:=:�2 cosh ı : (34.18)

Since

Œ:=:�2 � 2Œ:=:� cosh ı C 1„ƒ‚…
D cosh2 ı�sinh2 ı

D .Œ:=:� � cosh ı/2 � sinh2 ı

we can continue to write for (34.18)

sinh2 ı


1 � cos2.2!tC '/�„ ƒ‚ …

D sin2.2!tC'/

D .Œ:=:� � cosh ı/2

� �cosh ı C 
2 sinh ı sin.2!tC '/ � cosh ı
�2

D sinh2 ı sin2.2!tC '/ :

In (34.9) we also need

�
�
t2; t1

� D g
�
t2
� � g

�
t1
� D

Z t2

t1

dt Pg.t/ D
Z t2

t1

dt
1

%2.t/
: (34.19)

Here it is convenient to split up the last integral in (34.19) in three parts:

�
�
t2; t1

� D
Z t2

t1

dt
1

%2.t/
D
Z ti

t1

dt

%2.t/
C
Z tf

ti

dt

%2.t/
C
Z t2

tf

dt

%2.t/
: (34.20)

The first and the third integral are to be integrated between times for which we
encounter free evolution of our system .! D const:/: P! ¤ 0 is important for the
time interval of the second integral on the right-hand side: t 2 Œti; tf � � Œt1 !
�1; t2 ! 1�: Also note that this integral is constant with respect to t1 and t2.
Thus, for t1 ! �1; t2 ! C1; we have

�
�
t2; t1

� D �
Z t1

dt! C const.C !
Z t2

dt

� 1

cosh ı C 
2 sinh ı sin.2!tC '/

D 1

2

Z xD2!t2C'
dx

1

cosh ı C 
2 sinh ı sin x � !t1 C const.
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To compute the integral we recall the formula

Z
dx

aC b sin x
D 2p

a2 � b2
arc tan

�
a tan.x=2/C bp

a2 � b2

�
:

This brings us to

�
�
t2; t1

� D arc tan

�
cosh ı tan

�
!t2 C '

2

�

C 
2 sinh ı
�
� !t1 C const. (34.21)

For reasons which will become clear in a moment, we are interested in the limit
t2 ! �i1: Therefore let us write t2 D �i�2; so that

tan
�
!t2 C '

2

	
D tan

�
�i!�2 C '

2

	
D �tan

�
i!�2 � '

2

	

D i
ei.i!�2�'=2/ � e�i.i!�2�'=2/

ei.i!�2�'=2/ C e�i.i!�2�'=2/ �!�2!1 i
0 � e!�2 ei.'=2/

0C e!�2 ei.'=2/
D �i :

Thus we obtain for �2 !1

�
�
t2; t1

�! arc tan



2 sinh ı � i cosh ı

�C i!� ; (34.22)

� ˛ C i!�1 : (34.23)

Writing

˛ D arc tanˇ ; ˇ � 
2 sinh ı � i cosh ı (34.24)

we have

˛ D 1

2i
ln
1C iˇ

1� iˇ
D � 1

2i
ln
1 � iˇ

1C iˇ
D �1

i
ln

�
1 � iˇ

1C iˇ

� 1=2

so that

e�i˛ D
�
1 � iˇ

1C iˇ

� 1=2
D
�
1 � i
2 sinh ı C cosh ı

1C i
2 sinh ı C cosh ı

�1=2
: (34.25)

After these intermediate calculations we return to (34.9):

G
�
t2; t1

� D
�
!�1=2 d%.t2/

dt2
sin � C

�
!�1=2

%.t2/
C %.t2/

!�1=2

�
cos � � 2

��1=2
:

(34.26)
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The next step involves taking the following limiting processes:

%
�
t2 D �i�2

� D 
1!�1=2
cosh ı C 
2 sinh ı sin��2i!�2 C '�„ ƒ‚ …
�!

�2!1

expŒ2!�2Ci'�=2i

�1=2

�!
�2!1 
1!

�1=2
�

2 sinh ı

2i

� 1=2

exp
h
!�2 C i

'

2

i
:

From here we obtain

%.t2/

!�1=2 ! 
1

�

2 sinh ı

2i

� 1=2

exp
h
!�2 C i

'

2

i
;

!�1=2

%.t2/
! 0 :

We also need

d%.t2/

dt2
D d%2

d.�i�2/ D i
d%2
d�2
D i!%2

so that

!�1=2 d%.t2/
dt2

D i!1=2%
�
t2
� D i

%2

!�1=2 :

When we substitute these quantities in (34.26), we get

i
%2

!�1=2 sin � C
�
0C %2

!�1=2
	
cos � D %2

!�1=2 Œcos � C i sin �� D %2

!�1=2 e
i�

D 
1
�

2 sinh ı

2i

� 1=2

exp
h
!�2 C i

'

2

i
ei�

or introducing the Euclidean propagator

GE
�
�2; �1

�!
"

1

�

2 sinh ı

2i

� 1=2

exp
h
!�2 C i

'

2

i
ei� � 2

#�1=2

where

ei� D
.23/

exp


i.˛ C i!�1/

� D expŒi˛� exp

�!�1�

D
.25/

exp

�!�1�

�
.1C cosh ı/C i
2 sinh ı

.1 � cosh ı/� i
2 sinh ı

�1=2
: (34.27)



414 34 Berry Phase and Parametric Harmonic Oscillator

What emerges as our final expression is

GE
�
�2; �1

� !
"

1

�

2 sinh ı

2i

� 1=2

ei.'=2/ e!.�2��1/

�
�
.1C cosh ı/C i
2 sinh ı

.1 � cosh ı/ � i
2 sinh ı

�1=2#�1=2
: (34.28)

Now let us search for a relation that connects (34.28) with the vacuum-to-vacuum
amplitude. Generally speaking, if we have an external source J acting on the system
between t0 � ti and t00 � tf , where t1 < t0 < t00 < t2; we obtain for the transition
amplitude

hx2; t2jx1; t1iJ D
Z

dx0 dx00hx2; t2jx00; t00ifreehx00; t00jx0; t0iJhx0; t0jx1; t1ifree :

Upon using

hx2; t2jx00; t00ifree D hx2je�iH0.t2�t00/jx00i
D
X
m

�m
�
x2
�
��
m.x

00/ e�iEm.t2�t00/

and, likewise for hx0; t0jx1; t1i, where H0 D H.J D 0/; H0�m D Em�m; we get

hx2; t2jx1; t1iJ D
X
n;m

e�iEm.t2�t00/ e�iEn.t0�t1/�m
�
x2
�
��
n

�
x1
�

�
Z

dx0 dx00��
m.x

00/hx00; t00jx0; t0iJ�n.x0/ :

Taking the trace in x-space we find

G
�
t2; t1

� D
Z

dxhx; t2jx; t1i

D
X
n

e�iEn.t2�t00Ct0�t1/

�
Z

dx0 dx00��
n .x

00/hx00; t00jx0; t0iJ�n.x0/

D
X
n

e�iEn.t2�t1/ eCiEn.t00�t0/

�
Z

dx dx00��
n .x

00/hx00; t00jx0; t0iJ�n.x0/ :
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At this point we perform a Wick rotation �1;2 D it1;2; we do not rotate t0 and t00! This
brings us to

GE
�
�2; �1

� DX
n

e�En.�2��1/ eiEn.t00�t0/

�
Z

dx0 dx00��
n .x

00/hx00; t00jx0; t0iJ�n.x0/

�!
�2!C1
�1!�1

e�E0.�2��1/ eiE0.t00�t0/

�
Z

dx0 dx00��
0 .x

00/hx00; t00jx0; t0iJ�0.x0/
„ ƒ‚ …

� h�0;t00j�0;t0iJ

:

The above formulae for G and its “Euclidean” counterpart GE are valid for t2 > t00
and t1 < t0, where t0 � ti and t00 D tf are fixed. Under these conditions, GE depends
only on the difference �2 � �1; despite the fact that the system is not translational
invariant. Here, then, are the formulae we were looking for:

lim
�2!C1
�1!�1

GE.�2; �1/

e�E0.�2��1/ D eiE0.t2�t1/ h�0; tf j�0; tiiJ

or, in terms of the “vacuum persistence amplitude” h0Cj0�iJ,

P00 W D jh0Cj0�iJj2 � jh�0; tf j�0; tiiJj2

D lim
�2!C1
�1!�1

ˇ̌
ˇ̌GE.�2; �1/

e�E0.�2��1/

ˇ̌
ˇ̌2 : (34.29)

In terms of the effective action � and with the external source J � !.t/; we obtain

jGEj2 D exp
˚�2Im� E

�2;�1
Œ!�
�

(34.30)

P00 D lim
�2!C1
�1!�1

exp
h
�2
n
Im� E

�2;�1
Œ!� � E0

�
�2 � �1

�oi
: (34.31)

It is (34.29) together with (34.28) that enable us to compute the probability for the
vacuum to remain the vacuum under the influence of the parametric perturbation
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!.t/: But first we have to calculate .E0 D !=2/

jGE
�
�2; �1

�j2 !
�
1

2
sinh ı e2!.�2��1/

ˇ̌
ˇ̌ .1C cosh ı/C i
2 sinh ı

.1 � cosh ı/ � i
2 sinh ı

ˇ̌
ˇ̌
��1=2

D p2 e�!.�2��1/
�
sinh ı

ˇ̌
ˇ̌ .1C cosh ı/C i
2 sinh ı

.1 � cosh ı/� i
2 sinh ı

ˇ̌
ˇ̌
��1=2

and thus

P00 D
p
2

�
sinh ı

ˇ̌
ˇ̌ .1C cosh ı/C i
2 sinh ı

.1 � cosh ı/ � i
2 sinh ı

ˇ̌
ˇ̌
��1=2

: (34.32)

After a few more elementary steps, the outcome for the right-hand side of (34.32) is

P00 D
�

2

1C cosh ı

� 1=2

; (34.33)

which is the result we wanted to derive. It expresses the quantum mechanical
probability P00 in terms of the parameter ı; which can be found from the asymptotic
form (34.13) of the classical equation (34.11).

Now we turn to the main topic of this chapter: computation of Berry’s phase con-
tribution to the vacuum decay amplitude for the generalized parametric harmonic
oscillator.

Let us briefly review some of the elements necessary to set up our problem stated
in the Hamiltonian of the generalized harmonic oscillator:

H.t/ D 1
2



X.t/x2 C Y.t/.xpC px/C Z.t/p2

�
; (34.34)

with slowly varying parameters .X;Y;Z/ .t/: The system characterized by the time-
dependent Hamiltonian (34.34) allows for an Hermitean invariant I.t/; which is
given by (34.34):

I.t/ D 1

2

(
x2

%2
C
�
%

�
pC Y

Z
x

�
� x

Z
P%
�2)

(34.35)

with

dI.t/

dt
� iŒH; I�C @I.t/

@t
D 0

and %.t/ a c-number solution of the auxiliary equation

1

%

d

dt

� P%
Z

�
�
�
d

dt

�
Y

Z

�
� XZ � Y2

Z
C Z

%4

�
D 0 : (34.36)
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The instantaneous eigenstates of I.t/ are defined by

I.t/j�n; ti D �nj�n; ti ; (34.37)

where the eigenvalues �n are time independent, .@=@t/�n D 0: The system (34.34)
develops according to the Schrödinger equation .„ D 1/

i
@

@t
j .t/i D H.t/j .t/i

whose solution can be expressed in terms of the eigenstates j�n; ti:

j .t/i D
X
n

Cn ei˛n.t/j�n; ti : (34.38)

The constant coefficients Cn have to be determined from the initial conditions.
According to the general theory of Lewis and Riesenfeld, the phase angles ˛n.t/
can be obtained from the equation

˛n.t/ D
Z t

0

dt0h�n; t0ji @
@t0
�H.t0/j�n; t0i : (34.39)

In our particular case this can be evaluated to yield

˛n.t/ D �
�
nC 1

2

�Z t

0

dt0
Z.t0/
%2.t0/

: (34.40)

The eigenvalue spectrum of I is given by �n D nC 1=2; n D 0; 1; 2; : : : .
We are now going to introduce the effective action � ŒX.t/;Y.t/;Z.t/� in the

spirit of field theory. One must recognize that it is the effective action that properly
addresses questions like vacuum persistence amplitude of a quantum system, a topic
we are now going to concentrate on. In a certain sense we are dealing with a toy
model simulating particle creation in relativistic field theory by a prescribed external
field (QED), or cosmological particle creation by a time-dependent metric.

The effective action is defined by the path integral representation

ei� ŒX;Y;Z� D
Z

Dp.t/Dx.t/ exp

�
i
Z t2

t1

dtŒpPx � H.p; xIX;Y;Z/�

; (34.41)

where the integration is to be performed over all paths satisfying x.T/ D x.0/
and T ! 1 at the end, meaning an adiabatically closed cycle. The effective
action � itself (or, for finite T; �T/ can be computed with the aid of the Feynman
propagatorK.x2; t2jx1; t1/ in presence of the “external field” .X;Y;Z/.t/ by a similar
path integral with terminal conditions x.t1/ D x1; x.t2/ D x2: We are specifically
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interested in the “loop contribution”, i.e., the trace of the diagonal part of K in x-
space:

G.T/ � ei�T ŒX;Y;Z� D
Z C1

�1
dxK.x;Tjx; 0/ : (34.42)

At this point we recall that the imaginary part of �1 is related to the vacuum
persistence amplitude. Instead of explicitly computing the path integral, we now
make substantial use of the Lewis–Riesenfeld theory to determine K:We claim that
the equation for the kernel,

�
i
@

@t
� Hx2 .t/

�
K
�
x2; tjx1; 0

� D 0 ; t ¤ 0

with the boundary condition K.x2; 0jx1; 0/ D ı.x2 � x1/ is solved by

K
�
x2; tjx1; 0

� DX
n

ei˛n.t/ hx2j�n; tih�n; 0jx1i : (34.43)

That this statement is true can be recognized from the fact that K.x1;0/.x2; t/ is a wave
function of the type (34.38) for a special choice of the Cn’s. Let us quickly check
our claim. Equation (34.43) obviously reduces to

K
�
x2; 0jx1; 0

� DX
n

hx2j�n; 0ih�n; 0jx1i D hx2jx1i D ı
�
x2 � x1

�

since (34.40) implies ˛n.0/ D 0 and the eigenstates of I.t/ form a complete set for
all t: Furthermore,

�
i
@

@t
� Hx2 .t/

�
K
�
x2; tjx1; 0

�

D
X
n

hx2
ˇ̌
ˇ
�
i
@

@t
� H.t/

�
ei˛n.t/

ˇ̌
ˇ�n; tih�n; 0jx1i D 0

following from the result by Lewis and Riesenfeld:

�
i
@

@t
� H.t/

�
ei˛n.t/j�n; ti D 0 :
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Thus we obtain

G.T/ �
Z C1

�1
dxK.x;Tjx; 0/

D
Z C1

�1
dx
X
n

ei˛n.t/hxj�n;Tih�n; 0jxi

D
X
n

ei˛n.t/
Z C1

�1
dxh�n; 0jxihxj�n;Ti

D
X
n

ei˛n.t/h�n; 0j�n;Ti D ei�T : (34.44)

Next we turn to the adiabatic limit of our so far exact treatment. Let us assume that
the external parameters .X;Y;Z/ perform an adiabatic excursion during the time T
in the parameter space so that .X;Y;Z/.0/ D .X;Y;Z/.T/: In the adiabatic limit,
the P%-term in the auxiliary equation (34.36) may be ignored; then we obtain

Z

%2
D !D

�
1 � Z

!2D

d

dt

�
Y

Z

��1=2
:

The frequency !D can be obtained by rewriting the Hamiltonian (34.34) in terms of
action-angle variables. The result is a linear relation H D !DJ; with

!D D @H

@J
D
p
XZ � Y2 ; XZ > Y2 :

Furthermore, expanding with respect to

Z

!2D

d

dt

�
Y

Z

�
� 1 ;

we obtain

Z

%2
D !D

�
1 � Z

2!2D

d

dt

�
Y

Z

��
D !D � Z

2!D

d

dt

�
Y

Z

�
: (34.45)

When this adiabatic expression is substituted into (34.40), the Lewis–Riesenfeld
phase goes over to the Berry phase:

˛n.T/ D �
�
nC 1

2

�Z T

0

dt f .t/ (34.46)
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where

f .t/ � !D.t/ � Z

2!D

d

dt

�
Y

Z

�
:

Because the external parameters return to their starting point at t D T; so does the
adiabatic solution (34.45) as well as the operator I.t/ and its eigenstates. Hence it
holds that h�n; 0j�n;Ti D h�n; 0j�n; 0i D 1: In this way we obtain for the adiabatic
approximation of the effective action

exp
˚
i�T ŒX;Y;Z�

� D
1X

nD 0

e�i.nC1=2/�.T/

D 2�1=2Œcos �.T/� 1��1=2 ; (34.47)

where the total phase collected during one cycle of adiabatic excursion is given by

�.T/ D
Z T

0

dt!D.t/ �
Z T

0

dt
Z

2!D

d

dt

�
Y

Z

�

D
Z T

0

dt!D.t/ �
I
C
dR � Z

2!D
rR

�
Y

Z

�
; R D .X;Y;Z/ ; (34.48)

where the first term is the dynamical phase and the second is the geometrical Berry
phase, i.e., only dependent on the path in parameter space. By the way, we can
easily rediscover the standard result for the time-independent harmonic oscillator
by recognizing that the phase function is then given by �.T/ D !T: As can be seen
from (34.47), the effective action is augmented by an “anomalous” geometric phase
contribution,

� ŒC� D �
�
nC 1

2

�I
C
dR �

�
� Z

2!D
rR

�
Y

Z

��
; (34.49)

not unlike the appearance of anomalies in gauge field theories.
Now let us assume that the oscillator is in its ground state (“vacuum”) in the

remote past, t ! �1:What, then, is the probability jh0Cj0�iRj2 for the oscillator
to be still in the ground state in the distant future, t! C1? Quite generally, given
the traced Feynman kernel

G
�
t2; t1

� D
Z C1

�1
dxK

�
x; t2jx; t1

�
;

the vacuum persistence amplitude can be calculated as given in (34.39):

P00 � jh0Cj0�ij2 D lim
�2!C1
�1!�1

ˇ̌
ˇ̌
ˇ
GE.�2; �1/

e�E0.�2��1/

ˇ̌
ˇ̌
ˇ
2

; (34.50)
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where E0 is the ground state energy of the unperturbed system. Thus, initially and
finally, the oscillator is a simple harmonic oscillator in its ground state E0 D !=2:

(The above formula still holds if we put �1 D 0; as was done previously.) P00 is
related to the imaginary part of the effective action as stated in (34.31)

P00 D lim
�2!C1
�1!�1

exp

�2˚Im��2;�1 ŒX;Y;Z� � E0

�
�2 � �1

���
:

Let us consider h0Cj0�iR of the parametrically excited oscillator for a periodic path
(period T ! 1) in the space of the external parameters R D .X;Y;Z/.t/: If the
time evolution is truly adiabatic, no excitation (“particle creation”) will occur, and
P00 D 1: Knowing �T ŒR�; we can compute the deviation from P00 D 1 for very
slow, but nonadiabatic changes of the parameters. The result is

P00 D lim
T!1 e2E0T

ˇ̌
ˇ̌ 1X
nD 0

exp

�
�
�
nC 1

2

�Z T

0

d� f .�i�/
� ˇ̌
ˇ̌2 : (34.51)

One can justify that the integral in the exponential of (34.51) has a positive real part,
so that only the n D 0 term contributes for T ! 1: Here, then, is our final result
for the probability of the ground state to remain in the ground state:

P00 D exp

"
�Re

Z 1

0

d�
˚
!D.�i�/� 2E0

�

C Re
Z 1

0

d�

�
Z

2!D

d

dt

�
Y

Z

�
.t D �i�/

#
; (34.52)

which exhibits explicitly the contributions arising from the dynamical and geo-
metrical (Berry) amplitude. The transitions occur by almost adiabatic motion and
are contained in a dynamical and geometrical (Berry) part, where the latter is the
analytic continuation (in time) of the Berry phase.



Chapter 35
Topological Phases in Planar Electrodynamics

This section is meant to be an extension of Chap. 31 on the quantal Berry phases. In
particular, we are interested in studying the electromagnetic interaction of particles
with a nonzero magnetic moment in D D 2 C 1 dimensions and of translational
invariant configurations of .D D 3C1/-dimensional charged strings with a nonzero
magnetic moment per unit length. The whole discussion is based on our article in
Physical Review D44, 1132 (1991).

We begin by recalling that the Lagrangian density of electrodynamics is given by

L D 1

2

�
E2 � B2

�� %� C j � A ; (35.1)

where the particle-field interaction is contained in

L0 D
Z

d2xL 0 D
Z

d2xf�%� C j � Ag : (35.2)

As pointed out above, we consider D D 3 C 1 with translation invariance along
the x3-axis and D D 2 C 1 in parallel. In the former case all quantities (L; %; : : :)
are understood to be “per unit length”. Hence we write D-vectors as x� D .x0; xi/
where i D 1; 2 for D D 2 C 1 (particles) and i D 1; 2; 3 for D D 3 C 1 (strings
oriented parallel to the x3-axis). Let us consider a classical model for the magnetic
moment. Then in its rest frame the current density j�0 D .%0; ji0/ of a particle located
at x D xp has the following form:

j�0 .x/ D
�
%0

ji0

�
D
�

eı2
�
x � xp

�
�"ij@jı

2
�
x � xp

�
�
I i; j D 1; 2 : (35.3)

The 2-component vectors x; xp lie in the x1-x2 plane.
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Let us quickly check that the point source (35.3) gives rise to the magnetic
moment �:

1

2

Z
d2x x � j.x/ D 1

2

Z
d2x "ikxijk.x/

D 1

2
"ik"kl„ƒ‚…
D�ıil

�

Z
d2x xi@lı

2
�
x � xp

�
„ ƒ‚ …

D�ıil

D 1

2
� ıll D � :

Now we assume that the particle or the string moves with the velocity vp D Pxp
relative to the laboratory frame. (It is understood that j30 D 0 if D D 3 C 1.)
The resulting current distribution is obtained by boosting j�0 from the particle’s rest
frame. Since eventually we are mainly interested in the adiabatic limit, it is sufficient
to keep only the terms linear in the velocity (“Galileo boost”). Hence one has in the
laboratory frame

% D %0 C vp � j0 CO
�
v2p
�
; (35.4)

j D j0 C vp%0 C O
�
v2p
�
;

or

%.x/ D eı2
�
x � xp

�C �"ijvpi@jı2�x � xp
�C O

�
v2p
�
;

ji.x/C �"ij@jı2
�
x � xp

�C evipı
2
�
x � xp

�C O
�
v2p
�
: (35.5)

Therefore the interaction with an external field A� D .�;A/; A3 D 0; is given by

L0 D
Z

d2xf�%� C j � Ag

D
Z

d2x

�%0� � vp � j0� C j0 � AC %0vp � A

�

D
Z

d2x
h
�e�.x/ı2�x � xp

� � �vpi"
ij@jı

2
�
x � xp

�
�.x/„ ƒ‚ …

D C�vpi"ij@j�.x/ı2
�
x�xp

�
D�vp�r �.x/ı2

�
x�xp

�

C �Ai"
ij@jı

2
�
x � xp

�
„ ƒ‚ …
D�"ji@jAi.x/ı2

�
x�xp

�
Ceı2�x � xp

�
vp � A.x/

i

or

L0 D �e��xp�C evp � A
�
xp
�C �B�xp�C �E�xp� � vp (35.6)
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with the electric field E D �r� and the magnetic field B D r � A D "ij@iAj:

Assuming that the field A� is generated by another particle, either of the four terms
on the r.h.s. of (35.6) can give rise to a topological phase. Hence, let us first calculate
the �- andA-fields generated by the other particle. To do so, we distinguish particles
(or strings) with e ¤ 0 and � D 0 and refer to them as “charges”, and particles with
e D 0 and � ¤ 0, which we call “magnetic moments” for short. Then we perform
the following four experiments:

1. A magnetic moment is transported adiabatically around a charge which is at
rest in the origin. The effect on the wave function of the magnetic moment is
considered.

2. As in (1), but now the effect on the wave function of the charge at rest is
considered.

3. A charge moves adiabatically around a magnetic moment which is at rest in the
origin. The effect on the wave function of the magnetic moment is considered.

4. As in (3), but the effect on the wave function of the charge is considered.

By “considering the effect on the wave function” we have in mind the following
gedanken experiment due to Berry. In the first experiment, (1), for instance, we
assume that (by means of some additional interaction) the wave function of the
magnetic moment is confined to a small box centered around the position x D xp.t/
of the particle. Then, invoking the general philosophy of Berry phases, the contents
of the box are considered the proper “system” or the “rapid degrees of freedom”,
whereas the field generated by the charge in the origin is considered a set of external
parameters or “slow degrees of freedom”. The Berry phase obtains as a response of
the wave function inside the box to an adiabatic excursion in the space of external
parameters. In the case at hand, this is tantamount to a motion of the box around
the second particle. Similarly, in all the gedanken experiments listed above, one of
the two particles, namely the one whose wave function is considered, defines the
“system” living within the “box”, whereas the other serves as a source of time-
dependent external fields. The respective topological phases are easily computed.

Experiment (1) This experiment coincides with the standard Aharonov–Casher
(AC) setup in which a neutron moves around a charge. The interaction term of
interest is the last term in (35.6): L0

1 D �E � v. To find the electric field by the
charge at the origin, we recall from elementary electrostatics (in 2 dimensions):

r � E D �r 2� D % :

In terms of the Green’s function G.x; x0/ of r2 the solution reads

�.x/ D �
Z

d2x0 G.x; x0/ %.x0/

D � 1

2	

Z
d2x0 lnjx � x0j %.x0/ :
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Substituting %.x0/ D eı2.x0 � xp/ we obtain

�.x/ D � e

2	
lnjx � xpj

so that

�Ei D @i�.x/ D � e

2	

1

2
@i ln

�
x � xp

�2
„ ƒ‚ …
D 2.x � xp/i
2.x� xp/2

or

r�.x/ D �E.x/ D � e

2	

.x � xp/
jx� xpj2 :

Hence the electric field due to the charge at the origin .xp D 0/ is given by

E.x/ D e

2	

jxj
jxj2 : (35.7)

Consequently,

L0
1 D

e

2	
�
x � v

jxj2 D
e�

2	

xi"ij Pxj
jxj2 : (35.8)

Then, during one round trip along the path C, we accumulate the following Berry
phase:

1 �
Z T

0

dt L0
1 D e�

I
C

x � dx
2	jxj2 D e� : (35.9)

Here the value of the integral in (35.9) is one, as can be seen as follows:

I D
I
C

x � dx
2	jxj2 �

I
C
Fidxi

where

Fi D 1

2	jxj2 xk"ki D
1

2	
"ki
1

2
@k lnjxj2
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and therefore

r � F D "li@lFi D "ki"li„ƒ‚…
D 2ıkl

1

4	
@k@l lnjxj2

D 1

4	
r 2 lnjxj2 � ı2.x/ :

We conclude that the value of I does not depend on the local details but solely on the
homotopy class of C. For one revolution around the origin we may therefore choose
a circle of radius jxj D R:

I D 1

	R2
1

2

I
CR

x � dx
„ ƒ‚ …

D	R2

D 1 :

Experiment (2) Here, the relevant part of (35.6) is L0
2 D �e�.0/, where � is

generated by the motion of the magnetic moment:

�.x/ D � 1

2	

Z
d2x0 lnjx� x0j %.x0/„ƒ‚…

D %0.x0/„ƒ‚…
D 0

C vp � j0.x0/„ ƒ‚ …
D �vpi"ij @0

jı
2.x0 � xp/

D � 1

2	
�vpi"

ij
Z

d2x0 lnjx � x0j @0
jı
2
�
x0 � xp

�
„ ƒ‚ …
D �

Z
d2x0ı2

�
x0 � xp

� 1
2
@0
j ln.x � x0/2

„ ƒ‚ …
D � 2.x� x0/j

2.x� x0/2

D � �
2	

vpi"
ij.x � xp/j
jx � xpj2 D �

2	

.x� xp/ � vp

jx� xpj2 :

We need

�.0/ D � �
2	

xp � vp

jxpj2
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and so we end up again for the phase for one revolution

2 �
Z T

0

dt L0
2 D

e�

2	

Z T

0

dt
x � Px
jxj2 D e� : (35.10)

Experiment (3) The relevant interaction term is now L0
3 D �B.0/; where B.0/ is

the magnetic field generated by the orbital motion of the charge acting upon the
magnetic moment at the origin.

Starting from r2A D �j, we obtain first the vector potential (recall j0 D 0 for
� D 0/

A.x/ D � 1

2	

Z
d2x0 lnjx � x0j j.x0/„ƒ‚…

D j0 C vp%0 D eı2
�
x0 � xp

�
vp

D �evp

2	
lnjx � xpj :

From here we obtain

B.x/ D "ij@iAj D � e

2	
vpj "ij„ƒ‚…

D�"ji

1

2
@i ln

�
x � xp

�2

so that

B.x/ D e

2	

Pxp � .x � xp/
jx � xpj2

and

B.0/ D e

2	

xp � Pxp
jxpj2 :

Hence the Berry phase is

3 �
Z T

0

dt L0
3 D e�

Z T

0

dt
xp � Pxp
2	jxpj2 D e� : (35.11)

Experiment (4) This is the situation of the Aharonov–Bohm effect discussed in
Chap. 31. The interaction is L0

4 D evp � A.xp/; where A is the vector potential
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generated by the magnetic moment at the origin. To obtain this potential we compute

Ai.x/ D � 1

2	

Z
d2x0 lnjx � x0j ji0.x

0/„ƒ‚…
D �"ij@0

jı
2
�
x0 � xp

�

D 1

2	
�"ij

Z
d2x0 ı2

�
x0 � xp

�
@0
j

1

2
ln.x � x0/2

D � �
2	

"ij.x � xp/j
jx � xpj2 :

For xp D 0, we find

Ai.x/ D � �
2	

"ijxj

jxj2 (35.12)

so that again the phase for one circuit is

4 �
Z T

0

dt L0
4 D e�

Z T

0

dt
x � Px
2	jxj2 D e� ; (35.13)

where in the .3C 1/-dimensional interpretation, � coincides with the flux through
the solenoid.

As we see, all four phases coincide numerically. In all the above experiments,
we encounter an effective interaction L0 D A � v with a vortex potential A .Ai �
"ijxj=jxj2/, where A does not necessarily stand for the magnetic vector potential.

Finally, let us consider a set of interacting nonrelativistic particles with charges ep
and magnetic moments�p; p D 1; 2; : : :N: In addition to the Coulomb and Lorentz
forces acting between them, there will be a Berry phase part of the A � v-type
interaction which receives contributions from all four effects discussed above. The
relevant part of the Lagrangian is obtained by starting from (35.6) for one particular
particle, and inserting the expression for the fields generated by the other particles:

L0 D �E.1/ � v � e�.2/ C �B.3/ C ev � A.4/ ;

where we have to insert (cf. the four experiments listed above)

.1/ E.1/.x/ D e

2	

x � xp
jx� xpj2 :

.2/ �.2/.x/ D �

2	

.x � xp/ � vp

jx � xpj2 :
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.3/ B.3/.x/ D e

2	

vp � .x � xp/
jx � xpj2 :

.4/ A.4/i .x/ D �
�

2	

"ij.x � xp/j
jx � xpj2 :

In this way we obtain for a two-particle system

L2�body D LV C LS ;

with the A-type and �-type interactions contained in LV and LS, respectively. (V and
S stands for “vector” and “scalar”, respectively.) More explicitly:

2LV D e1v1 � A.x1/„ƒ‚…
��2

C�1 B.x1/„ƒ‚…
�e2v2

Ce2v2 � A.x2/„ƒ‚…
��1

C�2 B.x2/„ƒ‚…
�e1v1

2LS D �e1 �.x1/„ƒ‚…
��2v2

C�1 E.x1/„ƒ‚…
�e2

�v1 � e2 �.x2/„ƒ‚…
��1v1

C�2 E.x2/„ƒ‚…
�e1

�v2 :

If we now insert the expressions (1), : : : , (4), we obtain

2LV D �e1�2
2	

vi1"ij.x1 � x2/j
jx1 � x2j2 C �1e2

2	

v2 � .x1 � x2/
jx1 � x2j2

� e2�1
2	

vi2"ij.x2 � x1/j
jx1 � x2j2 C �2e1

2	

v1 � .x2 � x1/
jx1 � x2j2

D �e1�2
	

v1 � .x1 � x2/
jx1 � x2j2 C e2�1

	

v2 � .x1 � x2/
jx1 � x2j2 :

Hence the A-type interaction yields

LV D � 1

2	

˚
e1�2v1 � e2�1v2

� � .x1 � x2/
jx1 � x2j2 : (35.14)

Similarly, we compute

2LS D �e1�2
2	

.x1 � x2/ � v2

jx1 � x2j2 C �1e2
2	

.x1 � x2/ � v1

jx1 � x2j2

� e2�1
2	

.x2 � x1/ � v1

jx1 � x2j2 C �2e1
2	

.x2 � x1/ � v2

jx1 � x2j2

D ��1e2
	

v1 � .x1 � x2/
jx1 � x2j2 C �2e1

	

v2 � .x1 � x2/
jx1 � x2j2



35 Topological Phases in Planar Electrodynamics 431

so that the �-type contribution gives

LS D � 1

2	

˚
�1e2v1 � �2e1v2

� � .v1 � x2/
jx1 � x2j2 : (35.15)

For equal charges and magnetic moments, we obtain .e1 D e2 D e; �1 D �2 D �/:

LV D LS D � e�
2	

.v1 � v2/ � .x1 � x2/
jx1 � x2j2 : (35.16)

Writing for the relative position x D x1 � x2, we finally arrive at

L2�body D 

	

x � Px
jxj2 ;  D e� : (35.17)

The appearance of the interaction term (35.17) is remarkable for the following
reason. One of the simplest field theory models showing the phenomenon of
fractional (“anyonic”) statistics consists of a commuting or anticommuting matter
field coupled to a U(1) Chern–Simons gauge field. These systems provide an
interesting laboratory for the investigation of fractional spin and statistics which,
in 2 C 1 dimensions, are possible due to the fact that the rotation group SO(2) is
Abelian and that the first homotopy group of the many-particle configuration space
is a braid group. Moreover, anyons of this type also made their appearance in the
theory of the fractional quantum Hall effect and of high-Tc superconductivity. To
capture the essence of the “anyonization” via Chern–Simons gauge fields it is not
really necessary to describe the matter sector by a (relativistic) field theory; for many
considerations it is sufficient to consider nonrelativistic point particles (of mass m
and charge e) whose dynamics is governed by the action

S D
Z

dt
NX

pD1

�m
2
Px2p C ePxp � A

�
t; xp.t/

� � eA0
�
t; xp.t/

�	C �CS (35.18)

with the Chern–Simons term

�CS D 1

2
�

Z
d3x "��%A�.x/@�A%.x/ : (35.19)

Since no Maxwell term is included in the gauge field action its only effect is to
change the statistics of the originally bosonic particles. It can be shown that, because
of the Chern–Simons term, each particle of charge e also carries a magnetic flux
˚ D �.e=�/. We can visualize these .2 C 1/-dimensional flux-carrying particles
as .3 C 1/-dimensional flux tubes (“solenoids”) cut by a plane perpendicular to
the magnetic field. When the world lines of two particles wind around each other,
due to the Aharonov–Bohm effect, their wave function will pick up a phase factor
expfie H A � dxg D expfie˚g D expf�ie2=�g. Since the exchange of two particles
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corresponds to one-half of a revolution of the particle around the other (followed by
a translation) the phase factor associated to it is exp.i/ with the “statistics angle”
 D �.e2=2�/: The origin of this phase is most easily understood if one eliminates
the gauge field from (35.18) by means of its equation of motion. One obtains the
following effective Lagrangian:

Leff D
X
P

m

2
Px2p �

e2

2	�

X
p<q

.xp � xq/ � .Pxp � Pxq/
jxp � xqj2 : (35.20)

More generally, whenever in some two-particle system, say, the interaction
Lagrangian contains a piece which has the form of the second term on the right-
hand-side of (35.20),

L D 

	

x � Px
jxj2 ; (35.21)

where x � x1 � x2 is the relative separation of the two-particles, an Aharonov–
Bohm-type phase will appear if one particle is moved around the other. Equa-
tion (35.21) yields, for a full circuit,

Z
dt L D 2

I
x � dx
2	jxj2 D 2 ; (35.22)

so that  is indeed the angle related to the exchange of the two particles. In
deriving (35.17) we have shown that, at low energies, particles with non-zero
charge and magnetic moment undergo a kind of “self-anyonization”. Without
explicitly introducing a Chern–Simons term, their effective Lagrangian contains
the term (35.17) which is of the form (35.21) with the “statistics angle” given by
 D e�.



Chapter 36
Path Integral Formulation of Quantum
Electrodynamics

Let us consider a pure Abelian gauge theory given by the Lagrangian

Lphoton D �1
4
F��F

��

D �1
4

�
@�A� � @�A�

�
.@�A� � @�A�/ (36.1)

or, after integration by parts,

Lphoton D �1
2


� �@�@�A��A� C �@�@�A��A��

D 1

2
A� Œg

��� � @�@��A� ; (36.2)

and therefore, the corresponding action is given by

S


A�
� D 1

2

Z
.dx/A�.x/ Œg

��� � @�@��A�.x/

D �1
2

Z
.dk/

.2	/4
QA�.k/



g��k2 � k�k�

� QA�.�k/ : (36.3)

The operator M��.k/ D �
g��k2 � k�k�

�
has no inverse, because it has eigenfunc-

tions k� with eigenvalues zero:

M��.k/k� D
�
k�k2 � k�k2

� D 0 : (36.4)
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This fact corresponds to the freedom of making a gauge transformation A�.x/ !
A�.x/C @�ƒ.x/ � Aƒ�.x/, and since S



A�
�
is gauge invariant, we have

S


A�
� D S

h
Aƒ�
i

: (36.5)

Now we want to quantize the gauge field via the path integral method. If we include
arbitrary field configurations A�.x/ in the path integral

Z 

dA�

�
eiSŒA�� (36.6)

we are integrating over too many redundant equivalent fields which make the
integral diverge. It is then our goal to select only one representative from every set
of gauge-equivalent potentials (orbits) which contribute to the path integral (36.6).
The idea is to fix a gauge such that f



A�
� D 0 is satisfied by only one A� in every

orbit, i.e., the gauge condition is such that the equation

f
h
Aƒ�
i
D 0 (36.7)

has a unique solutionƒ.x/ for given A�.

Example To select those fields which satisfy the Coulomb gauge, one considers
only such fields that fulfill f



A�.x/

� D @iAi.Ex/ � Er � EA D 0. Then Aƒi .Ex/ D
Ai.Ex/� @iƒ.Ex/ yields Er � EAƒ D 0 D Er � EA � Er2ƒ :

ƒ.Ex/ D
Z

d3Ex0 ErEx0 � EA.Ex0/
jEx � Ex0j :

In order to limit the fields in (36.6) to the ones that satisfy the condition (36.7), we
insert under the integral of (36.6) the unity 1. Corresponding to

R
df ı.f / D 1 we

have
Z
Œdf �

Y
x

ı
�
f
h
Aƒ�.x/

i	
D 1 : (36.8)

Changing to ƒ as integration variable yields

Z
Œdƒ��FP

h
Aƒ�
i
ı
�
f
h
Aƒ�
i	
D 1 : (36.9)

Here it is important to note that the (Fadeev–Popov) determinant �FP

h
Aƒ�
i
is

actually gauge invariant, i.e., independent of the gauge function ƒ, so that we are
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allowed to write (36.9) in the form

��1
FP

h
Aƒ�
i
D
Z
Œdƒ�ı

�
f
h
Aƒ�
i	

: (36.10)

That��1
FP

h
Aƒ�
i
is indeed gauge invariant follows from

��1
FP

h
Aƒ�
i
D
Z
Œdƒ0�ı

�
f
h
AƒCƒ0

�

i	

D
Z

dŒƒCƒ0�ı
�
f
h
AƒCƒ0

�

i	
D
Z
Œdƒ00�ı

�
f
h
Aƒ

00

�

i	
D ��1

FP



A�
�
:

Here we used Aƒ D A � @ƒ and

Aƒ
0 D A � @ƒ � @ƒ0 D A � @ �ƒCƒ0� D A � @ƒ00 :

Furthermore, it can be shown that

h
dAƒ�

i
D 
dA�� ; i.e.; det

 
ıAƒ�
ıA�

!
D 1

and of course S
h
Aƒ�

i
D S



A�
�
so that the vacuum persistence amplitude or

generating functional (with external sources) is given by

h0Cj0�iJ D ZŒJ�� D
Z
Œdƒ�

Z
ŒdA���FP

h
Aƒ�
i
ı
�
f
h
Aƒ�
i	

ei.SŒA��C
R
.dx/J�.x/A�.x//

D
Z
Œdƒ�

Z
ŒdA���FP



A�
�
ı
�
f


A�
��
ei.SŒA��C

R
.dx/J�A�/ :

(36.11)

The integral
R
ŒdA��.: : : / is independent of ƒ and

R
Œdƒ� D 1, i.e., independent of

J�. The infinite constant
R
Œdƒ� will be omitted in the future.

Hence, the correct path integral representation for pure gauge theories is given
by

ZŒJ�� D
Z
ŒdA���FPŒA��ı

�
f


A�
��
ei.SŒA��C

R
.dx/J�.x/A�.x// : (36.12)

Let us have a closer look at the Fadeev–Popov determinant in (36.10) in our Abelian
gauge theory. First of all we expand

f
�
Aƒ�.x/

	
D f

�
A�.x/� @�ƒ.x/

�

D f .A�.x// �
Z
.dy/

ıf .Aƒ.x//

ıA�.y/

ˇ̌
AƒDA

@y�ƒ.y/C : : :
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D f .A�.x//„ ƒ‚ …
D0

C
Z
.dy/@y�

�
ıf .A.x//

ıA�.y/

�
ƒ.y/C : : :

D
Z
.dy/M.x; y/ƒ.y/CO.ƒ2/ ;

where

M.x; y/ D @y�
ıf .A.x//

ıA�.y/
:

So we obtain

��1
FP ŒA�� D

Z
Œdƒ�ı

�
f
h
Aƒ�
i	
D
Z
Œdƒ�ı.Mƒ/ D 1

detM

or

�FPŒA�� D detM D eTr lnM : (36.13)

Examples

1. Coulomb or radiation gauge f .A/ D Er � EA D 0; f .A.x// D @iAi.x/ D 0.

M.x; y/ D @y�
ı

ıA�.y/
@iA

i.x/ D @�@iıi�ı.x� y/ D @i@i.Ex � Ey/

M.x; y/ D Er2ı.Ex � Ey/

2. Landau gauge @�A�.x/ D 0:
M.x; y/ D �ı.x � y/ so that�FPŒA� D det� D …k2.

Evidently, the Fadeev–Popov determinant is divergent, but independent of A�, and
can therefore be absorbed into the normalization constant.

Therefore we end up with

ZŒJ� D
Z
ŒdA�ı .f ŒA�/ ei.Seff ŒA�C

R
.dx/J�A�/

with

Seff ŒA� D �
Z
1

4
F��F

��.dx/� iTr lnM :
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Next we want to find the propagator functions for gauge bosons, i.e., for photons.
By way of example, we consider the generating functional in the Landau gauge
@�A�.x/ D 0:

ZLŒJ� D
Z
ŒdA�ı

�
@�A

�
�
ei
R
.dx/.� 1

4F��F
��CJ�A�/

with

ı
�
@�A

�
� D lim

˛!0
e

i
2˛

R
.dx/.@�A�.x//

2

: (36.14)

Hence we can write

ZLŒJ� D lim
˛!0

Z
ŒdA� exp

�
i
Z
.dx/

�
1

2˛
.@�A

�/.@�A
�/� 1

2


�.@�@�A�/A�

C .@�@�A�/A�
�C J�A�

��

D lim
˛!0

Z
ŒdA� exp

h
i
Z
.dx/

n
� 1

2˛
A�.@�@�A

�/C 1

2
A� Œg

��� � @�@��A�

C J�A�
oi

D lim
˛!0

Z
ŒdA� exp

�
i
Z
.dx/

�
1

2
A�

�
g��� � @�@�

�
1 � 1

˛

��
A� C J�A�

�

D lim
˛!0

Z
ŒdA� exp

2
6664�

i

2

Z
.dx/

8̂
ˆ̂<
ˆ̂̂:
A�

�
�g���C@�@�

�
1� 1
˛

��
A�

„ ƒ‚ …
DJ�

�2J�A�

9>>>=
>>>;

3
7775 :

ZLŒJ� D lim
˛!0

e� i
2

R
.dx/.dy/J�.x/D

��

C
.x�yj˛/J�.y/ : (36.15)

Result: To get rid of the problems that arise through the gauge freedom, one has
to change the normalization of the generating functional and add an extra term in
the Lagrangian

L D �1
4
F��F�� � 1

2˛
.@�A

�/2 : (36.16)

˛ is called the gauge-fixing parameter. Instead of requiring gauge freedom, one
requires that formulas following from (36.16) do not depend on ˛.
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The propagation function contained in (36.15) is given by

D��C .x � yj˛/ � hxj
�
�g���C @�@�

�
1 � 1

˛

���1
jyi

or

�
�g���C @�@�

�
1 � 1

˛

��
DC��.x � yj˛/ D ı.x � y/

�
�g���C @�@�

�
1 � 1

˛

��Z
.dk/

.2	/4
DC��.kj˛/eik.x�y/ D

Z
.dk/

.2	/4
eik.x�y/ ;

so that in momentum space

�
�k2g�� C k�k�

�
1 � 1

˛

��
DC��.kj˛/ D 1 :

Thus, the photon propagator is given by

DC��.kj˛/ D
�g�� C k�k�

k2
.1 � ˛/

k2 C i�
: (36.17)

Proof

�
�k2g�� C k�k�

�
1 � 1

˛

��
1

k2 C i�

�
�g�� C k�k�

k2
.1 � ˛/

�
D

D 1

k2 C i�

�
k2g�� � .1 � ˛/k�k� �

�
1 � 1

˛

�
k�k� C k�k�.1 � ˛/

�
1 � 1

˛

��

D 1

k2 C i�
k2g��

�!0���! g�� :

Altogether

DC��.x � yj˛/ D �
Z

.dk/

.2	/4
eik.x�y/

g�� � k�k�
k2
.1 � ˛/

k2 C i�
(36.18)

where ˛ D 0 is called the Landau gauge

DLC��.x � y/ D �
Z

.dk/

.2	/4
eik.x�y/

g�� � k�k�
k2

k2 C i�
(36.19)



36 Path Integral Formulation of Quantum Electrodynamics 439

and ˛ D 1 denotes the photon propagator in the Feynman gauge

DFC��.x � y/ D �
Z

.dk/

.2	/4
eik.x�y/ g��

k2 C i�
(36.20)

or

DLC��.k/ D
k�k�
k2
� g��

k2 C i�
; DFC�� D �

g��
k2 C i�

: (36.21)

So, with immense effort, we have derived the customary QED propagator for the
photon.

So far we have taken the vacuum fluctuations of the photon field into account.
Now we want to add a classical background field so that the total potential consists
of two parts:

Atotal
� .x/ D A�.x/C a�.x/ :

Here, a�.x/ denotes the fluctuations of the quantized photon field. Previously this
field was called A�.x/! Here, A�.x/ stands for an external classical field. If we
calculate the effective action, or equivalently, the vacuum persistence amplitude in
presence of the photonic and fermionic fluctuations, we have to integrate over the
. ; N ; a/ fields:

h0Cj0�iA D
Z
Œd d N da� exp

�
i
Z
.dx/

�
La � N 

�
1

i

 � @� e
 � A � e
 � aC m

�
 

��
(36.22)

with the photon kinetic term

La D �1
4
F��F

�� CLgf ; F�� D @�a� � @�a�; (36.23)

where Lgf is the gauge-fixing term. The integral (36.22) can be further evaluated
using the following trick: One adds a (source) term j�a� to the Lagrangian and
represents the a� field in the interaction term N 
�a� by a� ! 1

i
ı
ıj�

.
Of course, at the end, one has to set j� D 0. This leads to

h0Cj0�iA D
Z
Œda�

Z
Œd d N �

� exp

�
�i
Z
.dx/ N 

�
1

i

 � @� e
 � A � e
�

1

i

ı

ıj�.x/
C m

��
(36.24)
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� exp

�
i
Z
.dx/



La C j�a�

�� jjD0 (36.25)

D
Z
Œda� det

�
1

i

 � @ � e
 � A � e
�

1

i

ı

ıj�
C m

�

� exp

�
i
Z
.dx/



La C j�a�

�� jjD0 : (36.26)

The last integral
R
.dx/



La C j�a�

�
has the structure

R
.dx/



1
2
a�
�
D�1C

���
a�Cj�a�

�
with D��C being the photon propagator in the gauge specified by Lgf . Indeed, we
calculated this integral already before with the result (36.15).

So we end up with

h0Cj0�iA D det

�
1

i

 � @ � e
 � A � e
�

1

i

ı

ıj�
Cm

�
exp

�
i

2
jDCj

�
jjD0 ;

(36.27)
where we use a compact matrix notation,

jDCj �
Z
.dx/.dy/j�.x/D

��
C .x � y/j�.y/ : (36.28)

At this point it is convenient to use the following identity, which is valid for any
sufficiently differentiable functional F:

F

�
1

i

ı

ıj

�
e

i
2 jDC j D e

i
2 jDCje� i

2
ı
ıJ DC

ı
ıJ FŒJ�jJDDCj : (36.29)

Again J D DCjmeans J�.x/ D
R
.dy/DC��.x� y/j�.y/, etc. Thus, (36.27) becomes

h0Cj0�iA D exp

�
i

2
jDCj

�
exp

�
� i

2

ı

ıJ
DC

ı

ıJ

�

det

�
1

i

 � @ � e
 � A � e
 � J Cm

�
jjD0 : (36.30)

At this point we use

exp
�
iW.1/ŒA�

� D
Z
Œd d N � exp

�
�i
Z
.dx/ N 

�

�
�
1

i
@� � eA�

�
C m

�
 

�

D det

�

�
�
1

i
@� � eA�

�
C m

�
D det

�
GCŒA��1

�
: (36.31)
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This gives

W.1/ŒA� D �i ln det �GCŒA��1
�

D i ln det .GCŒA�/

D iTr lnGCŒA� ; (36.32)

where we used the (formal) identity det.expG/ D exp.TrG/. Because action
functionals are defined up to a constant, we exploit this freedom to replace (36.32)
by

W.1/ŒA� D iTr lnGCŒA� � iTr lnGCŒ0� D iTr ln

�
GCŒA�
GCŒ0�

�
: (36.33)

Making use of (36.31), we obtain for (36.30)

NV � h0Cj0�iA D exp

�
� i

2

ı

ıJ
DC

ı

ıJ

�
exp

�
iW.1/ŒAC J�

� jJD0 : (36.34)

This compact formula contains radiative corrections to NV of arbitrary order on a
single fermion loop which one can calculate perturbatively, i.e., by expanding the
left exponential function. If one only takes the zeroth term of the series into account,
one gets precisely back

h0Cj0�i D eiW
.1/ŒA� D e

�Tr ln
� G

C
ŒA�

G
C
Œ0�

	
D ei

R
.dx/L .1/.x/ : (36.35)

Tr indicates the traces both in spinor and configuration space. Formula (36.32) is
the one-loop effective action, i.e., the effective Lagrangian introduced in (36.35) is
the formal expression for the effect which an arbitrary number of “external photon
lines” (external classical electromagnetic fields) can have on a single fermion loop.



Chapter 37
Particle in Harmonic E-Field E.t/ D E sin!0t;
Schwinger–Fock Proper-Time Method

Since the Green’s function of a Dirac particle in an external field, which is described
by a potential A�.x/, is given by

�

 �
�
1

i
@ � eA

�
C m

�
G.x; x0jA/ D ı.x � x0/ (37.1)

the Green operator GCŒA� is defined by

.
…C m/GC D 1 ; …� D p� � eA�

or

GC D 1


…Cm � i�
; � > 0

D 
… � m

.
…/2 �m2 C i�
D �
…C m

m2 � .
…/2 � i�

D .�
…C m/ i
Z 1

0

ds exp
h
�is

�
m2 � .
…/2

	
� �s

i
�!0

:

This expression is needed in

i
ıW.1/ŒA�

ıA�.x/
D e tr
 Œ
�GC .x; xjA/� : (37.2)

One can show that the ansatz

iW.1/ D i
Z
.dx/L .1/ D �1

2

Z 1

0

ds

s
e�ism2 Tr

h
eis.
…/

2
i

(37.3)
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fulfills equation (37.2). One can therefore write the unrenormalized Lagrangian

L .1/ D i

2
tr
Z 1

0

ds

s
e�ism2hxjeis.
…/2 jxi C const. (37.4)

Let us write (37.3) in the form

iW.1/ŒA� D �1
2

Z 1

0

ds

s
e�ism2 Tr fŒU.s/� U0.s/�C ctg (37.5)

where

U0.s/ D eis@
2

U.s/ D eis.
…/
2 D eis.�…2C e

2 ���F
��/

V.s/ D U�1
0 .s/U.s/ D U0.�s/U.s/ D e�is@2eis.�…2C e

2 ���F
��/ :

V.s/ satisfies the differential equation

�i @
@s

V.s/ D e�is@2
h
�…2 � @2 C e

2
�F
i
eis@

2

V.s/

D e�is@2
�
�
�
�@2 � e

�
1

i
@AC A

1

i
@

�
C e2A2

�
� @2 C e

2
�F

�
eis@

2

V.s/

D e�is@2
�
@2 C e

�
1

i
@AC A

1

i
@

�
� e2A2 � @2 C e

2
�F

�
eis@

2

V.s/

D e�is@2Qeis@
2

V.s/ D U�1
0 .s/QU0.s/V.s/ D U�1

0 .s/QU.s/

where

Q WD �e2A2 C e .pAC Ap/C e

2
�F :

The corresponding integral equation, incorporating the boundary condition V.0/ D
1, is

V.s/ D 1C i
Z s

0

ds0U�1
0 .s

0/QU0.s0/V.s0/; U D U0V

U.s/ D U0.s/C iU0.s/
Z s

0

ds0U�1
0 .s

0/QU.s0/ :
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Iterating

U.s/ D U0.s/C iU0.s/
Z s

0

ds0U�1
0 .s

0/QU0.s0/

C i2U0.s/
Z s

0

ds0U�1
0 .s

0/Q
Z s0

0

ds00U0.s0/U�1
0 .s

00/QU0.s00/C : : : :

Using U0.s1/U0.s2/ D U0.s1 C s2/ and U0.�s/ D U�1
0 .s/ we obtain

Tr ŒU.s/� D Tr ŒU0.s/�C isTr ŒU0.s/Q�

C i2
Z s

0

ds1

Z s1

0

ds2 Tr ŒU0.sC s2 � s1/QU0.s1 � s2/Q�C : : : :

The contribution of Tr ŒU0.s/� D Tr eis@
2
is independent of A� and hence to be

dropped as the unwanted additive constant in (37.5).
Calling t D s1 � s2;

R s1
0
ds2 !

R s1
0

dt, we can replace
R s
0
ds1

R s1
0

dt byR s
0
dt
R s
t ds1 !

R s
0
dt.s� t/:

Tr ŒU.s/� D isTr ŒU0.s/Q�„ ƒ‚ …
A

C i2
Z s

0

dt.s � t/Tr ŒU0.s � t/QU0.t/Q�
„ ƒ‚ …

B

C : : : :

(37.6)

As an explicit example we take

A� D .0; 0; a cos!0t; 0/
� D 3 W A3.t/ D a cos!0t

F�� D @A�
@x�
� @A�
@x�

; F03 D �E; F03 D E

F03 D @A3
@x0
D @A3

@t
D �a!0 sin!0t D �E.t/

E.t/ D a!0 sin!0t; E.t/ D �@A
@t�

1

i
@�A�

�
D Œp;A� D 1

i
@�A� D

�D3

1

i
@3A3.t/ D 0 W pA D Ap

X
�;�

���F�� D �03F03 C �30F30 D 2�03F03 D �2�03E.t/

D �2�03a!0 sin!0t
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) Q D 2eA� 1
i
@� C e

2
���F�� � e2A2

D
�D3
�2ieA3.t/@3 � e�03E.t/ � e2A2 :

With this information we can begin with the calculation of the first trace in
Eq. (37.6):

A D isTr ŒU0.s/Q� D is
Z
.dx/ tr
 hxjU0.s/Qjxi

D is
Z
.dx/ tr


X
p

hxjpihpjU0.s/Qjxi

hpjU0.s/Qjxi D �hpjeis@2
�
2ieA3@3 C e�03EC e2A23

� jxi
D �e�isp2hpj � 2eA3 1

i
@3 C e�03E C e2A23jxi

tr
 ���D0D �e�isp2
�
p3hpj � 2eA3jxi C hpje2A23jxi

�

tr
 Œ1� D 4; �2eA3p3 D �2ep�ı�3A3;
Z
.dp/p�e

�isp2 D 0; odd in p :

hxjpi D 1

.2	/2
eipx;

Z
.dp/e�isp2 D 	2

is2

A D �4is
Z
.dx/

Z
.dp/e�isp2hxjpihpjxie2A23

D �4is
Z
.dx/

�
1

.2	/4
	2

is2

�
e2 .A3.t//

2

D �4e
2	2

s

Z
.dx/

.2	/4
.A3.t//

2

D �4e
2	2

s

Z
d3Ex
.2	/4

Z
dx0 .A3.t//

2 ; x0 D t

A3.t/ D
Z

d!e�i!t QA3.!/ W
Z

.dx/

.2	/4
.A3.t//

2 D
Z

d3Ex
.2	/4

Z
d!
ˇ̌ QA3.!/ˇ̌2

A D �4e
2	2

s

Z
d3Ex
.2	/4

Z
d!
ˇ̌ QA3.!/ˇ̌2

D �4e
2	2

s

V

.2	/4

Z
d!
ˇ̌ QA3.!/ˇ̌2 (37.7)
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QA3.!/ D 1p
2	

Z
dtei!ta cos!0t

D a

2

p
2	 Œı.! C !0/C ı.! � !0/�

QA3.!/ D QA3.�!/ D QA�
3 .!/

�@A3.t/
@t
D E.t/ W i! QA3.!/ D QE.!/ D i!

a

2

p
2	 Œı.! C !0/C ı.! � !0/�

QE.!/ D �QE.�!/ D QE�.!/

A D �4e
2	2

s

V

.2	/4

Z 1

�1
d!

1

!2

ˇ̌ QE.!/ˇ̌2 :

The second term .B/ in (37.6) yields, up to a quadratic A-dependence the sum of

C D i2e2
Z s

0

dt.s� t/Tr
h
ei.s�t/@2.�i/ .@3A3 C A3@3/ e

it@2.�i/ .@3A3 C A3@3/
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D D i2
� e
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	2 Z s
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ei.s�t/@2 .� � F/ eit@2 .� � F/

i
:

C D 16e2
Z s
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dt.s� t/
Z
.dp/.dp0/.dx/.dx0/e�i.s�t/p2 .�p23/

� hpjxiA3.x0/hxjp0ie�itp0
2 hp0jx0iA3.x00/hx0jpi

D �16e
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D � 16e
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Z
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Z
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2
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2

R C1
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2
s.1 � v/ : This leads to
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V
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4
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Z
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�
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� i
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s
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s

2
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D �isEp2 C is.p0/2 � is!p0 � isv!p0 C i
s

2
!2.1C v/ :

)
Z

d3Epe�isEp2p23 D
Z
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Z
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ˇ̌ QA3.!/ˇ̌2 eis.1�v2/ !24 :
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Integration by parts yields:

1

2

Z 1

�1
dv.1 � �v
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/eis.1�v2/

!2

4 D 1

2
� 2 � 1

2
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�
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4
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4e2	2
V

.2	/4
1

s

Z
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canceling exactly A in (37.7).
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remainder of C D ie2	2
V

.2	/4

Z 1

�1
dvv2

Z
d!!2

ˇ̌ QA3.!/ˇ̌2 eis.1�v2/ !24

D ie2	2
V

.2	/4

Z 1

�1
dvv2

Z
d!

ˇ̌ QE.!/ˇ̌2 eis.1�v2/ !24 :

D D i2
Z s

0

dt.s � t/Tr
h
ei.s�t/@2 e

2
� � Feit@2 e

2
� � F

i

D �1
4
e2
s2

4

V

.2	/4

Z 1

�1
dv.1 � v/

Z
d! tr


�
� � QF.!/� � QF.�!/�

�
Z

d3Epdp0eisEp2eisŒ.p0/2�!p0.1Cv/�ei s2 .1Cv/!2

D � 1
16

e2s2
V

.2	/4

Z 1

�1
dv.1 � �v

odd in v
/

�
Z

d! tr

�
� � QF.!/� � QF.�!/� .�i/	2

s2
eis.1�v2/

!2

4

�D �ie2	2 V

.2	/4

Z 1

�1
dv
Z

d!
ˇ̌ QE.!/ˇ̌2 eis.1�v2/ !24 :

Where in  one uses tr

�
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Extract and isolate the log-divergence by integration by parts:
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(37.8)

Substituting v D
q
1 � 4m2

M2 ; e2 D 4	˛:

Z 1

0

dv
v2
�
1 � v2

3

	

m2 � !2

4
.1 � v2/

D 4	

˛

Z 1

.2m/2
dM2 ˛

3	M2

�
1C 2m2

M2

�r
1 � 4m

2

M2„ ƒ‚ …
DWa.M2/

1

�!2 CM2 � i�

) iW.1/
reg: D ie2	2

V

.2	/4

Z 1

�1
d!

ˇ̌ QE.!/ˇ̌2 !2
2

4	

˛

Z 1

.2m/2
dM2a.M2/

� 1

�!2 CM2 � i�



37 Particle in Harmonic E-Field E.t/ D E sin!0t; Schwinger–Fock Proper-Time. . . 451

using lim�!0
1

x�x0˙i� D P 1
x�x0

 i	ı.x � x0/ :
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2C 4m2

!2

�r
1 � 4m

2

!2

with
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ImW.1/ D 16	4˛TV
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3
!20

�a
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	2 �
1C 2m2

!20

�s
1 � 4m

2

!20
: (37.9)

and with !0a D E; E.t/ D E sin!0t

ImL .1/ D ˛

24
E2
�
2C 4m2

!20

�s
1� 4m

2

!20
‚
�
!20 � 4m2

�
:

Let us return to the effective action given in Eq. (37.8):

W.1/ D e2	2

2.2	/4
V
Z 1

�1
d!

ˇ̌ QE.!/ˇ̌2 !2
Z 1

0

dv
v2 � v4

3

m2 C !2

4
.v2 � 1/ ; (37.10)

which is graphically shown in Fig. 37.2.
We want to compute the last integral. The result will depend on the ratio !2

4m2
.

For !2 > 4m2 the integrand has a pole between zero and one. Hence W.1/ gets an

imaginary part, which for our former
ˇ̌ QE.!/ˇ̌2 should result in formula (37.9). For

!2 < 4m2 we should find the real part of W.1/. Let us prove these statements. We
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begin with (37.10) and rewrite the v-integral in the following way:
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�
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For !2 < 4m2 we obtain
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:

For !2 > 4m2 there exists a pole in the interval Œ0; 1�:
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(37.11)

D lim
�!0

0
B@�1

2
ln

q
1 � 4m2

!2
C vq

1 � 4m2

!2
� v

ˇ̌
ˇ̌vD

r
1� 4m2

!2
��

vD0
� 1
2
ln
v C

q
1 � 4m2

!2

v �
q
1 � 4m2

!2

ˇ̌
ˇ̌vD1

vD
r
1� 4m2

!2
C�

1
CA

� 1q
1 � 4m2

!2

C i	
1

2

q
1 � 4m2

!2



37 Particle in Harmonic E-Field E.t/ D E sin!0t; Schwinger–Fock Proper-Time. . . 453

Fig. 37.1 Path in the
complex plane used in (37.11)
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2

q
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where in ./ we integrate along the path shown in Fig. 37.1. Altogether we obtain
the following result:
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C
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r
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!
‚
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(37.12)

With these results we arrive at the following formulae:

ImW.1/ D e2	3

3

V

.2	/4

Z
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�
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!2
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‚
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(37.13)
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‚
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(37.14)
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m

Fig. 37.2 Dependence of the real and imaginary parts of the effective Lagrangian on frequency
for a harmonic electric field: E.t/ D E sin.!0t/. Units are given in brackets

The real part of the Lagrangian is then given by (using E.t/ D a!0 sin!0t �
E sin!0t):

ReL .1/ D ˛

12	
a2!20„ƒ‚…
DE2

�
5

3
C 4m2

!20
�
�
2m2

!20
C 1

�

�
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:
q

4m2

!20
� 1 � 2 arcsin !0

2m

i
; 4m2 > !20q

1 � 4m2

!20
� 2Artanh

q
1 � 4m2

!20

i
; 4m2 < !20

; (37.15)

which is graphically represented in Fig. 37.2.
This frequency-dependent real part causes a polarization of the quantum vacuum.

This can be seen as follows. Since the action can be expressed according to

W D 1

2
E2 CW.1/ D 1

2
V
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D 1

2
V
1

2	

Z
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d!d!0 QE.!/ QD.!0/e�it.!C!0/

D 1

2

Z
d!d!0 QE.!/ QD.!0/ı.!0 C !/

D 1

2
V
Z

d! QE.!/ QD.�!/
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Since the frequency-dependent dielectric constant � is given by

QD.!/ D �.!/ QE.!/
we obtain from (37.14):
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� 2Artanh

q
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!2
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For !2 < 4m2 we can expand arcsin !
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q
4m2

!2
� 1:
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	3 C 3
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from this follows

�.!/ D 1C ˛

3	

�
� � � C

�
�1
3
� 3

40
C 1C 1

12
C 1

8

�� !
2m

	2 C : : :
�

�.!/ D 1C ˛

3	

4

5

!2

4m2
.! < 2m/; �.0/ D 1 :

The approximation used in (37.14) is justified since the frequency for 2m, two rest
masses of the electron, corresponds to ! D 2mc2

„ � 1:6 � 1021ŒHz�, while the
frequency for alternating currents is limited to ! < 10ŒHz�. Hence it is completely
hopeless to try to measure the vacuum polarization induced effect in such a high-
frequency experiment. The situation changes completely when we use the same
formulation to compute the contribution to the energy of an electron moving in
a Coulomb field which is modified by the vacuum polarization due to virtual pair
production.Here, the 2S 1

2
and 2P 1

2
levels, degenerate by the Dirac theory, are shifted

relative to each other, with the S level lowered. This is the famous Uehling frequency
shift � D 27mc/s. Together with the much bigger Lamb shift of about 1000mc/s,
this convincingly demonstrates the importance of the vacuum polarization effect.
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