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Supervisor’s Foreword

Research into graphene started in 2005, following the discovery that a single
monolayer of graphene could be separated out simply using a scotch tape-induced
mechanical exfoliation of natural (but high quality) graphite raw material. The
magnificent properties of graphene were first revealed by the inspiring and fecund
theoretical analogy between hypothetical properties of relativistic particles (pre-
dicted but never observed, such as the Klein tunnelling) and the low-energy exci-
tations in graphene, formally described as massless Dirac fermions (with a new
quantum degree of freedom, namely the pseudospin). Many other unconventional
and spectacular transport properties have been revealed during the past decade,
including (to cite the most salient ones) weak antilocalization driven by the pseu-
dospin degree of freedom, absence of strong localization and minimum conduc-
tivity, the half-integer quantum Hall effect, quantum Hall ferromagnetism, and the
observation of the Hofstadter’s butterfly for graphene deposited on boron nitride
substrate. The simplicity (and beauty) of the graphene honeycomb lattice structure
is in sharp contrast to the endless richness of fascinating transport phenomena,
which today are still undergoing in-depth exploration.

On the other hand, the nature of disorder in such a peculiar two-dimensional
material is manifold, and although charge transport in graphene is robust to a wide
class of surrounding imperfections such as mechanical deformations, nearby
charged impurities, or surface adsorbed (light) atoms, there exists another large
category of defects which causes much more damage to the remarkable massless
Dirac fermion transport physics. But beyond a simple transition to a bad conductor
upon disordering, “more damaged” graphene can also exhibit unprecedented
transport features especially when defects create low-energy impurity resonances
which, given their real space long-range character, usually provoke new percolation
paths for unconventional transport. This is particularly manifest in the high mag-
netic field regime, where exotic transport features appear in the phase diagram
of the quantum Hall effect, or upon surface segregation of heavy ad-atoms (such as
indium or thallium), which locally strongly enhances spin–orbit interaction, and by
proximity effects that generate local energy bandgaps and frontier chiral states.
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Additionally, quantifying the impact of disorder on charge mobilities and gra-
phene device characteristics is essential for developing future graphene applications
in flexible and transparent electronics, long-life batteries, or spintronics. Graphene
spintronics actually stands as a particularly promising and challenging topic, as
evidenced by the efforts of 2007 physics Nobel laureate Albert Fert, who is par-
ticularly active in the field, claiming that graphene is the perfect material for
developing lateral spintronics and integrating novel types of non-charge-based
information processing technologies, with hope for “a second spintronic revolu-
tion” after the discovery of giant magnetoresistance and its massive impact on
storage technologies. This belief is shared by a pool of European researchers, who,
together with Professor Fert, are engaged in the graphene spintronics workpackage
of the Graphene Flagship EU-project, aiming to realize this visionary prediction
(graphene-flagship.eu/).

Dinh Van Tuan has joined this adventure of the exploration of the fundamentals
of charge and spin transport in disordered graphene in 2011, and has focused his
Ph.D. on developing new theoretical methodologies to scrutinize the transport
properties in large-scale models of disordered graphene, paying particular attention
to fundamental defects such as grain boundaries in polycrystalline graphene,
structural defects (often encountered in reduced graphene oxides), or various types
of adsorbed ad-atoms (such as transition metal atoms or heavy atoms such as
thallium). He has successfully, technically integrated spin–orbit interaction in the
formalism of time-dependent evolution of wavepackets in real space, which has
provided essential information about peculiarities of the spin dynamics of massless
Dirac fermions.

The endeavor accomplished by Dinh, as evidenced by this high-quality thesis,
has resulted in an outstanding piece of work, which has been acknowledged by
many publications in high-impact journals, starting with the 2014 publication in
Nature Physics of the discovery of an unprecedented mechanism for spin relaxation,
unique to graphene and driven by spin/pseudospin entanglement (D. Van Tuan
et al., Nature Physics, 10, 857–863 (2014)). This theoretical work shines new light
on experimental controversies and has allowed us to revisit our understanding of
spin transport phenomena in graphene-related materials, by demonstrating how
weak spin–orbit interaction driven by transition metal ad-atoms could induce a
complex spin and pseudospin dynamics at the origin of unique spin decoherence
and relaxation effects.

The findings not only establish a more solid foundation for spin dynamics of
massless Dirac fermions, but also open inspiring avenues towards the manipulation
of the spin degree of freedom (by acting on pseudospin) and the realization of
spin-based information processing technologies. A massive scientific impact of this
work is thus expected, and the adventurous spirit and hard work of Dinh have been
essential in this accomplishment. This thesis also presents several other high-level
scientific results such as the impact of various types of defects on quantum transport
in graphene, and particularly the effect of polycrystalline morphology on charge
mobility (with the discovery of a new transport scaling law). Taken as a whole, it
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provides guidance and inspiration for current and future experimental work, with a
likely collateral impact on the improvement of graphene device engineering and
applications of graphene materials.

Barcelona Prof. Stephan Roche
April 2015
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Abstract

This thesis is focused on modeling and simulation of charge and spin transport in
two-dimensional graphene-based materials as well as the impact of graphene
polycrystallinity on the performance of graphene field-effect transistors. The Kubo–
Greenwood transport approach has been used as the key method to carry out
numerical calculations for charge transport properties. The study covers a wide
range of disorders in graphene, from vacancies to chemical adsorbates on grain
boundaries of polycrystalline graphene, and takes into account important quantum
effects such as quantum interference and spin–orbit coupling effects. For spin
transport, a new method based on the real space order O(N) transport formalism is
developed to explore the mechanism of spin relaxation in graphene. A new spin
relaxation phenomenon related to spin/pseudospin entanglement is unveiled and
could be the main mechanism at play governing fast spin relaxation in ultra-clean
graphene.
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Chapter 1
Introduction

Graphene, an atomic monolayer of carbon atoms arranged into a honeycomb lattice,
is a fascinating and unique system. It is an extreme 2D condensed matter system
where the charge carrier dynamics can be described as quasi-relativistic particles
with zero effective carrier mass and the transport properties are governed by the
Dirac equation, whereby their mobilities have unprecedentedly large values. Many
of the interesting properties in graphene result from these characteristics which are
analogous to those of relativistic, massless fermions. During the past ten years after
its discovery, graphene has attracted a great attention. Ever since, numerous unique
electrical, optical, and mechanical properties of graphene have been discovered such
as optical transparence, high strength and stiffness, Klein tunneling, half-integer
quantum Hall effect (QHE), weak antilocalization (WAL), etc. However, disorders
are unavoidable factors that affect transport properties of graphene and it is crucial
to study their detrimental effects to have a comprehension of real graphene samples.

Moreover, in order to develop technology and application based on graphene the
integration of thematerial at wafer scale ismandatory. The chemical vapor deposition
(CVD) growth technique is the best candidate for achieving a combination of high
structural quality and wafer-scale growth. However, the resulting CVD graphene is
polycrystalline graphene (Poly-G) [1–4], formed by many single-crystal grains with
different orientations [5]. In order to accommodate the lattice mismatch between
misoriented grains, the graphene grain boundaries (GGBs) in Poly-G are made up of
a variety of non-hexagonal carbon rings,which can act as a source of scattering during
charge transport. The properties of Poly-G are therefore dictated by their grain size
and by the atomic structure at the grain boundaries (GBs). Effects of structural defects
on the electronic, mechanical and transport properties of graphene have recently been
analyzed theoretically [6, 7]. Moreover, several theoretical studies have reported on
the effect of a single GB on electronic [8, 9], magnetic [10], chemical [11], and
mechanical [12–14] properties of graphene. However, very few studies [11, 14] have
discussed more complex forms of GBs (not restricted to infinite linear arrangements
of dislocation cores), which would better correspond to the experimentally observed
structures [5, 15, 16]. Furthermore, because of experimental challenges only a few
experimental works [17] have systematically investigated the impact of GBs on
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2 1 Introduction

electronic transport, mainly confirming the reduced conductivity as compared to
single-crystalline samples. Very recent electrical measurements on individual GBs in
CVD-graphene also reported that a good interdomain connectivity is a fundamental
geometrical requirement for improved transport capability [18]. However, to date
little is known about the global contribution of complex distributions of GBs to
measured charge mobilities [19]. Therefore, to understand the large-scale electrical
transport properties of Poly-G, it is important to perform a detailed exploration of
the role played by the GBs.

In regards to the potential of graphene for spintronics, the extremely small intrinsic
spin-orbit coupling (SOC) of graphene and the lack of hyperfine interaction with the
most abundant carbon isotope have led to intense research into possible applications
of this material in spintronic devices with the anticipated possibility of transporting
spin information over very long distances [20–22]. However, the spin relaxation
times are still found to be orders of magnitude smaller than initially predicted [23–
27], while the major physical process for spin equilibration and its dependence on
charge density and disorder remain elusive. Experiments have been analyzed in terms
of the conventional Elliot-Yafet (EY) and Dyakonov-Perel (DP) processes, yielding
contradictory results. Recently, a mechanism based on resonant scattering by local
magneticmoments has also been proposed [28] but contains toomany free parameters
and does not solve the controversial results reported experimentally [29].

In 2005, the quantum spin Hall (QSH) state was predicted in graphene by Kane
and Mele [30]. The Kane and Mele model is two copies of the Haldane model [31]
such that the spin up electron exhibits a chiral integer QHE while the spin down
electron exhibits an anti-chiral integer QHE. This novel electronic state of matter
is gapped in the bulk and supports the transport of spin and charge in gapless edge
states that propagate at the sample boundaries. The edge states are insensitive to
disorder (which does not break time reversal symmetry) because their directionality
is correlated with spin. However, this beautiful state is unobservable in graphene due
to weak SOC in intrinsic graphene. A solution for this problem is endowing graphene
with certain heavy adatoms such as thallium or indium [32], but to date the clustering
effect of these adatoms make the QSH state seem to jeopardize its observation.

The purpose of this thesis is to address above problems. The thesis is organized
into 6 chapters and 2 appendices. The contents are developed as follows:

This chapter gives the purpose of this thesis andoverviews the problemsof interest.
The content of each chapter in this thesis is also mentioned in this introductory
chapter.

Chapter2 presents the electronic and transport properties of clean graphene. In
this chapter the linear band structure of graphene is derived, and some special charac-
teristics of Dirac fermions such as chirality, zero effective mass, etc. are mentioned.
The chapter also covers the literature of electronic transport and spin transport in
graphene. In this later part, spin-orbit interactions are derived and their modifications
on the Dirac band structure are reviewed. The final part of this chapter is devoted to
a discussion on the discrepancy of experimental and theoretical results concerning
spin relaxation in graphene. Two mechanisms for spin relaxation in graphene, EY
and DP, are also derived.

http://dx.doi.org/10.1007/978-3-319-25571-2_2
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Chapter3 briefly overviews the Kubo-Greenwood transport formalism which is
extensively used in this thesis. In this chapter, two different approaches are discussed
namely, the semiclassical and quantum approaches, which lead to the Einstein rela-
tion for conductivity. The real space transport method for the Kubo conductivity
calculation is also introduced. An extension of real space order O(N ) transport for-
malism is developed to study spin transport in the realistic system.

Chapter4 focuses on the electronic transport properties of disordered graphene.
The transport properties are studied with gradually increasing disorder, from point
defects in graphene with vacancies to line defects in Poly-G and finally to the
extremely disordered form of graphene, amorphous membranes of sp2 graphene.
The studies are systematically concentrated on different aspects of graphene in per-
spectives of applications.

Chapter5 deals with the graphene spin relaxation problems. In this chapter we
point out the limitations of EY and DP mechanisms for graphene, and we propose a
new mechanism driven by the entanglement between spin and pseudospin quantum
degree of freedoms, which governs the fast spin relaxation close to Dirac point in
graphene. At the end of this chapter, we explain the difficulty of observing the QSH
effect in graphene when depositing heavy adatoms. The natural clustering trend of
such adatoms weakens the SOC effect which is a crucial factor of the formation of
topological edge state. The chapter also reports the formation of a robust metallic
state which is related to the enhanced percolation of propagating states between
islands.

Chapter6 summarizes the thesis and suggests some opening directions for the
near future.
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Chapter 2
Electronic and Transport Properties
of Graphene

2.1 Introduction

Graphene has received a great attention since it was first isolated by Nobel Laureates
Konstantin Novoselov and Andre K. Geim in 2004. The reason for such excitement
is that graphene is the first truly 2D crystal ever observed in nature and possesses
remarkable electrical, chemical and mechanical properties. Furthermore, electrons
in graphene show a quasi-relativistic behavior, and the system is therefore an ideal
candidate for the test of quantum field-theoretical models that have been developed
in high-energy physics. Most prominently, electrons in graphene may be viewed
as massless charged fermions existing in 2D space, particles that one usually does
not encounter in our three-dimensional world. Indeed, all massless elementary par-
ticles, such as photons or neutrinos, happen to be electrically neutral. Graphene is
therefore an exciting bridge between condensed matter and high-energy physics,
and the research on its electronic properties unites scientists with various thematic
backgrounds.

Graphene is also an attractive material for spintronics due to the theoretical pos-
sibility of long spin lifetimes arising from low intrinsic SOC and weak hyperfine
interaction [1]. However, Hanle spin precession measurements and non-local spin
valve geometry have reported spin lifetimes that are orders of magnitude shorter
than expected theoretically [2–5]. Several studies have investigated spin relaxation
including the roles of impurity scattering [5] and graphene thickness [6] and spe-
cially, ferromagnet contact-induced spin relaxation was predicted to be responsible
for the short spin lifetimes observed in experiments [7]. However, these explanations
have not given a satisfying answer for the discrepancy between theoretical results
and experimental data. This has prompted theoretical studies of the extrinsic sources
of spin relaxation such as impurity scattering [8], ripples [1], and substrate effects
[9]. The problem remains however still puzzling and unsolved.

In this chapter, we will briefly review some theoretical and experimental results
about fundamental electric and spin transport properties of graphene. Firstly, we
will derive graphene band structure and massless Dirac equation for graphene in
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6 2 Electronic and TransportProperties of Graphene

Sect. 2.2. Next, some experimental and theoretical studies about transport properties
of graphene are discussed in Sect. 2.3. Section2.4 discusses some aspects of SOC in
graphene, which plays an important role for studying spin relaxation in Chap. 5.

2.2 Graphene and Dirac Fermions

Themost interesting property of graphenemight be theDirac-cone energy dispersion.
This is the consequence of sp2 hybridization and graphene symmetry. In this section,
I briefly review its structure, the commonly used tight-binding (TB) description and
the deviation of the linear energy dispersion of graphene.

2.2.1 Graphene

Graphene is a single atomic layer of graphite, an allotrope of carbon that is made
up of very tightly bonded carbon atoms organised into a hexagonal lattice. What
makes graphene so special is its sp2 hybridization and very thin atomic thickness
(see Fig. 2.1). These properties are what enable graphene to break so many records
in terms of strength, electricity, heat conduction, etc.

Carbon is a common element in the nature, with atomic number 6, group 14 on the
periodic table. The electronic configuration of carbon is 1s22s22p2 which shows that
carbon has 4 electrons (2s and 2p) in its outer shell which is available for forming
chemical bonds. In graphene, these four valence electrons form sp2 hybridization in
which three electrons are distributed into three in-plane σ bonds, which are strongly
covalent, determining the energetic stability and the elastic properties of graphene.

(a) (b)

Fig. 2.1 Electronic structure of graphene aGraphene sample and the sp2 hybridization in graphene.
b Energy range of orbitals in graphene (Figure is taken from [10])

http://dx.doi.org/10.1007/978-3-319-25571-2_5
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Fig. 2.2 Real (a) and reciprocal (b) space of graphene lattice (Figure is taken from [10])

The remaining electron in the pz orbitals, which is perpendicular to graphene plane,
forms the π bond in graphene (See Fig. 2.1).

The calculation for the energy ranges of σ and π bands (See Fig. 2.1b) shows
that only electrons in the π bond contribute to the electronic properties of graphene
because the σ bands are far away from the Fermi level. Because of this, it is sufficient
to treat graphene as a collection of atoms with single pz orbitals per site.

In graphene, carbon atoms are located at the vertices of a hexagonal lattice.
Graphene is a bipartite lattice which consists of two sublattices A and B and basis
vectors (a1, a2) (See Fig. 2.2):

a1 = a

(√
3

2
,
1

2

)
, a2 = a

(√
3

2
,−1

2

)
, (2.1)

with a = √
3acc, where acc = 1.42 Å is the carbon-carbon distance in graphene.

These basis vectors build a hexagonal Brillouin zone with two inequivalent points
K and K ′ (K+ and K− respectively in Fig. 2.2) at the corners

K = 4π

3a

(√
3

2
,−1

2

)
, K′ = 4π

3a

(√
3

2
,
1

2

)
, (2.2)

As mentioned above and from Bloch’s theorem, we can write the wave function in
the form of pz orbitals wave function at sublattices A (ϕ(r −rA)) and B (ϕ(r −rB))

�(k, r) = cA(k)φA(k, r) + cB(k)φB(k, r) (2.3)

where

φA(k, r) = 1√
N

∑
R j

eik.R j ϕ(r − rA − R j ), (2.4)

φB(k, r) = 1√
N

∑
R j

eik.R j ϕ(r − rB − R j ), (2.5)
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where k is the electron wavevector, N the number of unit cells in the graphene sheet,
and R j is a Bravais lattice point.

Using the Schrödinger equation, H�(k, r) = E�(k, r), one obtains a 2 × 2
eigenvalue problem,

H(k)

(
cA(k)

cB(k)

)
=

(HAA(k) HAB(k)

HB A(k) HB B(k)

) (
cA(k)

cB(k)

)
= E(k)

(
SAA(k) SAB(k)

SB A(k) SB B(k)

) (
cA(k)

cB(k)

)
.

(2.6)
where Sαβ(k) = 〈φα(k)|φβ(k)〉 and the matrix elements of the Hamiltonian are
given by:

HAA(k) = 1
N

∑
Ri ,R j

eik.(R j −Ri )〈ϕA,Ri | H | ϕA,R j 〉 (2.7)

HAB(k) = 1
N

∑
Ri ,R j

eik.(R j −Ri )〈ϕA,Ri | H | ϕB,R j 〉, (2.8)

with HAA = HB B and HAB = H∗
B A, and introducing the notation: ϕA,Ri = ϕ(r −

rA − Ri ) and ϕB,Ri = ϕ(r − rB − Ri ).
If we neglect the overlap s = 〈ϕA|ϕB〉 between neighboring pz orbitals, then,

Sαβ(k) = δα,β and Eq. (2.6) becomes(HAA(k) HAB(k)

HB A(k) HB B(k)

) (
cA(k)

cB(k)

)
= E(k)

(
cA(k)

cB(k)

)
. (2.9)

If we consider only the first-nearest-neighbors interactions then

HAB(k) = 〈ϕA,0|H|ϕB,0〉 + e−ik.a1〈ϕA,0|H|ϕB,−a1〉 + e−ik.a2〈ϕA,0|H|ϕB,−a2〉
= −γ0α(k) (2.10)

where γ0 stands for the transfer integral between first neighbors π orbitals (γ0 =
2.7eV in this thesis) and α(k) is given by:

α(k) = (1 + e−ik.a1 + e−ik.a2). (2.11)

Taking HAA(k) = HB B(k) = 0 as the energy reference, we can writeH(k) as:

H(k) =
(

0 −γ0α(k)

−γ0α(k)∗ 0

)
. (2.12)

Diagonalizing this Hamiltonian gives the energy dispersion relations for π∗ (con-
duction) band (+) and π (valence) band (−):

E±(k) = ±γ0|α(k)|
= ±γ0

√
3 + 2 cos(k.a1) + 2 cos(k.a2) + 2 cos(k.(a2 − a1))

= ±γ0

√
1 + 4 cos

√
3kx a
2 cos kya

2 4 cos2 kya
2 . (2.13)
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Fig. 2.3 Band structure of graphene (a), the zoom-in figure at close to K and K ′ points (b, c) and
the density of state of graphene (d) (Figure is taken from [11])

This band structure is plotted in Fig. 2.3 with the symmetry between the conduc-
tion band and the valence band which touch at three K and K ′ points with zero
density of state at this energy (Fig. 2.3d). Because of this, graphene is called gapless
semiconductor or semi-metal. In neutral graphene, the Fermi level lie exactly at these
points.

2.2.2 Low-Energy Dispersion

Because of the fact that they can only experimentally tune the Fermi level a small
range (0.3eV) about the touching points, this corresponds to a small variation around
the K and K ′ points in momentum space. Therefore, it is sufficient to expand the
energy dispersion in the vicinity of K and K ′ points by replacing k → K(K′) + k,
which lets us write Eq. (2.12) in the form

H = �vF (ησx kx + σyky). (2.14)
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and Eq. (2.13) becomes

Es(k) = s�vF |k|, (2.15)

where vF = √
3γ0a/2� is the electronic group velocity, η = 1(−1) for K (K ′)

points, s = ±1 is the band index (+1 for conduction band and –1 for valence band)
and the Pauli matrices are defined as usual:

σx =
(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.16)

Equation (2.14) is almost the same the Dirac equation for the massless fermions
in quantum electrodynamics except for the fact that the Pauli matrices here represent
the sublattice degrees of freedom instead of spin and the speed of light c is replaced
by graphene velocity vF � c/300. Therefore, the sublattice degrees of freedom and
the touching points are called pseudospin and Dirac point, respectively.

The linear energy dispersion in Eq. (2.15) leads to the fact that total density of
states is directly proportional to energy and carrier density is proportional to energy
squared.

Indeed,

ρ(E) = 1

L2

∑
k

δ(E − E(k)) =
∫

gsgv

2πkdk

(2π)2
δ(E − E(k)) = 2|E |

π�2v2F
(2.17)

which is plotted in Fig. 2.3d, where gs = 2 and gv = 2 account for spin and valley
degeneracies, respectively. The carrier density is given by

n(E) = 1

L2

∑
|k|≤kF

gsgv = gsgv

k2F
4π

= E2

π�2v2F
(2.18)

To find the eigenstates of Dirac Hamiltonian (2.14), it is useful to write this
Hamiltonian in the term of momentum direction θk

Hη(k) = �vF k

(
0 e−iηθk

e+iηθk 0

)
(2.19)

where θk = arctan(ky/kx ). This Hamiltonian has the eigenvalues given by
Eq. (2.15) and the eigenfunctions

|�η,s(k)〉 = 1√
2

(
1

seiηθk

)
. (2.20)
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Next, we are going to find eigenvalues of the helicity operator (a very important
feature of Dirac particle) which here is defined as:

ĥ = σ̂ · p
|p| . (2.21)

where p = �k is the electron momentum operator.
In order to do that, it is convenient to exchange the spinor components at the K ′

point (for η = −1) [12],

|�K(k)〉 =
(

cA(k)

cB(k)

)
, |�K′

(k)〉 =
(

cB(k)

cA(k)

)
(2.22)

i.e., to invert the role of the two sublattices. In this case, the effective low-energy
Hamiltonian in Eq. (2.14) may be represented as

Hη(k) = η�vF (σx kx + σyky) = �vFτ z ⊗ �σ�k. (2.23)

where τ are Pauli matrices representing the valley degree of freedoms called valley
pseudospin. Using Eqs. (2.23) and (2.21)

Hη(k) = η�vF kĥ (2.24)

we find that helicity operator commutes with the Hamiltonian, the projection of
the pseudospin is a well-defined conserved quantity which can be either positive or
negative, corresponding to pseudospin and momentum being parallel or antiparallel
to each other. The band index s, which describes the valence and conduction bands,
is therefore entirely determined by the chirality and the valley pseudospin, and one
finds

s = ηh (2.25)

which help us find out that chirality changes sign from conduction band to valence
band and from K to K ′ points. The fact that pseudospin is blocked with momentum
has a strong influence in many of the most intriguing properties of graphene. For
example, for an electron to backscatter (i.e. changing p to −p) it needs to reverse its
pseudospin (see Fig. 2.3c). So backscattering is not possible if the Hamiltonian is not
perturbed by a term which flips the pseudospin. This makes electrons in graphene
insensitive to long-range scatterers. This characteristic manifests itself in some phe-
nomena such as Klein tunneling orWAL [13, 14]. Klein tunneling [15] is a spectacu-
lar manifestation of the Dirac fermions physics which describes that when the Dirac
charge crosses a tunneling barrier, the incoming electron is partially or totally trans-
mitted depending on the incident angle of the incoming wavepacket. Especially,
the barrier always remains perfectly transparent for angles close to normal inci-
dence regardless of the height and width of the barrier, standing as a feature unique
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to massless Dirac fermions and being completely different form the usual charge
whose transmission probability decays exponentially with the barrier width. Klein
tunneling has been studied theoretically and it shows that for long range potentials
which preserve AB symmetry and prohibits intervalley scattering, the backscattering
is totally suppressed.

In next section, we will discuss in more detail the effect of special band structure
and pseudospin-momentum coupling on the transport properties of graphene.

2.3 Electronic and Transport Properties of Disordered
Graphene

The disorder in graphene sample is practically an inevitable factor in any experi-
ment. In some ways, artificial disorders are also tools to engineer, functionalize the
materials. For instance, pure semiconductors are poor conductors and poor insula-
tors. However, their magnificent properties have been achieved by functionalization
using n− and p−type dopants, leading to p−n junctions, transistors, junction lasers,
light-emitting diodes, and an entire technological revolution.

Similarly to semiconductors, in spite of having unique properties such as superb
mechanical strength and carrier mobility, pristine graphene is not useful for practical
applications because of its low carrier density, zero band gap, and chemical inertness.
The lack of electronic gap in pristine graphene is an issue that has to be overcome to
achieve high Ion/Iof f current ratio in graphene-based field-effect devices. Therefore,
it is important to study the disorder effect on the electronic properties of graphene not
only to conquer its detrimental effects but also use artificial defects to functionalize
graphene devices.

The study of transport properties is at the heart of graphene research. Experiments
show that the conductivity (down to a fewKelvin) is almost constant close to theDirac
point, σ ∼ 2−5e2/h, andweakly dependent on the value of the chargemobility [15–
18]. On the theoretical side, within the self-consistent Born approximation (SCBA)
the semiclassical part of the conductivity due to short range disorder is found to be
σmin = 4e2/πh which is known as the quantum limited conductivity of graphene in
clean limit [19].

However, transport properties of graphene are strongly dependent on the nature of
possible sources of disorder. There aremany kinds of disorders in graphene, some are
long-range disorders such as Coulomb interactions of charged impurities in the sub-
strate, electron-hole puddle, long range strain deformations, distortion of graphene
structure, etc. Other forms are related to the sp3 defects such as epoxide defects, the
absorption of hydroxyl, hydrogen, fluorine, etc. on graphene (See Fig. 2.4). Finally
topological disorders which keep the sp2 hybridization of graphene but change the
hexagonal structure, involve structural point defects and line defects or GBs.

The electronic properties of graphene are well described by the π−orbital tight-
binding Hamiltonian in which the disorder in the real sample can be simulated by
changing the on-site energies δε of π−orbital. One of the simplest disorder model in
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Fig. 2.4 Some kinds of sp3 disorder in graphene

Fig. 2.5 Main frame: The
semiclassical conductivity
for Anderson disorder. Inset
the comparison of
Kubo-Greenwood approach
with the Boltzmann and
self-consistent Born
approximation (Figure is
taken from [20])
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graphene is the short-range scattering potential, namely the Anderson disorder [20,
21]. This white noise uncorrelated disorder is introduced through random modula-
tions of the onsite energies δε ∈ [−W/2, W/2]γ0. This disorder could in principle
mimic neutral impurities such as structural defects, dislocation lines, or adatoms,
although the local geometry and chemical reactivity of defects and impurities actu-
ally demand for more sophisticated ab initio calculations if aiming at quantitative
predictions.

Figure2.5 shows the energy dependence of semiclassical conductivity from the
Kubo formalism for some values of W (main frame) and the comparison with one
from SCBA (inset). The results are in good agreement at low energy and close to the
theoretically predicted minimum conductivity σmin = 4e2/πh. For higher energies,
the agreement with SCBA is lost due to higher order deviations. Furthermore, the
SCBA is not sufficient to describe such a system with all symmetries broken.
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The role of disorder on WL and WAL in graphene has also been intensively
investigated. From a general perspective, the conductance of a system can be viewed
as the sum (PA→B) over all probability amplitudes of propagating trajectories starting
from one location A and going to another one B in real space, or more explicitly

G = 2e2
h PA→B (2.26)

PA→B = ∑
i |Ai |2 + ∑

i �= jAiA∗
j (2.27)

Here Ai = |Ai |ei�ϕi is the propagation amplitude along the path i . The first term
denotes the classical probability corresponding to semiclassical conductivity σsc

while the second one is the interference term which gives the quantum correction
δσ(L) of the semiclassical result σ(L) = σsc + δσ(L). For the majority of the
trajectories the phase gains,

�ϕ = �
−1

∫ B

A
pdl � 1 (2.28)

and the interference term vanishes. However, for some special trajectories with self-
crossings, if we change the direction of propagation, p → −p, dl → −dl, the phase
gains are the same, i.e. AiA∗

j = |Ai |2, and quantum interference thus eventually
enhance the probability of return to some origin. This contribution of quantum inter-
ferences gives rise to the increase of the quantum resistance, i.e. δσ(L) < 0, known
as localization. There are two different scalling behaviors of localization: the WL
with [10, 20, 22]

δσ(L) = −2e2

πh
ln

(
L

le

)
(2.29)

and strong localization described by

σ(L) ∼ exp

(
− L

ξ

)
(2.30)

where L , le, and ξ denote the sample length, mean free path and the localization
length, respectively.

However, we haven’t considered the contribution of additional degrees of freedom
such as spin or pseudospin in graphene. The detail calculations (for more details, see
Ref. [10] and references therein) showed that these contributions can lead to the sign
reversal of quantum correction of conductivity

δσ(L) = +2e2

πh
ln

(
L

le

)
(2.31)

which is the scalling law for WAL.
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Fig. 2.6 The contribution
from intra and intervalley
scattering (Figure is taken
from [23])

As mentioned above, the Dirac fermions in graphene are expected to exhibit the
WAL behavior but another effect should also be involved to consider the whole
picture, that is trigonal warping which is related to the momentum contribution
from higher order into Eq. (2.15). The trigonal warping is predicted to suppress
antilocalization and together with intervalley scattering, it restores the weak local-
ization (WL) [13]. The crossovers from WAL to WL and the effect of disor-
ders on intra- and intervalley scattering were studied in many Refs. [13, 14, 20,
23] in which the long range disorder is simulated by changing onsite energies
Vi = ∑N

j=1 ε j exp[−(ri − R j )
2/(2ξ2)] where ε j are chosen at random within[− W

2 ,− W
2

]
. These calculations show that the strength of local potential profile

control the contribution of intra- and intervalley scatterings on the conductivity.
Following the theoretical study in Ref. [23], the intravalley scattering dominates at
small value of W (W < γ0) and valley mixing strength was continuously enhanced
from W = γ0 to W = 2γ0. The intervalley scattering contribution is large enough
as W > 2γ0 (See. Fig. 2.6). As a consequence, graphene exhibits the crossover from
WAL to WL as W increase (See Fig. 2.7). Indeed, the positive magnetoconductance
for the case W = 2γ0 (top panels) agrees with the strong contribution of intervalley
scattering, since all graphene symmetries have been broken. However by decreasing
the disorder strength from W = 2γ0 to W = 1.5γ0 (bottom panels), WAL is indeed
recovered given the reduction of intervalley processes.

Chemical absorption in graphene is usually related to oxidation or hydrogenation
of graphene which are strongly invasive for electronic and transport properties and
systematically drive graphene to a strong Anderson insulator [25]. The theoretical
and experimental studies show that high coverage sp3 formations which break local
AB symmetry such as in hydrogenated or fluorinated graphene induce energy band
gap in the high density limit. Especially, graphane, fully hydrogenated graphene, is
predicted to be a stable semiconductor with the energy gap as large as 3.5eV [26],
some recentDFTcalculations using the screened hybrid functional ofHeyd, Scuseria,
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Fig. 2.7 Magnetoconductance for W = 2γ0 (top panels) and W = 1.5γ0 (bottom panels), the data
is extracted from theoretical (left panels) and experimental (right panels) study (Figure is taken
from [20])

and Ernzerhof (HSE) even gave a larger energy gap up to 4.5eV for graphane and
5.1eV for fluorographene (fully fluorinated graphene) (See Fig. 2.8). The case of
low coverage of hydrogen is more interesting with the transport properties strongly
depending on the absorbing position. Theory predicted that graphene exhibits WL
for the compensated case (hydrogen absorbs equally in two sublattices) whereas
the quantum interferences and localizations are suppressed if hydrogen defects are
restricted to one of the two sublattices [20]. The analogy of transport properties of
chemical absorptions and long-range potentials have also been studied. As one can
see in Fig. 2.9, some chemical absorptions at bridge position such as epoxide defects
which preserve local AB symmetry induce energy-dependent elastic scattering time
(τe(E)) ressembling the case of long range impurities with small onsite potential
depth, whereas some adsorbates at the top position such as hydrogen or fluorine
defects which break local sp2 and AB symmetry give rise to elastic scattering time
ressembling the case of strong long range potentials. These are due to the fact that
transport time behavior is controled by the contribution of inter- and intravalley
scatterings which are mainly determined by the breaking of AB symmetry.
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Fig. 2.8 The electronic band structure and projected density of states in the vicinity of the band
gap for graphane (a) and fluorographene (b) (Figure is taken from [24])

Fig. 2.9 Elastic scattering time (τe) versus energy for three different long-range potential strengths
W. Left inset τe for various densities of epoxide defects. Right inset τe for various densities of
hydrogen defects (Figure is taken from [20])

In particular, the formation of sp3 hybridizations or monovacancies in graphene
can give rise to local sublattice imbalances and thus induce local magnetic moment
according to Lieb’s theorem [27]. The existence of magnetism in graphene as well
as magnetism-dependent transport properties have been studied in many Refs. [28–
30]. Especially, when half of the hydrogen in graphane sheet is removed, the result-
ing semihydrogenated graphene (graphone) becomes a ferromagnetic semiconductor
with a small indirect gap [31].

Structural point defects usually exist in various geometrical forms in graphene.
They can be obtained for instance when irradiating graphene samples. In this kind of
graphene, the disorder is created locally in the sample by locally changing the hexago-
nal structure such as removing a carbon atom from the graphene sheet (monovacancy)



18 2. Electronic and Transport Properties in Graphene

Fig. 2.10 Some structural point defects (top panels) and their experimental TEM images (bottom
panels) (Figure is taken from [35])

or rotating a pair of carbon 90◦ in graphene plane (Stone-Wales defects). Some stud-
ies [32] showed that monovacancies are very mobile and unstable, recombining in
di- or multivacancies or local structures with some nonhexagonal rings which are
more stable. The transport properties of graphene under the influence of structural
point defects such as vacancies, divacancies, Stone-Wales defects, 585 divacancies
(See Fig. 2.10), etc. have been now widely studied [33, 34], revealing interesting
features such as electron-hole transport asymmetry [33, 34] due to the presence
of defect-induced resonances. Under electron irradiation, graphene changes from
pristine form to structural defects and finally to a new two-dimensional amorphous
carbon lattice [36] which is composed of sp2-hybridized carbon atoms, arranged as a
random tiling of the plane with polygons including four-membered rings. Most the-
oretical studies [37, 38] found out that there is a huge increase of the density of state
at the charge neutrality point in this amorphous graphene and these states are local-
ized, suggesting that the amorphous graphene is an Anderson insulator. However,
using a stochastic quenching method, Ref. [39] claimed that “we predict a transition
to metallicity when a sufficient amount of disorder is induced in graphene...”. In
Chap.4, by using Kubo-Greenwood calculations, we show that this conclusion is
misleading and similar results have also been obtained recently in Ref. [40].

Although possessing many excellent electrical, optical and mechanical proper-
ties, perfect graphene (single-crystal graphene) is only fabricated in small size by
exfoliation method. So far, the most promising approach for the mass production of
large-area graphene is CVD, which results in a graphene with many line defects (See
Fig. 2.11) or Poly-G. This polycrystallinity arises due to the nucleation of growth
sites at random positions and orientations during the CVD process. In order to

http://dx.doi.org/10.1007/978-3-319-25571-2_4


2.3. Electronic and Transport Properties in Disordered Graphene 19

Fig. 2.11 Two classes of electron transport through GBs (Figure is taken from [41])

accommodate the lattice mismatch between misoriented grains, the GBs in Poly-
G are made up of a variety of non-hexagonal carbon rings, which can act as a source
of scattering during charge transport. Because of its potential for applications, the
transport properties of Poly-G are the subject of intense research. Some calculations
showed that the effect of GBs on the carrier transport differ depending on the GB
geometry (See Fig. 2.11) resulting in a tunable mobility (tunable transport gaps) [41]
which allows to control charge currents without the need to introduce bulk band gaps
in graphene. In so-called class I GBs (top panels of Fig. 2.11), including all sym-
metrical GBs, the projected periodicities of the lattice on each side match in a way
that allows carriers to cross freely even at the Dirac point. In class II GBs (bottom
panels of Fig. 2.11), no such momentum-conserving transmission is possible, except
for carriers with much higher energy. Another calculation pointed out that some line
defects can play the role as semitransparent “valley filter”. It was found that carriers
arriving at this line defect with a high angle of incidence are transmitted with a valley
polarization near 100% [42]. Many experimental works have studied the transport
properties of Poly-G and showed that the GBs generally degrade the electrical per-
formance of graphene [43, 44] and specifically, the interdomain connectivity plays
an important role to control the electrical properties of Poly-G, with the electrical
conductance that can be improved by one order of magnitude for GBs with better
interdomain connectivity [43]. However, just a few theoretical works have studied
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the complex structures of GBs and corresponding electronic transport.In Chap. 4, by
using molecular dynamics, we simulate the Poly-G with variable grain sizes, and
tunable interdomain connectivities, and report on a scaling law for transport proper-
ties of Poly-G, which points out that the semiclassical conductivity and mean free
path are directly proportional to grain size and both are strongly affected by grain
connectivity. However, as pointed out in our next calculation, the GB resistivity for
non-contaminated Poly-G is very low compared to the experimental results [43, 45,
46]. The explanation for this problem is that the GBs which contain many nonhexag-
onal structure have greater chemical reactivity [47] and are usually functionalized
by many different types of chemical adsorbates. This has been confirmed in sev-
eral experiments [48, 49]. By using the numerical simulations we report on the role
played by chemical adsorbates on GBs in charge transport in Chap. 4.

2.4 Spin Transport in Graphene

Beside many interesting electronic properties, graphene is also considered to be a
promising candidate for spintronic applications. The spin relaxation time in intrinsic
graphene is expected to be very long and therefore graphene has high potential
as a spin-conserver system which can transmit spin-encoded information across a
device with high fidelity. The underlying reason for long spin relaxation time is
the low hyperfine interactions of the spin with the carbon nuclei (natural carbon
only contains 1% 13C) and the weak SOC due to the low atomic number [50]. The
theoretical prediction showed that the spin relaxation time in graphene is in the order
of microseconds. However, the reported experimental spin relaxation times remain
several orders of magnitude lower than the original theoretical predictions.

Because spin relaxation based on the graphene intrinsic SOC could not give a
convincing explanation, other extrinsic sources of spin relaxation are believed to
come into play. Proposals to explain the unexpectedly short spin relaxation times
include spin decoherence due to interactions with the substrate, the extrinsic SOC
induced by impurities, adatoms, ripples or corrugations, etc. which will be reviewed
below. The puzzling controversy of the spin relaxationmechanismwill be mentioned
in the next section.

2.4.1 Spin-Orbit Coupling in Graphene

In order to derive the SOC term in the Hamiltonian, it is necessary to start from the
relativistic Hamiltonian, the Dirac equation: H |ψ〉 = E |ψ〉 with

H =
(

0 cp.σ
cp.σ 0

)
+

(
mc2 0
0 −mc2

)
+ V (2.32)

http://dx.doi.org/10.1007/978-3-319-25571-2_4
http://dx.doi.org/10.1007/978-3-319-25571-2_4
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and where the wave function is a two-components spinor: |ψ〉 = (ψA,ψB)T . From
the Dirac equation we obtain two equations for spinor components:

ψB = cp.σ

E − V + mc2
ψA (2.33)

p.σ
c2

E − V + mc2
p.σψA = (E − V − mc2)ψA (2.34)

In the nonrelativistic limit, the lower component ψB is very small compared to the
upper componentψA. Indeed,with the relativistic energy E = mc2+ε andV � mc2,
Eq. (2.33) drive us to

ψB = p.σ

2mc
ψA � ψA (2.35)

and Eq. (2.34) leads us to the Schrodinger equation.1(
p2

2m
+ V

)
ψA = εψA (2.36)

In other words, in the first order of (v/c), ψA is equivalent to the Schrodinger wave
function ψ. In order to obtain the analogy of ψA and ψ at higher order of (v/c), we
use the normalization characteristic of the wave function∫ (

ψ+
A ψA + ψ+

B ψB
) = 1 (2.37)

To first order, using Eq. (2.35), this gives

∫
ψ+

A

(
1 + p2

4m2c2

)
ψA = 1 (2.38)

Apparently, to have a normalizedwave function,we should useψ =
(
1 + p2

8m2c2

)
ψA.

Substituting this into the Dirac equation, and using the expansion c2

E−V +mc2
�

1
2m

(
1 − ε−V

2mc2
+ · · ·

)
, we obtain, after some rearrangement, the Pauli equation

(
p2

2m
+ V − p4

8m3c2
− �

4m2c2
σ.p × ∇V + �

2

8m2c2
∇2V

)
ψ = εψ (2.39)

the first and the second terms are the usual terms in the Hamiltonian, the third term
is simply a relativistic correction to the kinetic energy. The fourth term is the SOC
term and the final term give the energy shift due to the potential.

1Using (σ.A)(σ.B) = A.B + iσ.(A × B).
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Hereafter, I will derive the SOC term in the more intuitive way which gives the
physical meaning of SOC interation. Suppose an electron is moving with velocity v
in an electric field−eE = −∇V . This electric fieldmight be induced by the potential
V of the adatoms or the substrate. In relativistic theory, this moving electron feels
a magnetic field B = − v×E

c in its rest frame. The interation between this magnetic
field and the electron spin leads to the potential energy term:

Vμs = −μsB = −gsμB

2ec
σ.v × ∇V = − gs�

4m2c2
σ.p × ∇V = − �

2m2c2
σ.p × ∇V

(2.40)
This results is twice the SOC term in Pauli equations. Actually, this was the major
puzzle, until it was pointed out by Thomas [51] that this argument overlooks a second
relativistic effect that is less widely known, but is of the same order of magnitude:
electric field E causes an additional acceleration of the electron perpendicular to
its instantaneous velocity v, leading to a curved electron trajectory. In essence, the
electron moves in a rotating frame of reference, implying an additional precession
of the electron, called the Thomas precession. As a result, the electron “sees” the
magnetic field at only one-half the above value

B = −v × E
2c

(2.41)

which leads to the full SOC term

VSOC = − �

4m2c2
σ.p × ∇V (2.42)

Now let’s rewrite the SOC term in form of the SOC force F

HSOC = α (F × p) .s = −α (s × p) .F (2.43)

where α is an undetermined parameter. Here we use s instead of σ to represent the
spin degree of freedom to avoid any misunderstanding with pseudospin in graphene.

If we consider intrinsic graphene, the inversion symmetry dictates the electric field
(force) in plane and this SOC is called intrinsic SOC. Because of structure’s mirror
symmetry with respect to any nearest-neighbor bond (See Fig. 2.12a), the nearest-
neighbor intrinsic SOC is zero, while the next nearest-neighbor intrinsic SOC is
nonzero. According to symmetry,

HI = iγ2
(

F// × di j

)
.s = 2i√

3
VI s.(d̂k j × d̂ik) (2.44)

where γ2 and VI are undetermined parameters, and d̂i j is the unit vector from atom
j two its next-nearest neighbors i , and k is the common nearest neighbor of i and j
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Fig. 2.12 SOC in graphene: a Intrinsic SOC forces. b Rashba SOC force

In the presence of the out of plane electric field (SeeFig. 2.12b)which canoriginate
from a gate voltage or charged impurities in the substrate, adatoms, etc., the band
structure of graphene changes. This external electric field breaks spatial inversion
symmetry and causes a nearest-neighbor extrinsic SOC. This SOC is Rashba SOC
and has the form

HR = iγ1
(

s × d̂i j

)
.F⊥ez = iVR ẑ.(s × d̂i j ) (2.45)

where j is the nearest-neighbor of i and γ1 and VR are undetermined parameters.
Finally, we get the TB Hamiltonian:

H = −γ0
∑
〈i j〉

c+
i c j + 2i√

3
VI

∑
〈〈i j〉〉

c+
i s.(d̂k j × d̂ik)c j + iVR

∑
〈i j〉

c+
i ẑ.(s × d̂i j )c j

(2.46)
By performing Fourier transformations, we obtain the low energy effective Hami-

toniam around the Dirac point in the basis {|A〉, |B〉} ⊗ {| ↑〉, | ↓〉}

h(k) = h0(k) + h R(k) + hI (k) (2.47)

where

h0(k) = �vF (ησx kx + σyky) ⊗ 1s

h R(k) = λR
(
η

[
σx ⊗ sy

] − [
σy ⊗ sx

])
hI (k) = λI η

[
σz ⊗ sz

]
(2.48)

with Fermi velocity vF = 3
2γ0, Rashba SOC λR = 3

2VR and intrinsic SOC λI =
3
√
3VI [52].
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Fig. 2.13 Electronic bandstructure of graphene with SOC (Figure is taken from [53])

The remarkable thing aboutSOC ingraphene is that theSOC terms aremomentum-
independent. The spin directly couples with pseudospin instead of momentum as in
conventional metals or semiconductors, the usual SOC term (k × s) is small and can
be disregarded.

Diagonalizing the Hamiltonian in Eq. (2.47) gives the electronic bands close to
the Dirac point [53, 54]:

εμν(k) = μλR + ν
√

(�vF k)2 + (λR − λI )2 (2.49)

where μ and ν = ±1 are band indexes.
If we consider intrinsic graphene, the Rashba SOC is vanishingly small, the intrin-

sic SOC opens a gap � = 2λI (See Fig. 2.13a). When Rashba SOC is turned on by
inversion symmetry breaking (effect from the substrate, the electric field, the corru-
gations, etc.), the competition of Rashba and intrinsic SOC leads to gap closing. The
gap remains finite � = 2(λI − λR) for 0 < λR < λI (Fig. 2.13b). For λR > λI

the gap closes and the electronic structure is that of a zero gap semiconductor with
quadratically dispersing bands (Fig. 2.13d).

The eigenfunctions corresponding to the eigenvalues in Eq. (2.49) are

ψμν(k) =
(

χ−|ηe−iηϕ

[
εμν − λI

ν�vF k

]η

, 1〉 + μχ+|−iηe−i(1+η)ϕ, ie−iϕ
[

λI − εμν

ν�vF k

]η

〉
)

/Cμν

with tanϕ = ky/kx and the normalization constant [53] Cμν = √
2

(
1+

[
λI −εμν

�vF k

]2η)2

. The expectation value of the spin [53, 54],

sμν(k) = �vF (k × ẑ)√
(�vF k)2 + (λI − μλR)2

= �vF k√
(�vF k)2 + (λI − μλR)2

n(k) (2.50)
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where n(k) = (sinϕ,−cosϕ, 0) is the unit vector along the spin direction, called
spin vector.

The remarkable characteristic of spin in spin-orbit coupled graphene in Eq. (2.50)
is that it is polarized in-plane and perpendicular to electron momentum k. The mag-
nitude of spin polarization s vanishes when k → 0. The Chap.5 will show that these
behaviors are due to the fact that spin and pseudospin are strongly coupled close
to the Dirac point where the coupling between pseudospin and momentum is zero
because of the destructive interference between the three nearest-neighbor hopping
paths. And this leads to the spin-pseudospin entanglement, the component of new
spin relaxation mechanism that plays a major role in spin relaxation at the Dirac
point in ultra clean graphene.

In the case of high energy �vF k � λR + λI , the pseudospin is mainly controled
by momentum via h0(k) and aligns in the same direction with momentum (in plane).
Spin is dictated by pseudospin via h R(k), as a consequence, spin polarization for
a certain momentum in Eq. (2.50) saturates to 1. By successive unitary rotation of
h(k) first into the eigenbasis of h0(k) and then into the spin basis with respect to the
direction n(k) an effective Bychkov-Rashba-type 2×2 Hamiltonian can be obtained
for both holes and electrons [9],

h̃(k) = ν(�vF k − λI ) − νλRn(k).s (2.51)

The analogy of the second term in above equation and the original Bychkov-Rashba
Hamiltonian in semiconductor heterostructures Hk = ��(k).s/2 shows that SOC
coupling in graphene effectively acts on the electrons spin as an in-plane magnetic
field of constant amplitude but perpendicular to k. In this effective field the spin
precesses with a frequency and a period of [9]

� = 2λR

�
, T� = π�

λR
(2.52)

These results will be obtained again in Chap. 5 with the numerical calculations
of the real-space order N method implemented for spin. Furthermore, we will point
out that this result is only valid at high energy. At low energy the spin-pseudospin
entanglement comes into play and creates a more complicated picture.

The magnitude of SOC interactions is also a matter of large concern. It is a crucial
factor to determine not only quantitatively spin relaxation but also the mechanism
at play. The numerical estimates for intrinsic SOC λI in graphene remains rather
controversial. At the beginning, Kane andMele [56] estimated the value of 100µeV.
This optimistic estimate was drastically reduced by Min et al. [57] to the value of
0.5µeV by using microscopic TB model and second-order perturbation theory. This
value was later confirmed by Huertas-Hernando et al. [50] with TB model and Yao
et al. [58] with first-principles calculations. A density functional calculation of
Boettger and Trickey [59], using a Gaussian-type orbital fitting function method-
ology, gave 2µeV. Three Refs. [50, 57, 58] gave the same value of λI , but these cal-
culations only involved the SOC induced by the coupling of the pz orbitals (forming

http://dx.doi.org/10.1007/978-3-319-25571-2_5
http://dx.doi.org/10.1007/978-3-319-25571-2_5
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Fig. 2.14 Two possible hopping paths through s and p orbitals (top panels) and through d orbital
(bottom panels) lead to the first and the second terms, respectively in Eq. (2.53) (Figure is taken
from [55])

the π bands) to the s orbitals ( forming the σ band). However, as pointed out in Ref.
[55], the coupling of the pz orbitals to the d orbitals (See Fig. 2.14) dominates the
SOC at K (K ′). Due to a finite overlap between the neighboring pz and dxz , dyz

orbitals, the intrinsic splitting λI is linearly proportional to the spin-orbit splitting of
the d states, ξd (orbitals higher than d have a smaller overlap and contribute less). In
contrast, due to the absence of the direct overlap between the pz and σ-band orbitals,
the usually considered spin-orbit splitting [50, 57, 58] induced by the σ − π mixing
depends only quadratically on the spin-orbit splitting of the pz orbital, ξp, giving a
negligible contribution.

λI � 2(εp − εs)

9V 2
spσ

ξ2p + 9V 2
pdπ

2(εd − εp)2
ξd (2.53)

where εs,p,d are the energies of s, p, d orbitals, respectively and Vspσ and Vpdπ are
hopping parameters of the p orbital to the s and d orbital, respectively (Fig. 2.14).

This TB calculation gave the value of intrinsic SOC λI = 12µeV [55] and was
confirmed by the first principle calculation [53]. These calculations also showed that
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Fig. 2.15 A representative hopping path is responsible for Rashba SOC in Eq. (2.54) (Figure is
taken from [55])

the Rashba term (zero in absence of electric field) is tunable with an external electric
field E which is perpendicular to graphene plane (Fig. 2.15)

λR � 2eEzsp

3Vspσ
ξp + √

3
eEzsp

(εd − εp)

3Vpdπ

(εd − εp)
ξd (2.54)

where zsp and z pd are the expectation values 〈s|ẑ|pz〉 and 〈pz |ẑ|dz2〉, respectively,
of the operator ẑ.

All these calculations predicted that the Rashba SOC is directly proportional to
the electric field E , but the estimated values vary by about an order of magnitude
from 5µeV in Ref. [53] to 47µeV in Ref. [50] and to 67µeV in Ref. [57], for a
typical electric field of E = 1V/nm. Furthermore, Ast and Gierz [60] used the TB
model and directly considered the nearest-neighbor contribution from the electric
field and obtained λR = 37.4µeV.

In general, the intrinsic SOC of graphene is very weak, in the order of µeV and
is unmeasurable. This makes some phenomena such as QSH effect unobservable in
graphene, the material in which it was originally predicted [56]. A way to observe
QSH effect in graphene is endowing it with heavy adatoms which increase SOC in
graphene. This problem will be mentioned in Chap.5.

2.4.2 Spin Transport in Graphene

The graphene SOC in the order of µeV as mentioned above should lead to spin
relaxation times in the microsecond scale [9]. However, the experimental results is

http://dx.doi.org/10.1007/978-3-319-25571-2_5
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in the order of nanoseconds, several orders of magnitude lower than the original
theoretical prediction. In order to clarify the limitations and mechanisms for spin
relaxation in graphene a lot of effort has been done by both experimentalists and
theoreticians, but up to now this topic is still under debate. The first measurement
of electron spin relaxation was performed by Tombros et al. [2] using the non-local
spin valvemeasurement andHanle spin precessionmethod to study spin relaxation in
mechanical exfoliated single-layer graphene (SLG) on Si O2 substrate with mobility
of the devices about 2,000cm2V−1s−1. They extracted the spin relaxation time of few
hundreds of ps and spin relaxation length of few µm at room temperature, similar
to what one might expect for conventional metals or semiconductors. This value has
been confirmed by several measurements [7, 61]. The spin transport was found to
be relatively insensitive to the temperature and weakly dependent on the direction of
spin injection and charge density. Due to the fast spin relaxation was attributed to the
extrinsic SOC in the substrate and the way to grow graphene, spin measurements in
many other kinds of graphene and substrates have been reported. The measurement
of spin relaxation on epitaxially grown graphene on SiC(0001) [62] is the first report
of spin transport in graphene on a different substrate than Si O2. The value of spin
relaxation τs was obtained in the order of few nanoseconds, one order of magnitude
larger than in exfoliated graphene on Si O2. However the spin diffusion coefficient
Ds ≈ 4 cm2/s is about 80 times smaller, yielding to 70% lower value for spin
relaxation length λs . The longer τs but much smaller Ds was later explained by the
influence of localized states arising from the buffer layer at the interface between
the graphene and the SiC surface that couple to the spin transport channel [63].
The measurement also reported that τs is weakly influenced by the temperature with
reductions of Ds by more than 40% and τs by about 20% at room temperature. With
the expectation that removing the underneath substrate helps to reduce the extrinsic
SOC and leads to long spin relaxation time, the spin measurement on suspended
graphene was performed [64]. Although a high mobility μ ≈ 105 cm2V−1s−1, an
increase up to an order of magnitude in spin diffusion coefficient (Ds = 0.1m2/s)
compared to Si O2 supported graphene and long mean free path in the order of a
µm were observed, indicating that much less scattering happens, the spin relaxation
time remains a few hundreds of ps and spin relaxation length few µm. Other group
used CVDmethod to grow graphene on copper (Cu) substrate and studied the effect
of corrugation on spin relaxation time [65]. They observed the same spin relaxation
time as in exfoliated graphene and showed that ripples in graphene flakes have minor
effects on spin transport parameters.

The nature of spin relaxation is actually a fundamental debated issue. The DP
[1, 66, 67] and the EY (EY) [68, 69] are two mechanisms usually discussed in the
context of graphene. The EY mechanism is a suitable mechanism for spin relax-
ation in metals. In the EY mechanism, electron spin changes its direction during
the scattering event thanks to the SOC which produces admixtures of spin and elec-
tron momentum in the wave functions. Due to these admixtures, scattering changes
electron momentum and induces spin-flip probability at the same time and leads to
a typical scaling behavior of spin relaxation time with momentum relaxation time
τ EY

s ∼ τp. On the other hand, DPmechanism is an efficient mechanism for materials
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with broken inversion symmetry. In these kinds ofmaterials, SOC induces an effective
momentum-dependent magnetic field about which electron spin precesses between
scattering events. The longer time electron travels, the larger angle electron spin
precesses and as a consequence, the more spin dephasing between electrons in the
ensemble is accumulated. Therefore, spin relaxation time is inversely proportional
to elastic scattering time τ D P

s ∼ τ−1
p . W. Han and R.K. Kawakami performed sys-

tematic studies of spin relaxation in SLG and bilayer graphene (BLG) spin valves
with tunneling contact [61]. They found that in SLG, the spin relaxation time varies
linearly with momentum scattering time τp, indicating the dominance of EY spin
relaxation whereas in BLG, τs and τp exhibit an inverse dependence, which indicates
the dominance of DP mechanism. However, Pi et al. reported a surprising result that
τs increases with decreasing τp in the surface chemical doping experiment with Au
atoms on graphene [5], indicating that the DP mechanism is important there. This
experiment led to the conclusion that charged impurity scattering is not the dominant
mechanism for spin relaxation, despite its importance formomentumscattering. Even
more puzzling, Zomer et al. [70] performed spin transportmeasurements on graphene
deposited on boron nitride with mobilities up to 4.104 cm2V−1s−1 and showed that
neither EY nor DP mechanisms alone allow for a fully consistent description of spin
relaxation. Furthermore, electron spin is expected to relaxe faster in BLG than in
SLG because the SOC in BLG is one order of magnitude larger than the one in SLG
due to the mixing of π and σ bands by interlayer hopping [71], but the experimental
results showed an opposite behavior [61, 72]. The spin relaxation time in BLG has
been reported in the order of few nanoseconds and show the dominance of DP spin
scattering [61, 72]. Now we look at both mechanisms in more detail.

DP mechanism:

As one can see from Eq. (2.51), electron precesses about the effective magnetic
field in plane B‖(k) ∼ �(k) between scattering events. Random scattering induces
motional narrowing of this spin precession causing spin relaxation (See Fig. 2.16).
The spin relaxation rates for the α-th spin component following the DP mechanism
are [9]

1

τ D P
s,α

= τ∗ (〈
�2(k)

〉
−

〈
�2

α(k)
〉)

(2.55)

where τ∗ is the correlation time of the random spin-orbit field. In graphene this
value coincides with momentum relaxation time τ∗ = τp [9, 73] and the symbol
〈· · · 〉 expresses an average over the Fermi surface. Because of 〈�2(k)〉 = (2λR/�)2,
〈�2

z (k)〉 = 0 and 〈�2
x,y(k)〉 = 1

2 (2λR/�)2, the DP relation for spin relaxation in
graphene is [1, 9]

τ D P
s,z = �

2

4λ2
Rτp

, and τ D P
s,{x,y} = 2τ D P

s,z = �
2

2λ2
Rτp

(2.56)
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Fig. 2.16 DP spin relaxation in graphene: a Dirac coin when SOC is included. b B‖(k) along the
Fermi circle. c Charged impurities in substrate induce electric field in graphene. d Illustration of
the spin relaxation in a spatially random potential due to the charged carriers. e Calculated spin
relaxation time τs as a function of the Fermi energy E f (Figure is taken from [9])

Because the spin relaxation time is inversely proportional to the momentum relax-
ation time, the DP spin relaxation length is independent of mean free path [1].

λs = √
Dτs =

√
1

2
v2Fτpτs = �vF

2
√
2λR

(2.57)

The analytical estimates and Monte Carlo simulations [9] with DP mechanism show
that the corresponding spin relaxation times are between micro- to milliseconds (See
Fig. 2.16) several orders of magnitude larger then the experimental results.

EY mechanism:

As mentioned above, intrinsic SOC obtained by TB model and density functional
calculation is in the order of tens µeV [50, 55, 57, 58], much smaller and can be
neglected in comparison to the Rashba SOC. In the case of slowly varied Rashba
SOC induced by electric field or ripples, the Hamiltonian can be written in form

H = −i�vFσ.� + λR(σ × s) (2.58)

Because of the Rashba SOC, Bloch states with well-defined spin polarization are no
longer eigenstates of the Hamiltonian. The Bloch eigenstates of above Hamiltonian
are [69]

�k,± =
[(

1
εk±

�vF k eiθk

)
⊗ | ↑〉 ± i

( εk±
�vF k eiθk

e2iθk

)
⊗ | ↓〉

]
ei kr . (2.59)

where θk = arctan(ky/kx ) and the energy εk± = ±λR +
√

(�vF k)2 + λ2
R is

obtained from Eq. (2.49) with λI = 0. When λR = 0, eigenstates in Eq. (2.59)
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Fig. 2.17 Sketch of
scattering by a potential
U (r) in the chiral channels
(Figure is taken from [69])

have their spin pointing along (helicity +) or opposite to (helicity −) the direction
of motion. This is not true when λR �= 0 but in the case of λR/εF � 1, using
perturbation theorywe can identify each of these eigenstateswith chiral states± [69].
Let’s consider the Born approximation of the scattering problem of electron in the
graphene under the local scattering potentialU (r)which is diagonal in the sublattice
and spin degrees of freedom. The scattering amplitudes f 0±(θ) for chiral channels ±
of an incoming electron with positive chirality in the case of λR = 0 are (For detail
derivation, see Ref. [69])

f 0+(θ) = −(�vF )−1
√

k
8π Uqe−iθ(1 + cosθ)

f 0−(θ) = −(�vF )−1
√

k
8π Uqie−iθsinθ (2.60)

where Uq is the Fourier transformation of the scattering potential evaluated at the
transferred momentum q = k′ − k and angle θ (see Fig. 2.17) between the outgoing
momentum k′ and incoming momentum k.

When Rashba SOC is turned on these amplitudes become

f λR+ (θ) = −(�vF )−2
√

1
8πk+ (ε + (ε − 2λR)cosθ) Uq+e−iθ

f λR− (θ) = −(�vF )−2
√

1
8πk− (ε + 2λR) Uq− ie−iθsinθ (2.61)

where k± = (�vF )−1
√

ε2 ∓ 2ελR and q± = k′± − k.
Let us define the probability for a spin-flip process from the changes in the scat-

tering in both chiral channels due to the presence of the SOC.

S(θ) =
∑

±1 | f 0±(θ)|| f λR± (θ) − f 0±(θ)|∑
±1 | f 0±(θ)|2 (2.62)
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This is the amount of spin relaxed in the direction defined by θ. The total amount of
spin relaxation during a scattering event can be defined as the average of this quantity
over the Fermi surface:

S = 〈S(θ)〉 = 1

2π

∫
dθS(θ, ε = εF ) (2.63)

It is easy to see that f λR± (θ) − f 0±(θ) ∼ λR/εF from expanding of Eq. (2.61) in
powers of λR/εF . This implies that S(θ) ∼ λR/εF which is independent with the
scattering potentials U (r). This result was obtained in Ref. [1] for the case of weak
scatterers, and later in Ref. [69] for the cases of scattering by boundary, strong
scatterers and clusters of impurities which can not be treated in perturbation theory.
Assuming this behavior, the EY relation for graphene can be easily found. Indeed,
the change of spin orientation at each collision is S ∼ λR/εF . The total change
of spin orientation after Ncol collisions is of the order of

√
NcolεF/λR . Dephasing

occurs when
√

NcolεF/λR ∼ 1 and of course, after a time τ EY
s = Ncolτp. Hence we

obtain the EY relation

τ EY
s ≈ ε2F

λ2
R

τp (2.64)

This is the EY relation for graphene. It is worth to mention that the spin relaxation
time τs here not only is proportional tomomentum relaxation time τp but also depends
on the carrier density through Fermi energy εF . The spin relaxation length in EY
mechanism is proportional to mean free path �e

λs = √
Dτs =

√
1

2
v2Fτpτs ∼ �e

εF√
2λR

(2.65)

Despite the fact that some experiments have reported that τs ∼ τp, indicating
the dominance of EY mechanism in spin relaxation in graphene, the discrepancy
between theoretical calculations and experimental data is still large. Furthermore,
the derivations of both EY and DP for graphene are based on the strong coupling of
momentum and pseudospin which is unsuitable close to the Dirac point. In Chap.5,
we propose a new mechanism which is the heart of this PhD thesis to explains the
fast spin relaxation in graphene by the entanglement of spin and pseudospin degrees
of freedom.
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Chapter 3
The Real Space Order O(N) Transport
Formalism

Quantums simulations are very important tools to study transport phenomena in the
nanoscale. There are two numerical approaches for quantum transport simulations
at the present, one is the widely used non-equilibrium Green’s function (NEGF)
method, the other is the Kubo-Greenwood method. While NEGF is usually used for
small systems such as carbon nanotubes (CNT), graphene nanoribons (GNRs), due
to the cubic-scaling time consumption, the linear-scaling Kubo-Greenwood quantum
transport simulation method is a very effective method to investigate the transport
properties of the large-scale disorder systems.

In this chapter, the theoretical background of Kubo-Greenwood formalism, the
real-space Kubo formulas for conductivity and the Einstein relations are derived in
the first section. At the end of this section the three different regimes of transport
is discussed. In the second section, a new formalism basing on the real space order
O(N ) is firstly developed to study the spin transport in large scale 2D system. This
method is applied in Chap.5 to study the spin transport in disordered graphene.

3.1 Electrical Transport Formalism

3.1.1 Electrical Resistivity and Conductivity

When there is a electric field E(ω) inside a material, it will cause electric cur-
rent to flow. Electrical resistivity ρ(ω) is a measure of how strongly a material
opposes the flow of electric current. A low resistivity indicates a material that readily
allows the movement of electric charge. The electrical resistivity is defined as the
ratio of the electric field to the density of the current j(ω), implying

j(ω) = E(ω)

ρ(ω)
(3.1)
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Conductivity σ(ω) is the inverse of resistivity

σ(ω) = 1

ρ(ω)
(3.2)

Therefore, we have

j(ω) = σ(ω)E(ω) (3.3)

We usually measure the response of system to the electric field along 1 direction
(ex. the x direction). In this case, the conductivity σ (more specifically σxx ) in this
direction is:

jx (ω) = σ(ω)Ex (ω) (3.4)

σ(ω) is the conductivity in the general case. For the direct current (DC), the DC
conductivity σDC can be obtain by setting ω → 0.

3.1.2 Semiclassical Approach

Firstly, let’s use the semiclassical approach to have the general picture of the motion
of electron in the system under the influence of electric field. In this section some
formulas such as Drude conductivity, Einstein relation, and Landauer formula are
derived which will give a better vision of the quantum approach which will be given
in the next section.

In the presence of an electric field E in the plane of the two dimensional electron
gas (2DEG) system, beside thermal motion, electron moves along the direction of
electric force. However, this drift motion only remains for a short time before its
direction is randomized by scattering on disorder.An electron acquires a drift velocity
vdri f t = −eE�t/m in the time �t since the last impurity collision. The average
of �t is the scattering time τp (or momentum relaxation time), so the average drift
velocity vdri f t is given by [1]

vdri f t = −μe E, μe = eτp

m
(3.5)

where μe is electron mobility. If the sheet density is ns then the current density is

j = −ensvdri f t = σE (3.6)

The result is the familiar Drude conductivity [2] which can be written in several
equivalent forms:

σ = ensμe = ensτp

m
= gsgv

e2

h

kFl

2
(3.7)
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In the last equality we have used the identity ns = gsgvk2F/4π which is true for
all 2DEG system including graphene [3] and have defined the mean free path �e =
vFτp. The valley degeneracy factors are typically gv = 2 for graphene (K and K ′)
and Si 100 based 2DEG system, whereas gv = 1(6) for 2DEG system in GaAs
(Si 111). The spin degeneracy is always gs = 2, except at high magnetic fields.

It is obvious that the current induced by the applied electric field is carried by all
conduction electrons, since each electron acquires the same average drift velocity.
Nonetheless, to determine the conductivity it is sufficient to consider the response of
electrons near the Fermi level to the electric field. The reason is that the states that
are more than a few times the thermal energy kB T below EF are all filled so that, in
response to a weak electric field, only the distribution of electrons among states at
energies close to EF is changed from the equilibrium Fermi-Dirac distribution

f (E − EF ) =
(
1 + e

E−EF
kB T

)−1

(3.8)

In thermodynamic equilibrium at zero temperature, which is characterized by a
spatially constant electrochemical potential μ, the sum of the drift current density
−σE/e and the diffusion current density −D∇ns (D is diffusion constant) vanishes

− σE/e − D∇ns = 0 when ∇μ = 0 (3.9)

The electrochemical potential μ is the sum of the electrostatic potential energy −eV
and the chemical potential at EF . Since d EF/dns = 1/ρ(EF ), one has

∇μ = −e∇V + ∇EF = eE + ∇ns

ρ(EF )
(3.10)

The combination of Eqs. (3.9) and (3.10) yields the Einstein relation for the conduc-
tivity σ

σ = e2ρ(EF )D (3.11)

To verify that Eq. (3.11) is consistent with the earlier expression (3.7) for the Drude
conductivity, one can use the result (see below) for the 2D diffusion constant:

D = 1

2
v2Fτp = 1

2
vFl (3.12)

in combination with the density of states: ρ(E) = gsgv E/2π(�vF )2 for graphene
and ρ(E) = gsgvm/2π�

2 for 2DEG systems.
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The result in Eq. (3.12) can be explained in the following way [1]. Consider the
diffusion current density jx induced by a small constant density gradient, n(x) =
n0 + cx . We write

jx = lim
�t→∞ 〈vx (t = 0)n(x(t = −�t))〉

= lim
�t→∞ c 〈vx (0)x(−�t)〉

= lim
�t→∞ −c

∫ �t

0
dt 〈vx (0)vx (−t)〉

where the brackets 〈...〉 denote an isotropic angular average over the Fermi surface.
The time interval �t → ∞, so the velocity of the electron at time 0 is uncorrelated
with its velocity at the earlier time−�t . This allows us to neglect at x(−�t) the small
deviations from an isotropic velocity distribution induced by the density gradient
[which could not have been neglected at x(0)]. Since only the time differencematters
in the velocity correlation function, one has 〈vx (0)vx (−t)〉 = 〈vx (t)vx (0)〉. We thus
obtain for the diffusion constant D = − jx/c the familiar linear response formula
[4]

D =
∫ ∞

0
dt 〈vx (t)vx (0)〉 (3.13)

Since, in the semiclassical relaxation time approximation, each scattering event is
assumed to destroy all correlations in the velocity, and since a fraction e−t/τp of the
electrons has not been scattered in a time t , one has (in 2D) the result in Eq. (3.12)

D =
∫ ∞

0
dt

〈
vx (0)

2
〉

e−t/τp = 1

2
v2F

∫ ∞

0
e−t/τp dt = 1

2
v2Fτp (3.14)

The conductance rather than the conductivity is usually measured in experiments.
The conductivity σ relates the local current density to the electric field, j = σE ,
while the conductance G relates the total current to the voltage drop, I = GV .
Because the conductance for 2DEG system of width W and length L in the current
direction is

G = W

L
σ (3.15)

So the conductance is identical to the conductivity in a large homogeneous conduc-
tor (squared sample) and is usually called squared conductance. If we disregard the
effects of phase coherence, Eq. (3.15) is only correct when the sample sizes are much
larger than mean free path (W, L � �e). This is the diffusive transport regime, illus-
trated in Fig. 3.1a. When the dimensions of the sample are reduced below the mean
free path, one enters the ballistic transport regime, shown in Fig. 3.1c. One can further
distinguish an intermediate quasi-ballistic regime, characterized by W < l < L (see
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Fig. 3.1 Three transport
regimes (Figure is taken
from [1])

Fig. 3.1b). Three these transport regimes will be discussed carefully in Sect. 3.1.4. In
ballistic transport, only the conductance plays a role; not the conductivity because
the conductivity diverges in this regime. The Landauer formula

G = e2

h
T (3.16)

plays a central role in the study of ballistic transport because it expresses the conduc-
tance in terms of a Fermi level property of the sample (the transmission probability
T ). Equation (3.16) can therefore be applied to situations where the conductivity
does not exist as a local quantity.

At a finite temperature T , a chemical potential (or Fermi energy) gradient ∇EF

induces a diffusion current that is smeared out over an energy range of order kB T
around EF . The energy interval between E and E + d E contributes an amount dj
to the diffusion current density j, given by

djdi f f = −D∇ {ρ(E) f (E − EF )d E} = −d E Dρ(E)
d f

d EF
∇EF (3.17)

where D is the diffusion constant taken at energy E . The integration over E gives
the total diffusion current density:

j = −∇EF e−2
∫ ∞

0
d Eσ(E, 0)

d f

d EF
(3.18)
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where σ(E, 0) is the zero temperature conductivity in Eq. (3.11) for a Fermi energy
equal to E . The requirement of vanishing current for a spatially constant electro-
chemical potential implies that the conductivity σ(EF , T ) at temperature T and
Fermi energy EF satisfies

σ(EF , T )e−2∇EF + j = 0 (3.19)

Therefore, the finite-temperature conductivity is given simply by the energy average
of the zero-temperature result [1]

σ(EF , T ) =
∫ ∞

0
d Eσ(E, 0)

d f

d EF
(3.20)

As T → 0, d f/d EF → δ(E − EF ), so indeed only E = EF contributes to the
energy average. Result (3.20) contains exclusively the effects of a finite temperature
that are due to the thermal smearing of the Fermi-Dirac distribution. A possible
temperature dependence of the scattering processes is not taken into account.

3.1.3 The Kubo-Greenwood Formula

Hereafter, we will briefly derive the Kubo-Greenwood formula for DC conductivity
which will be applied to the real-space calculation to compute the conductivity, mean
free path, mobility...etc. A more detailed derivation can be found in Ref. [5].

Let’s consider an electron in an weak electric field pointing along the x direction

E = E0 cos(ωt)ux (3.21)

The weak vector potential of this field A(t) = − E0
2iω (eiωt − e−iωt )ux will add a

perturbative term δH(t) = 2eP̂ A(t)
2m = − eE0

2iω (eiωt −e−iωt )vx to electronHamiltonian
H0 which includes any interactions in the absence of electric field.

In perturbation theory, the total wavefunction �m(t) in the presence of elec-
tric field can be expanded in terms of nonperturbed wavefunctions ψn : �m(t) =∑

n an(t)ψn where the coefficients an(t) can be approximately determined by first-
order perturbation theory. The transition from initial states |n〉 at t = 0 to final states
|m〉 at t in this theory is given by

pnm(t) = 1

�2

∣∣∣∣
∫ t

0
dτei(Em−En)τ/�〈m|δH(τ )|n〉

∣∣∣∣
2

(3.22)

And the transition rate at long time

pnm

t
= 2π

�

(
eE0

2ω

)2

|〈m|vx |n〉|2 [δ (Em − (En + �ω)) + δ(Em − (En − �ω))]

(3.23)



3.1 Electrical Transport Formalism 41

The first term corresponds to the absorbed transition where electron in the initial state
|n〉 with energy En absorbs an energy �ω and changes to final state |m〉. Similarly,
the second term is emitted transition. Hence the net rate of absorption of energy (total
absorbed power) is given by

P = πe2E2
0

2ω

∑
m,n

|〈m|vx |n〉|2 [δ (Em − (En + �ω)) − δ(Em − (En − �ω))]

(3.24)
This is the absorbed power for an isolated single electron. When we consider an
electron ensemble, we have to take into account the Fermi distribution and the Pauli
exclusion principle and 2 spin components.

P = πe2E2
0

ω

∑
m,n

|〈m|vx |n〉|2 ( f (En)(1 − f (Em)) [δ (Em − (En + �ω)) − δ(Em − (En − �ω))]

(3.25)
After some calculation and index permutation, we obtain

P = π�e2E2
0

∑
m,n

f (En) − f (Em)

�ω
|〈m|vx |n〉|2 δ (Em − (En + �ω)) (3.26)

On the other hand, the total absorbed is defined as P = 1
2σ(ω)�E2

0 , where σ(ω)

is the conductivity of the system. By substituting this formula into the above equation
we obtain

σ(ω) = 2πe2�

�

∑
m,n

f (En) − f (Em)

�ω
|〈m|vx |n〉|2 δ (Em − (En + �ω)) (3.27)

This expression can be rewriten in below integral

σ(ω) = 2πe2�

�

∫ ∞

−∞
d E

f (E) − f (E + �ω)

�ω

∑
m,n

|〈m|vx |n〉|2 δ (E + �ω − Em) δ (E − En)

(3.28)
By inserting delta function into the braket we have

σ(ω) = 2πe2�

�

∫ ∞

−∞
d E

f (E) − f (E + �ω)

�ω
Tr

[
vxδ(E − Ĥ)vxδ(E + �ω − Ĥ)

]
(3.29)

We use the Fermi-Dirac distribution function property limω→0
f (E)− f (E+�ω)

�ω =
δ(E − EF ). In the limit of zero temperature the DC conductivity is

σDC (E) = 2πe2�

�
Tr

[
vxδ(E − Ĥ)vxδ(E − Ĥ)

]
(3.30)

where� is the volume of the system. The last delta-function is rewritten as an integral
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δ(E − Ĥ) = 1

2π�

∫ ∞

−∞
dtei(E−Ĥ)t/� (3.31)

and inserted into Eq. (3.30):

σDC (E) = e2

�

∫ ∞

−∞
dtTr

[
vxδ(E − Ĥ)ei Et/�vx e−i Ĥ t/�

]

= e2

�

∫ ∞

−∞
dtTr

[
vx (0)δ(E − Ĥ)vx (t)

]
(3.32)

where the final formula is obtained thanks to the delta function δ(E − Ĥ) and
vx (t) = ei Ĥ t/�vx e−i Ĥ t/� is velocity operator in Heisengberg representation.

Now we will show that the formula for the quantum average of any operator Q̂ at
a given energy E is written as

〈Q̂〉E = 1

N

N∑
i

〈ψi
E |Q̂|ψi

E 〉 =
Tr

[
δ(E − Ĥ)Q̂

]
Tr

[
δ(E − Ĥ)

] (3.33)

where |ψi
E 〉 are N degenerate eigenstates of Ĥ , all having energy E .

Indeed,

Tr
[
δ(E − Ĥ)Q̂

]
Tr

[
δ(E − Ĥ)

] =
∑

i,n〈ψi
En

|δ(E − Ĥ)Q̂|ψi
En

〉∑
i,n〈ψi

En
|δ(E − Ĥ)|ψi

En
〉

=
∑

i,n〈ψi
En

|δ(E − En)Q̂|ψi
En

〉∑
i,n〈ψi

En
|δ(E − En)|ψi

En
〉

= 1

N

N∑
i

〈ψi
E |Q̂|ψi

E 〉

Using Eq. (3.33) one can rewrite Eq. (3.32) in form

σDC (E) = e2
Tr

[
δ(E − Ĥ)

]
�

∫ ∞

−∞
dt〈vx (t)vx (0)〉E

= e2ρ(E)

∫ ∞

0
dt (〈vx (t)vx (0)〉E + 〈vx (−t)vx (0)〉E )

= e2ρ(E)

∫ ∞

0
dt〈vx (t)vx (0) + vx (0)vx (t)〉E
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= e2ρ(E)

∫ ∞

0
dtC(E, t) (3.34)

with the total density of state ρ(E) = Tr
[
δ(E−Ĥ)

]
�

and the velocity autocorrelation
function C(E, t) = 〈{vx (t), vx (0)}〉E .

Now, let’s define themean value of the spreading in the x-direction of states having
energy E

�X2(E, t) = 〈|X̂(t) − X̂(0)|2〉E (3.35)

The time derivative of the spreading gives

d

dt
�X2(E, t) = 〈vx (t)(X̂(t) − X̂(0)) + (X̂(t) − X̂(0))vx (t)〉E (3.36)

Changing the time arguments and then taking the derivative allow us to write the
second derivative of �X2(E, t) as

d

dt
�X2(E, t) = 〈vx (0)vx (−t) + vx (−t)vx (0)〉E (3.37)

Changing the time arguments again we finally get

d2

dt2
�X2(E, t) = C(E, t) (3.38)

Replacing above equation into Eq. (3.34) we get the final expression for conductivity
which is usually used in the calculation

σ1
DC (E) = e2ρ(E) lim

t→∞
d

dt
�X2(E, t) (3.39)

with the spreading of the wavepacket in the x-direction

�X2(E, t) =
Tr

[
δ(E − Ĥ)

(
X̂(t) − X̂(0)

)2]

Tr
[
δ(E − Ĥ)

] (3.40)

An alternative definition, in which the derivative in the Eq. (3.39) is replaced by a
division

σ2
DC (E) = e2ρ(E)

�X2(E, t)

t
= e2ρ(E)Dx (E, t) (3.41)

is frequently used, because it gives smoother curves for the conductivity than
Eq. (3.39) does.
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The similarity of Eqs. (3.41) and (3.11) shows that the diffusion coefficient is
given by

Dx (E, t) = �X2(E, t)

t
(3.42)

3.1.4 Three Transport Regimes

As mentioned in Sect. 3.1.2 with the semiclassical approach, the motion of an elec-
tron in the sample can be in three different regimes depending on sample size and
disorders. In this section we will discuss in more detail about three these regimes
based on the diffusion coefficient Dx (E, t) in above quantum approach.

Ballistic regime

In the absence of disorder, structural imperfections or the distance between the source
and drain L is much smaller than mean free path (L � �e), electron propagates
in ballistic regime. In this regime electron moves at a constant velocity vF so the
spreading of wave packet �X (t) will increase linearly with time t with the slope
of vF , �X (t) = vF t . Therefore, the form of the diffusion coefficient Dx (EF , t) in
expression (3.42) is a linewith slope v2F , Dx (EF , t) = v2F t (See Fig. 3.2a). These lead
to the divergence of the long-time conductivityσDC (EF ) in Eq. (3.39) (Equation3.41
is only correct in the diffusive regime)

σDC (EF )bal. = e2ρ(EF ) lim
t 	→∞

d

dt
�X2(EF , t) = 2e2ρ(EF ) lim

t 	→∞ v2F t (3.43)

As pointed out in Ref. [5], this divergence is due to the fact that when deriving
the linear response theory, a finite dissipation source, intrinsic to the sample, is

(a) (b) (c)

Fig. 3.2 Diffusion coefficient (main frame) and displacement (inset) in three transport regimes: a
Ballistic regime, b diffusive regime and c localized regime
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introduced both physically and mathematically. The ballistic limit is therefore not
well defined in this formalism. However, we can find the agreement between this
method and Landauer-Buttiker formalism in one dimensional (1D) sample. Indeed,
the formula for the conductance in Eq. (3.15) for 1D is G = σ/L where L = 2vF t is
the propagating length of wave packet. Using these formulas and Eq. (3.43) we get

G(EF ) = 2e2ρ1D(EF ) lim
t→∞

v2F t

L
= e2ρ1D(EF )vF = 2e2

h
= G0 (3.44)

where the density of states for 1D is ρ1D(EF ) = 1/π�vF and G0 is the conduc-
tance quantum corresponding to the conductance of one conducting channel. If there
are more than one conducting channel crossing the Fermi level, the conductance is
proportional to the number of conducting channels, as expected from the Landauer
formula.

Diffusive regime

As mentioned in Sect. 3.1.2 in semiclassical approach, the diffusion coefficient con-
verges in diffusive regime to a constant which is proportional to elastic scattering
time (See Eq.3.12), Dsc

di f f = 1
2v

2τp. We can obtain a similar formula for the Kubo
approach by considering the Eq. (3.38) with the velocity autocorrelation function
C(E, t) = 2v2x (E)e−t/τp in diffusive regime. This leads to the

√
t behaviour of

displacement �X (E, t) and a constant diffusion coefficient (See Fig. 3.2b).

lim
t 	→∞ �X2(E, t) = 2τp(E)v2x (E)t and lim

t 	→∞ Dx (E, t) 	−→ 2τp(E)v2x (E)

(3.45)
The Kubo formula for diffusive regime then gives access to the semiclassical

conductivity (σsc)

σsc(E) = σDC (E)di f f = e2ρ(E)Dx (E, t)

σsc(E) = 2e2ρ(E)τp(E)v2x (E) (3.46)

σsc(E) = 2e2ρ(E)vx (E)�x
e (E)

with the projection of mean free path in the x direction �x
e (E) = τp(E).vx (E).

Localized regime

If electron propagates in the system with strong disorder, the back scattering will
give rise to quantum interference which leads electron into the localized regime in
which the diffusion coefficient decrease roughly following ∼ 1/t . Because electron
is strongly localized, the spreading �X (E, t) reaches an asymptotic value that is
related to the localization length ξ(E) (See Fig. 3.2c).

The propagation of a wave packet of electrons in the real disorder system usually
experiences three above regimes. Assuming that we put a wave packet locally in
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Fig. 3.3 Illustration of the time dependence of diffusion coefficient D(E, t)

the sample, at first electron moves very fast in the ballistic regime with velocity

vF =
√

v2x + v2y and diffusion coefficient

D(E, t) = Dx (E, t) + Dy(E, t) = v2F t (3.47)

After exploring the sample, the disorder drives electron into the diffusive regime
with the saturation of diffusion coefficient at the value Dmax (See Fig. 3.3) which
can be used to estimate value of elastic scattering time τp and mean free path �e.
Indeed, using Eq. (3.45) we can extract (assuming the sample is isotropic)

�e = vFτp = Dmax

2vF
(3.48)

which leads us to following formulas for σsc (See Eq.3.46)

σsc(E) = σxx = 1

2
e2ρ0(E)Dmax

x = 1

4
e2ρ0(E)Dmax

σsc(E) = 1

2
e2ρ0(E)v2F (E)τp(E) (3.49)

σsc(E) = 1

2
e2ρ0(E)vF (E)�e(E)

with ρ0(E) = 2ρ(E) is the total density of state (the factor of 2 accounts for spin
degeneracy) which is given by Eq. (2.17) for perfect graphene. Electron mobility μ
in this regime is given by

μ(E) = σsc(E)

en(E)
(3.50)

where n(E) = ∫
ρ0(E)d E is the charge density.

After the diffusive regime, depending on the disorder source, an electron might
enter the localization regime due to quantum interference effects. The electrons start

http://dx.doi.org/10.1007/978-3-319-25571-2_2
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to localize resulting in a decreasing diffusion coefficient. The quantum interference
gives the quantum correction δσ(L) to the semiclassical conductivity [5]

σ(L) = σsc + δσ(L) with δσ(L) = −2e2

πh
ln

(
L

�e

)
(3.51)

The transition to the insulating state is continuous and reached when the quantum
correction is of the sameorder of the semiclassical conductivity, that iswhen�σ(L =
ξ) � σsc. This let us to extract the localization length ξ

ξ = �e exp(πσsc/G0) (3.52)

3.1.5 The Kubo Formalism in Real Space

In this section, I will present an efficient real space implementation of the Kubo
formula which is mainly used in this thesis to study quantum transport in graphene.
This method was first developed by Roche and Mayou in 1997 for the study of
quasiperiodic systems [6] and was then adapted by Stephan and coworkers to study
electric transport in disordered mesoscopic systems. The advantage of this method
is that the quantum transport of large systems can be investigated thanks to linear-
scaling time consuming. The maximum number of orbitals in the system can be
studied at the moment is hundred millions and the simulation of samples with 1
billion orbitals can be envisioned in the next decade.

There are two major problems one needs to overcome when using the Eq. (3.41)
to calculate the conductivity. The first one is how to change the Eq. (3.40) to the
simpler expression. The second one is how to calculate the trace without finding the
eigenstates of the system.

Let’s find the solution for the first problem by rearranging terms in the expression
(3.40) with the cyclic property of trace.

�X2(E, t) =
Tr

[
δ(E − Ĥ)

∣∣X̂(t) − X̂(0)
∣∣2]

Tr
[
δ(E − Ĥ)

] (3.53)

�X2(E, t) =
Tr

[
(X̂(t) − X̂(0))†δ(E − Ĥ)(X̂(t) − X̂(0))

]
Tr

[
δ(E − Ĥ)

] (3.54)

We then use several identities and definitions to rewrite (X̂(t) − X̂(0))

X̂(t) = e
i Ĥ t
� X̂(0)e

−i Ĥ t
� (3.55)

Û (t) = e
−i Ĥ t

� (3.56)
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where Û (t) is the evolution operator,

X̂(t) − X̂(0) = Û †(t)X̂Û (t) − X̂ (3.57)

X̂(t) − X̂(0) = Û †(t)X̂Û (t) − Û †(t)Û (t)X̂ (3.58)

X̂(t) − X̂(0) = Û †(t)[X̂ , Û (t)] (3.59)

using Û †(t)Û (t) = I, and [· · · , · · · ] the commutator. Then by replacing these quan-
tities in Eq. (3.54), one gets

�X2(E, t) =
Tr

[
[X̂ , Û (t)]†Û (t)δ(E − Ĥ)Û †(t)[X̂ , Û (t)]

]
Tr

[
δ(E − Ĥ)

] (3.60)

�X2(E, t) =
Tr

[
[X̂ , Û (t)]†δ(E − Ĥ)[X̂ , Û (t)]

]
Tr

[
δ(E − Ĥ)

] (3.61)

This is the simplest form of �X2(E, t) that we use for the numerical calculation.
Now the next mission is how to evaluate the trace without calculating the eigen-

states of the system which costs a lot of time. The way that we do it is approximating
the trace by expectation values on random phase states which are expanded on all
the orbitals |i〉 of the basis set

|ϕR P 〉 = 1√
N

N∑
i=1

e2iπαi |i〉, (3.62)

where αi is a random number in the [0, 1] range. An average over few tens of
random phases states is usually sufficient to calculate the expectation values. Using
this stratergy for the expression (3.61), we find

�X2(E, t) = 〈ϕR P |[X̂ , Û (t)]†δ(E − Ĥ)[X̂ , Û (t)]|ϕR P 〉
〈ϕR P |δ(E − Ĥ)|ϕR P 〉 (3.63)

�X2(E, t) = 〈ϕ′
R P (t)|δ(E − Ĥ)|ϕ′

R P(t)〉
〈ϕR P |δ(E − Ĥ)|ϕR P 〉 (3.64)

The numerator and the denominator have the same form. The techniques used for the
computation of the density of states can thus be also employed for the computation of
�X2(E, t) provided one first evaluates |ϕ′

R P(t)〉 = [X̂ , Û (t)]|ϕR P 〉. The evaluation
of |ϕ′

R P(t)〉 needs [X̂ , Ĥ ] together with Û (t)|ϕR P 〉 which can be done by expand-
ing Û (t) into the Chebyshev polynomials. The detail techniques are mentioned in
Appendix A. Moreover, the density of state is calculated by the Lanczos method [7,
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Fig. 3.4 The application of
Kubo formalism in real
space: Velocity and density
of states for pristine
graphene

8] in which we tridiagonalize the Hamiltonian and then calculate the density of state
in form of continued fraction. The detailed techniques are in Appendix B.

Figure3.4 shows the velocity and density of states for pristine graphene obtained
by the application of the real space method. The value of velocity close to the Dirac
point is vF = 2.13(Åγ0�

−1) which is the same value as extracted from the band
structure vF = √

3γ0a/2�. The density of states shows the linear behaviour in the
vicinity of Dirac point which coincides with the Eq. (2.17) in Chap.2. Furthermore,
the energy dependence of the density of states has been confirmed by other calcu-
lations [9] which considered only the nearest neighbor hopping term in the Hamil-
tonian. These evidences validate the application of this method for the electronic
transport calculation of mesoscopic system.

Figure3.5 visualizes the propagation of wave packet in the real space of Poly-G
in which its small portion is shown in Fig. 3.5a. Figure3.5b–d shows some snapshots
of the time evolution of a wave packet within a Poly-G sample, highlighting the
scattering and localizing effects around theGGBs. Indeed, thewave packet is initially
injected on a hexagon at a grain center and begins to propagate in ballistic regime in
Fig. 3.5b. When electrons meet the GBs (Fig. 3.5c), the scattering happens because
of the structural disorders on GBs and the misorientation of grains. These scatterings
drive electrons into the diffusive regime and finally to the localization regime as
shown in Fig. 3.5d.

3.2 Spin Transport Formalism

Spintronics is an interesting branch of electronics in which the electron spin is
exploited and manipulated to apply it to quantum information processing, quantum
computation, etc. The research of spintronics has increased a lot since the discovery
of giant magnetoresistance by Albert Fert et al. [10] and Peter Grunberg et al. [11]
and especially after the theoretical proposal of a spin field-effect-transistor by Datta
and Das [12] in 1990.

http://dx.doi.org/10.1007/978-3-319-25571-2_2
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Fig. 3.5 The visualization of real space method in Poly-G. a Small portion of a Poly-G sample.
b–d Time evolution of a wave packet within the sample

Graphene is a good candidate for spintronics due to low SOC and hyperfine
interaction, but the agreement between theoretical and experimental results is still
missing at the moment. Up to now, most of dynamical characteristics of spin is
extracted from the kinetic spinBloch equation.Here,wefirst develop a newmethod to
study the spin dynamics ofmesoscopic systems and use it to address the controversial
topic of spin relaxation in graphene.

3.2.1 Wavefunction and Random Phase State with Spin

In order to include spin in the wavefunction we use the two-component spinor to
represent the spin-wavefunction
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Fig. 3.6 Spherical
coordinate system for spin

|�〉 =
(

�↑
�↓

)
(3.65)

And the random-phase state corresponding to Eq. (3.62) is

|�R P 〉 = 1√
N

N∑
i=1

⎛
⎝ cos

(
θi
2

)
eiΦi sin

(
θi
2

)
⎞
⎠ e2iπαi |i〉, (3.66)

where (Φi , θi ) is the spin orientation of electron of orbital |i〉 in spin spherical
coordinate system (Fig. 3.6).

3.2.2 Spin Polarization

The spin dynamics of the system is directly related to the time-dependence of spin
polarization S(t) which can be given by the expectation value of the spin Pauli
operator.

S(t) = 〈σ(t)〉 = 〈ψ(0)|σ(t)|ψ(0)〉 (3.67)

where σ(t) = e
i Ĥ t
� σe

−i Ĥ t
� is the spin operator in Heisengberg representation. How-

ever, this expectation gives the spin polarization for the whole spectrum which is not
meaningful. Finding the expectation at specific energy is more important. In order
to do so, we use the formula for quantum average of any operator at a given energy
in Eq. (3.33).

S(E, t) =
Tr

[
δ(E − Ĥ)σ(t)

]
Tr

[
δ(E − Ĥ)

] =
Tr

[
δ(E − Ĥ)σ(t) + σ(t)δ(E − Ĥ)

]
2Tr

[
δ(E − Ĥ)

] (3.68)
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Approximating the trace by expectation values on random phase states |ψ(0)〉 =
|ϕR P 〉 is the strategy to get a faster calculation.

S(E, t) = 〈ψ(0)|δ(E − Ĥ)σ(t) + σ(t)δ(E − Ĥ)|ψ(0)〉
2〈ψ(0)|δ(E − Ĥ)|ψ(0)〉 (3.69)

= 〈ψ(t)|δ(E − Ĥ)σ + σδ(E − Ĥ)|ψ(t)〉
2〈ψ(0)|δ(E − Ĥ)|ψ(0)〉 (3.70)

where the time evolution of the wavepackets |ψ(t)〉 = e
−i Ĥ t

� |ψ(0)〉 is obtained by
solving the time-dependent Schrödinger equation. This is the equation we use for
the calculation of spin polarization.

Let’s denote the quantity in the numerator of Eq. (3.70) as

P(E, t) = 〈ψ(t)|σδ(E − Ĥ)|ψ(t)〉 (3.71)

Equation (3.70) becomes

S(E, t) = �e (P(E, t))

〈ψ(0)|δ(E − Ĥ)|ψ(0)〉 (3.72)

The denominator is directly proportional to the density of states ρ(E) and can be
computed by the real space method given in Sect. 3.1.5 while the numerator can be
calculated by including the energy resolution η

P(E, t) = 〈ψ(t)|σδ(E − Ĥ)|ψ(t)〉
= 〈ψ(t)|σ 1

2π

[
1

η − i(E − Ĥ)
+ 1

η + i(E − Ĥ)

]
|ψ(t)〉

= 1

2π

∑
j

〈ψ(t)|σ|φ j 〉〈φ j |
[

1

η − i(E − Ĥ)
+ 1

η + i(E − Ĥ)

]
|ψ(t)〉

= i

2π

∑
j

μ j 〈φ j |
[

1

E + iη − Ĥ
− 1

E − iη − Ĥ

]
|ψ(t)〉

P(E, t) = i

2π

∑
j

μ j

[
〈φ j | 1

z − Ĥ
|ψ(t)〉 − 〈φ j | 1

z∗ − Ĥ
|ψ(t)〉

]

where μ j = 〈ψ(t)|σ|φ j 〉 with any complete basic set {|φ j 〉} and z = E + iη.
By building a orthonormal basis with the Lanczos method (See Appendix B)

beginning with |φ1〉 =|ψ(t)〉, we have

P(E, t) = i

2π

∑
j=1

μ j

[(
1

z − H

)
j,1

−
(

1

z∗ − H

)
j,1

]
(3.73)
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where H is the tridiagonal matrix of Ĥ in the Lanczos basis (See Appendix B)

H = (
Hi j

) =

⎛
⎜⎜⎜⎝

a1 b1 0 · · ·
b1 a2 b2
0 b2 a3 · · ·
...

...
. . .

⎞
⎟⎟⎟⎠ (3.74)

3.2.3 Technical Details

Now what we need is the first column of the inverted matrices z − H and z∗ − H
which we call κ and κ, respectively

(z − H)K = 1 ⇒
∑

n

(z − H)mnκn = δm1 (3.75)

writing above equation explicitly

(z − H11)κ1 − H12κ2 = 1

−H21κ1 + (z − H22)κ2 − H23κ3 = 0
...

−Hn,n−1κn−1 + (z − Hnn)κn − Hn,n+1κn+1 = 0

From κ1 we can get the others

κ2 = (z − H11)κ1 − 1

H12

κ3 = (z − H22)κ2 − H21κ1

H23

...

κn = (z − Hn−1,n−1)κn−1 − Hn−1,n−2κn−2

Hn−1,n

We can do the same for κ just by replacing z by z∗. Using the fact that κ1 = κ∗
1, we

can show that κ j = κ∗
j . Finally, we get the formula for Eq. (3.73)

P(E, t) = i

2π

∑
j=1

μ j
[
κ j − κ j

]

P(E, t) = − 1

π

∑
j=1

μ j�m
(
κ j

)
(3.76)
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Substituting this formula into Eq. (3.72) leads to the final expression for spin
polarization

S(E, t) = − 1

π�ρ(E)

∑
j=1

�e
(
μ j

) �m (
κ j

)
(3.77)
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Chapter 4
Transport in Disordered Graphene

Ideal crystalline graphene has exotic properties such as remarkably low dimension-
ality, high mobility and mechanical strength, tunable carrier type and density, etc.
However, as with most other materials, defects are unavoidable during the prepa-
ration of graphene and can play a key role in many observables, and particularly
electronic properties. The purpose of this chapter is to discuss the transport prop-
erties of realistic graphene with the increasing of disorder, beginning from single
defects (vacancies) to line defects in Poly-G and finally to amorphous graphene, a
strongly topological disordered graphene.

4.1 Transport Properties of Graphene with Vacancies

4.1.1 Introduction

The electronic transport properties of graphene are known to be very peculiar with
unprecedented manifestations of quantum phenomena as Klein tunneling [1, 2],
WAL [3, 4], or anomalous QHE [5, 6], all driven by a π -Berry phase stemming
from graphene sublattice symmetry and pseudospin degree of freedom [7–9]. These
fascinating properties, yielding high charge mobility [10, 11], are robust as long as
disorder preserves a long range character. The fundamental nature of transport pre-
cisely at the Dirac point is however currently a subject of fierce debate and contro-
versies. Indeed, for graphene deposited on oxide substrates, the nature of low-energy
transport physics (as its sensitivity to weak disorder) is masked by the formation of
electron-hole puddles [9]. A remarkable experiment has however recently demon-
strated the possibility to screen out these detrimental effects [12], providing access
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Fig. 4.1 The observation of ZEMs (Figure is taken from Ref. [15])

to the zero-energy Dirac physics. An unexpectedly large increase of the resistivity at
the Dirac point was tentatively related to Anderson localization [12, 13] of unknown
physical origin and questioned interpretation [14].

Of paramount importance are therefore the low-energy impurity states known
as zero-energy modes (ZEMs) [16, 17], whose impact on the Dirac point transport
physics needs to be clarified. ZEMs are predicted or observed for a variety of disor-
der classes, as topological defects (mainly vacancies) [17, 18], adatoms covalently
bonded to carbon atoms [19, 20] and extended defects as GBs [21, 22]. As recently
confirmed by scanning tunneling microscopy experiments on graphene monova-
cancies [15], ZEMs manifest as wave functions that decay as the inverse of the
distance from the vacancy (See Fig. 4.1), exhibiting a puzzling quasi-localized char-
acter, whose consequences on quantum transport remain to date highly controversial.
First, ZEMs have been predicted to produce a supermetallic regime by enhancing
the Dirac-point conductivity above its minimum ballistic value σmin = 4e2/πh [23,
24], an unprecedented conducting state, which could be in principle explored exper-
imentally [1, 25, 26]. Second, a similar increase of the Dirac point conductivity with
defect density has been also reported in the diffusive regime of two-dimensional
disordered graphene in the presence of vacancies or adatoms [20, 27]. These results
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contrast with the semiclassical conductivity found with the Boltzmann approach [18,
28–31], and suggest the absence of quantum interferences and localization effects
observed for other types of disorder [32–34]. Finally, transport experiments in inten-
tionally damaged graphene also report on puzzling conductivity fingerprints, whose
physical origin remains to be fully understood [35, 36]. A comprehensive picture of
the role of ZEMs on quantum transport properties in disordered graphene is therefore
crucially missing and demands for further theoretical and experimental inspection.

This Section provides an extensive analysis of the contribution of zero-energy
modes to quantum conduction close to the Dirac point in disordered graphene. Using
Kubo-Greenwood and Landauer transport approaches, different regimes are numer-
ically explored by changing the aspect ratio of the transport measurement geometry,
and by tuning vacancy density and sublattice symmetry breaking features. The robust-
ness of the supermetallic state induced by ZEMs is shown to be restricted to very
low densities of compensated vacancies (equally distributed among both sublattices).
This occurs as long as tunneling through evanescent modes prevails. In the absence
of contact effects, an increase of the conductivity above 4e2/πh is obtained for the
semiclassical conductivity at the Dirac point and ascribed to a high density of ZEMs,
but the quantum conductivity analysis unequivocally reveals a localization regime.
For a totally uncompensated vacancy distribution (populating a single sublattice),
the delocalization of ZEMs in real space is strongly prohibited for a large energy
window around the Dirac point owing to the formation of a gap, whereas no appre-
ciable difference of high energy transport (above the gap) is found compared with
the compensated vacancy case. I would like to mention that some interesting cases of
uncompensated impurities and defects have been reported experimentally [37–39],
whose results demand further exploration.

4.1.2 Zero-Energy Modes and Transport Properties

System description and methodology. We consider a finite concentration n of vacan-
cies either distributed at random exclusively on one of the two sublattices (nA = n,
the number of vacancies per carbon atoms in sublattice A and nB = 0, uncompen-
sated case), or equally distributed vacancies on both sublattices (nA = nB = n/2,
compensated case). The electronic and transport properties are investigated by using
a TB model with a single pz orbital per atom and first nearest neighbor coupling.
We model the vacancies by removing the corresponding orbitals from the Hamil-
tonian [16, 17]. To investigate the various transport regimes, two complementary
approaches are used. To study two-dimensional (bulk) disordered graphene, real-
space quantum wave packet dynamics and Kubo conductivity are calculated [32, 33,
40–43]. The zero-frequency conductivity σ(E, t) for energy E and time t is given
by Eq. (3.41). The diffusion coefficient D(E, t) obtained by using Eq. (3.42) gener-
ally starts with a short-time ballistic motion followed by a saturation regime, which
allows us to estimate the transport (elastic) mean free path �e and the semiclassical
conductivity σsc from its maximum value as mentioned in Sect. 3.1.4. Depending

http://dx.doi.org/10.1007/978-3-319-25571-2_3
http://dx.doi.org/10.1007/978-3-319-25571-2_3
http://dx.doi.org/10.1007/978-3-319-25571-2_3
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on disorder strength, D(E, t) is found to decay at longer times owing to quantum
interferences, whose strength may dictate weak or strong (Anderson) localization at
the considered time scale. Calculations are performed for systems containing several
millions of carbon atoms, allowing the capture of all relevant transport regimes. We
also study the ballistic limit of transport through finite graphene samples, by con-
sidering strip geometries with width W and length L (with W/L � 1) between two
highly doped semi-infinite ribbons (of identical width). This two-terminal transport
geometry gives access to the contribution of ZEMs in graphene transport when the
charge flow is conveyed by contact-induced evanescent modes. The doping of con-
tacts is simulated by adding an onsite energy of –1.5 eV to the corresponding orbitals,
which generates a large DOS imbalance between the contacts and the central strip at
the Dirac point (E = 0). The zero-temperature conductivity of the graphene strip is
then computed as σ(E) = (2e2/h) × T(E) × L/W , where T(E) is the transmission
coefficient evaluated within the Green’s function approach [44, 45]. When L � W ,
low energy transport is dominated by tunneling through the undoped region yielding
a universal ballistic value σ(E ≈ 0) ≈ σmin = 4e2/πh at the Dirac point for clean
strips [1, 25, 26, 44].

ZEMs effects in two-dimensional disordered graphene. We start by considering
the compensated case, which globally preserves the sublattice symmetry. Figure 4.2
(left inset) gives the density of states of the system as a function of the energy E
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for different vacancy densities n. In agreement with prior results [16, 17], the DOS
shows the rise of a broad peak around E = 0, which witnesses the presence of ZEMs
generated by disorder. Their nature however is not encoded in this feature but needs
to be analyzed by studying transport characteristics such as mean free path (Fig. 4.2,
right inset) and conductivity (Fig. 4.2, main frame). The mean free path �e is seen
to be strongly energy dependent with minimum values close to the Dirac point, as
expected for short-range scatterers [42, 43]. By increasing the vacancy density within
the range [0.1 %, 0.4 %], �e drops from tens of nanometers down to few nanometers,
and roughly varies as �e ∼ 1/n in agreement with the Fermi golden rule. Interestingly,
we find for the semiclassical conductivity σsc ∼ E for high enough energy (above
0.3 eV for n = 0.8 %), whereas it saturates to σmin at low energy with a higher value
around the Dirac point owing to the DOS enhancement induced by midgap states.
When increasing the vacancy density, the minimum conductivity 4e2/πh around the
Dirac point extends over a larger energy region (not shown here).

The obtained short �e and minimum semiclassical conductivities suggest a strong
contribution of quantum interferences, which is further evidenced by the decay of the
Kubo conductivity below σmin for sufficiently long time scales, see Fig. 4.2 (main
frame). Depending on the energy, the observed downscaling of the quantum con-
ductivity versus time can be described by a logarithmic correction (weak localiza-
tion), an exponential decay (strong localization), or by localized modes beyond the
Anderson regime. As showned in Fig. 4.3a, the quantum correction to the conduc-
tivity (δσ (λ) = σ(λ) − σsc) at E = 0.4 eV is numerically found to downscale as
δσ (λ) ∼ −2e2/(πh) ln(λ/λe) (with λ ≡ √

�X2(t) the time-dependent wave packet
space extension and λe related to �e [46]) and broadening-independent (a strongly
reduced broadening η = 0.8 meV yields the same conductivity). Differently, for E
= 0.2 eV (see Fig. 4.3b for different energy resolutions from η = 3 meV down to
η = 0.4 meV) the length-dependent conductivity exhibits an exponential behavior
σ ∼ exp(−λ/ξ) (ξ the localization length), evidencing a strong-localization regime
[13]. Note that this scaling law is observed independently of the energy precision
parameter η, thus indicating that our approach is able to unambiguously catch the
physics of the system and that there is only a residual quantitative, but not qual-
itative, dependence on η. Moreover, the localization length varies only weakly at
lowest η indicating a limit ξ ≈10 nm when η → 0, which confirms the reliability
of the numerical simulation. Exactly at the Dirac point, localization is observed in
Fig. 4.3c since the conductivity decays with length λ. However, in contrast to finite
energies, it follows a power-law behavior σ ∝ λα with α < 0. The inset shows
α upon decreasing the broadening η down to about 0.4 meV, which is the present
limit of our numerical resolution. Note that the observed behavior is consistent with
the limit α = −2 for η → 0, which has been observed experimentally [15] for the
localization of ZEMs by means of scanning tunneling spectroscopy. The localiza-
tion at E = 0 is even stronger than in the Anderson regime and can therefore not
be attributed to multiple scattering and quantum interference effects, i.e. the strong
localization regime, but is rather a signature of zero-energy modes. This is further
corroborated by the length λ ∼ 5 nm over which σ localizes, which is on the same
order as the spatial extension of the bound states experimentally measured [15].
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I would like to point out here that our results for compensated vacancies are
well-defined and converge in the limit of small η. Figure 4.3d finally shows that at
the largest time considered for the calculation of the conductivity (8.2 ps), σ(E) is
well controlled when decreasing η, with a more pronounced noise level at smaller
η, an effect which defines a lower limit for η to avoid non-physical mathematical
singularities.

A remarkably different picture emerges in the uncompensated case, for which
the sublattice symmetry is fully broken. The DOS shown in Fig. 4.4 (left inset)
evidences the presence of ZEMs sharply peaked at E = 0. In contrast to the compen-
sated case, the depletion of the low-energy conductivity is here inherited from the
presence of energy gaps [16, 17]. The semiclassical conductivity strongly increases
when approaching the Dirac point, much more than in the compensated case and also
increases when improving the energy resolution. However, the large value of σsc does
not reflect the extendedness of the corresponding ZEMs. This can be rationalized
by scrutinizing σ(E = 0, t) and D(E = 0, t), which are actually strongly decaying
with time. Indeed D(E = 0, t) becomes extremely small compared to that at finite
energies (e.g. at 0.5 eV) and much smaller compared to the compensated case with
same vacancy concentration (see Fig. 4.4, right inset). Additionally, D(E = 0, t)
decays when improving the energy resolution (not shown here), thus demonstrating
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that although many ZEMs are present, they do not participate in conduction, and that
the large value of σsc obtained numerically results from the high DOS at E = 0. Fur-
thermore, the physical relevance of a semiclassical conductivity at the Dirac point
is highly questionable. At the Dirac point, we observe that the semiclassical con-
ductivity diverges with small η. The reason is that, for the uncompensated case, all
vacancy-induced modes are exactly at E = 0 and their corresponding DOS and
semiclassical conductivity have a δ-like distribution centered in the gap where no
propagation is possible. However, the broadening and the height of the DOS peak
(as well as σsc peak) are artificially driven by the finite parameter η. For the quantum
conductivity, the strong decay of σ(E = 0, t) with time is consistent with localized
modes similar to the compensated case. We also find that away from the Dirac point
a higher energy resolution reduces σsc and σ(t) as observed for the DOS, thus unam-
biguously indicating the energy gap as the origin of the conductivity decrease, and
ruling out any diffusive regime and Anderson localization phenomenon. Finally, for
larger energies away from the gap region, one observes that the wave packet dynam-
ics for the compensated (AB) and uncompensated (AA) case are very similar, see
Fig. 4.4 (right inset). This discards any singular transport mechanism in uncompen-
sated situation, differently to previous reports on hydrogenated graphene [47].

ZEMs effects in disordered finite graphene strips. In contrast to 2D graphene,
the role played by ZEMs in transport through finite strips in between highly doped
contacts turns out to be quite different. In this configuration, the contacts have much
higher density of propagating states than the central strip, especially at the Dirac
point. Accordingly, many states from contacts tunnel through the strip as evanes-
cent modes, yielding a minimum ballistic value σmin = 4e2/πh for clean samples
[1, 25, 26]. The presence of ZEMs increases the number of available states at the
Dirac point in the central strip. Two competing transport mechanisms then drive the
conductivity behavior, namely an enhanced tunneling probability assisted by ZEMs
together with multiple scattering and quantum interferences, which develop owing
to the randomness of vacancies distribution.

Figure 4.5 (main frame) shows the quantum conductivity σ for a strip with length
L = 15 nm, width W = 150 nm and compensated vacancy density in the range
[0 %, 2 %]. In the absence of vacancies, σ shows the minimum conductivity σ(E =
0) ≡ σ0 ≈ σmin expected for the ballistic limit when L � W (see horizontal dotted
line) [25]. For n = 0.1 %, the strip length is close to the mean free path, see Fig. 4.2.
Therefore, the transport along the strip remains quasiballistic, a fact further confirmed
by the smooth decay of σ all over the spectrum except at the Dirac point, where σ

keeps a larger value. For higher densities and away from the Dirac point, the decay
of σ(E) with n is consistent first with the occurrence of a diffusive regime and then
with localization phenomena, as revealed by the strongly fluctuating conductivity.
Note that despite the few nanometers short mean free path, even for n = 2 % the
conductivity remains significant as a consequence of the large number of conductive
channels that penetrate the undoped strip. The conductivity around the Dirac point
is further scrutinized in Fig. 4.6 (bottom inset) for strips with L = 15 nm, W = 150
nm and compensated vacancy densities up to n = 1 %. To reduce sample-to-sample
fluctuations, all the results were averaged over 20 random disordered configurations.
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Far from the Dirac point, the conductivity is found to decrease regularly with n. At
E = 0, notably enough, a peak is always present, which can slightly exceed σ0 at very
low density (n � 0.04 %). This indicates that the ZEMs generated at the Dirac point
are sufficiently delocalized to assist (and even enhance) electron tunneling through
the strip. Backscattering becomes eventually dominant for sufficiently high defect
concentration, as manifested by the smooth conductivity decrease. The dependence
of the conductivity peak (σpeak) on the different system parameters is reported in
Fig. 4.6 (main frame) for compensated vacancy densities up to 5 % and lengths up to
15 nm. The decrease of σpeak with n is very slow, especially for the shortest strip, and
even for strong disorder (n = 5 %) σpeak remains significantly large. As illustrated
in Fig. 4.6 (top inset), σpeak is actually a universal function of n × L2. Remarkably
enough, σpeak fluctuates around or goes slightly above σ0 for very low n × L2 � 10,
thus supporting the possibility for a “supermetallic state”, introduced by Ostrovsky
and coworkers [23, 24]. For n × L2 � 10, σpeak decreases roughly logarithmically,
as the result of finite size effects and proximity between vacancies.

The conductivity of graphene strips (with W = 150 nm, L = 15 nm and n up to
1 %) for uncompensated vacancies are reported in Fig. 4.5 (inset). In marked contrast
with the prior case, a gap develops at low density together with reduced but finite
conductivity peak at E = 0. As for the case of 2D graphene (Fig. 4.4), the gap
formation leads to the suppression of tunneling due to the almost vanishing DOS.
The Dirac conductivity peak is a signature of the highly localized nature of zero-
energy states generated by uncompensated vacancies [17], which are not enough
spatially extended to significantly contribute to tunneling and obviate to the DOS
decrease.

To further investigate the gap formation as reported in Ref. [17], we consider here
the extrinsic density of states, which is given by the difference between the DOS in
the presence of vacancies and that for pristine graphene.

Our results for the extrinsic DOS in the compensated (AB) case are plotted in
Fig. 4.7a for concentrations from 0.1 to 1 %. We observe that the DOS increases
around the Dirac point over an energy region that is larger for higher densities.
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Outside this region, the extrinsic DOS fluctuates around 0, meaning that the total
DOS is not significantly modified with respect to the clean case. Although the DOS
seems to increase considerably in correspondence to the Dirac point, as in [17] our
numerical resolution is clearly not good enough to investigate what happens exactly
at E = 0.

The extrinsic DOS in the uncompensated (AA) case are plotted in Fig. 4.7b, for
the same vacancy densities. As expected, the breaking of A-B symmetry generates
a relatively sharp peak at zero energy. The peak height increases with vacancy con-
centration and this occurs at the expense of the DOS at the sides of the Dirac point,
where the extrinsic DOS becomes negative. Although we cannot yet be conclusive
about this point, it could be the effect of a gap opening, partially hidden by the
wings of the convoluted zero-energy peak. This could explain contradictory obser-
vations as reported in [17, 47]. Reference [17] pinpoints the opening of an energy
gap, whereas [47] suggests the absence of localization in the uncompensated case
for energies close to Fermi level. Figure 4.7c shows our estimation of the simulated
gap against n and its fit, which gives

gap ≈ 290 × √
n[%] meV (4.1)

in total agreement with Ref. [17].
In both AB and AA cases, vacancies preserve the hole-particle symmetry (chiral

symmetry) and affect the electronic structure around the Dirac point, although in a
different manner. In the first case the DOS increases, while for the AA distribution
there is a depletion of the DOS around Fermi energy and a finite concentration of
zero-energy modes in the middle.

In conclusion, the contribution of ZEMs to quantum transport in disordered
graphene has been discussed for various transport geometries and sublattice
symmetry-breaking situations. Our findings provide a broad overview of the low-
energy transport phenomena in graphene in presence of ZEMs, including the forma-
tion of an insulating state at the Dirac point, accessible in absence of electron-hole
puddles [12]. The role of electron-electron interaction (here neglected), might also
play some important role in capturing the full picture and deserves further investi-
gation [48, 49].

4.2 Charge Transport in Poly-G

4.2.1 Introduction

Graphene-based science and nanotechnology have been attracting considerable inter-
est from the scientific community, in view of the numerous possibilities offered by
graphene for not only studying fundamental science in two-dimensional (2D) lay-
ered structures [9, 50] but also for improving the performance of flexible materials
and for its integration into a variety of electrical and optical applications [51–57].
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This interest is driven by graphenes superior mechanical strength and stiffness [58],
electronic and thermal conductivity [59, 60], transparency [61], and its potential for
straightforward incorporation into current silicon and plastic technologies [62, 63].

For large-area graphene, the CVD growth technique is unquestionably the best
candidate for achieving a combination of high structural quality and wafer-scale
growth [64–66]. Unfortunately, the transfer of graphene to diverse substrates [67, 68]
is still a significant challenge for a plethora of applications, including (bio)chemical
sensing [69], flexible and transparent electrodes [64], efficient organic solar cells
[70], multifunctional carbon-based composites [63], and spintronic devices [71].
Considerable effort is also needed for fine-tuning of the CVD growth process. In
particular, the produced graphene is typically polycrystalline in nature, consisting of
a patchwork of grains with various orientations and sizes, joined by GBs of irregular
shapes [72, 73]. The boundaries consist of an approximately one-dimensional (1D)
distribution of non-hexagonal rings [72, 73], and appear as structural defects acting
as a source of intrinsic carrier scattering, which limits the carrier mobility of wafer-
scale graphene materials [74].

GGBs also introduce enhanced chemical reactivity [75]. This opens a hitherto
unexplored area of research, namely, GGB engineering of the properties of Poly-
G, with further diversification of material performance and functionality. Selective
chemical functionalization of GGBs with various functional groups and selective
adsorption of various metal particles not only modify the carrier mobility of Poly-G
but also make it biochemically active, a feature which could be utilized in highly sen-
sitive biochemical sensors. With the capability of engineering GGBs during CVD
growth and their applications mentioned above, a new multidisciplinary field of
science and engineering can be established. Although graphene oxide is another cat-
egory of graphene with strong chemical functionalization, the materials exist in a
powder form and their use is also different from large area CVD-grown graphene.
The extensive review on this has been published elsewhere [76–81]. We limit our dis-
cussion to large-area CVD-grown Poly-G here. In this section, we present the current
progress of this field through an overview of the experimental efforts to understand
the fundamental connection between the structure and the corresponding mechani-
cal, electrical, and chemical properties of Poly-G. I also show why nanotechnology
and related methods are essential not only for observing and analyzing GGBs, but
also for tailoring nanomaterials with superior performance.

4.2.2 Structure and Morphology of GGBs

4.2.2.1 GGBs Formed Between Two Domains with Different
Orientations

While a detailed description of graphene defects has been extensively reviewed
already [82–85], here I point out and update some important features of GGB struc-
tures. This will aid in understanding the physical and chemical properties of GGBs,
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Fig. 4.8 Structure and morphology of GGBs by theory, TEM, and STM/AFM. a Top panel 5-
7 GGB between two graphene grains with a misorientation angle of 21.8◦. Bottom panel TEM
image [72] of a thin 5-7 GGB between grains with a misorientation angle of 27◦. Reproduced with
permission [72]. Copyright 2011, Nature Publishing Group. b Left panel simulated construction of
a disordered GGB, including a range of non-hexagonal rings and carbon vacancies [86]. Right panel
STM image of a disordered GGB revealing a similar morphology to the simulated one. Reproduced
with permission [87]. Copyright 2012, AIP Publishing. c Top panel 3D morphology of a 5-7 GGB,
indicating out of plane relaxation [88]. Bottom panels buckled AFM morphology of Poly-G after UV
exposure. Position 2 indicates out of plane buckling at the GGB [89]. Reproduced with permission
[89]. Copyright 2012, Nature Publishing Group. d The simulated patterns and STM images of two
merged grains with identical orientation on a BN substrate (top panels) and a Ni substrate (bottom
panels) [22, 90]. No GGB is observed on the BN substrate, while a 5-8-5 GGB line appears on the
Ni substrate. Reproduced with permission [22, 90]. Copyright 2013 and 2010, Nature Publishing
Group

with an aim toward controlling their behavior and functionality. GGBs are formed
at the stitching region between two graphene domains with different orientations or
with a spatial lattice mismatch. In general, a GGB is a thin meandering line that
consists of a series of pentagonal, hexagonal, and heptagonal rings [72–74], where
the structure and periodicity of the GGB are determined by the misorientation angle
between two domains. An example of this is shown in the top panel of Fig. 4.8a,
which depicts a 5-7 GGB formed between two grains with a misorientation angle of
21.8◦. This GGB consists of a periodic series of pentagon-heptagon pairs. In com-
parison, the bottom panel of Fig. 4.8a shows a high-resolution transmission electron
microscopy (TEM) image of a GGB between two domains with a misorientation
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angle of 27◦. While the experimental image indicates a non-straight GGB, it also
consists of a single thin line of pentagon-heptagon pairs [72].

However, this simple GGB structure is not always achieved during the CVD
growth process. For example, Fig. 4.8b shows a theoretical model (left panel) and
observation by scanning tunneling microscopy (STM; right panel) of a disordered
GGB consisting of a complex and meandering series of various carbon rings, as well
as the occasional vacancy defect [86, 87]. In this type of structure, the electronic effect
of the GGB can extend to several nanometers in width, as can be directly observed
from the STM image. Its corresponding transport properties are independent of
the orientation of the two domains forming the GGB [86]. In order to minimize
the structural energy due to the presence of non-hexagonal rings, the GGB and the
surrounding graphene grains can lead to buckling along the length of the GGB [88,
89]. This is true even in the ideal case, and thus is a common feature of all GGBs.
For example, the top panel of Fig. 4.8c shows the morphology of a three-dimensional
(3D) model of a GGB and its neighboring grains, indicating that out-of-plane buck-
ling can occur. The bottom panel of Fig. 4.8c shows buckled graphene morphology
on copper measured before and after ultraviolet (UV) treatment [89]. The buckling
line at position 2 coincides with the buckled GGB visualized after UV exposure.

The existence of GGBs can strongly alter the mechanical properties of Poly-G.
While monocrystalline graphene has been established as the strongest material ever
measured, with an intrinsic strength of 42 Nm−1, a failure strain of 0.25, and a Youngs
modulus of 1 TPa [58], the mechanical properties of Poly-G remain under intense
scrutiny. The usual method for estimating the elastic properties of 2D materials is
to transfer the membrane onto a substrate with an array of holes, and apply a force
to the membrane through one of the holes with an atomic force microscope (AFM)
[58]. The first reported measurements indicate that GGBs in CVD-grown graphene
significantly lower the elastic constant by a factor of six [72, 91, 92], with an average
breaking load of about 120 nN, an order of magnitude lower than for monocrystalline
graphene [58]. The strength of individual GGBs was also found, theoretically and
experimentally, to strongly depend on the misorientation angle between graphene
domains [93–97]. However, these results are for a single GGB between two domains,
and it is uncertain how they translate to macroscopic samples containing several
GGBs. Moreover, the cracks that appear upon failure do not necessarily follow the
GGBs but can also penetrate through the grains [89, 98], even if they originate at the
GGB regions.

A more realistic model for Poly-G can be constructed by simulating seeded growth
of separated graphene grains with random orientations, and allowing such grains to
merge together to form natural GGBs [86]. For these samples, the angle-dependence
of the mechanical properties vanishes, and clear trends appear as a function of the
average grain size. Increasing grain sizes lead to lowering fracture strain and increas-
ing elastic modulus, whereas the variation in the strength of the material is much
less affected, being about 50 % of that of monocrystalline graphene [86]. The cracks
originate at GGB junctions, and propagate through the grains, in agreement with the
experiments [98]. More restricted models containing several connected hexagonal
graphene grains have recently confirmed these findings [99].
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Although much progress has been made in understanding the mechanical strength
of Poly-G, questions still remain. For example, the breaking loads for early measure-
ments [72, 92] differ significantly from those measured more recently [96, 97]. In
addition, as noted above, the applicability of the AFM measurements to macroscopic
samples remains an open question. To finally resolve the issue, we would need a new
measurement technique for estimating the elastic properties of 2D materials, which
would avoid the shortcomings of the method utilizing an AFM tip.

4.2.2.2 GGBs Formed Between Two Domains with the Same Orientation

In addition to degraded mechanical properties, numerous studies have shown that car-
rier transport in Poly-G is strongly affected by GGBs [21, 89, 100–102]. Therefore,
a great deal of effort has been made to eliminate the formation of GGBs during CVD
by growing monocrystalline graphene [103–108]. There are two primary methods to
obtain monocrystalline graphene with CVD. One method is to control the number of
nucleation seeds (and thus the individual grain size) by polishing the copper substrate
[108], annealing it at high temperature before growth [103, 104], or using copper
oxide [105, 106]. Recently, this approach has been able to realize CVD growth of
individual grains on the order of several millimeters in diameter. The drawback of
this method is that it takes a long time (for instance 12 h) for a single graphene
grain to grow to a large size. Furthermore, the crystallinity within a single domain
is not guaranteed or at least not confirmed rigorously. Another method is based on
controlling the orientation of graphene domains, such that their crystal lattices are
aligned [109–112]. One would then expect that these domains will merge cleanly,
without forming any GGBs at the stitching regions, as shown in the upper left panel
of Fig. 4.8d. However, experiments have shown that this is not always the case. For
example, no GGBs were found in the case of graphene growth on a monocrystalline
boron nitride (BN) flake [90] (red circle, top right panel of Fig. 4.8d). On the other
hand, a line of 5 − 8 − 5 rings was observed for graphene grown on nickel (Ni;
bottom panels of Fig. 4.8d) even though the graphene domains have the same orien-
tation [22]. This is caused by a translational mismatch between neighboring grains.
In addition, non-straight edges can also lead to more complex GGB structures than
the 5 − 8 − 5 example shown here. Therefore, additional proof such as high res-
olution STM, TEM, or electrical transport measurements are necessary to confirm
the absence of GGBs in these samples. Different methods of observing GGBs are
described below.

4.2.3 Methods of Observing GGBs

To study the properties and structure of GGBs, or to control the graphene growth
process, it is necessary to develop methods to determine the location of the GGBs.
This information is not straightforward to obtain due to the atomic width of the
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GGBs (on the nm scale), and is even more challenging for large-scale observations.
A primitive approach is to stop the CVD process before graphene growth is complete.
Then, the GGB location can be roughly estimated as the stitching region between
two domains [108]. However, graphene domains are not typically monocrystalline
and thus a large number of GGBs can be missed with this approach [89, 100, 108].

Another approach to determine the location of the GGBs relies on mapping the
orientation of the graphene grains; the shape of each grain is identified, and the
GGB locations are then indirectly determined at their boundaries. The techniques
for determining the grain orientation include TEM [72, 73], low electron energy
microscopy [112], and polarized optical microscopy (POM) of spin-coated liquid
crystals on graphene [113–115]. However, these methods will not reveal boundaries
between grains with the same orientation. An alternative method, which sidesteps
this problem, is to directly observe the location of the GGBs by taking advantage of
their chemical properties [83]. These methods are discussed in more detail below.

4.2.3.1 TEM

The principle of using TEM to map the graphene grain orientations is shown in
Fig. 4.9 [72]. The diffraction pattern of monocrystalline graphene is six-fold sym-
metric, corresponding to the symmetry of the honeycomb lattice. If the observed
region includes two different orientations, the diffraction pattern consists of two
different hexagons rotated by a specific angle, as shown in Fig. 4.9a. This is the
misorientation angle between the two grains. By doing this analysis over the entire

Fig. 4.9 TEM approach to identifying graphene grain orientations. a An electron diffraction pat-
tern arising from two misoriented grains. b Mapping of several grains with different orientations.
Reproduced with permission [73]. Copyright 2011, ACS Publishing
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sample, one can map the orientation of the graphene lattice at each point in the sam-
ple. An example is shown in Fig. 4.9b, where the colored regions mark grains of
different orientations.

4.2.3.2 Liquid Crystal Deposition

Although TEM observations provide atomic resolution of GGBs at a nanometer scale,
the GGB distribution at millimeter or centimeter scales is not easily accessible. Here,
we describe several methods of observing GGBs at large scale. Figure 4.10a shows
the principle of using liquid crystal (LC) (4-Cyano-4pentylbiphenyl; 5CB) molecules
to observe graphene grain orientation with POM [114]. A 5CB molecule consists of
two hexagonal benzene rings with a nitrogen atom at one end and a long carbon chain
at the other end. It is expected that the hexagonal rings of the 5CB molecule will align
along the graphene lattice with AB stacking order. Graphene grains with different
orientations provoke the 5CB molecules to align in different directions depending
on the grain orientation, which can be observed as a contrast difference using POM.
This can be seen in Fig. 4.10b, which shows two POM micrographs that indicate a

Fig. 4.10 Liquid crystal coating approach to identifying graphene grain orientations. a The hexag-
onal rings of LC molecules align coherently with hexagonal rings in graphene. Reproduced with
permission [114]. Copyright 2012, Nature Publishing Group. b POM images of LC molecules
aligned on each graphene grain, revealing a strong optical contrast between misoriented grains
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clear contrast between graphene grains of different orientations. This approach can
be extended to a large scale, as shown in the right panel of Fig. 4.10b. Interestingly,
experiments have not revealed a three-fold symmetry for the alignment of the 5CB
molecules on graphene, which would be theoretically expected. Further studies are
required to fully understand the rearrangement of LC molecules.

4.2.3.3 UV Treatment

Instead of mapping the orientation of each graphene grain, the high chemical reac-
tivity of GGBs can be utilized for their direct visualization [89, 116, 117]. One
approach involves the use of an oxidizing agent to selectively oxidize copper under-
neath the GGBs [89]. Figure 4.11a shows the principle of UV treatment of graphene
on a copper substrate in a humid environment. O and OH radicals are generated under
UV exposure, and these radicals can easily invoke strong chemical reactions near
the defect sites. In particular, GGBs, aggregates of defects such as vacancies, pen-
tagons and heptagons, are most vulnerable for radical attack. These radicals penetrate
through graphene defects at the GGBs to oxidize the underlying copper substrate,

Fig. 4.11 UV treatment approach to identifying graphene grain orientations. a Principle of GGB
visualization by UV treatment. b, c Selective oxidation of an underlying the copper substrate for
direct optical identification (b) of the GGBs, confirmed by AFM (c). Reproduced with permission
[89]. Copyright 2012, Nature Publishing Group
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forming copper oxides. This provokes volume expansion to several hundred nm in
the region of the GGB lines, and these oxidized lines can then be observed under
an optical microscope. Figure 4.11b, c are optical and AFM images of the graphene
sample after UV treatment, clearly indicating the positions of the GGBs.

It is worth noting that the methods discussed in this section are complementary
to each other, where a combination of techniques can be used to visualize GGBs
from the atomic scale to the wafer scale. LC coating and overlapping two graphene
layers can easily determine the location of GGBs when the grains have different
orientations. However, it is not possible to use these methods to determine if two
grains have the same orientation. In this case, TEM, STM, or the UV oxidation
methods are required.

4.2.4 Transport Properties of Intrinsic Poly-G by Simulation

In addition to their structural characterization and identification, it is important to
understand how the GGBs influence electrical transport phenomena in Poly-G. Here,
we provide a comprehensive theoretical picture of the relationship between a poly-
crystalline morphology and the resulting charge transport properties. We explored
large models (up to 278,000 atoms) of intrinsic Poly-G samples with varying misori-
entation angles, realistic carbon ring size statistics and non-restricted GB structures.
For this purpose, we used an efficient computational approach that is particularly
well suited for large samples of low-dimensional systems [32]. We calculated charge
mobilities in these samples using a TB Hamiltonian and an efficient real space (order-
N) quantum transport method, which enabled us to establish the scaling law for
transport properties for samples with well interconnected grains. This scaling prop-
erty is inferred from the observed electron-hole density fluctuations that develop at
the atomic scale along the boundaries. For poorly connected samples, we observed
greatly reduced mobilities, which agrees with experimental results [100]. These find-
ings offer unprecedented insight into the transport fingerprints of intrinsic Poly-G
samples.

4.2.4.1 Models

Our model structures were created using the method outlined in [118]: (1) Nucle-
ation sites for a selected number of randomly oriented graphene grains are randomly
placed on a pre-defined two-dimensional simulation cell; (2) Atoms are randomly
added to the reactive sites at the edges of the grains until two grains meet, at which
point the growth is locally terminated; (3) When no reactive sites are free, the struc-
ture is heated to 3,000 K for 50 ps within a molecular dynamics simulation to allow
the GB structures to overcome the most spurious atomic configurations; (4) The
structure is quenched during a 10 ps simulation run to enable the lattice to obtain its
equilibrium size (zero pressure). Since a prerequisite to the efficient calculation of
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electronic properties in this study was that the structures had to be flat, at this point,
we removed small corrugations which appeared after the aforementioned preparation
steps. To this end, the structures were repeatedly stretched, gradually forced towards
zero in the third dimension (by scaling down the z-coordinates), and again relaxed
(allowing atomic reconstruction at each step), which removed the largest portion of
non-flat configurations. A few remaining non-flat and physically implausible config-
urations (overlapping atoms, coordination numbers higher than three) were removed
manually, and a final relaxation and optimization step was carried out. This resulted
in flat structures occupying local energy minima and suitable for the present study.

During the sample preparation, the carbon-carbon interactions were modeled
using the reactive bond order potential by Brenner et al. [119] and the temperature
and pressure control were handled using the Berendsen method [120]. Most of the
structures were approximately 60 × 60 nm2 in size and contained ∼138,000 atoms
with the exception of one structure which was significantly larger (87 × 87 nm2,
∼278,000 atoms). Structure with the smallest grains contained 22 of them, whereas
whereas all other structures contained 11 grains. Periodic boundaries were used in
all calculations.

4.2.4.2 The Scaling Law

For electronic and transport calculations, we used a π -π* orthogonal TB model,
described by a single pz-orbital per carbon site, with nearest neighbors hopping γ0
and zero onsite energies. A distance criterion to search for the first nearest neighbors
was set empirically to 1.15 × aCC, where aCC is the nearest neighbor distance in
pristine graphene. The local fluctuations in bond lengths are small enough to keep
a constant value of γ0 for the transfer integral. The density of states (DOS) was
computed using the Lanczos recursion method with N = 1,000 recursion steps and
an energy resolution η = 0.01γ0 
 0.03 eV. For LDOS calculations we used the
spectral measure operator δ(E − Ĥ) projected on state |i〉 (where i is the site index).

We computed the local charge density deficiency δi (or self-doping) for each GB
site i defined as:

δi =
∫ EitCNP

−∞
[ρtot(E) − ρi(E)]dE (4.2)

where ρtot and ρi are the total DOS of the Poly-G sample and the LDOS on carbon
site i, respectively. ECNP denotes the charge neutrality point.

To capture the different transport regimes, we employed a real-space order-N
quantum wavepacket evolution approach in Chap. 3 to compute the Kubo-Greenwood
conductivity [32]. As has been shown before [118], our models for Poly-G resemble
experimentally observed structures: atomic-resolution and diffraction-filtered elec-
tron microscopy experiments have revealed that the grains stitch together predomi-
nantly via pentagon-heptagon pairs [72, 73, 121] in arrangements of large number
of small grains forming an intricate patchwork interconnected by tilt boundaries
[72, 73]. For this study, we created samples with three different average grain sizes

http://dx.doi.org/10.1007/978-3-319-25571-2_3


4.2 Charge Transport in Poly-G 75

(a) (b)
(c)

(d)

Fig. 4.12 a Three structures with uniform grain size distribution and increasing average grain
sizes (13.0, 18.0 and 25.5 nm). GBs are marked with dark lines. b Larger magnification of the area
marked with a white rectangle in panel (a), showing a typical example of the GBs. Carbon ring-size
statistics for the same sample (showing the ratio of non-hexagonal rings) are presented in the upper
right corner. c Two additional samples with average grain size of 18 nm: one sample with broken
boundaries (“br-18 nm”) and another one with random grain size distribution (“avg-18 nm”). d
Higher magnification of the area marked with a white rectangle in panel (c), showing the structure
of “broken” boundaries in sample “br-18 nm”. The statistics of non-hexagonal rings are shown in
the lower right corner. All scale bars are 10 nm

(average diameter 〈d〉 ≈ 13, 18 and 25.5 nm) and uniform grain size distributions
(Fig. 4.12a). As seen in Fig. 4.12b, the atomic structure at the GBs consists pre-
dominantly of five- and seven-membered carbon rings and assumes meandering
shapes similar to the experimentally observed ones. We also created one sample
with 〈d〉 ≈ 18 nm and “broken” (poorly connected) boundaries (“br-18 nm”), and
one sample with 〈d〉 ≈ 18 nm and non-uniform d-distribution (“avg-18 nm”) (see
Fig. 4.12c, d).

We begin by discussing the electronic density of states (DOS) as a function of
energy (E) for the different samples (Fig. 4.13a). We noticed very little variation away
from charge neutrality point (E = 0), except for a slight broadening of van Hove
singularities at E = ±γ0, where γ0 = −2.9 eV is the nearest neighbor hopping
energy. This suggests that GBs induce weak disorder and that the polycrystalline
samples mostly preserve the electron-hole symmetry. However, a larger difference
can be seen at the charge neutrality point (Fig. 4.13b), where all of the polycrystalline
structures show an enhanced density of zero energy modes [16]. As expected, the
largest difference relative to pristine graphene was with the “br-18 nm” sample (the
one with poorly connected grains), reflecting a higher density of “midgap” states
[16, 17].
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(d)
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Fig. 4.13 a DOS for pristine graphene (PG) and the structures presented in Fig. 4.12. b Higher
magnification of the DOS close to the charge neutrality point (E = 0, area marked with a rectangle
in panel (a)). c Atomic structure of one of the boundaries in sample “18 nm”, showing the electron-
hole density fluctuations at GB sites that develop due to local variations in the charge density δi: local
electron doping (δi < −1 × 10−4 e/atom) is shown in blue and local hole doping (δi > 1 × 10−4

e/atom) in red. d Local DOS for atoms A1, A2 and A3 marked in panel (c). e Local DOS for atom
A4 marked in panel (c) as compared to the average DOS for pristine graphene (PG) and average
LDOS for all atoms at GBs in the same sample (GB)

To better understand the deviations from the pristine graphene for the well-
connected structures, we next identified atoms residing at GBs of the “18 nm” sample
by searching for atoms for which the bond length of at least one nearest neighbor dif-
fers from the carbon spacing in pristine graphene (aCC = 1.42 Å) by 0.03 Å or more.
We then calculated the local charge density deficiency δi (or self-doping) for each GB
site. In Fig. 4.13c we present the atomic structure of the electron-hole density fluc-
tuations (δi variations greater than 10−4 electrons per atom) formed at a small area
around one GB. These self-doping effects stem from local fluctuations in the electro-
static potential. Experiments on exfoliated graphene deposited over silicon dioxide
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[122, 123] have shown similar potential inhomogeneities; however, these were spread
over a much longer scale (∼30 nm) and were induced by proximity effects generated
by charges trapped in the oxide. In our case, averaging over all carbon atoms belong-
ing to the GBs of the 18 nm sample gave 〈δ〉GB = 0.008 electrons per atom, which
corresponds to a mean carrier density of 〈n(E = 0)〉 
 6.1×1011cm−2. (δ fluctuates
between −0.096 and 0.08 electrons per carbon atom, or, respectively, 6.1×1012 and
−7.3 × 1012 cm−2.) The local charge density fluctuations occur on a length scale
only a few times larger than the lattice spacing, which is very small compared to
that in supported exfoliated graphene, suggesting a much stronger local scattering
efficiency. We point out that our results show no straightforward correlation between
the self-doping value and the local defected morphology of the lattice.

Figure 4.13d shows the plot of the corresponding local DOS (LDOS) of three
selected atoms at the boundary (A1, A2 and A3). All of them show increased contri-
butions of midgap states [16, 17], significantly reduced van Hove singularities, and
a markedly enhanced electron-hole asymmetry, owing to the odd-membered carbon
rings [32]. They also exhibit strong resonant peaks, which are characteristic of quasi-
localized electronic states in the vicinity of defects. The local electronic configuration
along the GB also strongly differs from one site to another, an effect arising from
an interference effect between coherent wave functions of the connected adjacent
grains. In clear contrast, an atom only four lattice vectors away from the bound-
ary (A4) shows a LDOS nearly indistinguishable from that of the pristine graphene
(Fig. 4.13e). Comparison to the average LDOS calculated for all atoms at the GBs
reveals that the changes in the DOS seen in the polycrystalline samples (Fig. 4.13a)
arise locally from the atomic configurations of the GBs itself.

Next, we discuss the transport properties of the samples. Figure 4.14a shows the
time dependency of the diffusion coefficient D(t) at the Dirac point for all samples.
On the one hand, the well-connected samples display a very slow time-dependent
decay of D(t) after the saturation value, indicating weak contribution of quantum
interferences. On the other hand, the poorly connected sample “br-18 nm” exhibits
a much faster decay, eventually driving the electronic system to a strong localiza-
tion regime (as observed in some transport measurements [102]). We next deduced
the mean free path �e(E) from the maximum values of D(t) (Fig. 4.14b). Genuine
electron-hole asymmetry is apparent in �e(E), but only for energies |E| > 3 eV
(far from the experimentally relevant energy window). At lower energies around
the charge neutrality point (|E| < 1 eV), �e(E) changes, albeit only weakly, for all
samples.

The sample with broken boundaries, “br-18 nm”, shows the shortest �e < 5 nm
and the weakest dependence on energy, except for a pronounced dip at E = 0.
Interestingly, the curves for the two well-connected samples with similar 〈d〉 but
different d-distributions (“18 nm” and “avg-18 nm”) are very similar and clearly
different from samples with either smaller or larger grains. However, this difference
can by accounted for by a constant factor. Remarkably, it turns out that

√
2×�13 nm

e ≈
�18 nm

e and
√

2 × �18 nm
e ≈ �25.5 nm

e (see the scaled values in Fig. 4.14b), which
correspond exactly to the differences in the average grain sizes in these samples
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Fig. 4.14 a Diffusion coefficient (D(t)) for the samples presented in Fig. 4.12. b Mean free path
�e(E) for equivalent structures with scaled �e(E) for samples with 〈d〉 ≈ 13 nm and 〈d〉 ≈ 25.5 nm,
showing the scaling law. c Semi-classical conductivity (σsc(E)) for all samples and as scaled for the
same cases as above. d Charge mobility (μ(E) = σsc(E)/en(E)) as a function of the carrier density
n(E) in each of the samples (n(E) = 1/S

∫ E
0 ρ(E)dE, S being a normalization factor)

(
√

2×13 ≈ 18 and
√

2×18 ≈ 25.5). Moreover, the grain-size distribution does not
enter into this scaling behaviour (�18 nm

e ≈ �
avg−18 nm
e ). Hence, we have identified a

remarkably simple scaling law that links the average grain size to transport length
scales in Poly-G with randomly oriented grains.

The computed semi-classical conductivity σsc(E) exhibits energy-dependent vari-
ations similar to �e(E), as can be seen in Fig. 4.14c. We also point out the linear
dependency of �e with charge density in the Dirac point vicinity. Again, the same
scaling law (presented above for the mean free path) applies: the ratio of σsc for
two samples with different average grain sizes matches closely with the ratio of the
〈d〉 values themselves. One additional interesting feature seen in Fig. 4.14c is that
the conductivity remains much higher than the minimum value 4e2/πh (horizontal
line), which fixes the theoretical limit in the diffusive regime, as derived within the
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Table 4.1 Mobilities for all samples at selected charge densities

Mobilities (cm2/Vs) 13 nm 18 nm Avg-18 nm 25.5 nm br-18 nm

μ(n = 2.5 × 1011cm−2) 5.1 × 103 7 × 103 6.8 × 103 104 4 × 103

μ(n = 2.5 × 1012cm−2) 510 700 685 950 360

μ(n = 2.5 × 1013cm−2) 69 105 104 150 45

self-consistent Born approximation valid for any type of disorder [43]. This indi-
cates that Poly-G remains a good conductor, even for the poorly connected structure
“br-18 nm”.

Localization length of electron states (ξ(E)) can now be estimated using the values
for �e and σsc. Scaling analysis (ξ(E) = �e(E) exp(πhσsc(E)/2e2) [13]) reveals that
ξ 
 1 − 10 µm over a large energy window around the charge neutrality point. This
contrasts with the values (on the order of 10 nm) obtained for graphene structures
with ∼1 % structural defects, strongly bonded adatoms, or other types of short range
impurities [32, 33].

Finally, we move on to the charge carrier mobility μ(n) (Fig. 4.14d). As expected,
the poorly connected sample “br-18 nm” shows the lowest mobility (reduced by a
factor of about three when compared to the well-connected samples with similar 〈d〉).
We point out that the computed values are valid down to the charge neutrality point
(that is, to the smallest charge density n(E)), since we accounted for the disorder-
induced finite DOS, which yields a non-zero charge density (and thus no singularity
at 1/n(E)). Table 4.1 gives the mobilities at several charge densities for all studied
samples. It is worth observing that the scaling law also roughly applies to charge
mobilities versus average grain size, since the superimposed effect of density of
states changes the ratio only by a few percent (for instance, at n = 2.5 × 1012cm−2,
μ18 nm/μ13 nm ≈ 1.37).

If we extrapolate the mobility for well connected grains according to our scaling
law to a grain size of 1 µm and a charge density of n = 3 × 1011cm−2 as in the best
samples of Ref. [100], we obtain 300,000 cm2V−1, which is about ten times higher
than the measured values. This discrepancy suggests that substrate-related disorder
effects, as well as supplementary defects introduced during the transfer process,
should account for an even greater limitation for charge mobilities than the actual
GB morphology.

The existence of more disordered GBs as reported in Refs. [87, 100], or samples
with overlapping grains, as observed in Ref. [124], yield to lower mobility values,
which has been partly illustrated here with the structural model “br-18 nm”. More
work is however needed to design proper atomistic structural models that will capture
essential geometrical features of those more fragmented structures of Poly-G.

In conclusion, we have created Poly-G samples with non-restricted GB structures
and realistic misorientation angles and ring statistics. These samples enabled us to
confirm the simple relationship between the average grain size and charge transport
properties of intrinsic Poly-G. This scaling law will be explained more below in
Sect. 4.2.5.3. The disorder scattering strength in Poly-G was found to depend on
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the atomic structure of GBs (inducing quasi-bound states at resonant energy) and
wavefunction mismatch between the grains, which generate strongly fluctuating,
but highly localized electron-hole density fluctuations along the interfaces between
grains. Our results significantly improve the present theoretical understanding on the
influence of the detailed morphology of polycrystalline materials to their measurable
electronic properties. They offer the possibility for estimating charge mobilities in
suspended CVD-graphene samples based on the average grain sizes and quality of the
GBs. Furthermore, they establish quantitative foundations for estimating the intrinsic
limits of charge transport in Poly-G, which is of prime importance for graphene-based
applications in the future.

4.2.5 Measurement of Electrical Transport Across GGBs

Various measurements have been made to understand the electrical properties of
GGBs. These measurements fall into three primary approaches. The first approach
involves local two-point measurements, which are accomplished with STM and scan-
ning tunneling spectroscopy (STS) [87, 125–129]. With these measurements, it is
possible to deduce the local electronic density of states, the local charge density,
and the charge scattering mechanisms associated with GGBs, thus permitting the
spatially-dependent electrical characterization of GGBs at the atomic scale. The
second approach involves four-probe measurements, which can be used to analyze
the influence of individual GGBs at a scale of several micrometers [100–102]. By
subtracting the contribution of each graphene grain from an inter-grain resistance
measurement, the resistivity of a single GGB can be estimated. In combination with
microscopic or spectroscopic techniques, this approach allows one to correlate the
resistivity of a single GGB with its structural or chemical properties. Finally, the
global impact of GGBs can be studied by measuring the sheet resistance of Poly-G
samples over a wide range of average grain sizes and distributions, which are tunable
by the CVD growth conditions. By employing a simple scaling law (as discussed
below), it is then possible to extrapolate the average GB resistivity [89, 130]. Taken
together, these measurement techniques provide the electrical characterization of
GGBs at various length scales, thus helping to reveal a comprehensive picture of
charge transport in Poly-G. A more detailed overview of these methods is given
below.

4.2.5.1 Two-Probe Measurements

Two-probe STM and STS techniques can be used to locally study the electrical
properties of GGBs [87, 125, 127–129]. By varying the voltage and position of the
STM tip, it is possible to determine the nature of localized states, the charge doping,
and the local scattering mechanism corresponding to a given morphology of the
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Fig. 4.15 Two-probe measurement of GGBs. a Differential tunneling conductance at various points
on (blue lines) and around (red lines) a GGB. The appearance of defect states is evident on the GGBs.
Reproduced with permission [129]. Copyright 2013, Elsevier Publishing. b STM image of the GGB
studied in panel (a) where the colored dots indicate the positions of dI/dV measurements. c dI/dV
map across a GGB. d Location of the dI/dV minimum as a function of tip position, indicating
the presence of an electrostatic barrier at the GGB. Reproduced with permission [128]. Copyright
2013, ACS Publishing

GGB. One example of such analysis is shown in Fig. 4.15a, b [129]. Figure 4.15a
shows the differential tunneling conductance, dI/dV , taken at various points on (blue
curves) and next to (red curves) a GGB in CVD-grown graphene. A STM profile of
the GGB and the points where the measurements were made is shown in Fig. 4.15b.
These results indicate the presence of a peak in the tunneling conductance near the
Dirac point whenever the STM tip lies on top of the GGB. Meanwhile, this peak
does not appear for measurements away from the GGBs. Density functional theory
(DFT) calculations have attributed this peak to the localized states arising from
two-coordinated carbon atoms in the GGBs [129]. The STM map (not shown here)
also reveals interference superstructures due to scattering from the GGBs, indicating
the contribution of significant inter-valley scattering. This supports the hypothesis
about the presence of two-coordinated atoms, since inter-valley scattering stems from
atomic-scale lattice defects [35].

Figure 4.15c shows another map of dI/dV curves as the STM tip is scanned across
a GGB [22]. Similar to Fig. 4.15a, an enhanced local density of states is observed
at positive voltage when the tip is located over the GGB. The voltage associated
with the minimum of dI/dV , as shown in Fig. 4.15d, indicates a strong negative
shift around the position of the GGB, revealing n-type doping of the GGB compared
to bulk p-type doping of the graphene grains. This shift in doping corresponds to
an electrostatic potential barrier of a few tens of meV. Finally, STM interference
patterns indicate that some GGBs are dominated by inter-valley scattering while
others are dominated by backscattering. The type of scattering appears to depend on
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the structure of the GGB, where a GGB consisting of a continuous line of defects
shows primarily backscattering behavior and a periodic line of isolated defects is
dominated by inter-valley scattering.

Other STM studies of GGBs reveal similar results to those mentioned above, with
GGBs forming p − n − p or p − p′ − p junctions with the bulk-like graphene grains,
where p′ < p. The doped regions associated with the GGBs are on the order of
a few nm wide, showing an abrupt transition between the GGB and the grain [87,
128]. Other works reveal the presence of localized states along GBs in graphene
and graphite [22, 125, 131]. In general, STM/STS studies indicate that GGBs are a
source of localized states and electrostatic potential barriers in Poly-G, and can serve
as significant sources of charge scattering.

4.2.5.2 Four-Probe Measurements

In order to make a four-probe measurement of the resistivity of a GGB, it is necessary
to first identify its location. This can be done, e.g., with non-destructive TEM or by
drop-casting a liquid crystal layer [100, 114, 115]. In the case of two regular hexago-
nal graphene domains merged together, simple optical microscopy can also be used to
identify the boundary location, as shown in the grey background of Fig. 4.16. A Hall
bar is then fabricated by e-beam lithography, and a regular four-probe measurement
is performed to determine the resistance of the left (L) domain, the right (R) domain,

Fig. 4.16 Principle of four-probe measurement applied to GGBs. A serie of Hall bars is fabricated
across the GGB region. The resistivity of the GGBs can be extracted from this measurement set-up.
Intra-grain resistances RL and RR are subtracted from the inter-grain resistance to obtain RB, the
resistance of the GGB
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and the middle (M) region between the two domains. A constant current is applied
from the left to the right while the voltage drop between two adjacent electrodes is
measured, and the resistance is calculated by Ohms law, RL = VL/I , RR = VR/I ,
and RM = VM/I . In general,

RM = mRL + RB + nRR = αRD + RB (4.3)

where m + n = α (due to the αL length of the middle part) and RD is average
resistance of the graphene domains, RD = mRL+nRR

m+n . If the samples are uniform
(RL = RR = RD) or if the GGB is located precisely in the middle (m = n), then
the resistance of the GGB is determined. Otherwise, the precise location of the GGB
needs to be determined to extract its resistance. The resistivity of the GGB (ρGB) is
calculated from [100]

RM = αRD + ρGB

W
(4.4)

Note that ρGB has the same dimensions as bulk resistivity (m). The relationship
between ρGB and bulk resistivity ρbulk

GB is

RB = ρGB

W
= ρbulk

GB .lGB

t.W
, (4.5)

where lGB and t are the effective width and thickness, respectively, of the GGB.
As described above, four-probe measurements are a useful tool for addressing the

electrical transport properties of individual GGBs. With this measurement technique,
the contribution of within the grains can be separated from the inter-grain resistance,
and by normalizing for the length of the GGB, the characteristic transverse GGB
resistivity ρGB is derived. These measurements also yield useful information about
the performance of devices based on CVD graphene, because the measurements are
made in a device configuration. An example of the experimental setup and measure-
ment results can be seen in Fig. 4.17a, b [101, 102]. Figure 4.17a is an optical image
of the four-probe measurement setup across an approximately 4-µm-long GGB.
Figure 4.17b shows the I-V curves corresponding to the left and right grains (red and
blue curves) and across the GGB (green curve). Here, the I-V curves indicate a much
larger inter-grain resistance compared to the resistance measured within each grain,
indicating extra scattering provided by the presence of the GGB. This particular mea-
surement yielded a GB resistance of 2.1 k, or ρGB = 8 k.µm when scaled by the
GGB length. Temperature-dependent measurements show that ρGB is insensitive to
temperature, pointing to a defect-induced scattering mechanism. Magnetotransport
measurements reveal the presence of WL at low temperatures [101, 102], indicating
that GGBs are significant sources of inter-valley scattering, in agreement with the
STM studies mentioned above.

A similar measurement setup is shown in Fig. 4.17c, on a device fabricated on a
specially prepared TEM window that allows for concurrent transport measurements
and identification of the individual grains and the GGB [100]. An example of the
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Fig. 4.17 Four-probe measurement of GGBs. a Example of a four-probe setup for measuring the
resistivity of a GGB. b I-V curves measured within individual grains (red and blue curves) and
across the GGB (green curve). The reduced slope for the inter-grain measurement indicates extra
resistance contributed by the GGB. Reproduced with permission [102]. Copyright 2011, Nature
Publishing Group. c Four-probe measurement setup mounted on a TEM holder, where individual
graphene grains are identified in the red and blue regions. d Top plot four-probe measurements of the
inter- and intra-grain resistance as a function of gate voltage (black and gray curves, respectively).
Bottom plot the extracted GB resistivity as a function of gate voltage in volt. Reproduced with
permission [100]. Copyright 2013, AAAS (color in online)

measurement results can be seen in Fig. 4.17d. In the top graph, the gray curves
correspond to the resistance measured within each grain, while the black curve is
the inter-grain resistance. In the bottom graph, the green curve shows the extracted
GB resistivity as a function of applied gate voltage. Here, ρGB peaks at a value of 4
k.µm at the Dirac point. With the four-probe measurements, ρGB has been extracted
for CVD graphene prepared under several growth conditions, and it has been shown
that the resistivity depends strongly on the structure of the GGB. For example, a
growth procedure yielding well-connected grains gives ρGB = 1 to 4 k.µm at
the Dirac point, while a growth procedure yielding poorly-stitched grains results in
values of ρGB an order of magnitude larger. Interestingly, some overlapping GBs
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have a negative resistivity, with the inter-grain resistance smaller than the combined
resistance of the individual grains. This is attributed to reduced scattering in the
double-layer overlapped region compared to the single-layer grains.

4.2.5.3 Global Measurements from Scaling Law

In general, GGBs are formed randomly during the CVD growth process, and their
electrical properties are not uniform. Therefore, in addition to studies of individual
GGBs, it is also necessary to study GGBs on a large scale to extract a reliable
average of their transport properties. This average quantity is represented by the GB
resistivity ρGB, which can be extracted from an Ohmic scaling law, as illustrated
in Fig. 4.18. Figure 4.18a shows a 1D model of n graphene grains separated by n
GBs. The sample resistance R includes the resistance of the n grains RG

i , and the
resistance of the n GGBs RGB

i (R = ∑n
i=1 RG

i + ∑n
i=1 RGB

i ). These terms can be
written as R = RS.L/W , RG

i = RG
S,i.Li/W and RGB

i = ρGB
i /W , where RS is the

overall sample sheet resistance, RG
S,i is the sheet resistance of each grain, ρGB

i is
the resistivity of each GB, and Li is the length of each grain. Putting all this together,

the sample sheet resistance can be written as RS = ∑n
i=1 RG

S,i.
Li
L +∑n

i=1
ρGB

i
L . The first

term is the average sheet resistance of the graphene grains RG
S , which is independent

of n, while the last term strongly relies on n or the grain size. This term is equivalent
to nρGB/L = ρGB/lG , where ρGB is the average GB resistivity and lG is the average
grain diameter. The final expression is

RS = RG
S + ρGB/lG (4.6)

Fig. 4.18 Principle of the scaling law to extract the GGB resistivity. a Derivation of the ohmic
scaling law. b, c Sheet resistance measurements of graphene with small and large grain sizes. d
Extraction of GGB resistivity by fitting the scaling law to sheet resistance measurements
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which is the scaling law in Sect. 4.2.4.2 for the case of completely clean graphene
grains (RG

S = 0). RS can be measured by the Van der Pauw method, as shown in
Fig. 4.18b, c. The average grain size can be estimated by visualizing the GB struc-
ture of the sample or with Raman measurements, as described in the main text. By
measuring the sheet resistance of samples that span a range of average grain sizes,
one can extract RG

S and ρGB, as shown in Fig. 4.18d.
The two- and four-probe measurement techniques yield valuable information

about the electrical properties of GGBs at the atomic and individual-grain scales.
These microscopic electrical properties can be correlated to the macroscopic ones,
which are applicable to the analysis of experimentally available large-area graphene.
This can be accomplished with the global scaling law, as discussed above. Two exam-
ples of this procedure are given in Fig. 4.19a, b. Figure 4.19a shows a series of sheet
resistance measurements over several orders of magnitude of average grain size [35,
130, 132–135]. Applying the scaling law to this data (black line in Fig. 4.19a results
in ρGB = 0.67 k.µm. This value is somewhat lower than those obtained in the four-
probe measurements mentioned above. However, because the measurements did not
involve back gate modulation, it is likely that the sheet resistance was measured away
from the Dirac point, resulting in a lower value of ρGB. It should also be noted that
the x-axis of Fig. 4.19a was obtained through the D/G ratio in Raman spectroscopy,
and thus represents an average distance between defects rather than the true grain
size.

Another example of the scaling behavior is shown in Fig. 4.19b [89]. In this case,
the grain sizes are estimated with an optical microscope, and a fit to the scaling law
gives RG

S = 130  and ρGB = 1.4 k.µm. One useful consequence of using the
scaling law is that it allows for an estimate of the average sheet resistance within
the grains, RD

S (for a good fit, it is best to have a range of grain sizes such that

Fig. 4.19 Global measurements from scaling law. a Sheet resistance of Poly-G as a function
of average grain size. Grain sizes were determined via Raman spectroscopy. Reproduced with
permission [130]. Copyright 2011, IOP Publishing. b Another example of the scaling behavior of
Poly-G. The dotted line represents a fit to the scaling law described in the main text. Reproduced
with permission [89]. Copyright 2012, Nature Publishing Group
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RG
S < ρGB/lG for the smallest grains and RG

S > ρGB/lG for the largest grains).
For example, based on the extracted values of RG

S and ρGB, the GGBs begin to
dominate the sheet resistance of these samples when the average grain size is less than
lG = ρGB/RG

S ≈ 10µm. This information can serve as a useful design parameter
when considering large-scale applications of Poly-G.

4.2.6 Manipulation of GGBs with Functional Groups

4.2.6.1 Chemical Reactivity of GGBs

In addition to the general electrical transport properties of Poly-G, the chemical prop-
erties (reactivity, functionalization, etc.) of GGBs have been extensively discussed.
For example, it has been shown theoretically that non-hexagonal atomic arrange-
ments in graphene, such as the Stone-Wales defect, yield higher chemical reactivity
than the ideal hexagonal structure [136–140], and this behavior has been extended to
GGBs. A schematic representation is shown in Fig. 4.20a, where oxygen atoms pref-
erentially attach to the non-hexagonal sites located in the GGBs. Selective oxidation
of GGBs can be demonstrated by transferring CVD graphene to a mica substrate
and heating the sample for 30 min at 500 ◦C. This process selectively burns away the
GGBs [116], giving access to the grain morphology within the samples with AFM.
A representative AFM image is given in Fig. 4.20b, where the dark lines indicate the
location of the removed GGBs. This procedure not only provides a simple means of
characterizing the grain morphology in the samples but also highlights the enhanced
chemical reactivity of the GGBs.

UV treatment of Poly-G on a copper substrate can also reveal selective function-
alization of the GGBs [89]. Under humid environment, O and OH radicals generated
by the UV light preferentially attach to the GGBs, making the defects at the GGBs
inert. This allows next incoming radicals to diffuse through large-pore heptagons
and higher-order defects to eventually oxidize and expand the underlying copper
substrate, as explained above. The degree of volume expansion can be engineered by
controlling oxidation times, and the morphological changes around GGBs are easily
identified by AFM and optical microscopy. The dark lines in Fig. 4.20c reveal the
grain structure of the Poly-G. The grain structure is also revealed via Raman map-
ping of the sample, as shown in Fig. 4.20d–g. Figure 4.20d outlines the formation
of a strong D-band associated with the GGBs after UV treatment. The D-peak also
forms within the graphene grains, but its magnitude is much smaller, highlighting
the higher chemical reactivity of the GGBs. Redshifts of the G and 2D (G ′) bands in
the GGBs after UV treatment are attributed to strain induced by the oxidized copper
below the GGBs. Figure 4.20e–g show that after UV treatment, spatial mappings of
the D, G, and 2D peaks correlate well with the optical image of the GGBs. It should
be noted that Raman mapping shows no evidence of the GGBs prior to UV treatment,
indicating the strong influence by the oxidation of the GGBs.



88 4 Transport in Disordered Graphene

Fig. 4.20 Chemical reactivity of GGBs by experiments. a Representation of selective chemical
functionalization of GGBs. b The location of GGBs can be imaged with AFM after burning them
away at high temperature, which highlights their selective oxidation. Reproduced with permission
[116]. Copyright 2011, AIP Publishing. c An optical image of Poly-G indicates the selective oxi-
dation of an underlying copper substrate below the GGBs. d Raman spectroscopy indicates the
strong oxidation at the GGBs after UV treatment. e, f Raman mapping indicates strong oxidation
of the GGBs (D-band), as well as strain due to the expansion of the oxidized copper substrate
below the GGBs (G and G ′ band shifts). Reproduced with permission [89]. Copyright 2012, Nature
Publishing Group
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The experimental demonstrations of the chemical reactivity of GGBs reported to
date suggest that Poly-G may be a good material for the development of chemical
sensors. For example, gas sensors based on pristine (single-grain) and Poly-G have
yielded highly different responses to toluene and 1,2-dichlorobenzene, with the Poly-
G sensor showing a response 50 times greater than that of pristine graphene [75]. This
improvement in the sensitivity of the sensor is attributed to the increased reactivity
of the GGBs and the enhanced impact that line defects have over point defects on
transport features in two dimensions. This highlights the combined role that chemistry
and charge transport play in the electrical properties of Poly-G.

4.2.6.2 Selective Functionalization of GGBs

As described above, GGBs are more chemically active than the graphene basal plane.
However, selective functionalization of GGBs with an appropriate reactant is still
an on-going area of research. Our main concern is a selective functionalization of
GGBs, although defects inside grain could be functionalized as well. The whole
graphene layer still retains metallicity with slightly increased sheet resistance. This
is good contrast with heavily functionalized graphene oxide that leads to an insula-
tor. Ozone is a good candidate for this purpose because it is inert with the graphene
basal plane [141, 142]. Figures 4.21 and 4.22 shows measurements of the electrical
reponse of the graphene basal plane and GGBs to ozone generated by UV exposure
under an O2 environment. A four-probe device was fabricated on the merged region
of two graphene domains (described in Fig. 4.16), as shown in Fig. 4.21. Series of
Hall bar geometry (5 × 5µm2) was fabricated across through an expected GGB
line as shown in Fig. 4.21a. The final device is shown in Fig. 4.21b, c after graphene
parterning, metal deposition and lift-off process by e-beam lithography. After fab-
rication processes including graphene transfer and e-beam lithography, the GGBs
and partial graphene basal plane are expected to be contaminated. Therefore, the
sample was heat-treated at different conditions under vacuum (102 Torr). Physical
adsorbates were simply removed at 150 ◦C for 1 h, and the transport characteristics

Fig. 4.21 Optical image of the four-probe device across a GGB. a E-beam lithography resist
(PMMA) location at a merging region including a GGB. b, c A final device with Hall bar geometry
at merging region of two graphene domains
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Fig. 4.22 O2 Selective functionalization of GGBs by UV treatment under environment. a, b Effect
of annealing at 250 ◦C in 3 h. Functional groups are removed from a GGB. c, d Effect of UV treat-
ment under O2 environment. The exclusive change of the inter-grain resistance indicates selective
functionalization at the GGB. The UV treatment is saturated after 1 min of UV treatment

of the grains and the GGB were measured, as shown in Fig. 4.22a. Here, the black
and blue lines represent the intra-grain resistances RL and RR, and the red line is the
merging region resistance RB. As expected, RB is larger than RL and RR, due to the
extra resistance contributed by the GGB. Next, the sample was further annealed at
250 ◦C for 3 h. Figure 4.22b shows that the resistance of the graphene basal plane
was not changed, while the resistance across the GGB decreased significantly. This
decrease in resistance implies that functional groups at the GGB were removed, as
supported by the simulation results in the next section. The sample was then exposed
to UV under an O2 environment (0.5Torr). The resistance across the GGB increased,
while the resistance of the graphene basal plane was still unchanged, as shown in
Fig. 4.22c. This strongly suggests that the GGBs are selectively functionalized by
ozone generated by UV. This systematic series of measurements leads us to conclude
that the GGBs can be selectively functionalized by ozone. This is a key step towards
further biochemical modification of GGBs. We notice that the UV treatment is satu-
rated after 1 min exposure. Longer time UV exposure doesnt increase the resistance
at GGBs.
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4.2.6.3 Effect of Functional Groups on Electrical Transport
at GGBs by Simulation

As discussed above, the resistance at the GGBs can be modified by changing their
functional groups. Proving this concept with a current measurement technique is
a challenge because the chemical reaction occurs on the nanometer scale at the
GGBs. Therefore, numerical simulation is a key strategy to understand this process.
Several theoretical and numerical approaches have been employed to study charge
transport across individual GGBs [21, 74, 143–146]. Here, an approach which allows
the study of large-area Poly-G with a random distribution of GB orientations and
morphologies is outlined. The Poly-G sample is created using molecular dynamics
simulations that mimic the growth of CVD graphene [86], and its electrical properties
are described with the TB formalism. To study transport, the time evolution of an
electronic wave packet within the graphene sample is tracked [147]. The conductivity
can then be calculated with the Kubo formula in Eq. (3.41). By assuming a wave
packet that initially covers the entire sample, one can get a global picture of the
scattering induced by GGBs. Once the conductivity is known, the sheet resistance is
given by RS = 1/σ . By doing this simulation for a range of average grain sizes, the
GGB resistivity can be extracted using the scaling law described in Sect. 4.2.5.3. To
include the effect of chemical functionalization, adsorbates are randomly attached to
the GB atoms at different concentrations (as illustrated in Fig. 4.20a). Tight-binding
parameters for describing hydrogen, hydroxyl, and epoxy groups have been taken
from the literature [19, 20, 148].

Figure 4.23a, b shows a typical example of a 5-7 GGB functionalized by O and
OH groups, respectively. The resistivity of the GGBs with different functional groups
at various concentrations is extracted, as shown in Fig. 4.23c, where ρGB is plotted
as a function of adsorbate coverage, defined as the number of adsorbates relative
to the total number of GGB toms in the sample. For coverage greater than 100 %,
the adsorbates are allowed to functionalize the carbon atoms next to the GGBs.
For all types of adsorbates, ρGB increases with coverage, regardless of their type.
However, it is also noted that ρGB is strongly adsorbate-dependent. For example,
while both H and OH groups are chemisorbed to the top site of a single carbon atom,
H groups have a stronger effect on transport through the GGBs than OH groups, with
ρGB nearly 4 times larger at 200 % coverage. This difference can be ascribed to the
electronic structure of each type of adsorbate. The simulations employ a resonant
scattering model, where each adsorbate is characterized by an on-site energy εads and
a coupling to a single carbon atom γads. The net effect of this model is to introduce
an energy-dependent scattering potential [20], Vads(E) = γ 2

ads/(E − εads). Using
parameters for H and OH taken from the literature [20, 147], this gives VH(E =
0) = −40γ0 and VOH(E = 0) = 1.8γ0. Since σDC , and hence RS and ρGB, are
calculated at the Dirac point, the H groups present a much stronger scattering potential
than the OH groups. Calculations have also shown that H groups induce strongly
localized states near the Dirac point, while OH adsorbates result in a more dispersive
impurity band lying in the valence band of graphene [20]. Meanwhile, the O group
chemisorbs in the bridge site by forming a pair with adjacent carbon atoms in the

http://dx.doi.org/10.1007/978-3-319-25571-2_3


92 4 Transport in Disordered Graphene

Fig. 4.23 Simulation of the effect of functional groups at GGBs. a, b Schematic of GGBs function-
alized by H and OH groups, respectively. c Dependence of the resistivity of GGBs on functional
groups with various concentrations. d Summary of experimental and simulated results for the resis-
tivity of GGBs

graphene lattice (epoxide) [148]. The simulations clearly show that the resistance at
GGBs with functional groups is much higher than that of pure GGBs. Figure 4.23d
shows a summary of the values of ρGB derived from measurements compared to
the simulation results [21, 88, 99, 100, 129, 148]. The solid symbols are from the
electrical measurements described earlier In this section, and the open symbols are
the numerical simulations. Here, most measurements give ρGB in the range of 1 to
10 k.µm, except for one that gives values one to two orders of magnitude smaller
[149]. This difference could be caused by the measurement technique, where ρGB

was measured with four-probe STM under ultra-high vacuum, while the other groups
fabricated physical contacts on their samples. This extra fabrication step could lead to
additional contamination, increasing ρGB. Accordingly, the numerical simulations
show that it is possible to bridge the gap between the various measurements by
systematically increasing the amount of chemical functionalization of the GGBs. The
situation becomes more complicated by several other parameters such as the structure
and resistivity of the GGBs, as mentioned previously [21]. This is highlighted by the
measurements labeled “small grain” and “large grain” in Fig. 4.23d, where growth
conditions yielding large grain samples also tend to yield poorly connected and
highly resistive GGBs [100]. Nevertheless, these results highlight the strong impact
that chemical functionalization can have on the electrical properties of GGBs.
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4.2.7 Challenges and Opportunities

The observation and characterization of GGBs at both atomic and macroscopic scale
is mandatory to understand the transport properties and the related underlying physics
and chemistry of Poly-G. As described in this Chapter, TEM and STM, combined
with theory and simulation, can provide information at the atomic scale, with the
related transport properties revealed with the assistance of STS. UV-treatment and
liquid crystal coating, combined with optical microscopy, can provide information on
both the GB distribution at the macro scale and the orientation of each domain, while
macroscopic transport properties can be derived using the scaling law. With all these
powerful methods available, one can envision their application to the engineering
of GBs during graphene synthesis. For instance, ideal monocrystalline graphene
could be obtained by designing seamless boundaries between coalescing graphene
grains. With available large-area monocrystalline graphene, bilayer graphene with
controlled stacking order can be constructed by aligned transfer techniques. The
relative orientation of the layers can be identified by either low-energy electron
diffraction or Raman spectroscopy. This opens a new research direction of bilayer
graphene for designing vertical tunneling devices and planar switching devices.

A GB line is a 1D structure consisting of a series of pentagonal, hexagonal,
and heptagonal carbon rings. It is possible to selectively functionalize as well as
deposit designed materials only at the GGBs due to their higher chemical reactivity
compared to ideal basal graphene. This implies that GGBs can be a good template
for the synthesis of 1D materials. Atomic layer deposition, whose precursor is quite
inert with the graphene basal plane, would be a good method for the synthesis of
sub-nanometer 1D metals and semiconductors.

Another research direction to utilize GBs is to control their density to design
sensors for detecting gases and molecules under different environmental conditions.
As revealed by our numerical simulations and our experimental measurements, the
transport properties of GBs can be strongly altered with chemical modifications of
the GBs. Together with highly conductive graphene, electro-biochemical sensing
devices with high sensitivity and selectivity could be designed.

Membrane science is another open research area. Although the ideal hexago-
nal graphene lattice impedes the diffusion of gases, defect sites such as heptagons,
octagons, vacancies, and divacancies allow selective diffusion of limited gases and
molecules, as mentioned above. This provides new opportunities to explore ultrafine
membrane performance via the controlled engineering of GBs and point defects.

Although much progress has been made in the visualization and electrical charac-
terization of GGBs from atomic scale to macro scale, issues still remain. The structure
of GGBs is determined by the different orientations between merging domains, and
the related physical and chemical properties are predicted to be strongly chirality-
dependent. However, no electrical measurements have revealed such effects. The
question is whether this originates from a device fabrication process which inevitably
functionalizes GGBs, or if the native structure of GGBs is disordered, different from
theoretical predictions.
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GGBs also present challenges for the development of large scale graphene-based
spintronic devices [150], and for harvesting the unique optical properties of graphene.
For instance, GGBs introduce non-trivial local symmetry breaking which could sig-
nificantly impact spin/pseudospin coupling and spin relaxation times, as well as the
formation and propagation of plasmonic excitations. Similarly, the peculiar structure
of interconnected GGBs could affect transport properties in high magnetic fields,
such as the QHE. Overall, controlling the atomic structure of GGBs by CVD is a big
challenge from a scientific point of view, but would be a huge step forward in the
realization of next-generation technologies based on this material.

4.3 Impact of Graphene Polycrystallinity
on the Performance of Graphene Field-Effect Transistors

4.3.1 Introduction

In the effort to successfully realize next-generation technologies based on graphene
field-effect transistors (GFETs), theory and device modeling will play a crucial role.
Specifically, it is important to develop models that can accurately describe both the
electrostatics and the current-voltage (I-V) characteristics of graphene-based elec-
tronic devices [151–154]. This capability will enable device design optimization and
performance projections, will permit benchmarking of graphene-based technology
against existing ones [53, 155], and will help to explore the feasibility of analog/RF
circuits based on graphene [156–158]. Ultimately, graphene-based devices could
provide new or improved functionality with respect to existing technologies, such as
those based on silicon or III-V materials.

The CVD technique for growing wafer-scale graphene on metallic substrates
[64, 159–161] produces a polycrystalline pattern. This is because the growth of
graphene is simultaneously initiated at different nucleation sites, leading to samples
with randomly distributed grains of varying lattice orientations [72]. It has recently
been predicted that the electronic properties of Poly-G differ from those of pristine
graphene, where the mobility scales linearly with the average grain size [21]. Based
on these results, we report on how the electronic properties of Poly-G impact the
behavior of graphene-based devices. Specifically, we concentrate our study on the
effect that Poly-G has on the gate electrostatics and I-V characteristics of GFETs.
We find that the source-drain current and the transconductance are proportional to
the average grain size, indicating that these quantities are hampered by the presence
of GBs in the Poly-G. However, our simulations also show that current saturation is
improved by the presence of GBs, and the intrinsic gain is insensitive to the grain size.
These results indicate that GBs play a complex role in the behavior of graphene-based
electronics, and their importance depends on the application of the device.
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4.3.2 Poly-G Effect on the Gate Electrostatics and I-V
Characteristics of GFETs

The starting point of our study is the characterization of a large-area model of dis-
ordered Poly-G samples, containing hundreds of thousands atoms and described by
varying grain misorientation angles, realistic carbon ring statistics, and unrestricted
GB structures, based on the method reported in Ref. [118]. To calculate the elec-
tronic and transport properties, we used a TB Hamiltonian and an efficient quantum
transport method [41, 43], which is particularly well-suited for large samples of
disordered low-dimensional systems. The transport calculations were based on a
real-space order-N quantum wave packet evolution approach, which allowed us to
compute the Kubo-Greenwood conductivity (Eq. 3.41). With this quantity, the charge
carrier mobility can be estimated as μ(E) = σ(E)/q∗Qc(E), where Qc is the 2D
charge density in the graphene. It should be noted that we assume the carrier mobility
is not limited by the substrate, that is, we do not consider additional scattering due
to charge traps or surface phonons in the insulator that could further degrade the car-
rier mobility [162]. Thus, our results represent an upper bound on the performance
metrics of the GFETs that we are studying.

In this work, we focus on a dual-gate GFET as the one depicted in Fig. 4.24. This
transistor is based on a metal/oxide/Poly-G/oxide/semiconductor structure where an
external electric field modulates the mobile carrier density in the Poly-G layer. The
electrostatics of this dual gate structure can be understood with an application of
Gauss law

Qc = Ct(V ∗
gs − Vc) + Cb(V ∗

bs − Vc) (4.7)

Fig. 4.24 a Schematic of the dual-gate GFET, consisting of a poly-G channel on top of an insulator
layer, which is grown on a heavily-doped Si wafer acting as the back gate. An artistic view of the
patchwork of coalescing graphene grains of varying lattice orientations and size is shown in (b).
The source and drain electrodes contact the poly-G channel from the top and are assumed to be
ohmic. The source is grounded and considered the reference potential in the device. The electrostatic
modulation of the carrier concentration in graphene is achieved via a top-gate stack consisting of
the gate dielectric and the gate metal

http://dx.doi.org/10.1007/978-3-319-25571-2_3
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where Qc = q(p−n) is the net mobile charge density in the graphene channel, Ct and
Cb are the geometrical top and bottom oxide capacitances, and V ∗

gs and V ∗
bs are the

effective top and bottom gate-source voltages, respectively. Here, V ∗
gs = Vgs − Vgs0

and V ∗
bs = Vbs − Vbs0, where Vgs0 and Vbs0 are quantities that comprise the work

function differences between each gate and the graphene channel, charged interface
states at the graphene/oxide interfaces, and possible doping of the graphene. The
graphene charge density can be determined numerically using the procedure

Qc(Vc) = q
∫ 0

−∞
DOSp−G(E)f (qVc − E)dE − q

∫ ∞

0
DOSp−G(E)f (E − qVc)dE (4.8)

where DOSp−G(E) has been calculated with the procedure outlined in Ref. [21]. The
potential Vc represents the voltage drop across the graphene layer, and is related to
the quantum capacitance Cq of the Poly-G by Cq = −dQc/dVc. When the entire
length of the transistor is considered, the effective gate voltages can be written as
V ∗
gs = Vgs − Vgs0 − V (x) and V ∗

bs = Vbs − Vbs0 − V (x), where V (x) (the so-called
quasi-Fermi level) represents the potential along the graphene channel. The boundary
conditions that should be satisfied are V (0) = 0 at the source and V (L) = Vds at the
drain.

To model the drain current, we employ a drift-diffusion model with the form Ids =
−W |Qc(x)|v(x), where W is the gate width, Qc(x) is the free carrier sheet density
in the channel at position x, and v(x) is the carrier drift velocity. The latter is related
to the transverse electric field E as v = μE, so no velocity saturation effect has been
included in this model. The low-field carrier mobility μ(Qc) is density-dependent
and calculated via the procedure of Ref. [21]. After applying E = −dV (x)/dx,
including the above expression for v, and integrating the resulting equation over the
device length, the source-drain current becomes

Ids = W

L

∫ Vds

0
μ|Qc|dV . (4.9)

In order to calculate Ids, the integral in Eq. (4.9) is solved using Vc as the integration
variable and subsequently expressing μ and Qc as functions of Vc, based on the
mapping given by Eq. (4.8). This gives

Ids = W

L

∫ Vcd

Vcs

μ(Vc)|Qc(Vc)| dV

dVc
dV c (4.10)

where Vc is obtained by self-consistently solving Eqs. (4.7) and (4.8). The channel
potential at the source is determined as Vcs = Vc(V = 0) and the channel potential
at the drain is determined as Vcd = Vc(V = Vds). Finally, Eq. (4.7) allows us to
evaluate the derivative appearing in Eq. (4.10), namely, dV

dVc
= −1 + Cq

Ct+Cb
, which

should be determined numerically as a function of the integration variable Vc.
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Fig. 4.25 Quantum capacitance (a) and density of states (b) of Poly-G considering different average
grain sizes. The pristine graphene case has also been plotted for the sake of comparison

Next, we apply the multi-scale model to the GFET shown in Fig. 4.24. It consists
of a dual-gate structure with L = 10µm and W = 5µm. The top and bottom gate
insulators are hafnium oxide and silicon oxide with thicknesses of 4 and 300 nm,
respectively. For the active channel, we considered poly-G with different average
grain sizes together with the simple pristine graphene case, which serves as a conve-
nient reference for comparison. For this study, we created samples with three different
average grain sizes (average diameter 〈d〉 ≈ 13, 18, and 25.5 nm) and uniform grain
size distributions. The atomic structure at the GBs consists predominantly of five- and
seven-member carbon rings and assumes meandering shapes similar to the experi-
mentally observed ones. We also created one sample with 〈d〉 ≈ 18 nm and “broken”
(poorly connected) boundaries (“br-18 nm”). The quantum capacitance (Cq) of each
sample is presented in Fig. 4.25a, which reflects the structure of the DOS, shown in
Fig. 4.25b. An enhanced density of zero-energy modes around the charge neutrality
point (CNP) can be observed, which arises locally from the atomic configurations
of the GBs, giving rise to a finite Cq. A zero Cq would correspond to ideal gate effi-
ciency, meaning that the gate voltage would have 100 % control over the position of
the graphene Fermi level. Away from the CNP, both Cq and the DOS of the analyzed
structures look very similar. For the poorly connected sample “br-18 nm”, a peak is
observed around the CNP because of a higher density of midgap states, resulting in
a negative differential Cq.

Figure 4.26a shows the transfer characteristics of the GFET under considera-
tion for different grain sizes. The low-field carrier mobility was calculated from
the Kubo-Greenwood conductivity as μ(E) = σ(E)/q∗Qc(E), and has been plot-
ted as a function of Qc in Fig. 4.26b. The mobility corresponding to a grain size of
1µm was estimated from the mobility at 25.5 nm with a simple scaling law [21],
μ1µm(Qc) = (1µm/25.5 nm)µ25.5 nm(Qc). The resulting I-V characteristics exhibit
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Fig. 4.26 Transfer characteristics (a) and transconductance (c) of the graphene field-effect tran-
sistor considering different samples of Poly-G as the active channel. b Estimated low-field carrier
mobility as a function of the carrier density for each of the samples

the expected V-like shape with an ON-OFF current ratio in the range of 2–4, and
one can see that the source-drain current is proportional to the average grain size.
This is due to the scaling of the mobility with grain size, as shown in Fig. 4.26b. In
Fig. 4.26c, we plot the transconductance of the GFET, defined as gm = dIds/dV gs,
which is a key parameter in determining the transistor voltage gain or the maximum
operation frequency. It appears that small grain sizes are detrimental to this factor.
The reason behind such a degradation is the combination of two factors as the grain
size is reduced: (a) an increase in Cq at low carrier densities (Fig. 4.25a), which is
related with the increase in the DOS near the CNP (Fig. 4.25b) and leads to reduced
gate efficiency; and (b) the reduction of the low-field carrier mobility (Fig. 4.26b)
because of scattering due to the disordered atomic structure of the GBs. Figure 4.26b
indicates that the mobility is proportional to the average grain size of the Poly-G; a
higher density of GBs results in more scattering and a lower mobility. The scattering
effect of the GBs has been further quantified in Ref. [21], which shows the scaling
of the conductivity and the mean free path of the Poly-G for different grain sizes.
For example, the sample with 25.5-nm grains has a mean free path of 10 nm near the
Dirac point, compared with 5 nm for the sample with 13-nm grains.

In Fig. 4.27a, we plot the GFET output characteristics for different grain sizes
and gate biases. The output characteristic exhibits an initial linear region dominated
by hole transport (p-type channel), followed by a weak saturation region. The onset
of saturation (Vsd,sat) happens when the channel becomes pinched off at the drain
side. A further increase in Vsd drives the transistor towards the second linear region,
characterized by a channel with a mixed p- and n-type behavior. Interestingly, a
reduction of the grain size improves the current saturation, which can be seen in a
plot of the output conductance (Fig. 4.27b), defined as gd = V V dIds/dVds. Here,
the minimum of gd is much flatter and broader for smaller grain sizes. Both gm and
gd determine the intrinsic gain Av = gm/gd , which is a key figure of merit in analog
or RF applications. Our simulations demonstrate that Av is insensitive to the grain
size (Fig. 4.28), because an increase in gm is almost exactly compensated by a similar
increase in gd . This suggests that polycrystallinity is not a limiting factor in analog/RF
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Fig. 4.27 Output characteristics (a) and output conductance (b) of the graphene field-effect tran-
sistor considering different samples of Poly-G as the active channel

Fig. 4.28 Intrinsic gain as a function of the drain voltage. The transconductance and output con-
ductance are also plotted at Vgs = 0.25 V

devices whose performance depends on the intrinsic gain. However, there are other
performance metrics, such as the intrinsic cutoff (fT ) and maximum frequencies
(fmax), which are severely degraded by the presence of GBs. To demonstrate this, we
have calculated both fT and fmax for the device under consideration, but assuming a
channel length of 100 nm. The cutoff frequency is given by fT ≈ gm/2πCgs, where
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Fig. 4.29 Intrinsic maximum and cutoff frequency for the simulated transistor assuming a channel
length of 100 nm

Cgs is the gate-to-source capacitance. 12 Given that the geometrical capacitance Ct is
much smaller than the quantum capacitance Cq, Cgs ∼= Ct . The maximum frequency
is given by fmax ≈ gm/(4πCgs

√
gd(RS + RG), where RS and RG are the source and

gate resistances, respectively [155]. Here, we have assumed state of the art values,
such as [163] RS ∼ 100 .µm and RG ∼ 6 . As shown in Fig. 4.29, fmax and fT are
degraded by one and two orders of magnitude, respectively, when the average grain
size decreases from 1µm to nm.

Realistic GFETs are limited in performance by interaction with the substrate and
top gates. Comparing with the extracted mobility from some reported state-of-the-
art devices [164], our calculations, which represent the limiting case of uncovered
graphene, overestimate the mobility of these devices by ∼10×. As a consequence,
gm, gd , and fT should be reduced by that amount when considering substrate and top
gate effects. Meanwhile, Av is expected to remain constant and fmax is expected to be
reduced by ∼3×. The mentioned ∼10× factor of mobility reduction could be made
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significantly smaller by using an appropriate substrate, such as diamond-like carbon
[162] (DLC), which helps to minimize interaction with the substrate.

In conclusion, we have developed a drift-diffusion transport model for the GFET,
based on a detailed description of electronic transport in poly-G. This model allows us
to determine how a graphene sample’s polycrystallinity alters the electronic transport
in GFETs, enabling the prediction and optimization of various figures of merit for
these devices. We have found that the presence of GBs produces a severe degradation
of both the maximum frequency and the cutoff frequency, while the intrinsic gain
remains insensitive to the presence of GBs. Overall, polycrystallinity is predicted to
be an undesirable trait in GFETs targeting analog or RF applications.

4.4 Transport Properties of Amorphous Graphene

4.4.1 Introduction

The physics of disordered graphene is at the heart of many fascinating properties such
as Klein tunneling, WAL or anomalous QHE (see reviews [43, 165]). The precise
understanding of individual defects on electronic and transport properties of graphene
is currently of great interest [166]. For instance, graphene samples obtained by large-
scale production methods display a huge quantity of structural imperfections and
defects which jeopardize the robustness of the otherwise exceptionally high charge
mobilities of their pristine counterparts [8]. Indeed, the lattice mismatch-induced
strain between graphene and the underlying substrate generates Poly-G with GBs
which strongly impact on transport properties [143] (See Sect. 4.2). However, despite
the large amount of disorder, such graphene flakes usually maintain a finite conduc-
tivity down to very low temperatures (when deposited onto oxide substrates) owing
to electron-hole puddles (charge inohomogeneities fluctuations)-induced percolation
effects which limit localization phenomena [9]. The predicted Anderson localization
in two-dimensional disordered graphene has been hard to measure in non intention-
ally damaged graphene, in contrast to chemically modified graphene [167, 168].
In a recent experiment, it was however possible to screen out electron-holes pud-
dles using sandwiched graphene in between two boron-nitride layers, together with
an additional graphene control layer [12]. As a result of puddles screening, a large
increase of the resistivity was obtained at the Dirac point, evidencing an onset of the
Anderson localization regime.

Beyond individual defects and polycrystallinity, a higher level of disorder can be
induced on graphene to the point of obtaining two-dimensional amorphous networks
composed of sp2 hybridized carbon atoms. Such networks contain rings other than
hexagons in a disordered arrangement. The average ring size is six according to
Euler’s theorem, allowing such a system to exist as a flat 2D structure. Experimen-
tally, such amorphous two-dimensional lattices have been obtained in electron-beam
irradiation experiments [86], and directly visualized by high resolution electron trans-
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mission microscopy. Previously, indirect evidence for the formation of an amorphous
network was obtained by Raman spectroscopy in samples subject to electron-beam
irradiation [169], ozone exposure [170] and ion irradiation [171]. In all these cases, an
evolution from polycrystalline to amorphous structures was observed upon increase
of the damage treatment. In [171], further evidence of the formation of an amorphous
network was obtained through transport measurements. These indicate the transition
from a WL regime in the polycrystalline samples to variable range hopping trans-
port in the strongly localized regime for amorphous samples, as evidenced by the
temperature dependence of the conductivity. Localization lengths were estimated to
be of the range 0.1–10 nm in the amorphous samples, depending on the degree of
amorphization. From the theoretical side, models of the amorphous network have
been proposed using stochastic quenching methods [172], and molecular dynamics
[46, 173, 174]. Electronic structure calculations show that the amorphization yields
a large increase of the density of states at and in the environment of the charge
neutrality point [172–174]. Despite the expected reduction of the conduction prop-
erties due to strong localization effects, Holmström et al. [173] suggest that disorder
could enhance metallicity in amorphized samples, in contrast with the experimental
evidence.

Here, we explore the transport properties of two-dimensional sp2 lattices with mas-
sive amount of topological disorder, encoded in a geometrical mixture of hexagons
with pentagon and heptagon rings with a given ring statistics. The calculations are
done using two approaches: a Kubo formulation in which the conductivity of bulk 2D
amorphous graphene lattices was determined, and a Landauer-Büttiker formulation
where the conductance of ribbons of amorphous graphene contacted to semi-infinite
pristine graphene electrodes was calculated. Both approaches lead to similar find-
ings. Depending on the ratio between odd versus even-membered rings, a transition
form a graphene-like electronic structure to a totally amorphous and smooth elec-
tronic distribution of states is obtained. The stronger the departure from the pristine
graphene, the more insulating is the corresponding lattice, which transforms into a
strong Anderson insulator with elastic mean free paths below one nanometer and very
short localization length all over the whole electronic spectrum. Those structures are
therefore inefficient to carry any sizable current, and are therefore useless for any
practical electronic applications such as touch screens displays or conducting elec-
trodes, but interesting for scrutinizing localization phenomena in low dimensional
materials.

4.4.2 Models of Amorphous Graphene

Amorphous models of graphene are prepared using the Wooten-Winer-Weaire
(WWW) method [175, 176], introducing Stone-Wales defects [177] into the per-
fect honeycomb lattice. To generate the structures, periodic boundary conditions are
imposed and the entire network was relaxed with the Keating-like potential [172,
178]. Pieces of two different networks are shown in Fig. 4.30a, b. The samples con-



4.4 Transport Properties of Amorphous Graphene 103

Fig. 4.30 a and b show details of amorphous graphene samples S1 and S2, respectively, used to
compute the conductivity with the Kubo approach. c Total density of states of the two amorphous
samples. The pristine crystalline graphene case (dashed lines) is also shown for comparison

Table 4.2 Comparison of sample specifications

S1 S2

Number of atoms 10032 101640

Percent. of n-membered rings
(n = 5/6/7)

24/52/24 44/12/44

〈n2〉 − 〈n〉2 0.47 0.88

RMS deviation of bond angles 11.02◦ 18.09◦

RMS deviation of bond lengths 0.044 Å 0.060 Å

Fermi energy (γ0) 0.03 0.05

tain 10032 and 101640 atoms, respectively, all of them with three-fold coordination
as the honeycomb lattice, but topologically distinct. Samples 1 and 2 are charac-
terized by a number of parameters given in Table 4.2. For Sample 1, 24 % of the
elementary rings are pentagons, 52 % hexagons and 24 % heptagons, while sample 2
has a larger share of odd-membered rings. In both samples, the number of heptagons
is the same as that of pentagons, according to Euler’s theorem, and these systems
can exist without an overall curvature as flat 2D structures with some distortions of
bond lengths and angles, although may pucker under some circumstances. We will
only be concerned with the planar structures here.

For the calculation of the Landauer-Bütikker conductance, we set up models in
which an amorphous ribbon is contacted by two pristine graphene electrodes at a
distance L. Models with different ribbon length of the amorphous contact are built
to study the dependence of the conductance on the distance between electrodes. The
models are periodic in the direction perpendicular to the ribbon, with a periodicity
of W = 11.4 nm, and have the same ring statistics as the bulk sample 1 described
above.
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4.4.3 Electronic Properties

The electronic and transport properties of these disordered lattices are investigated
using π -π∗ orthogonal TB model with nearest neighbors hopping γ0 and zero onsite
energies. No variation of the hopping elements with disorder is included in the model
as bond-length variation does not exceed a few percent (cf. Table 4.2); all dependence
on disorder stems from the ring statistics which is the dominating effect. Figure 4.30c
shows the density of states (DOS) of the two disordered samples, together with the
pristine case (dashed line) for comparison. Sample 1, which keeps 52 % of hexagonal
rings, displays several noticeable features, similar to those found in previous studies
[172, 173]. First, the DOS at the charge neutrality point is found to be increased by
a large amount. Additionally, the electron-hole symmetry of the band structure is
broken due to the presence of odd-membered rings and the resonant states that these
induce [32]. The hole part of the spectrum is still reminiscent of the graphene DOS,
with a smoothened peak at the van Hove singularity while in the electron part a second
maximum appears close to the upper conduction band edge. By reducing further the
ratio of even versus odd-membered rings (Sample 2), the second maximum develops
to a strong peak at about E = 2.5γ0 while spectral weight at E = 3γ0 is suppressed.
The redistribution of DOS at the upper conduction band edge is a signature of odd-
membered rings and its strength with increasing number of such rings relates the
statistical distribution of rings with the DOS features.

Transport Methodology. To explore quantum transport in these topologically dis-
ordered graphene bulk samples, we employ a real-space order-N quantum wavepacket
evolution approach in Chap. 3 to compute the Kubo-Greenwood conductivity [179].
The conductance of amorphous stripes (ribbons) contacted to graphene electrodes is
computed using the Landauer-Büttiker approach [180]:

G(E) = G0T(E) = 2e2

h
Tr

[
t†t

]
(4.11)

where T(E) and t(E) are the transmission probability and transmission matrix,
respectively, which can be computed from the Green’s function G(E) in the con-
tact region and the broadening �(E) of the states due to the interaction with the left
and right electrodes. We calculate the conductance of the ribbon, which is infinite
and periodic in the direction parallel to the interface between the pristine graphene
electrodes and the amorphous ribbons. Despite the very large periodicity of our mod-
els, we perform a thorough sampling of the k‖-points in that direction [181, 182],
to obtain the appropriate V-shaped conductance of graphene in the thermodynamic
limit. G is given per supercell of periodicity W = 11.4 nm. Note that conductivity
and conductance are related though σ = L

W G.
Mean Free Path, Conductivity and Localization Effects. Figure 4.31 shows time

dependence of the normalized diffusion coefficient D(t)/Dmax for two chosen ener-
gies, for the two bulk samples. For energy E = −2γ0, it is found to increase ballisti-
cally at short time, but then saturates typically after 0.1ps. This saturation allows to

http://dx.doi.org/10.1007/978-3-319-25571-2_3
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Fig. 4.31 Normalized time-dependent diffusion coefficients for two selected energies for both
samples S1 and S2. Inset localization lengths as a function of the carrier energy

extract the corresponding mean free paths �e(E). Localization effects, manifested in
a decay of the diffusion coefficient with time, are apparent for the lines corresponding
to the charge neutrality point, but are less clear for E = −2γ0.

The elastic mean free path and the semiclassical conductivities are shown in
Fig. 4.32, as obtained from the maximum of the diffusion coefficient. A striking
feature is the very low value of the mean free path �e below 0.5 nm for the energy
window around the Fermi level, in which the DOS departs from that of the pristine
graphene structure. For negative energies (holes) far from the charge neutrality point,
a considerable increase of more than one order of magnitude in the mean free paths
is observed. The increase occurs for smaller binding energies for sample 1 than for
sample 2, in good correlation with the changes observed in the DOS (which, around
the van Hove singularity, deviates from the pristine graphene one more strongly for
sample 2).

The semiclassical conductivities show a minimum value at the Fermi level close to
σmin

sc = 4e2/πh, in agreement with the values for graphene in the presence of disorder
induced by impurities or scatterers [28, 29]. We note, however, that the conductivity
remains nearly constant at that value for an energy range of several eV around the
Fermi level. This indicates that transport is strongly degraded in the amorphous
network compared to pristine graphene, in which the conductivity increases rapidly
away from the Fermi level. The charge mobility, μ(E) = σsc(E)/en(E), with n(E)

being the carrier density, is found to be of the order of 10 cm2V−1s−1 for n =
1011–1012cm−2, which is orders of magnitudes lower than those usually measured
in graphene samples [11]. Such low conductivity and mobility values should be
measured at room temperature, where the semiclassical approximation is expected
to hold.
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The very short mean free paths obtained indicate a further significant contribution
of quantum interferences turning the system to a weak and strong insulating system
as the temperature drops. Interference effects are evidenced by the time-dependent
decay of the diffusion coefficient D(t)/Dmax. Based on the scaling theory of localiza-
tion [183], an estimate of the localization length of electronic states can be extracted
from the semiclassical parameters by ξ(E) = �e(E) exp(πhσsc(E)/2e2). The results
are shown in Fig. 4.31 (inset). The amorphous samples are extremely poor conduc-
tors, with localization lengths as low as ξ ∼ 5–10 nm over a large energy window
around the charge neutrality point.

To further confirm the localization lengths estimated using scaling theory, we
compute explicitly the conductance of the amorphous graphene ribbons contacted
with pristine graphene electrodes, as a function of the ribbon length L. Figure 4.33
shows the conductance curves for two ribbons of 1.6 and 8.6 nm, respectively, com-
pared to that of a graphene contact with the same lateral size in the supercell (11.4
nm). It is clear that the conductance of the amorphous samples is greatly reduced
with respect to that of graphene, and that the reduction is more pronounced as the
length of the amorphous ribbon becomes larger. Also, while the conductance for the
ribbon with the smallest length is relatively smooth, it becomes more noisy as the
ribbon becomes longer. This reflects the transition from a diffusive system, in which
the ribbon is longer than the mean free path, but shorter than the localization length,
to a strongly localized one in which the localization length is shorter than the ribbon
length.
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the dependence of the conductivity on the ribbon size L; symbols: calculated points; line fit to
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From the variation of the Landauer-Büttiker conductance with size L, we can
extract reliable values of the localization lengths, as in the Anderson regime the
conductance should decay as G(L) ∼ e−L/ξ . The inset in Fig. 4.33 shows the value
of the conductivity, obtained from the conductance, for each size from 1.6 to 15.3
nm, averaged over an energy window of 1.5γ0 around the Fermi energy. A fit of the
results to σ(L) ∼ L

W e−L/ξ yields a value of ξ = 5.8 nm. This value is consistent
with that obtained above using scaling theory, for energies close to the Fermi level,
and confirms that, in these amorphous structures, strong localization effects should
occur at low temperatures at distances of less than 10 nm. These estimates are in
good agreement with the experimental results from transport measurements by Zhou
et al. [171], which show values in the range between 0.1 and 10 nm for samples
amorphized by ion radiation.

In conclusion, we have shown that amorphous graphene is a strong Anderson
insulator. The increase of the density of states close to the charge neutrality point is
concomitant with marked quantum interferences which inhibit current flow at low
temperature. Very short mean free paths and localization lengths are predicted, in
line with recent experimental evidence in graphene under heavy ion irradiation dam-
age [171].
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Chapter 5
Spin Transport in Disordered Graphene

Carbon has a weak atomic SOC, so graphene is expected to have long spin relaxation
time and phase coherence lengths. However, the spin injection measurements based
on a non-local spin valve geometry [1–3] revealed surprisingly short spin relaxation
times of only about 100–200ps, being only weakly dependent on the charge density
and temperature. The longest spin relaxation time has beenmeasured up to now is also
in the order of a few ns [4]. There are many explanations for short spin relaxation
times in graphene. Some explanations are related to enhanced SOC induced by
adatoms in graphene sheet or by the breaking inversion symmetry due to the electric
field created by substrate. Another possibility could be the Gauge field due to ripples
[5] which induces an effective magnetic field B⊥ perpendicular to the graphene
sheet. There is also another explanation saying that the formation of sp3 hybridization
enhances local SOC [6]which leads to fast spin relaxation.However, these theoretical
results couldn’t give satisfying explanations for experimental data to date.

In this section, we perform some theoretical calculations to investigate the spin
relaxation in ultra clean graphene, and we propose a new mechanism for spin relax-
ation in graphene which is related to the disconnection of spin and momentum close
to the Dirac point. At the end of this Chapter, some results of the effect of the segre-
gation of strong-SOC adatoms on graphene on the QHE are shown.

5.1 Spin Transport in Graphene: Pseudospin Driven Spin
Relaxation Mechanism

5.1.1 Introduction

The electronic properties of monolayer graphene strongly differ from those of two-
dimensional metals and semiconductors in part because of inherent electron-hole
band structure symmetry and a particular density of stateswhich vanishes at theDirac
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point [6]. Additionally, the sublattice degeneracy and honeycomb symmetry lead
to eigenstates that hold an additional quantum (Berry’s) phase, associated with the
so-called pseudospin quantum degree of freedom. All of these electronic features are
manifested through the Klein tunneling phenomenon [7], WAL [8] or the anomalous
QHE [9]. The possibility of using the pseudospin as a means to transport and store
information has also been theoretically proposed [10, 11]. There, the role of the
pseudospin is equivalent to that of the spin in spintronics, such as in the pseudospin
analogue of the giant magnetoresistance in bilayer graphene [11].

Even though pseudospin-related effects drive most of the unique transport
signatures of graphene, the role of the pseudospin on the spin relaxation mechanism
has not been explicitly addressed and quantified. Pseudospin and spin dynamics are
usually perceived as decoupled from each other, with pseudospin lifetimes being
much shorter and pseudospin dynamics much faster than those for spins. However,
this picture breaks down in the vicinity of the Dirac point, a region that is usually
out of reach of perturbative approaches and that is particularly relevant for experi-
ments, because Fermi energies can only be shifted by about 0.3 eV via electrostatic
gating. Moreover, in the presence of SOC, spin couples to orbital motion, and there-
fore to pseudospin [12], so that spin and pseudospin dynamics should not be treated
independently.

The reason for overlooking the role of the pseudospin on the spin dynamics is
perhaps rooted in the fact that the spin transport properties appear remarkably similar
to those found in common metals and semiconductors [13]. Indeed, spin precession
measurements in nonlocal devices result in experimental signatures that would be
indistinguishable from those obtained in a metal such as aluminium [14], or a semi-
conductor such as GaAs [15], with extracted spin relaxation times τs that are also
typically of the same order of magnitude (a few nanoseconds or lower). Spin relax-
ation in graphene has therefore been interpreted using the conventional experimental
manifestations of either the EY or DP mechanism [16–20]. In the EY scenario, the
spin relaxation time is determined by the spin mixing of carriers and the SOC of
the scattering potential, and thus it is usually assumed to be proportional to the
momentum relaxation time as τs ≈ α · τp, with α � 1 (for instance in alkali metals
α ∼ 104 − 106) [13]. In contrast, in the DP mechanism spin precesses about an
effective magnetic field whose orientation is fixed by the momentum direction dur-
ing free propagation of electrons. Such orientation changes at each scattering event,
which results in a different scaling behavior as 1/τ D P

s ∼ �2τp [13] (with� the aver-
age magnitude of the intrinsic Larmor frequency over the momentum distribution).
Experimental estimates of τs and τp are generally obtained in a phenomenological
way by fitting the experimental resistivity curves to the theoretical formula obtained
using semi-classical transport equations [1, 17]. However, this phenomenological
analysis is not well connected with the microscopic interpretation. First of all, the
weak SOC in graphene would suggest τs in the microsecond range [21, 22], in clear
disagreement with experimental data. In addition, the τs estimated in high-mobility
graphene with longmean free paths remains unsatisfactorily interpreted with a single
relaxation mechanism, say EY or DP [18, 23, 24]. The suppression of τs in clean
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graphene has been tentatively associated to an enhanced (intrinsic or extrinsic) SOC
due to mechanical deformations such as ripples, or unavoidable adatoms incorpo-
rated during the device fabrication process, but the ultimate and microscopic nature
of spin relaxation at play remains controversial and elusive.

Here, we unravel a spin relaxation mechanism for nonmagnetic samples that
follows from an entanglement of spin and pseudospin degrees of freedom driven by
random SOC, whichmakes it unique to graphene and is markedly different from con-
ventional processes. We show that the mixing between spin and pseudospin-related
Berry’s phases results in unexpectedly fast spin dephasing, even when approach-
ing the ballistic limit, and leads to increasing spin relaxation times away from the
Dirac point, as observed experimentally. This hitherto unknown phenomenon points
towards revisiting the origin of the small spin relaxation times found in graphene,
where SOC can be caused by adsorbed adatoms, ripples or even the substrate. It
also opens new perspectives for spin manipulation using the pseudospin degree of
freedom (or vice versa), a tantalizing quest for the emergence of radically new infor-
mation storage and processing technologies.

5.1.2 Spin Relaxation in Gold-Decorated Graphene

In the following, we explore spin characteristics in graphene by investigating
the effect of weak perturbation induced by low densities of ad-atoms (down to
1012 cm−2), which introduce a random Rashba field in real space but vanishingly
small intervalley scattering, yielding long mean free paths. Here, for typical elec-
tron densities within [1010, 1012] cm−2, the Fermi wavelength (λF = 2

√
π/n, n the

charge density) lies between 20 and 200nm and thus exceeds the mean separation
between adatoms (∼10nm)where spin-orbit scattering occurs, therefore questioning
the use of a standard semiclassical description. To study spin dynamics (and spin
relaxation),we use a non-perturbativemethodby solving the full time-dependent evo-
lution of initially spin polarized wavepackets, either through a direct diagonalization
of a continuum model, or a real space algorithm for a microscopic disorder model,
defined in aTBbasis.Wedescribe the systemof a graphenemonolayer functionalized
with a random distribution of adatoms. The electronic structure of clean graphene
is captured by the usual π-π* orthogonal TB model (with a single pz-orbital per
carbon site, zero onsite energies and nearest neighbors hopping γ0). The presence of
non-magnetic adatoms randomly adsorbed at the hollow positions on the graphene
sheet introduces additional local SOC terms (Fig. 5.1a, b), defined as [25].

H = − γ0
∑
〈i j〉

c+
i c j + 2i√

3
VI

∑
〈〈i j〉〉∈R

c+
i 
s · ( 
dkj × 
dik)c j

+ iVR

∑
〈i j〉∈R

c+
i 
z · (
s × 
di j )c j − μ

∑
i∈R

c+
i ci (5.1)
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Fig. 5.1 Spin Dynamics in disordered graphene. a Ball-and-stick model of a random distribution
of adatoms on top of a graphene sample. b Top view of the gold adatom sitting on the center of
an hexagon. c, d Time-dependent projected spin polarization Sz(E, t) of charge carriers (symbols)
initially prepared in an out-of-plane polarization (at Dirac point (red curves) and at E = 150meV
(blue curves)). Analytical fits are given as solid lines (see text). Parameters are VI = 0.007γ0,
VR = 0.0165γ0, μ = 0.1γ0, ρ = 0.05% (c) and ρ = 8% (d)

The first term is the nearest neighbor hopping term with γ0 = 2.7eV. The second
term is a complex next nearest neighbor hopping term which represents the intrinsic
SOC induced by the adatoms, with 
dkj and 
dik the unit vectors along the two bonds
connecting second neighbors, 
s is a vector defined by the Pauli matrices (sx , sy, sz),
and VI the intrinsic SOC strength. The third term describes the Rashba SOC which
explicitly violates 
z → −
z symmetry, with 
z being a unit vector normal to the
graphene plane and VR the Rashba SOC parameter. The last term is the potential
shift μ associated with the carbon atoms in the random plaquettes R adjacent to
adatoms (Fig. 5.1b). Such shift is due to weak electrostatic effects that arise from
charge redistribution induced very locally around the adatom [25].

A Rashba splitting has been observed experimentally at the graphene/nickel and
graphene/gold (Au) interfaces with spin splitting of up to 100 meV [26, 27]. Gold
and nickel as well as other materials like titanium, cobalt or chromium, are usually
present during the fabrication of the nonlocal spin valves that are used to determine
τs and likely leave residues on the exposed graphene surface. Hereafter, we consider
the case of Au adatoms whose influence on the transport properties of graphene has
been studied experimentally [28]. The TB parameters to describe both intrinsic and
Rashba SOCs induced by such adatoms are extracted from ab-initio calculations
[27]. Based on such parameters, we explore how the spin relaxation times scale as a
function of the adatom density and adatom-induced local potential shift.

The spindynamics in graphene are investigatedbycomputing the time-dependence
of the spin polarization defined by (See Sect. 3.2.2 for technical details)


S(E, t) = 〈�(t)|
sδ(E − H) + δ(E − H)
s |�(t)〉
2〈�(t)|δ(E − H)|�(t)〉 (5.2)

http://dx.doi.org/10.1007/978-3-319-25571-2_3
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and assuming that spins are initially injected out-of-plane (z direction), i.e. |�(t =
0)〉 =|ψ↑〉. The time evolution of the wavepackets |�(t)〉 is obtained by solving
the time-dependent Schrödinger equation. We focus on the expectation value of the
spin z-component Sz(E, t). Figure5.1 shows the typical behavior of Sz(E, t) for two
selected energies (at the Dirac point and at E = 150 meV) and two adatom densities
ρ = 0.05% (about 1012 adatoms per cm2) (c) and ρ = 8% (d). The time dependence
of Sz(E, t) is very well described by cos(2πt/T�)e−t/τs , introducing the spin pre-
cession period T� and the spin relaxation time τs , which are extracted from fitting
the numerical simulations (solid lines). The time dependence of the modulus of the
full spin polarization vector | 
S| = |(〈sx 〉, 〈sy〉, 〈sz〉)| also exhibits an unambiguous
signature of spin relaxation (See Sect. 5.1.3). Figure5.2 gives τs and T� extracted
from the fits of Sz(E, t) for varying adatom density. One first observes that the spin
precession period is energy independent and is precisely equal to T� = π�/λ̄R

(with λ̄R = 3ρVR an average SOC strength) even for the lowest coverage, which

Fig. 5.2 Spin relaxation times and transport mechanisms. Spin relaxation times (τs ) for ρ = 0.05%
(a) and ρ = 8% (b). Black (red) solid symbols indicate τs for μ = 0.1γ0 (μ = 0.2γ0). T� versus
E is also shown (open symbols). τp (dotted line in (b)) is shown over a wider energy range (top
x-axis) in order to stress the divergence around E = 0 (μ = 0.2γ0). We cannot evaluate τp below
100 meV, since the diffusive regime is not established within our computational reach. Panels (c)
and (d): Time dependent diffusion coefficient D(t) for ρ = 0.05% and ρ = 8% with μ = 0.2γ0
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Fig. 5.3 Spin relaxation times deduced from the continuum and microscopic models. a Spin
relaxation times (τs ) for varying ρ between 0.05 and 8% extracted from the microscopic model
(with μ = 0.1γ0). Inset τs values using the continuum model for ρ = 1 and 8% (filled symbols).
A comparison with the microscopic model (with μ = 0) is also given for ρ = 8% (open circles).
b Scaling behavior of T� and τs versus 1/ρ. The T� values obtained with the microscopic (resp.
continuum) model are given by red diamonds (resp. red solid lines). τs values for the microscopic
model (blue squares) and the continuum model (black circles) are shown for two selected energies
E = 150meV (solid symbols) and E = 0 (open symbols). Solid lines are here guides to the eye

agrees with the estimate based on the continuum model [21] (See Eq. (2.52)).
In contrast, the spin relaxation time displays a significant energy dependence.
A V-shape is obtained for low energy, with τs being minimal at the Dirac point with
values ranging from 0.1 to 200 ps when tuning the adatom density from 8 to 0.05%
(as given in Fig. 5.3a, main frame). Based on the observed scaling τs ∼ 1/ρ (see
Fig. 5.3b), one can further extrapolate the spin relaxation times for even smaller defect
density, obtaining τs ∼ 1−10 ns for adsorbate densities decreasing from 1011 cm−2

down to 1010 cm−2. The obtained V-shaped energy dependence and the absolute
values of τs are remarkably similar to those reported experimentally [1, 16, 17, 28].

The faster relaxation at the Dirac point is actually evident in Fig. 5.1c and d. The
reason for this behaviour is the decrease of the coupling between the pseudospin and
momentum and the increasing dominance of the SOC interaction, which leads to
spin-pseudospin entanglement. The details of the entanglement are further described
in Eq. (5.3) below and in the Sect. 5.1.3

As discussed above, the usual approach to discriminate between conventional EY
and DP relaxation mechanisms in metals and semiconductors is to scrutinize the
scaling of τs versus τp. Such procedure does not necessarily apply if the dominant
processes that lead to momentum and scattering relaxation are not the same. For
instance, in monolayer transition-metal dichalcogenides, it was demonstrated that
the carrier scattering by flexural phonons leads to fast spin flips but not to momentum
scattering and, therefore, the spin transport is decoupled from the carrier mobility. In
the following discussion, we show that simple EY or DP scaling is also not suitable
to describe our findings.

http://dx.doi.org/10.1007/978-3-319-25571-2_2
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Within our microscopic calculations, we analyze the time-dependence of the
diffusion coefficient for varying energies and ad-atom densities (Fig. 5.2c, d). For
the lowest impurity density (0.05%, Fig. 5.2c), regardless of the considered energy,
D(E, t) is seen to increase in time with no sign of saturation within our compu-
tational capability, indicating a ballistic-like regime for the considered timescales.
Only for the largest ad-atom density (8%) does D(t) eventually saturate at high
enough energies (above 100 meV, D(t) → Dmax), allowing for the evaluation of
the transport time using τp(E) = Dmax(E)/2v2(E) (see dashed lines in Fig. 5.2b).
A sharp increase of τp is seen when approaching the Dirac point, where τs reaches
its minimum value, with τs  τp. This energy dependence in τp is not unique to
gold ad-atoms but has also been observed for other types of disorder with a weak
intervalley scattering contribution, such as epoxide defects or long range scatterers
[29]. As seen in Fig. 5.3b, τs ∼ 1/ρ, which does not allow us to discriminate between
EY and DP processes. However, the absolute values of τs and τp (with τs  τp)
are a clear manifestation of the breakdown of the typical scaling associated to both
mechanisms. Even the unconventional DP regime described in Ref. [13] for the case
of τp/T� ≥ 1 where 1/τs ∼ �� (with �� an effective width of the distribution of
precession frequencies) cannot account for the observation that a weak variation in
the local disorder affects the absolute values of τs (while ρ is unchanged) as observed
in Fig. 5.2. Here local disorder is monitored by the μ parameter. (Although μ belongs
to the TB parameterization of the adatom, we use it temporarily to increase local dis-
order.) In fact, its value could slightly changewhenmodifying the substrate screening
or in presence of a more strongly bonded adsorbant than Au. As a consequence of
the above findings, the spin relaxation mechanism at play is incompatible with both
the EY and the DP mechanisms, a fact which could shed new light on the current
debate on the microscopic nature of spin relaxation in clean graphene [18, 23, 24].

We now further study the origin of the τs minimum at low energy and its uncon-
ventional scaling with τp. Given that our simulations with the microscopic model
give τs  τp, we further explore the low-energy spin dynamics with an effective
continuum model, in which the spin-orbit scattering is treated as a homogeneous
potential [21]. We solve the Dirac equation in the continuum model by using a 4 ×
4 effective Hamiltonian taking into account the pseudospin degree of freedom

h(
k) = h0(
k) + h R(
k) + hI (
k) (5.3)

While the hopping from three nearest neighbors h0(
k) = �vF (ζσx kx + σyky) ⊗ 1s

dominates at high energy and vanishes at the Dirac point (ζ = ±1 for K and
K ′ valleys, 
σ are pseudospin Pauli matrices and 1s is a 2 × 2 identity matrix),
the intrinsic SOC hI (
k) = λ̄I ζ

[
σz ⊗ sz

]
and the Rashba interaction h R(
k) =

λ̄R
(
ζ

[
σx ⊗ sy

] − [
σy ⊗ sx

])
play an extremely important role at the Dirac point,

where the coupling between spin and pseudospin becomes predominant, and governs
the quantum dynamics and dephasing of the wavepackets as described below.

Within the continuummodel spin relaxation is achieved by introducing an ad-hoc
energy broadening. We use an initially z-polarized state for injection and consider
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only the K valley. A certain density of Au impurities (inducing local SOCs) is
described by the effective SOCs λ̄R = 3ρVR and λ̄I = 3

√
3ρVI . Note that no

additional local (static) scattering potential is introduced here (μ = 0). By computing
the spin dynamics of initially spin-polarized wavepackets, one also obtains a spin
relaxation effect defined by the two timescales T� and τs (See Sect. 5.1.3).

It is instructive to contrast the results of the continuum model (Fig. 5.3a, inset)
with those from the microscopic model (Fig. 5.3a, main frame). Although the spin
precession period T� obtained by both models is identical (Fig. 5.3b) and the energy
dependence of τs is similar, the absolute values of τs differ substantially, especially
in the high energy regime, where τs is clearly overestimated using the continuum
model. Of key importance, such difference becomes increasingly large upon decreas-
ing the ad-atom density because τs presents a different scaling with defect density
(see Fig. 5.3b). This clearly evidences the importance of disorder, as introduced by
the randomdistribution of impurities, and illustrates the limits of a phenomenological
approach using the continuum model for quantitative comparison with experimental
data. Notwithstanding, the qualitative agreement between both models (particularly
for high coverage) and the weakmomentum relaxation effects observed in the micro-
scopic model (as seen in the long τp) suggest some generality in the unconventional
spin relaxation observed near the Dirac point.

To further substantiate the origin of the spin relaxation, we scrutinize the spin
and pseudospin dynamics of wavepackets using the continuum model. Pseudospin
is intrinsically related to the graphene sublattice degeneracy and, as long as valley
mixing is negligible, pseudospin is aligned in the direction of the momentum at high
energy (h0(
k) dominates the Hamiltonian (5.3)). The Rashba spin-orbit term h R(
k)

entangles spin 
s with the lattice pseudospin 
σ, overriding the locking rule between
pseudospin and momentum since h0(
k) becomes vanishingly small in the vicinity of
the Dirac point (see Sect. 5.1.3) [12, 19].

Figure5.4 highlights the spin dynamics at different chosen energies E = 0,
E = −5meV (low energy) and E = 130meV (high energy), which are repre-
sentative of the underlying physics (note that no relaxation takes place for fixed
energy, thus the requirement of the ad-hoc broadening). At high energy, the spin
precesses quite regularly as seen in Fig. 5.4a, which shows an oscillatory pattern of
Sz(t) dominated by a single period T� = π�/λR = 0.19 ps. The spin precession
occurs about an effective magnetic field BR dictated by the Rashba interaction and
pointing tangentially to the Fermi circle (as seen from the precession from blue to
pink in right panels from t1 to t4). In contrast, the pseudospin 〈
σ(t)〉 points approxi-
mately in the same direction of the momentum (evolving from green to orange). Its
oscillatory pattern is driven by the Rashba period T� together with a superimposed
and more rapid oscillation (described in the Sect. 5.1.3).

The situation at low energy (Fig. 5.4b, c) is markedly different. We observe a
highly unconventional spin and pseudospin motion which is analyzed more closely
for the spin and pseudospin z-components at two low energies (at the Dirac point
and at E = −5 meV). In contrast to the high-energy case, the amplitude of the
pseudospin oscillation is strongly enhanced since pseudospin is no longer locked
with momentum but starts to precess about an effective pseudo-magnetic field. The



5.1 Spin Transport in Graphene: Pseudospin Driven Spin Relaxation Mechanism 123

Fig. 5.4 Spin and pseudospin dynamics in graphene with ρ = 8% of adatoms a–c. Time depen-
dence of spin-polarization Sz (blue) and pseudospin polarization σz (green) in z projection for
energies E = 130meV (a), E = 0 (b), and E = −5meV (c). Note that all quantities are normal-
ized to their maximum value to better contrast them in the same scale. Right panels show the time
evolution for both spin (from blue to pink) and pseudospin (from green to orange). The snapshots
are taken at different times from t1 to t4 sampling the shaded regions in (a)–(c). d Fourier transform
of Sz(t) plotted over oscillation period, and showing non-dispersive spectra at high energy (between
E =125, 130 and 135meV). Low-energy spectra (for E = −5, 0 and 5 meV) change strongly with
energy (dispersive) showing a gradual reduction and blue shift of the original Rashba peak at about
0.19 ps and the appearance of additional features

pseudo-magnetic field depends strongly on the spin orientation, thus yielding com-
plex time-dependent dynamics of spin and pseudospin (see right panels of Fig. 5.4
corresponding to 5.4b, c). Such an effect derives from the increased pseudospin
precession period T ps

0 = π�/E (about Bps
0 ), which decreases significantly at low

energy. Therefore 〈σi 〉 can no longer be replaced by its time average 〈σi 〉 (in contrast
to the high-energy situation, see Sect. 5.1.3), which in consequence also holds for
the Rashba field BR . The time dependence of BR with variability on a timescale
similar to the Rashba period leads then to strong non-linear dynamics of spin and
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pseudospin motion. As a result of such coupled dynamics, the spin precession cannot
be described by a single period T� as becomes evident from the complex Fourier
spectra of Sz(t) in Fig. 5.4d. The time dependence of BR includes also changes of its
direction, thus impacting the pseudospin and lifting the pseudospin-momentum lock-
ing. Both of these effects finally produce a joint spin/pseudospin motion prohibiting
the de-coupling of driving forces (B ps

0 , BR) that was possible at higher energies.
While the continuum model provides qualitative insight into the spin-pseudospin

coupling and entanglement of their corresponding wavefunctions, the microscopic
model enables the quantification of spin relaxation times for a given microscopic
disorder. By scrutinizing the general formof the spin polarization (Eq. (5.2)), a simple
understanding of the spin relaxation mechanism can be drawn. In the microscopic
model, the propagation of an initially spin-polarized wavepacket |ψ↑(t = 0)〉, is
driven by the evolution operator e−iHt/�|ψ↑(t = 0)〉, with H consisting of the
clean graphene term plus the SOC potential, which acts as a local (and random)
perturbation on the electron spin. The time-dependence of the total spin polarization
results from the accumulated dephasing along scattering trajectories developed under
the evolution operator. As the distribution of scattering centers is random in space,
all different trajectories accumulate different phase shifts in their wavefunctions
(each being the result of local spin/pseudospin coupling and disorder potential).
When phase shifts for up and down components average out, the spin polarization
of |ψ↑(t = 0)〉 is lost.

5.1.3 Further Discussion

Low-energy effective Hamiltonian and analysis of electronic states close to the Dirac
point

To illustrate that spin and pseudospin are fully entangled for certain states close
to the Dirac point, we calculate the band structure and the modulus of the spin
polarization vector | 
S(
k)|. Figure5.5 shows the computed band structure obtained
by diagonalizing theKane-Mele-RashbaHamiltonian (Eq. (5.3)) for 8%gold adatom
coverage. The Rashba term induces a counter-propagating spin texture in the kx , ky

plane that tends to vanish close to the Dirac point as [12]:


Sνμ(
k) = μ�vF (
k × 
z)√
λ2

R + �2v2F k2
(5.4)

We further calculate the modulus of the spin polarization vector | 
S| = |(〈sx 〉,
〈sy〉, 〈sz〉)| from the eigenstates of the full Hamiltonian in Eq. (5.3) with both intrinsic
and Rashba SOC

�
k,± =
[(

cA,↑
cB,↑

)
⊗ | ↑〉 ± i

(
cA,↓
cB,↓

)
⊗ | ↓〉

]
ei 
k
r . (5.5)
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Fig. 5.5 Band structure calculated using the Kane-Mele-Rashba model for 8% adatom concentra-
tion. The inset shows the typical Rashba-like spin texture for the conduction bands

In presence of the Rashba SOC term, Bloch states with well-defined spin polarization
are no longer eigenstates of the complete Hamiltonian [19]. The clear signature of
spin-pseudospin entanglement is found at low energies (
k → 0), for which we get
the following solutions

� I

k,± =

(
0
1

)
⊗ | ↑〉 ±

(
i
0

)
⊗ | ↓〉 (5.6)

� I I

k,± =

(
1
0

)
⊗ | ↑〉 ±

(
0
i

)
⊗ | ↓〉. (5.7)

In both cases, a change in sublattice (pseudospin) index entails a change in spin index.
Thismeans that at lowenergy spin andpseudospin are completely locked and | 
S| ≈ 0.
The situation is different for high energies (|
k| > 0), when pseudospin-momentum
coupling comes into play, all coefficients become equally weighted (|cσ,s | ≈ 0.5)
and spin and pseudospin are unlocked leading to | 
S| ≈ 1.

Such energy dependence is shown in more details in Fig. 5.6, where the spin
polarization | 
S| of the states in the two first conduction bands are computed by
diagonalizing the effective Hamiltonian (Eq. (5.3)) for ad-atom concentrations ρ =
25% (1/4 ML gold coverage as reported by Marchenko et al. [27]) and ρ = 8%
(which allows to make a connection with the microscopic model results in Fig. 5.7).
The lower conduction-band states are completely entangled close to the Dirac point
(red curves), but become disentangled at relatively low energies 25 and 100meV for
respectively low and high ad-atom densities (see vertical dashed lines). Interestingly,
above these energies, the eigenstates of the second conduction band (blue curves)
come into play with a stronger spin/pseudospin entanglement (| 
S|  1) even for
high energy values: E ≈ 150 meV for ρ = 8% and E ≈ 300 meV for ρ = 25%.



126 5 Spin Transport in Disordered Graphene

Fig. 5.6 Energy dependence of the spin polarization vector | 
S| for states in the two conduction
bands obtained with the 4-bands low-energymodel. The results correspond to adatom concentration
8% (1/4 ML) (left pannel) and 25% (right pannel). In both cases, close to the Dirac point, spin and
pseudospin entanglement is very high given the small values of | 
S|  1

Fig. 5.7 Time-dependence of the modulus of the spin polarization vector | 
S(E, t)| in the micro-
scopic model with realistic disorder and gold ad-atom concentrations 0.05 and 8% at two specific
energies: Dirac point E = 0 and E = 150 meV

Energy crossover of spin/pseudospin dynamics and effective magnetic/pseudo-
magnetic fields

Figure5.4 exhibits different oscillating periods for spin and pseudospin. At high
energy, spin precession leads to oscillations in 
S(t) with Rashba period T� while the
pseudospin oscillations (〈σz(t)〉 in Fig. 5.4) are driven by T� together with a more
rapid superimposed oscillation. A crossover to complex low-energy dynamics is
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observed where spin- and pseudospin motion are more closely related to one another.
To illustrate the relation between spin, pseudospin and momentum, we introduce
three different effective pseudomagnetic fields:


Bps
0 (
k) = �vF (ηkx , ky, 0)


Bps
R (
s) = λR(η〈sy〉,−〈sx 〉, 0) (5.8)


Bps
I (
s) = λI (0, 0, η〈sz〉)

and two effective magnetic fields which are extracted from Eq. (5.3):


BR(
σ) = λR(−〈σy〉, η〈σx 〉, 0) (5.9)


BI (
σ) = λI (0, 0, η〈σz〉)

where 〈σi 〉 = 〈�
k |σi ⊗1s |�
k〉 and 〈si 〉 = 〈�
k |si ⊗1σ|�
k〉 are the expectation values
of the pseudospin and spin operators, σi and si (analogous to decoupled subsystems),
and�
k are the eigenstates of the KMRHamiltonian (see Eq. (5.5)). From the form of
the effective magnetic fields, it is seen that unlike the case of semiconductors where
SOC directly couples spin with momentum, in graphene spin couples directly with
pseudospin (see BR and Bps

R ), and is related to momentum via the coupling between
pseudospin and momentum h0(
k), a term which vanishes at the Dirac point. These
effective magnetic fields help illustrating the energy crossover in Fig. 5.4.

While the occurrence of the same Rashba precession for spin and pseudospin at
high energy (Fig. 5.4a) is related to the analogy of the effective fields (BR for spin
and Bps

R for pseudospin), the superimposed rapid oscillation in σz can be rationalized
as follows. We observe that at high energy the nearest neighbor hopping from three
neighbors, h0 ∝ k, dictates additional pseudospin precession about a radial in-plane
field B ps

0 (∝ k) = hvF (kx , ky, 0)with small amplitudes for 〈σz(t)〉 and with a period
given by T ps

0 = π�/E (0.016ps for E = 130 meV). For the overall dynamics it is
important that this rapid pseudospin precession about B ps

0 does not affect the slower
spin dynamics imposed by h R . Indeed we can replace σx by its time average 〈σx 〉 and
σy → 〈σy〉 in BR . As a result, there is only weak interference (feedback) between
spin and pseudospin dynamics and both degrees of freedom can be understood as
being driven independently by their respective effective fields.

In contrast, at low energy, the above replacements are no longer justified and
BR becomes time dependent through the time dependence of 〈
σ〉 (analogously for
Bps

R and 〈
s〉) resulting in complex spin-pseudospin dynamics with new characteristic
periods.

Momentum relaxation, spin relaxation and entanglement of states in gold-
decorated graphene samples

From the analysis of spin dynamics using the microscopic and continuummodels
(Figs. 5.3 and 5.4), we have shown that the spin relaxation mechanism close to the
Dirac point is inconsistent with EY or DP scaling laws. For EY, the spin relaxation
time is proportional to themomentum relaxation time as τ EY

s ≈ Ncollisions ·τp, where



128 5 Spin Transport in Disordered Graphene

Ncollisions � 1 denotes the number of scattering-off-impurity events before spin flip
occurs and τp is the transport time. By definition τ EY

s � τp which is opposite to our
estimates in the low impurity regime.

For the DP mechanism, the scaling behavior between spin and momentum relax-
ation times is inverted τ D P

s ∝ 1/τp. The essential characteristic of such mechanism
is however that if disorder increases (accompanied by a decay of τp) then τs increases
consistently. Our results cannot be described by such scaling since by increasing dis-
order μ, both τp and τs decrease simultaneously. Also, when approaching the Dirac
point, τp seems to increase continuously while τs tends to saturate to a minimum
finite value. This is similarly seen in the time-dependence of the modulus of the spin
polarization vector | 
S(t)| in the microscopic model with realistic disorder. Figure5.7
shows | 
S(t)| for 0.05 and 8% gold ad-atom concentrations and are complementary to
Fig. 5.2 of the main paper in showing the spin polarization loss accumulated in time
[30]. The fact that the total spin polarization decreases faster when approaching the
Dirac point, where momentum relaxation time (τp) is larger, is a further confirmation
of our interpretation that spin-pseudospin entanglement driven by Rashba-type SOC
is at the heart of the spin relaxation mechanism of gold-decorated graphene at low
energies.

Influence of charge puddles.

It is well known that charge puddles in graphene can make the Dirac point energy
fluctuating due to local changes in the chemical potential [31] possibly hindering the
observation of the discussed spin-relaxation mechanism at low energy. As recently
reported by Xue et al. [32], the fluctuation (standard deviation) of the Dirac point
energy in supported graphene samples depends on the substrate and range from
�E ≈ 56 meV for SiO2 to �E ≈ 5 meV for hBN [32] in consistency with a
previous paper reporting 50 meV for SiO2 [33]. The difference in the energetic
position of the Dirac point is intimately related to the size of the charge puddles
induced by the substrate which reach an approximate size of 10 nm for SiO2 and
around 100 nm for hBN. By comparing the relevant energies for the band onsets (i.e.
energies where | 
S|  1) in Fig. 5.6 and the Fermi energy fluctuations from literature,
we expect that the spin relaxation mechanism proposed in this manuscript, based on
spin-pseudospin entanglement, should be experimentally accessible.

Analogy to spin-less bilayer grapheneWeobserve that theHamiltonian inEq. (5.3)
is very similar to the one of spin-less bilayer graphene (BLG) at low energies and
shows a very similar band dispersion aroundboth valleys [34–36], although the nature
of eigenstates is quite different [12]. Below we compare the Hamiltonian matrices
of both cases. The KMR Hamiltonian in one valley reads

H(K )
K M R =

⎛
⎜⎜⎝

λI v(kx − iky) 0 0
v(kx + iky) −λI −2iλR 0

0 2iλR −λI v(kx − iky)

0 0 v(kx + iky) λI

⎞
⎟⎟⎠ (5.10)
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and the spin-less BLG-Hamiltonian, in its most reduced version [36], can be
expressed as:

H(K )
BLG =

⎛
⎜⎜⎝

−�′ v(kx − iky) 0 0
v(kx + iky) �′ γ1 0

0 γ1 �′ v(kx − iky)

0 0 v(kx + iky) −�′

⎞
⎟⎟⎠ (5.11)

where γ1 is the interlayer hopping which connects a B-site in the top layer with an A-
site in the bottom layer in Bernal stacked bilayer graphene. This interaction induces
a staggered potential ±�′ within each layer distinguishing carbon atoms in top
position and those at hollow-sites. Interestingly, this staggered potential changes
sign at opposite layers similarly to the intrinsic SOC λI in graphene.

It is helpful to write the above Hamiltonian in terms of Pauli matrices in order to
compare with Eq. (5.3):

hBLG
0 (
k) = �vF (ησx kx + σyky) ⊗ 1s

hBLG
γ (
k) = γ1

(
[σx ⊗ ξx ] + [

σy ⊗ ξy
])

hBLG
� (
k) = �′ [σz ⊗ ξz

]
(5.12)

where the layer operator 
ξ inEq. (5.12) plays the role of the spin operator 
s inEq. (5.3),
while the second degree of freedom is the pseudospin 
σ in both cases. It is important
to note that, while the first and third terms in Eq. (5.12) resemble the ones in Eq. (5.3),
the second one has a different structure in terms of Pauli matrices when compared
to the Rashba term. However, it also leads to in-plane effective pseudomagnetic and
magnetic fields of the form:


B ps
γ (
ξ) = γ1(〈ξx 〉, 〈ξy〉, 0) (5.13)


Bγ(
σ) = γ1(〈σx 〉, 〈σy〉, 0). (5.14)

Also, the eigenstates of the BLG Hamiltonian, while no longer complex, still
show a layer-pseudospin entanglement at low-energies allowing for new interesting
phenomena regarding layer relaxation in Bernal stacked bilayer graphene

�
BLG,I

k,± =

(
0
1

)
⊗ |1〉 ±

(
1
0

)
⊗ |2〉 (5.15)

�
BLG,I I

k,± =

(
1
0

)
⊗ |1〉 ±

(
0
1

)
⊗ |2〉. (5.16)

The apparent similarity of both Hamiltonians indicates the possibility to observe
physical effects similar to the presently studied spin relaxation and spin-pseudospin
entanglement when considering’layer-polarized’ carrier transport in graphene. It
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would be interesting to study the effect of layer-pseudospin entanglement in such a
situation.

In conclusion, our spin transport simulations in graphene, chemically modified
by a random distribution of ad-atoms, have revealed a hitherto unknown phenom-
enon related to the entangled dynamics of spin and pseudospin, which is induced
by SOC and leads to fast spin relaxation in a quasi-ballistic transport regime. The
entanglement between spin and orbital degrees of freedom has been discussed for
models of ballistic semiconducting nanowires [30]. Here, the energy-dependence of
spin/pseudospin entanglement induced by SOC has been shown to directly impact
the resulting spin dynamics and spin relaxation times. Faster spin relaxation devel-
ops when spin-pseudospin entanglement is maximized at the Dirac point, where the
momentum scattering time becomes increasingly large because disorder preserves
pseudospin symmetry.

This relaxation mechanism, occurring in clean graphene with long mean free
paths, has no equivalent in condensed matter and cannot be described by EY or DP
scaling. Such a phenomenon is here revealed for the specific case of gold adsorbates,
but should also be at play for other sources of local SOC (ripples, defects, etc.), thus
contributing to a deep general understanding of spin transport in graphene-based
materials and devices [1, 16–18, 37], while the specific spin relaxation time depends
on the effective strength of the SOC being different for different sources. The effect
of lateral confinement in stripe or ribbon geometry deserves further investigation
regarding its influence on spin relaxation (which was observed in semiconductor
nanowires [38]), while some general mechanism due to flexural phonons for spin
relaxation in 2D membranes has been proposed [39].

Finally, the spin-pseudospin entanglement could open the path to control the
pseudospin by modifying the spin or vice versa. For example, spins could be manip-
ulated by inducing pseudomagnetic fields by straining graphene. Such possibilities
could lead to the development of novel approaches for non-charge-based informa-
tion processing and computing, resulting in a new generation of active (CMOS-
compatible) spintronic devices together with non-volatile low-energy MRAMmem-
ories [40].

5.2 Quantum Spin Hall Effect

5.2.1 Introduction

In 2005, Kane and Mele predicted the existence of the Quantum Spin Hall Effect
(QSHE) in graphene due to intrinsic SOC [41, 42].Within the QSHE, the presence of
SOC, which can be understood as a momentum-dependent magnetic field coupling
to the spin of the electron, results in the formation of chiral (anti-chiral) integer QHE
for spin up (spin down) electron population. The observation of QSHE has been how-
ever prohibited in clean graphene by the vanishingly small intrinsic SOC in the order
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of μeV [43], but further realized in strong SOC materials (such as CdTe/HgTe/CdTe
quantum wells or bismuth selenide and telluride alloys), giving rise to the new excit-
ing field of topological insulators [44–47]. Recent proposals to induce a topological
phase in graphene include functionalization with heavy adatoms [25, 48], covalent
functionalization of the edges [49], proximity effect with other topological insulators
[50–52], or intercalation and functionalization with 5d transition metals [53, 54]. In
particular, the seminal theoretical study [25] by Weeks and co-workers has revealed
that graphene endowed with modest coverage of heavy adatoms (such as indium and
thallium) could exhibit a substantial band gap and QSHE fingerprints (detectable in
transport or spectroscopic measurements). For instance, signature of such a topo-
logical state could be seen in a robust quantized two-terminal conductance (2e2/h),
with an adatom density dependent conductance plateau extending inside the bulk
gap induced by SOC [25, 55, 56]. To date, such a prediction lacks experimental
confirmation, despite some recent results on indium-functionalized graphene have
shown a surprising reduction of the Dirac point resistance with increasing indium
density [57]. On the other hand, it is known that adatoms deposited on graphene will
inevitably segregate, forming islands rather than a homogeneous distribution [58].
Such a clustering effect may seriously impact on the transport features [59–61].

In this Letter, we show that the clustering of thallium adatoms on graphene could
suppress the formation of a quantum spin-Hall phase, while the resulting function-
alized structures would exhibit unconventional bulk transport characteristics, with
absence of transition to an insulating regime and a robust Dirac point conductivity
close to 4e2/h. The presence of adatom islands locally introducing strong SOC is
actually found to prevent the development of quantum interferences and localization
phenomena induced by additional strong disorder sources.

5.2.2 Adatom Clustering Effect on QSHE

Model and Methods. When a thallium atom is grafted on graphene, it places in the
middle of a hexagonal plaquette of carbon atoms, above the surface, see Fig. 5.8.
As shown in [25], the degrees of freedom corresponding to the adatom can be con-
veniently decimated and their effect included into an effective π-π* orthogonal TB
model with SOC. In the presence of adatoms randomly distributed over a set R of
plaquettes, the Hamiltonian [41, 42] reads as

Ĥ = − γ0
∑
〈i j〉

c†i c j + 2i√
3
λ

∑
〈〈i j〉〉∈R

c†i 
s · ( 
dkj × 
dik)c j

− μ
∑
i∈R

c†i ci +
∑

i

Vi c
†
i ci , (5.17)

where ci = [ci↓, ci↑] is the couple of annihilation operators for electrons with spin
down and spin up on the i th carbon atom, and c†i is the corresponding couple of
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Fig. 5.8 a Ball-and-stick model of a graphene substrate with randomly adsorbed thallium atoms
(concentration is 15%).bSame as (a) butwith adatoms clustered in islandswith a radius distribution
varying up to 3nm (histogram shown in (d)). c Zoom-in of a typical thallium ad-atoms-based island.
All thallium atoms are positioned in the hollow position and equally connected to the 6 carbon atoms
forming the hexagon underneath (following [25])

creation operators. The first contribution in Eq. (5.17) is the nearest neighbor hopping
TB term, with coupling energy γ0 = 2.7 eV. The second contribution is a next nearest
neighbor hopping term that represents the SOC induced by the adatoms, with 
dkj and

dik the unit vectors along the two bonds connecting second neighbors and 
s the spin
Pauli matrices. The SOC is set to λ = 0.02γ0, as extracted from ab-initio simulations
in Ref. [25]. The third term describes the potential energy induced by charge transfer
between adatoms and graphene. The last term represents the long-range interaction
of graphene and impurities in the substrate Vi = ∑N

j=1 ε j exp[−(ri − R j )
2/(2ξ2)]

[62], where ξ = 0.426 nm is the effective range and the sum runs over N impurity
centers with random positionsR j andmagnitude of the potential ε j randomly chosen
within [−�,�]. The Hamiltonian does not consider the effect of a further structure
relaxation in the case of clustered adatoms. This will not alter our conclusions.

For the study of electronic transport in thallium-functionalized ribbons, we con-
sider a standard two-terminal configuration with highly doped contacts. The doping
is mimicked by an appropriate potential energy V on source and drain. The simula-
tions are based on the nonequilibrium Green’s function formalism [63]. In addition
to the electronic conductance, this approach provides us with the spin-resolved local
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density-of-occupied-states. This quantity illustrates how electrons injected from the
source spatially distribute in the system depending on their spin. More specifically,
the zero-temperature differential conductance as a function of the electron energy is
obtained by the Landauer-Büttiker formula

G(E) = (e2/h)Tr[G R(E)�(S)G A(E)�(D)] , (5.18)

where G R/A are the retarded and advanced Green’s functions and �(S/D) are the rate
operators for the source and drain contacts. The local density-of-occupied-states is
obtained as

ρiη(E) = �m[G<(E)]iη,iη/(2π) (5.19)

where [G<]iη,iη is the diagonal element of the lesser Green’s function corresponding
to the electron with spin η (↓, ↑) of the i th carbon atom, and �m indicates the
imaginary part.

We also study quantum transport in two-dimensional functionalized graphene by
means of the Kubo approach [29, 64]. The scaling properties of the conductivity
can be followed through the dynamics of electronic wavepackets using Eq. (3.41).
Calculations, based on the use of Chebyshev polynomial expansion and continued
fractions, are performed on systems containing more than 3.5 million carbon atoms,
which corresponds to sizes larger than 300 × 300 nm2. Such a size guarantees that
our results are weakly dependent on the specific spatial distribution of adatoms or
clusters of adatoms.

Suppression of QSHE by adatom clustering. We start by considering an armchair
ribbon of width W = 50nm functionalized with a concentration n = 15% of ran-
domly scattered thallium adatoms over a length L = 50nm. As already reported in
the literature [25], the differential conductance [continuous line in Fig. 5.9a] clearly
shows a 2e2/h plateau, which is signature of quantum spin-Hall phase. Note that the
plateau is centered at E ≈ −120 meV and has an extension of about 100 meV. The
observed charge neutrality point shift is consistent with the concentration of carbon
atoms ∼3n that undergo a charge transfer doping effect, i.e. E ≈ −3nμ = −121.5
meV. The width of the plateau approximately corresponds to the topological gap
induced by thallium functionalization, and is given by 6

√
3λeff ≈ 84.2 meV, where

the effective SOC is λeff = nλ ≈ 8.1 meV [65]. A closer inspection of the conduc-
tance shows that actually the plateau region is not perfectly flat, but varies within
the range [1.92,2.02] e2/h. This indicates that the separation between spin polar-
ized chiral edge channels is not complete. A better quantization may be achieved
by increasing W , L or the adatom concentration. Figures5.9b, c also show the spin
resolved local density-of-occupied-states ρ for electrons injected from the right con-
tact at energy E = −100 meV, indicated by an arrow in Fig. 5.9a. We observe a
high ρ for x > 50 nm, i.e. the region of the source (injected electrons are indi-
cated by arrows), and spin-polarized channels along the upper edge for spin down
(b) and along the lower edge for spin up (c). The width of the polarized edge chan-
nels in armchair ribbons does not depend on the energy but only on the SOC as
aγ0/(2

√
3λeff) ≈ 13.5nm (see [66]). The separation between the right-to-left and

http://dx.doi.org/10.1007/978-3-319-25571-2_3
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Fig. 5.9 a Differential conductance for an armchair ribbon of width W = 50nm with a concen-
tration n = 15% of randomly scattered thallium adatoms over a section with length L = 50nm.
The potential energy on the contacts is set to V = −2.5 eV. The presence of long-range disorder
with � up to 1 eV is taken into account. b Local density-of-occupied-states for spin down electrons
injected from the right contact for � = 0 at energy E = −100 meV, see the arrow in (a). c Same
as (b) but for spin up electrons

left-to-right moving channels, which is opposite for different spin polarizations, is at
the origin of the QSHE. To test its robustness, we consider the presence of a concen-
tration nLR = 0.5% of long-range disorder with different strength �. As reported
in Fig. 5.9a, a plateau, though narrower, is observed up to � = 1 eV.

This picture is actually strongly modified when adatoms segregate and form
islands. Figure5.10a shows the evolution of the differential conductancewhen islands
have a radius r varying from 0 (non-segregated case) to 1nm and finally to random
values between 2 and 3nm. The adatom concentration is kept at n = 15%. While a
signature of the plateau remains up to r = 1, for larger radius the quantization is com-
pletely lost despite the short intercluster distance. This indicates that segregation has
a detrimental effect on the formation of a QSH phase in graphene by heavy adatom
functionalization. Considering that adatom clustering is unavoidable at room temper-
ature, our findings provide an explanation for the missing experimental observation
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Fig. 5.10 a Differential conductance for an armchair ribbon of width W = 50nm with a con-
centration n = 15% of clustered thallium adatoms (in islands with radius r up to 2–3nm) over a
section with length L = 50nm. The potential energy on the contacts is set to V = −2.5 eV. b Local
density-of-occupied-states in the case r ∈ [2, 3] nm, for spin down electrons injected from the right
contact at energy E = −100 meV, see the arrow in (a). c Same as (b) but for spin up electrons

of the QSHE in such systems. A deeper insight into the effect of segregation is further
provided by the spin-resolved density-of-occupied-states reported in Figs.5.10b, c
for the case of island radii in the range [2, 3] nm. The ρ distribution is very simi-
lar for spin down and spin up electrons, this means that most of the spin-coupling
related effect is suppressed. Moreover, the injected electrons largely spread all over
the ribbon and show a higher concentration inside the islands. To explain these fea-
tures, we have to consider that segregation reduces the homogeneous coverage of
adatoms and leaves large regions of pristine graphene. As a consequence, the topo-
logical gap cannot develop in these regions, where electrons flow the same way as
in non-topological systems. Moreover, the clusters are too small and the SOC is too
weak to induce a topological phase inside them. Together with the highly negative
value of the charge neutrality point inside the islands (E = 3µ = −810 meV), this
determines the considerably high electron density observed in the figure. However,
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as shown below, clustering of thallium adatoms produces a remarkable bulk transport
fingerprint of the SOC in two-dimensional graphene.

Robust metallic state and minimum conductivity. We investigate the intrinsic
bulk conductivity of thallium-functionalized graphene by computing the Kubo-
Greenwood conductivity. We focus on large thallium density (about 15%), with
thallium clusters size distribution shown in Fig. 5.8d and consider superimposed
distribution of long-range impurities to mimic additional sources of disorder (such
as charged defects trapped in the underneath oxide, additional dopants, structural
defects...). In Fig. 5.11 (main frame), we show the Kubo conductivity for various
densities (nLR = 0.2 − 0.5%) of long-range impurities with � = 2.7 eV. A strik-
ing feature is the energy-dependent impact of additional disorder on the transport
features. Indeed a plateau is formed near the Dirac point, where the conductivity
reaches a minimum value, regardless of the superimposed disorder potential. Differ-
ently, a more conventional scaling behavior σ ∼ 1/nLR is obtained for high energies,
following a semiclassical Fermi golden rule. The minimum conductivity obtained
σmin ∼ 4e2/h reminds the case of clean graphene deposited on oxide substrates and
sensitive to electron-hole puddles [67]. However, here the role of spin-orbit interac-
tion is critical for preserving a robust metallic state. This is shown in Fig. 5.11 (inset),
where the time-dependence of the diffusion coefficient at energy (E = −120meV)
is reported for nLR = 0.5%, in presence of the thallium islands with and with-
out spin-orbit interaction. The absence of SOC irremediably produces an insulating
state as evidenced by the decay of the diffusion coefficient, whereas once SOC is
switched on, the diffusivity is found to saturate to its semiclassical values, showing
no sign of quantum interferences and localization, in agreement with a percolation
scenario for the corresponding electronic states. Note that such a mechanism is not

Fig. 5.11 Kubo conductivity versus energy for thallium clustering and additional varying
density (nLR) of long-range impurities. Inset Diffusion coefficient for wavepacket with energy
E = −120meV, for the case nLR = 0.5%, with (solid blue line) and without the SOC of thallium
adatoms activated
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connected with WAL (a phenomenon that has been studied in graphene in presence
and absence of SOC [8, 62, 68–70]) since the origin of quantum interferences effects
is disconnected from the local contribution of SOC underneath the formed islands.
This highlights a residual bulk signature of the SOC in the diffusive transport regime
at the Dirac point.

Conclusion. We have theoretically shown and quantified the detrimental effect of
heavy adatom clustering on the formation of the QSHE phase. An inhomogeneous
surface coverage by adatom quenches the topological gap and the formation of the
topologically protected spin-polarized edge transport channels. Simultaneously, the
intrinsic bulk conductivity reveals peculiar features, such as the absence of localiza-
tion and a robust minimum conductivity in the vicinity of the Dirac point, resulting
from a percolation of propagating states between islands. Those findings might guide
future experiments on the way to fabricate and realize a topological insulating phase
based on chemically functionalized graphene [57]. Furthermore, our prediction of
an unconventional bulk metallic phase, once the has been suppressed, opens new
venues for exploring new and original spin-orbit related quantum transport phenom-
ena in graphene/topological-insulator hybrid systems [52]. In the same perspective, it
would be interesting to study the formation and robustness of a quantum anomalous
Hall phase in presence of segregation of 3d transition metallic adatoms on graphene
[55, 71].
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Chapter 6
Conclusions

In this thesis, I have presented the charge transport of disordered graphene as well
as explained the fast spin relaxation in graphene which is one of the most interesting
topics in graphene at the moment.

The role of defect-induced zero-energy modes on charge transport in graphene is
investigated using Kubo and Landauer transport calculations. By tuning the density
of random distributions of monovacancies either equally populating the two sublat-
tices or exclusively located on a single sublattice, all conduction regimes are covered
from direct tunneling through evanescent modes to mesoscopic transport in bulk dis-
ordered graphene.Depending on the transportmeasurement geometry, defect density,
and broken sublattice symmetry, the Dirac-point conductivity is either exceptionally
robust against disorder (supermetallic state) or suppressed through a gap opening or
by algebraic localization of zero-energy modes, whereas weak localization and the
Anderson insulating regime are obtained for higher energies. These findings clar-
ify the contribution of zero-energy modes to transport at the Dirac point, hitherto
controversial.

We also reported new insights to the current understanding of charge transport in
intrinsic polycrystalline geometries.We created realisticmodels of largeCVD-grown
graphene samples and then computed the corresponding charge carriermobilities as a
function of the average grain size and the coalescence quality between the grains. Our
results reveal a remarkably simple scaling law for themean free path and conductivity,
correlated to atomic-scale charge density fluctuations along grain boundaries.

Furthermore, we used numerical simulations and transport measurements to
demonstrate that electrical properties and chemical modification of graphene grain
boundaries are strongly correlated. This not only provides guidelines for the improve-
ment of graphene devices, but also opens a new research area of engineering graphene
grain boundaries for highly sensitive electro-biochemical devices.

We investigated the charge transport properties of planar amorphous graphene that
is fully topologically disordered, in the form of sp2 threefold coordinated networks
consisting of hexagonal rings but also including many pentagons and heptagons
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distributed in a random fashion. Using the Kubo transport methodology and the
Lanczos method, the density of states, mean free paths, and semiclassical conductiv-
ities of such amorphous graphene membranes are computed. Despite a large increase
in the density of states close to the charge neutrality point, all electronic properties are
dramatically degraded, evidencing an Anderson insulating state caused by topolog-
ical disorder alone. These results are supported by Landauer-Büttiker conductance
calculations, which show a localization length as short as 5nm.

We reported on the transition from a Quantum Spin Hall effect regime to a
robust metallic state, upon segregation of thallium adatoms adsorbed onto a graphene
surface and introducing giant enhancement of spin-orbit coupling. Our theoretical
methodology combines efficient calculation of both the Landauer-Büttiker conduc-
tance and the Kubo-Greenwood conductivity, giving access to both edge and bulk
transport physics in disordered thallium-functionalized graphene systems of realistic
sizes. Our findings quantify the detrimental effects of adatoms clustering in observ-
ing the QSHE, but provide additional bulk signature of a robust metallic state with
minimum bulk conductivity of about 4e2/h, which should be helpful for guiding
further experiments.

Finally, we have developed a new spin-transport-simulation method to investi-
gate the spin transport in graphene. We showed that the presence of a low density
of randomly distributed adatoms (inducing local Rashba spin-orbit coupling) yields
ultrafast spin relaxation times at the Dirac point, together with an unconventional
relation between the spin and momentum relaxation times. Our quantum transport
simulations showed that certain types of adatoms (such as Nickel or Gold impu-
rities) trigger strong spin decoherence at the Dirac point, although the transport
regime eventually reaches the ballistic limit. This phenomenon hitherto unknown is
a new type of spin dephasing mechanism, driven by entanglement between spin and
pseudospin degrees of freedom. Those findings bring an unprecedented insight of
spin relaxationmechanisms in graphene, suggesting a possible origin of reported low
spin relaxation times, and clarification of the controversial description of relaxation
mechanisms in various types of graphene samples.



Appendix A
Time Evolution of the Wave Packet

This appendix presents how to calculate the evolution of the wave packet Û (t)|ϕR P 〉
and [X̂ , Û (t)]|ϕR P 〉 which are used in the application of the real space method to
calculate the transport properties. In order to do that, we divide the time t into small
time steps T = t/N and approximate Û (T )with the series of orthogonal Chebyshev
polynomials Qn(Ĥ)

Û (T ) = e
−i Ĥ T

� =
∞∑

n=0

cn(T )Qn(Ĥ) (A.1)

The original Chebyshev polynomials Tn which satisfy the recurrent relations

T0(x) = 1 (A.2)

T1(x) = x (A.3)

T2(x) = 2x2 − 1 (A.4)
...

Tn+1(x) = 2x Tn(x) − Tn−1(x) (A.5)

and act on the interval [−1; 1] are rescaled to the rescaled Chebyshev polynomials
Qn which cover the bandwidth of system Hamiltonian E ∈ [a − 2b : a + 2b], with
the band center and bandwidth are a and 4b, respectively. These rescaled Chebyshev
polynomials Qn satisfy

Qn(E) = √
2Tn

(
E − a

2b

)
(∀n ≥ 1) (A.6)

Q0(E) = 1 (A.7)

Q1(E) = √
2

E − a

2b
(A.8)
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Q2(E) = 2
√
2

(
E − a

2b

)2

− √
2 (A.9)

...

Qn+1(E) = 2

(
E − a

2b

)
Qn(E) − Qn−1(E) (A.10)

With above definition, we have the orthonormal relations for Qn(E)

∫
Qn(E)Qm(E)pQ(E)d E = δmn (A.11)

with respect to the weight

pQ(E) = 1

2πb
√
1 − ( E−a

2b

)2 (A.12)

Once the Qn polynomials are well defined, one can compute the related cn(T ) coef-
ficients

cn(T ) =
∫

d E pQ(E)Qn(E)e−i E
�

T (A.13)

=
∫

d E

√
2Tn

( E−a
2b

)

2πb
√
1 − ( E−a

2b

)2 e−i E
�

T (A.14)

=
√
2

π

∫ 1

−1
dx

Tn(x)√
1 − x2

e−i (2bx+a)
�

T (A.15)

= √
2ine−i a

�
T Jn

(
−2b

�
T

)
, n ≥ 1 (A.16)

and the first coefficients c0(T ) = ine−i a
�

T J0
(− 2b

�
T

)
with Jn(x) is the Bessel func-

tion of the first kind and order n
We can now calculate |ϕR P (T )〉

|ϕR P(T )〉 = Û (T )|ϕR P 〉 (A.17)

|ϕR P(T )〉 �
N∑

n=0

cn(T )Qn(Ĥ)|ϕR P 〉 =
N∑

n=0

cn(T )|αn〉 (A.18)

where |αn〉 = Qn(Ĥ)|ϕR P 〉. With the definitions introduced in Eqs. (A.7, A.8 and
A.9) and the recurrence relation Eq. (A.10), we obtain
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|α0〉 = |ϕR P 〉 (A.19)

|α1〉 =
(

Ĥ − a√
2b

)
|α0〉 (A.20)

|α2〉 =
(

Ĥ − a

b

)
|α1〉 − √

2|α0〉 (A.21)

|αn+1〉 =
(

Ĥ − a

b

)
|αn〉 − |αn−1〉 (∀n ≥ 2) (A.22)

Following the same reasoning as for |ϕR P (T )〉, |ϕ′
R P (T )〉 can be evaluated first

writting

|ϕ′
R P (T )〉 = [X̂ , Û (T )]|ϕR P 〉 (A.23)

|ϕ′
R P (T )〉 �

N∑

n=0

cn(T )[X̂ , Qn(Ĥ)]|ϕR P 〉 =
N∑

n=0

cn(T )|βn〉 (A.24)

with |βn〉 = [X̂ , Qn(Ĥ)]|ϕR P 〉. Using the Eqs. (A.10) and (A.19–A.22), we obtain
the recurrence relation for |βn〉

|β0〉 = 0 (A.25)

|β1〉 =
[

X̂ , Ĥ
]

√
2b

|ϕR P 〉 (A.26)

|βn+1〉 =
(

Ĥ − a

b

)
|βn〉 − |βn−1〉 + 1

b
[X̂ , Ĥ ]|αn〉 (∀n ≥ 1) (A.27)

which contain |αn〉 and the commutator [X̂ , Ĥ ] determined by the hopings and the
distances between neighbours

[X̂ , Ĥ] =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0
. . . Hi j�Xi j

. . .

H j i�X ji
. . .

0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

(A.28)

where �Xi j = (Xi − X j ) is the distance between orbitals |ϕi 〉 and |ϕ j 〉.
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Lanczos Method

In this appendix the Lanczos method is introduced. Instead of diagonalizing the
Hamiltonian the Lanczos method is a useful method to transform the Hamiltonian
into tridiagonal matrix which is more convenient to compute the density of state or
spin polarization. The general idea of this method is building from the initial state
|ϕR P 〉 a new basis in which the Hamiltonian is tridiagonal. Here are the basic steps:

The first step starts with the first vector in the new basis |ψ1〉 = |ϕR P 〉 and builds
the second one |ψ2〉 which is orthonormal to the first one

a1 = 〈ψ1|Ĥ |ψ1〉 (B.1)

|ψ̃2〉 = Ĥ |ψ1〉 − a1|ψ1〉 (B.2)

b1 = ‖|ψ̃2〉‖ =
√

〈ψ̃2|ψ̃2〉 (B.3)

|ψ2〉 = 1

b1
|ψ̃2〉 (B.4)

All other recursion steps (∀n ≥ 1) are identical, we build the (n + 1)th vector
which is orthonormal to the previous ones and given by

an = 〈ψn|Ĥ |ψn〉 (B.5)

|ψ̃n+1〉 = Ĥ |ψn〉 − an|ψn〉 − bn−1|ψn−1〉 (B.6)

bn =
√

〈ψ̃n+1|ψ̃n+1〉 (B.7)

|ψn+1〉 = 1

bn
|ψ̃n+1〉 (B.8)

The coefficients an and bn are named recursion coefficients which are respectively
the diagonal and off-diagonal of the matrix representation of Ĥ in the Lanczos basis

(that we write ˜̂H ).
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˜̂H =

⎛

⎜⎜⎜⎜⎜⎜⎝

a1 b1
b1 a2 b2

b2
. . .

. . .

. . .
. . . bN

bN aN

⎞

⎟⎟⎟⎟⎟⎟⎠
(B.9)

With simple linear algebra, one shows that

〈ϕR P |δ(E − Ĥ)|ϕR P 〉 = 〈ψ1|δ(E − Ĥ)|ψ1〉
= lim

η �→0
− 1

π
�m

(
〈ψ1| 1

E + iη − Ĥ
|ψ1〉

)

while

〈ψ1| 1

E + iη − ˜̂H
|ψ1〉 = 1

E + iη − a1 − b21

E + iη − a2 − b22

E + iη − a3 − b23
. . .
(B.10)

which is referred as a continued fraction G1 with the definition of Gn as,

Gn = 1

E + iη − an − b2n

E + iη − an+1 − b2n+1

E + iη − an+2 − b2n+2

. . .

(B.11)

G1 = 1

E + iη − a1 − b21G2
(B.12)

Gn = 1

E + iη − an − b2nGn+1
(B.13)

Since we compute a finite number of recursion coefficients, the subspace of Lanc-
zos if of finite dimension (N ), so it is crucial to terminate the continued fraction by an
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appropriate choice of the last {an=N , bn=N } elements. Let us rewrite the continued
fraction as

G1 = 1

E + iη − a1 − b21

E + iη − a2 − b22

E + iη − a3 − b23
. . .

E + iη − aN − b2N G N+1
(B.14)

where G N+1 denotes such termination. The simplest case is when all the spectrum
is contained in a finite bandwidth [a − 2b; a + 2b], a the spectrum center and 4b
its bandwidth. Recursion coefficients an and bn oscillate around their average value
a et b, and the damping is usually fast after a few hundreds of recursion steps. The
termination then satisfies

G N+1 = 1

E + iη − a − b2G N+2
= 1

E + iη − a − b2G N+1
(B.15)

from which a polynomial of second degree is found

− (b2)G2
N+1 + (E + iη − a)G N+1 − 1 = 0 (B.16)

and straightforwardly solved

� = (E + iη − a)2 − (2b)2 (B.17)

G N+1 = (E + iη − a) ∓ i
√−�

2b2
(B.18)

G N+1 = (E + iη − a) − i
√

(2b)2 − (E + iη − a)2

2b2
(B.19)
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