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Preface

Electro-optical (EO) infrared (IR) imaging is distinguished by such characteristics
as operating passively and possessing high spatial resolution as compared to active
microwave imaging technology. IR detectors for military usage were first devel-
oped in WW2, but most significant recent development occurred after the
demonstration of focal plane arrays (FPAs) in the 1970s. Nowadays, the technology
of IR FPAs has become one of the most essential elements of information-based
military systems. As driven by military and civil needs, FPA technology is con-
tinuously evolving to ever stronger capabilities in long range sensitivity, high
speed, environmental and weather compatibility, compactness in volume,
low-power consumption, and cost.

In general, advanced FPAs can be a comprehensive concept. They may work in
spectral ranges of either broad or very narrow spectral bands from thermal IR to UV
wavelengths. They may be sensitive to polarization or phase of incident radiation,
and may also work actively with laser beams for 3D imaging. The fundamental
semiconducting material for IR FPAs can be HgCdTe or AlGaAs/GaAs quantum
wells (or dots), InAs/GaSb superlattices as well as VOx or amorphous Si, etc.
Since EO imaging device technology is progressing very rapidly, it is difficult to
treat the state-of-the-art technologies in a single book. Instead, this book intends to
provide readers with a fundamental guide for understanding advanced FPAs of
HgCdTe or AlGaN based on third-generation IR fabrication technology. Emphasis
will be on features of multipixel arrays for very large-scale and/or multiband use,
pixel (column)-level analog to digital conversion, digital signal multiplexing and
integrated processing. Some recent results obtained by the authors on device design
and fundamental epitaxial fabrication processes are also presented.

The Chinese version of this book was published in 2011. Some updates and
modifications for the present English version are made to reflect recent develop-
ments. The chapter dealing with optical links and data processing in the original
version is removed due to space limitations in the English version which contains
seven chapters. Chapter 1 briefly reviews the history and trends of IR FPAs.
Advanced FPAs of HgCdTe or AlGaN are outlined to provide readers with
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background for the subsequent chapters. Chapter 2 presents numerical methods for
designing HgCdTe multiband pixels. Chapters 3 and 4 present epitaxial techniques
for multilayered HgCdTe devices on Si substrates and AlGaN, respectively. Device
processing for pixel arrays of HgCdTe and AlGaN are discussed in Chaps. 5 and 6,
respectively. Chapter 7 introduces methods for designing and testing CMOS
readout circuits for dual-band preamps and analog to digital conversions.

The authors greatly benefitted from the work achieved by scientists and engi-
neers worldwide in developing advanced FPAs. Those remarkable achievements
have established theoretical and technical bases for this study. The authors would
like to acknowledge academician Junhong Su, and Zailong Sun, Suisheng Mei,
Xiaochi Zhu, Shuping Zhang, Bangkui Fan, Yi Cai, Yadong Jiang, Yingrui Wang,
and Xin Lyu for encouragement, critical reviews, and instructive advice.
Academician Jiaxiong Fang, academician Junhao Chu, and Ning Dai, Yanjin Li,
Zhifeng Li, Xiaohao Zhou, Yunzhi Ni, Zili Xie, Ruolian Jiang, Ming Du, Yefang
Zhou, Shurong Dai, Ling Wang, Jianzhong Jiang, Huimin Hou, and Jianjun Yin all
made important contributions to this work. Names of students and staff involved in
the work can be found in the references. Academician Lianghui Chen and others
provided helpful suggestions in completing the book. Jianxin Chen, Gangyi Xu,
Chun Lin, Kaihui Chu, Honglei Chen, Changzhi Shi, Yan Huang, Shiwei Xue, Hui
Qiao, Quanzhi Sun, Xing Chen, Xintian Chen, Weicheng Qiu, Jian Liang, Jiao Xu
et al. assisted the authors with translation and proofreading. James Torley,
University of Colorado–Colorado Springs, USA, kindly assisted in language
revising. The authors also thank Jianzhen Pan for her extensive efforts on the
organization and coordination of this work.

Shanghai, China Li He
May 2015
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Chapter 1
Fundamentals of Focal Plane Arrays

1.1 History and Trends of Infrared Imaging Detectors

Infrared (IR) detector technology has attracted attention since IR light was identi-
fied by Sir Frederick William Herschel more than 200 years ago. IR detectors for
military use were developed in World War 2, but most significant development
occurred after the demonstration of IR focal plane arrays (FPAs) in the 1970s.
Driven by the progress of Si CMOS technology in the same period, IR FPAs of
linear and staring formats were realized through hybrids of photovoltaic photodiode
arrays of HgCdTe or InSb with CMOS integrated circuits (ICs). Subsequently,
several fabrication milestones such as HgCdTe epitaxial growth and CdTe surface
passivation for HgCdTe photodiode arrays were soon established. IR imaging with
FPAs overcomes several drawbacks of the traditional single- or multiple-element
detector imaging method using mechanical scanning, such as low sensitivity, slow
response, high power consumption, and bulkiness. From then on, various IR FPAs
of both cooled and uncooled types were developed. These arrays sensed a great
portion of the IR spectral bands from the near-IR, short wavelength (SW), and
mid-wavelength (MW) to long wavelength (LW).

A linear FPA is a one-dimensional device, and it accomplishes imaging relying
on the motion of the carrier platform (known as the “push-broom” mode) or the
mechanical scanning to produce another dimension of the two-dimensional image.
In the linear FPA, pixels are linearly aligned either to one or N rows (N usually is
4–8 for LW), the latter is termed as time delay integration (TDI). In a TDI array, the
pixels in different rows of same column sense the same scene (with the same
detector-angular-subtense, DAS) at a defined delay in time relative to each other as
the uniform movement of the platform or scanning progresses. Then, the signals of
these pixels, imaging the same scene at different times, are accumulated by a hybrid
CMOS readout integrated circuit (ROIC) to enhance the signal-to-noise ratio
(SNR). In this way, the integration time which is often restricted by the reduced
dwell time for fast scanning is extended to N times without slowing down the
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scanning speed. Therefore, the detectivity can be theoretically increased by a factor
of

ffiffiffiffi

N
p

. For satellite-based push-broom imaging of moderate resolutions, linear
FPAs with one row of pixels are usually employed due to sufficient dwell time.

A staring FPA images using a two-dimensional pixel array and a ROIC multi-
plexing the signals of each pixel (electronic scanning). The integration time of such
an array can be made quite long by eliminating mechanical scanning, usually
several to tens of ms for FPAs of MW and tens to hundreds of ls for that of LW.
A long integration time greatly enhances the SNR. In this case the array is focused
on a particular scene and is not moved during the exposure much like a photo-
graphic camera.

MW FPAs were the most impressive in the development of the second gener-
ation (2G) technology. “Staring” with ROICs broke the limit on integration time,
and ultimately brought a revolutionary change in the traditional opinion that a
detector had to work at LW to obtain high sensitivity. Technical maturity in the
fabrication of MW HgCdTe directly pushed MW FPAs rapidly into large-scale
arrays. IR systems with small optical apertures (large f-number, denoted as f/#)
became possible as the sensitivity of FPAs could be made high enough, and
therefore greatly reduced the volume and cost of IR systems.

Meanwhile, new concepts and new materials for FPAs continuously emerged.
FPAs of AlGaAs/GaAs quantum-well IR photo-detectors (QWIPs) and uncooled
FPAs based on thermal electrical effects were developed in the period from the end
of 1980s to the beginning of the 1990s. In the mid 1990s, cooled and uncooled 2G
FPAs became production mature. Nowadays, there are several kinds of FPAs
incorporating different operating mechanisms. FPAs of HgCdTe, InSb, and
InAs/GaSb superlattices (SLs) are photovoltaic with the IR absorption through
inter-band transition. QWIPs can be either photovoltaic or photoconductive for
inter-subband transitions. PtSi is a photo-emissive type device and uncooled FPAs
are thermal-type devices incorporating VOx or amorphous Si. Those constitute a
complete family of IR imaging devices for tactical and strategic applications of
different detecting ranges, spatial resolution, and cost. The detection range and the
cost of HgCdTe FPAs are the highest. Roughly speaking, taking a typical detection
range for nominal HgCdTe FPA as 10 km, it reduced detection to 6 and 2 km for
QW and uncooled FPAs, respectively.

Figure 1.1 summarizes the history and trend of IR detectors. The emergence of
FPAs triggered a revolutionary change in IR imaging. The important wavelength of
IR detectors extended from only LW in the past to MW, which quickly opened a
door for extensive applications.

In 1999, Reago et al. [1] introduced the concept of third generation (3G) IR
image detectors for improving performance in long-range target detection, recog-
nition, and identification (DRI) with affordable cost. The high performance in
temperature resolution and response speed of these devices is now addressed. The
noise equivalent temperature difference (NETD) of 3G FPAs is expected to
approach 1 mK with resolutions of higher than one million pixels and frame rates
faster than 1 kHz. For reducing device cost, developing uncooled FPAs of high
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performance is favorable. In the past decade, significant progress has been
achieved, with the technical trend as follows.

FPAs for LWIR (spectral band of 8–12 lm) and large-format arrays have been
developed for increasing DRI range. LW FPAs are favorable due to more photons
in LW region through the atmospheric transparency window of 8–12 lm. As
shown in Fig. 1.2, according to Planck’s Radiation Law the photon irradiance in the
wavelength band of 8–12 lm is roughly 46 times greater than that in the 3–5 lm
band for a target at 300 K. Therefore, fabricating FPAs which operate over the
spectral band included in the whole atmosphere transparent window is of great
importance for obtaining high sensitivity and response speed.

Very large arrays (VLA) of HgCdTe, QWIPs, or SLs were demonstrated for
obtaining high spatial resolution at long range. Dual or multiband large-scale arrays

Fig. 1.1 History and trend of IR imaging devices
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(MLA) are progressing most impressively in 3G FPA development for increasing
target contrast to backgrounds. FPAs for spectrally resolved applications, and of
active mode (or active/passive dual-modes) or polarization sensitive have been
attracting more and more attention for increasing the detection probability for
camouflaged or smoke-obscured targets in complicated environments of meteo-
rology and the battlefield.

FPAs of affordable cost have been continuously developed. In parallel with
efforts to ensure fabrication processes suitable for scaled production, low cost,
large-area epitaxial HgCdTe IR FPAs of small pixel size and
high-operating-temperature (HOT) have become more and more important. The
latter two characteristics significantly impact the size, weight, and power con-
sumption of IR systems.

Although the performance of uncooled FPAs is not as good as those of cooled
HgCdTe arrays, the advantage of working at room temperature with no need for
cooling brings to IR systems great benefits in low power consumption, reduced
volume, and weight. They are widely applied in night vision, battlefield recon-
naissance, seeker and earth observation from satellites. Current development efforts
are to reduce pixel size (currently a pitch size of 15–17 µm is available) and to
increase the uniformity in NETD. For a detector-limited system, the DAS is pro-
portional to the ratio of pitch size to focal length. At a given focal length, the DAS
or spatial resolution of an imaging system is determined by the pitch size of the
FPA employed, a smaller pitch corresponds to a higher resolution. If the DAS and
the f/# are maintained unchanged, a decrease in pitch size by half corresponds to
reductions in focal length and aperture by 1/2 respectively. Additionally, the vol-
ume of the system shrinks to 1/8, thus overall system weight and cost are sub-
stantially reduced. Challenges for uncooled FPAs with small pixels are to increase
pixel sensitivity by improving the thermal efficiency and suppressing shot, thermal,
and 1/f noise. Unlike cooled FPAs, uncooled FPAs lack cold shields, which makes
them much more sensitive to the local environment. For an f/1 system, the irradi-
ation received by the FPA from environment is about 4 times that from a target.
Variation in environment temperature can be different depending on scenarios. The
environment temperature change may be slow for reconnaissance or fast with some
abrupt changes in fire search or missile guidance, causing complication in
nonuniformity calibration (NUC) for NETD. Currently commercially available
uncooled FPAs are mainly based on VOx and amorphous Si. However, new devices
of different materials and structures are continuously emerging.

As applications are being continuously exploited, the response of FPAs has been
extended into the ultraviolet (UV) regime. In addition to traditional UV detectors of
photon multiplier tubes (PMT) or Si CCDs, AlGaN FPAs have attracted much
attention which encouraged rapid progresses of GaN LEDs stimulated by the huge
market for illumination sources since 1993. The large volume and high-voltage
requirements of PMT are significant drawbacks to this technology. Quantum effi-
ciency and broad spectrum response are problematic for Si diodes. Therefore, for
this material UV filters are usually necessary. However, these filters are difficult to
make with high-band pass transmission and off-band suppression. For FPAs of
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AlGaN, the response wavelength can be adjusted by changing the fractional Al
composition to cover the solar-blind (C-band: 200–280 nm) or visible–blind
(A-band: 315–400 nm) UV bands with “band pass filters” embedded in multilay-
ered structures.

As mentioned, FPAs have been developed very quickly and a variety of new
approaches and concepts have been continuously updated and demonstrated.
Technologies of HgCdTe, QWIP have shown potential for developing VLA and
MLA. New FPAs of type-II SLs are appearing to be a most hopeful alternative
technology. Looking back at the history of IR imaging detectors, it can be found
that the driving force comes from ever stronger requirements for long range with
high speed, environmental and weather compatibility, low in volume, low in power
consumption, and low cost both in fabrication and for application. These require-
ments keep pushing the IR imaging technology forward.

1.2 Introduction to Advanced FPAs of HgCdTe
and AlGaN

1.2.1 Outline

In general, the term of advanced FPAs is comprehensive, as mentioned in the
previous section. An advanced FPA may work in spectral ranges of either broad or
narrow bands from thermal IR to UV wavelengths. They may be sensitive to
polarization or phase of the radiation, and may also work actively with laser beams
for 3D imaging. The fundamental material can be traditional HgCdTe or
AlGaAs/GaAs quantum wells, InAs/GaSb superlattices as well as VOx or amor-
phous Si etc. Instead of trying to cover all of these topics, this section uses HgCdTe
and AlGaN FPAs to emphasize their most technical fundamental characteristics for
achieving high performance.

Consistent with the concept of 3G FPAs, advanced FPAs of HgCdTe or AlGaN
can be preliminarily outlined as shown in Figs. 1.3 and 1.4. They have the features
of VLA and/or MLA with pixel (column)-level ADCs, digitalized signal multi-
plexing and processing, as to be described in the following:

(1) VLA or MLA chips for long-range target acquisition. In the IR band, pho-
tovoltaic photodiode arrays of HgCdTe grown on Si composite substrates are
emphasized for capabilities in large-area and thermal consistency. For the FPA
in tactical applications or in the situation of high background signal levels, the
technology of growing HgCdTe on alternative substrates becomes a technical
trend. Arrays of AlGaN pin diodes are used for UV detection in solar-blind
and visible-blind spectral bands as a complementary means of IR detection for
target identification.
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(2) CMOS ROICs capable of signal pre-amplification and ADCs at pixel (col-
umn)-level, high-speed digital multiplexing. The rate of signal transmission
can be significantly increased for large amounts of data from VLA/MLA,
providing capabilities for high-temperature resolution and signal processing.

(3) Optical output is proposed for reducing the thermal load from an increased
number of signal wires. An integrated chip structure is employed for signal
processing, data fusing, and autonomous target recognition (ATR).

In the next subsections, background for those features and implementations are
discussed in terms of improving DRI ranges and environment tolerance.

Fig. 1.3 A preliminary outline of advanced FPAs of HgCdTe or AlGaN

Fig. 1.4 An illustration of
advanced FPA chip of
HgCdTe
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1.2.2 Improving DRI Range by High Spatial
and Temperature Resolutions

1.2.2.1 Johnson’s Criteria

In 1958, Johnson [2] proposed criteria for target DRI. To detect a target with
confidence of greater than 50 %, the image of a target projected on a pixel array
should be larger in area than at least one pixel, and it should occupy at least 4 and
6.5 pixels for both recognition and identification, respectively. If the confidence is
to be greater than 95 %, the numbers of pixels that an image comprises for DRI
should exceed 2, 8, and 16 respectively. Therefore, geometrically, a larger pixel
array and a smaller optical DAS will result in greater DRI ranges.

In addition, DRI ranges also depend on the target contrast, IR atmospheric
transmission, and detector sensitivity. The relation between them can be described
by the minimum resolvable temperature difference (MRTD), which gives the
sensitivity of an IR system in terms of spatial response (modulation transfer
function, MTF) and of temperature response (noise equivalent temperature differ-
ence, NETD). Figure 1.5 illustrates how the resolvable temperature difference of an
IR system decreases with increasing spatial frequency. The solid and dot-dashed
curves correspond to FPA #1 and #2, respectively, where the pixel scale of FPA #2
is assumed to be larger than that of FPA #1. DRI ranges can be estimated according
to Johnson’s criteria. For example, neglecting atmospheric attenuation and
assuming a target of 3 m in height with a temperature contrast of 2 K, a spatial
frequency of 17 cycles/mrad or a DAS of 1/17 rad (FPA #1) can be obtained
(Fig. 1.5). Maximum DRI ranges with FPA #1 are Rd ¼ 3 � 17� 103 ¼ 51ðkmÞ;
Rr ¼ 3 � 17�103

4 ¼ 13ðkmÞ; andRi ¼ 3 � 17�103
6:5 ¼ 8ðkmÞ; respectively. When atmo-

spheric attenuation is considered, detection range reduces to 27 km. It is obvious

MRTD, The Minimum Resolvable Temperature Difference
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that to improve the DRI range a low NETD is also of importance in addition to a
large format.

1.2.2.2 Approach for Large-Scale (High Spatial Resolution) HgCdTe
FPAs

An obstacle for large-scale FPAs comes from the size limit of the CMOS fabri-
cation process and difficulties in HgCdTe fabrication with affordable cost.

Figure 1.6 shows typical sizes for different formats. The array is about
30 � 30 mm in size for an FPA of 2048 � 2048. Unlike typical integrated circuits,
the pixel size of an FPA cannot shrink very much as it is limited by the optical
diffraction or the size of Airy disk which is given by d = 2.44 �k � f/#, k being
wavelength. A pixel size of 15 lm is usual for a MW FPA for under-sampling
optics of a small f/#.

The size of ROIC is limited by the standard CMOS process of lithography. To
overcome this limitation, a technique called “stitching” was developed, by which a
ROIC chip is divided into several subblocks to fit the CMOS standard size, and the
blocks are then “stitched up” together by specially developed processes.

For the size of HgCdTe FPAs, however, there is no fundamental limit. The area of
lattice-matched ZnCdTe substrates for HgCdTe epitaxy can be larger than
70 � 70 mm2, enough for accommodating a 4096 � 4096 (with pixel size of
15 lm) FPA. Although it is technically possible for even larger substrates, however,
the problem could be the cost. Material properties of ZnCdTe, such as low thermal
conductivity and low defect formation energy, make it difficult to obtain a high ingot
yield. [211]-orientated substrates for molecular-beam epitaxy (MBE) are more
demanding because boundaries of twins and stacking faults intersect the surfaces.

The advanced HgCdTe FPA employs HgCdTe epitaxial wafers grown on Si
substrates (HgCdTe/Si) to overcome the problems of substrate area and thermal
mismatch between HgCdTe arrays with CMOS ROIC. HgCdTe/Si also helps to
drive down the cost. Like CMOS technology, the number of sensor chips per wafer

Fig. 1.6 Typical sizes of
different FPA format
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drives the total cost of fabrication. A 6 in. HgCdTe/Si wafer accommodates 120
chips of 640 � 480 or 37 chips of 1280 � 720 at a pixel size of 20 lm.
HgCdTe FPA cost is also remarkably impacted by substrate prices. Taking the price
of a Si substrate as 1, GaAs will be 5, Ge will be 8, and traditional ZnCdTe will be
as high as 200. InSb and InGaAs are widely used for MW and SW FPAs,
respectively. Commercially available sizes of InSb and InGaAs wafers are about
4 in. (6 in. will be soon available) and 3 in., respectively. Taking the price of InSb
as 1, MW HgCdTe/Si will be 0.6. The price of HgCdTe/Si is about 40 % that of
InGaAs. It is obvious that HgCdTe/Si represents a remarkable potential in realizing
low cost FPAs.

Due to large differences in crystal properties between Si and HgCdTe, a high
density of defects is exhibited at the interface of the HgCdTe epilayer and Si
substrate. A carefully designed buffer layer is critical to localize these defects to
prevent their extending into the subsequently grown HgCdTe. For LW applications,
a process of removing substrates and defected interfaces may be necessary.

1.2.2.3 Approach for High Sensitivity (Temperature Resolution)
HgCdTe FPAs

The detectivity D* or charge-handling capacity is another key issue for temperature
resolution. The crucial limiting factor for D* is shot noise due to dark current,
background photocurrent, and thermal noise (Johnson noise).

Figure 1.7 shows the relation between the cutoff wavelength and R0A (a product
of dynamic resistance at zero-bias and junction area with a unit of X cm2) of
HgCdTe photodiodes at 80 K for the case of diffusion current limiting high per-
formance. ηBLIP is a ratio of photon noise to total noise. ηBLIP = 100 % means that
the detector works at a condition limited by background radiation. At a zero-bias
condition, there is no dark current present and the main noise source is Johnson
noise inoise, which is given by

i2noiseðV ¼ 0Þ ¼ 4kTAdDf
R0A

;

where Ad is the area of photodiode, Df and T are the bandwidth and FPA temperature,
respectively. It can be seen in Fig. 1.7 that the diffusion current limited performance
of FPAs at different spectral bands of 3–5, 8–10, and 8–12 lm approach the
background noise level, which suggests that no more margin is available for
reducing noise. Therefore, methods for improving the performance must turn to
increasing the integration time or charge-handling capacity. Taking a 640 � 512
FPA of 30 µm sized pixels as an example, a maximum allowable integration time is
1.2 ms for a typical pixel rate of 40 MHz and a frame rate of 50 Hz. A maximum
number of detectable photons by the FPA with f/2 optics can be calculated as being
46 M, 1G and 2G for spectral bands of 3–5, 8–10, and 8–12 lm, respectively.
Assuming a charge-handling capacity of 30 M electrons (50 % full well) and
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neglecting dark current, ratios between the signal photons to maximum accessible
electrons (accessible ratio) are 65.2, 3.1, and 1.4 % for the above mentioned spectral
bands, respectively. It becomes obvious that a low ratio of signal photons to
accessible electrons for this LW case creates a limit to sensitivity.

Figure 1.8 shows the relation between charge-handling capacity of FPAs as a
function of NETD for a 300 K target at different spectral bands. Taking an f/2 optic
as an example, to achieve a goal of a NETD of 1 mK, the charge-handling capacity
should be as high as 1.6G electrons for MW of 3–5 lm, and 11Ge for LW of 8–
12 lm, respectively. For the same NETD in the LW band the charge-handling
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capacity must be larger than that for the MW band due to a reduced thermal contrast
in the LW band. It should be noted that in the calculation shown in Fig. 1.8 junction
resistances of R0A of 1G X cm2 and R0A of 10 X cm2 for MW and LW FPAs were
assumed, respectively. In the extreme case of being dark current free, a
charge-handling capacity of at least 3G electrons is required for obtaining a 1 mK
NETD.

A capacity of 1G electron is almost 20 times greater than that which can be
provided by the standard CMOS process for a pitch size of 30 � 30 lm. An
approach using through Si vias (TSV) becomes a technical concern for increasing
the charge handle capability of ROIC. With the continuous shrinking of CMOS line
width fabrication techniques, gate oxide is becoming much thinner than before
allowing larger CMOS capacitors. However, the working voltage is decreasing also,
and noise related to large capacitors may arise to cancel out the gain achieved by
increasing capacitor size.

Figure 1.9 shows the dynamic range of FPAs as related to NETD in different
spectral bands for f/2 optics. A target temperature of 300 K, 70 % optical efficiency,
and 80 % quantum efficiency were assumed in the calculation. As can be seen in the
figure, to obtain a NETD of 1 mK a dynamic range of *100 dB is necessary for
both MW and LW bands. Assuming a noise floor of 0.3 mV for subsequent pro-
cessing electronics, with the current CMOS voltage of 3 V, a maximum dynamic
range of 80 dB is obtained. Therefore, the dynamic range is another limitation to
high sensitivity.

A mitigation technique for the charge-handling capacity limitation and high
dynamic range is to integrate the charge outside of the pixels, specifically, to
transfer the charge outside the FPAs and then accumulate it. In this way, the
problems in charge-handling capacity and dynamic range are then changed to the
problem of processing speed within ROIC for multiplexing for low noise in a given
frame time.
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It is known that analog signal transmission is limited by noise and bandwidth
proportionally increases with transmission rate. It takes 16 ms to transfer data from
a 640 � 512 frame serially at a pixel rate of 5–20 MHz, occupying about 80 % of a
50 Hz frame time for transmission. Although the transmission time can be effec-
tively reduced by means of parallel outputs of subframes as commonly employed, it
will complicate applications by increasing the number of signal processing stages
which may become more serious for multiband FPAs. An effective way to solve the
problem is by employing ADCs at pixel (or column)-level to surpass the analog
transmission limit.

Figure 1.10 shows a block diagram of a digital ROIC. The signals are multi-
plexed digitally to break the bottleneck of speed and noise of analog transmission
for signal transmission of FPAs of VLA and MLA. It is obvious that ADCs in pixel
(or column)-level are important components of advanced FPA technology.

CMOS image sensors, many uncooled and some cooled FPAs, already employ
single or multiple ADCs. A digital function of nonuniformity calibration is also
integrated in some of them. However, most of those devices work at room tem-
perature, thus cooling power consumption is not a major concern. While for
HgCdTe FPAs which operate at low temperatures of typically 80 K, the cooling
power required is an important factor, being directly related to weight, volume, and
lifetime of FPA assembles. Therefore, for cooled FPA applications, ADC design
should be optimized in terms of performance and power consumption, and some
trade-offs have to be made. Both high speed and high resolution (with high power)
are required to justify an ADC at chip-level. Although for in-pixel level ADCs the
conversion speed can be much slower and the resolution can be low too, however,
the simplified sampling logic and suppression of power consumption become
important issues.

Fig. 1.10 A block diagram of a digital multiplexing ROIC
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1.2.3 Improving DRI Range by Multiband Imaging

An IR imager identifies the target from background by geographic and spectral
features. Using a single IR band, geographic features obtained are not always
reliable. For example, it is hard for a single-band system to distinguish between IR
signal from a bird nearby and the atmospherically attenuated signal from a missile
far away. In fact, imaging within a single band is often bothered by problems such
as gray-body, low-contrast, and IR camouflage. With dual-band imaging, spectral
information can be used in distinguishing targets against a background and, in some
sense, relieves the requirement for scale size.

Dual-band imaging provides more freedom. MW FPAs nominally work in the
atmospherically transparent window of 3–5 µm. In a spectral band shorter than
3.8 lm, aerosol-scattered sunlight forms a strong background making targets
(300 K) to be negatively contrasted. For this reason, the response wavelength of
MW FPAs is usually longer than 3.8 µm. Inside the transparent atmospheric
window for MW, a region between 4.2 and 4.6 µm is opaque due to CO2

absorption. By Planck’s Radiation Law, radiance of a 300 K target in 4.6–4.8 lm
band is 1.5 times that in the 3.8–4.2 lm transparent band. Therefore, a detection
band can be optimized to operate in the 4.6–4.8 lm band in daytime to avoid
sunlight scattering and in the 3.8–4.8 µm band or 3.8–4.2/4.6–4.8 lm dual-bands at
night to obtain the maximum SNR. Traditionally, a dual-band or multiband IR
system relies on two or more single-band FPAs using optical splitters. It is obvious
that by employing advanced FPAs capable of dual-band or multiband simultaneous
or sequential imaging, system complexity, weight, and power consumption can be
significantly reduced, and reliability can be enhanced.

IR transmission through the atmosphere closely depends on wavelength.
Generally speaking, the atmospheric transmission is poorer for shorter wavelength.
Rayleigh scattering probability is inversely proportional to the fourth power of
wavelength and Mie scattering is inversely proportional to the 1.3–1.6th power of
wavelength for a moderate to fine weather conditions. The DAS for
diffraction-limited optics is proportional to wavelength, and inversely proportional
to optical aperture. Shorter wavelengths correspond to a higher optical resolution.
For a diffraction-limited dual-band system of common aperture, a MW band is
preferred to obtain high spatial resolution as its DAS is roughly one half of that for
the LW band. If a dual-band FPA is used, an f/# for the MW band is twice that for
the LW band (since dual-band detection is performed with the same pixel size),
suggesting that optics of variable f/# are required to achieve the best resolution in
both bands.

In addition to the attenuation by atmospheric scattering and absorption, IR
transmission in the transparent windows is known to be influenced by the atmo-
spheric turbulence along transmission path. The turbulence causes degradation in
spatial resolution of an IR system. The fluctuations or scintillations in transmission
path distort the phase of the wave front. These effects can be significantly enhanced
as the path length is increased, resulting in image dancing, and blurring. The optical
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turbulence is described by the refractive-index structure parameter Cn
2, a measure of

the strength of the fluctuations in the refractive index, a function of pressure,
temperature, and wavelength.

Therefore, especially for long-range/large-aperture IR systems, effects of atmo-
spheric turbulence for long path-lengths must be considered for applications at an
altitude bellow 1–2 km. When an optical aperture becomes larger than the atmo-
sphere coherent length r0, the resolution does not increase as the aperture being
increased further. As shown in Fig. 1.11 for diffraction-limited optics of large
common aperture, at the low turbulence region (Cn

2*10−16 m−2/3), the range for
detection is limited by the optics and the spatial resolution of MW band is superior
to that of LW. As Cn

2 increases to *10−15 m−2/3, the superiority of MW begins to
decrease while the resolution of LW band is unchanged at the diffraction limit. As
Cn
2 increases further, the turbulence restricts spatial resolutions of both MW and LW

band. For a small aperture system, the influence of atmospheric turbulence is less
significant due to shorter transmission paths. The example above shows that
dual-band FPAs can provide a way of making optimal choices in obtaining both
higher spatial and temperature resolutions depending on different atmosphere
conditions.

In the above discussion, advantages of dual or multiband FPAs in IR imaging
were mentioned in terms of the requirements for target DRI. For developing IR
multiband FPAs, the technical driving forces are (1) MBE growth of HgCdTe multi
layers, (2) pixels of mesa structure with high fill factors, and (3) digital ROIC.
A supporting technique may be variable f/# Dewar assemblies. For LW a small f/#
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according to the method proposed by ref. [3]. Correlation between Cn
2 and the altitude from the

ground is also shown in the figure by using the modified calculation model
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is used for searching and surveillance, whereas for MW a larger f/# optic is used for
identification.

UV imaging is also considered as a part of advanced FPAs. IR imaging assisted
with UV for a missile seeker is attracting more and more attention as IR counter-
measures are being rapidly developed. UV radiation can be absorbed by the
ozonosphere in a spectral range termed “solar-blind,” in which the UV radiation
from the sun is very weak below the ozonosphere. In other words, in this spectral
region, the UV background is “dark” even in daytime which helps sensors capture
artificial UV signals produced by missile plumes. Because UV light is seriously
scattered in the atmosphere, a UV detector can find radiation from the solid pro-
pellant plume of missile over a wide viewing angle. Thus, UV imaging is of great
interest in providing important detection data in addition to IR warning systems for
missile approach warning (MAW) by reducing the false alarm probability.

Oil pollution at sea can be monitored by the fusion of IR and UV imagery. UV
imaging senses a floating oil film as thin as 0.1 mm by reflected UV radiation. IR
imaging senses emissivity differences between the oil film and the surrounding
water when the film is thin and senses heating effects on the water for an oil film
thicker than 0.5 mm.

The AlGaN UV FPA is a type of the photonic detector of high SNR. It has
advantages of no cooling requirements, no optical scanning, small volume, and
light weight, and is emerging as an alternative technology for PMTs and CCDs as
mentioned previously.

Fig. 1.12 A block diagram for a data processing chip
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1.2.4 Improving Compactness and Intelligence
by Integrated Processing Chip

The integrated chip for signal processing of advanced FPAs is schematically shown
in Fig. 1.12. It is capable of fusing pixel allocations and attributes, complementing
data managing and corresponding, and controlling bandwidth, processing resolu-
tion, synchronization, optimal synthesis etc.

As mentioned, because the residual non-uniformity (RNU) of response can bring
spatial noise to images, it is another limiting factor for achieving very low NETD.
For example, for obtaining a NETD of 2.5 mK the RNU should be less than
0.004 %. Thus, together with efforts in improving uniformities of FPAs, optimized
algorithms with scenarios, algorithms for image fusion and adaptive tools in the
decision level for ATR are also important aspects of achieving a very low NETD.

1.3 Summary

The history and trends of IR imaging devices were briefly reviewed. Considering
the evolution of 3G FPAs, some distinguished features of advanced FPAs of
HgCdTe or AlGaN were discussed for large-scale pixel arrays of multiband sen-
sitivity, and capability for high-speed multiplexing. Image data can be optically
transmitted, processed and fused. Fundamental imaging device characteristics were
introduced in order to understand the methods required for improving IR FPA range
performance for target DRI and feasibility for battlefield environments, as well as
for developing more compact and intelligent FPAs. Some limiting factors for
HgCdTe VLAs and charge handling were analyzed, solutions of employing
HgCdTe on alternative Si composite substrates and pixel (or column)-level ADCs
for digital multiplexing were discussed. The necessity of using multiband detection
was described in conjunction with features of target characteristics and atmospheric
transmission. The basics of integrated chip design for data processing and data
fusion were outlined.
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Chapter 2
Design Methods for HgCdTe Infrared
Detectors

2.1 Introduction

HgCdTe infrared detectors have been available for half a century. Many physical
models of HgCdTe infrared detectors, which are based on the basic principles of
semiconductor physics, have been developed. These models have been widely used
in the design and simulation of HgCdTe infrared detectors for the development of
infrared detector technology. However, the accuracy of device and material
parameters used in the physics models, which is very important for design and
simulation, is strongly dependent on the processing conditions of device and
material. Obtaining these parameters precisely is a problem, which should be solved
urgently by the development of device design technology. This chapter covers some
methods and results for the extraction of device and material parameters. Another
key point is the effectiveness of the models used in specific design and simulation
software. Because of the complexity of actual device structure, three-dimensional
(or two-dimensional equivalent structure) modeling software is often required for
an accurate device simulation. Simplifying the calculation model is usually applied
to reduce the probability of divergence in finite element mathematical problems and
computation time. However, the validity of the simplified model is only effective to
certain specialized devices. At the same time, one has to acquire a set of charac-
teristic device and material parameters based on the basic model used for the actual
design method. In this chapter, methods of characteristic parameter extraction and
model optimization are introduced in detail.

First, this chapter presents a basic theoretical framework based on semiconductor
p-n junction theoretical models for simulation of HgCdTe infrared detectors, and
some precision optimization results of the relationship between carrier’s concen-
tration and Fermi level for HgCdTe materials. Second, the spectral response, cross
talk and other important properties of HgCdTe infrared detectors, including
two-color devices, are calculated and compared with experimental results. Lastly,
the effective extraction method of the characteristic parameters from fabricated

© National Defense Industry Press, Beijing and Springer-Verlag Berlin Heidelberg 2016
L. He et al., Technology for Advanced Focal Plane Arrays of HgCdTe and AlGaN,
DOI 10.1007/978-3-662-52718-4_2

17



HgCdTe infrared detectors is introduced, including extractions of material param-
eters from device current–voltage characteristics, extraction of minority carrier
lifetime in pn junction structure from photoelectric response, and so on.

2.2 Simulation and Design of HgCdTe Infrared Detectors

Hg is usually unstable in HgCdTe materials due to the fragility of chemical bonds
Hg–Cd, which results in the formation of Hg vacancy and Hg clusters. These
formations cause some physical parameters of the current–voltage characteristics of
HgCdTe p-n junctions be randomly discrete, and together with the influence of
other defects, result in the nonuniformity of device performance. Therefore, it is
necessary to establish a device design platform, which is closely related to the
nominal manufacturing process. This section outlines the basic assumptions of the
conventional analytical model, and establishes the fitting method of characteristic
parameter extraction. Effects of process conditions on the device performance are
analyzed statistically, providing a theoretical basis for design and performance
optimization of HgCdTe infrared detectors.

2.2.1 Foundation for HgCdTe Infrared Detector Designs

Traditional simulation of semiconductor devices is mainly to solve the combination
of the Poisson equation (Eq. 2.1), steady-state continuity equation (Eq. 2.2), and
carrier current density equation (Eq. 2.3) within specific boundary conditions of the
device:

r2w ¼ � q
e0e

ðCþ p� nÞ � 1
e
rwre ð2:1Þ

1
q
r~Jn þðG� RÞ ¼ 0;

1
q
r~Jp � ðG� RÞ ¼ 0 ð2:2Þ

~Jn ¼ qnln~En þ qDnrn; ~Jp ¼ qplp~Ep � qDprp ð2:3Þ

where W, q, and e are the electrostatic potential, electron charge, and permittivity of
the semiconductors respectively. R is the carrier recombination rate, and G is the
carrier generation rate. n and p are the concentrations of electrons and holes, where
Jn and Jp are the electron and hole current densities respectively. Dn and Dp are the
electron and hole diffusion coefficients, En and Ep are the electron and hole effective
electric fields, and ln and lp are the electron and hole mobility respectively. These
equations evolve into nonlinear equation groups with the finite element method
(FEM), then are solved by a method such as the Newton iteration process. For the
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analysis of the photoelectric effect for semiconductor devices, the photogeneration
rate should be added to Eq. 2.2.

The photogeneration is simulated by ray tracing:

Gopt zð Þ ¼ Jðx; y; z0Þ � aðk; zÞ � exp �
Z

z
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where k is the wavelength, a(k, z) is the absorption coefficient of HgCdTe material,
J(x, y, z0) is the optical beam spatial variation of intensity over the window where
rays enter the device, and z0 is the position along the ray where absorption begins.

Narrow gap semiconductors, such as HgCdTe, have the following characteristics:
(1) Conduction band E(k) of HgCdTe, which can be described by Kane’s k. pmodel,
is a non-parabolic belt, so the electron concentration in the conduction band should
be fixed [1–4]. (2) The effective electron mass of the HgCdTe conduction band is
very small, which causes the semiconductor to degenerate due to the low effective
state density of the conduction band under low temperatures. Therefore, the distri-
bution of carrier concentration obeys Fermi–Dirac statistics [5–7]. Fermi–Dirac
integrals must be employed in the calculation of these two additional characteristics,
which results in many difficulties for theoretical simulation. Only HgCdTe material
parameters were joined into the parameter library when the numerical model is
applied for our theoretical analysis [8–11]. However, the influence of these two
characteristics has never been considered in analytical modeling [12–14]. In order to
perfect the existing analytical and numerical models, this section presents a simple
carrier approximation model, and applies these two characteristics of HgCdTe to
device simulations. Finally, the necessity and adaptability of carrier approximate
models are assessed by the analytical model.

2.2.1.1 Model of Carrier Density Approximation

The effects of carrier degeneracy and conduction band non-parabolicity are intro-
duced into the device simulation by the expression that describes the relation between
the Fermi energy and the carrier density [14]. Until the present time, there have been
no detailed reports on the effects of carrier degeneracy and conduction band
non-parabolicity on the simulation of the HgCdTe photovoltaic devices [14–20].
Some papers mention that neglecting the two factors leads to enormous errors in the
calculation of the electron density and causes an overestimated dark current in the
devices [20]. Therefore, practically understanding the carrier degeneracy and con-
duction band non-parabolicity effects on the simulation of HgCdTe photovoltaic
devices and establishing a simple carrier density approximation that takes account of
the two factors in simulation will be greatly beneficial to the design, analysis, and
characterization of HgCdTe devices.

The general carrier density can be expressed by [15]:
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n ¼
Z

dN
dE

� f Eð Þ � dE ð2:5Þ

where dN/dE is the density of the energy states, and f(E) the distribution function.
By considering both carrier degeneracy and conduction band non-parabolicity,

the distribution function f(E) should be a Fermi function because of the carrier
degeneracy. And the carrier density is given by the following integral expression
[16–18]:

n ¼ 2Nc
ffiffiffi

p
p

Z

1

0

e1=2ð1þ aeÞ1=2ð1þ 2aeÞ
expðe� /Þþ 1

de ð2:6Þ

Here we take the zero energy to be at the bottom of the conduction band, e = E/kT
is the normalized electron kinetic energy, / = Ef/kT the reduced Fermi energy, Nc

the effective density of states. The coefficient a ¼ 1
eg

1� m�
e

m0

� �2
is the non-

parabolicity factor, here eg = Eg/kT is the normalized band gap, and me
* and m0 are

electron effective mass and free electron mass, respectively.
The numerical calculation of Eq. (2.6) is time-consuming and hence is not

suitable for efficient device simulation. Therefore, a simplified analytic approxi-
mation of Eq. (2.6) is often needed. Ariel et al. have proposed a relationship
between Fermi energy / and carrier density n, where carrier degeneracy and
conduction band non-parabolicity have been taken into account [18]. Ariel’s model,
however, is only applicable for weak degeneracy. Additionally, they treated the
effective mass me as constant. It is well known that me has a dependence on the
band gap eg. When we take this dependence into consideration, it is shown in
Fig. 2.1 that Ariel model deviates from the numerical solution of Eq. (2.6) in the
range of about / > 7. For n-on-p devices whose junction is formed by ion
implantation, the carrier concentration on n-side could be up to the order of
1018 cm−3 [16, 19], and at the liquid nitrogen cooled temperature, the Fermi energy
/ is in the order of 20–30. Hence, it is necessary to have the solution of Eq. (2.6) in
the range of / < 30 for practical HgCdTe device simulations.

In this work, we propose a new simple carrier approximation derived from the
Ariel model, adding three parameters a1, a2, and B2 as follows:

/ ¼ ln
n

B0Nc
þB1

n
Nc

� �a1

þB2
n
Nc

� �a2

ð2:7aÞ

Here, the expression of parameter a1, a2, B1, B2 is shown in reference [14].
Figure 2.1 shows a comparison between the actual numerical solution of Eq. 2.6 in
open dots and our approximation of Eq. (2.7a) in solid lines. Also shown is the
Ariel model in open triangles. As can be seen, our new approximation is in good
agreement with the numerical solution in the range of / < 30 for both LWIR
(Fig. 2.1a) and MWIR (Fig. 2.1b) devices. This approximation appears in the same
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form as the Boltzmann’s approximation, and is applicable to both analytic and
numerical device simulation models.

The hole density p, can be written as an expression similar to Eq. (2.7a) but with
generally different coefficients

�/� eg ¼ ln
p

B0vNv
þB1v

p
Nv

� �a1v

þB2v
p
Nv

� �a2v

ð2:7bÞ

The valence band is parabolic which is equivalent to assuming that the
non-parabolicity factor a = 0 in Eq. (2.7a). Therefore, we get the valence band
coefficient B0v = 1, B1v = 0.944, B2v = −0.577, a1v = 0.745, and a2v = 0.624 from
the expressions for B0, B1, B2, a1, and a2 by putting a = 0.

We now consider an intrinsic semiconductor where electrical neutrality requires
n = p = ni. Using this condition in Eqs. (2.7a) and (2.7b), an implicit expression for
ni can be obtained:

n2i
B0B0v

exp B1
ni
Nc

� �a1

þB2
ni
Nc

� �a2

þB1v
ni
Nv

� �a1v

þB2v
ni
Nv

� �a2v� 	

¼ NcNv exp �eg

 � ð2:8Þ

This equation can be solved iteratively for ni if the other quantities are known.
Subtracting Eq. (2.7b) from Eq. (2.7a) and using the charge neutrality condition,

we obtain the following expression for the intrinsic Fermi level /i of a
non-parabolic semiconductor:
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Fig. 2.1 Comparisons of carrier concentration versus reduced Fermi level in the range of / < 30
for Hg0.8Cd0.2Te (a), and Hg0.6Cd0.4Te (b) at 80 K calculated by actual numerical solution (open
circle), Ariel model (open triangle), and the approximation Eq. (2.7a) (solid lines). Reprinted with
permission from Ref. [14] © 2006, Elsevier
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/i ¼ � eg
2
þ 1
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þB2
ni
Nc
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ð2:9Þ

With known ni, /i, and with the help of Eqs. (2.7a), (2.7b), (2.8), (2.9), we
derive new relations that describe the Fermi level in terms of carrier densities and
intrinsic properties:

/n � /i ¼ ln
n
ni

� �

þB1
n
Nc

� �a1

� ni
Nc

� �a1� 	

þB2
n
Nc

� �a2

� ni
Nc

� �a2� 	

ð2:10aÞ

/i � /p ¼ ln
p
ni

� �

þB1v
p
Nv

� �a1v

� ni
Nv

� �a1v� 	

þB2v
p
Nv

� �a2v

� ni
Nv

� �a2v� 	

ð2:10bÞ

The expressions (2.10a, 2.10b) can be solved iteratively for Fermi level Efn and
Efp, which are the Fermi energy level of the n-side and the p-side without contact
with each other. So we can obtain the built-in potential Vbi = Efn − Efp of the
p-n junction.

Therefore, with the help of Eqs. (2.7a, 2.7b), non-parabolicity and carrier
degeneracy can be adequately modeled by the calculation of built-in potential Vbi,
intrinsic carrier concentration ni and intrinsic Fermi level Ei.

Different material compositions can therefore be described by using different
carrier density models. In this section, we analyze four carrier density models by
considering (I) both the carrier degeneracy and the conduction band
non-parabolicity, (II) only the carrier degeneracy, (III) only the conduction band
non-parabolicity, and (IV) neither of these two factors.

In Model II, only carrier degeneracy is considered, assuming a parabolic con-
duction band. The carrier density is given by the following integral expression:

n ¼ 2Nc
ffiffiffi

p
p

Z

1

0

ffiffi

e
p

1þ exp e� /ð Þ de ð2:11Þ

Equation (2.6) will be the same as Eq. (2.11) if the non-parabolicity factor a
equals to zero. According to Eq. (2.7a), we can obtain the carrier approximation of
Model II:

/ ¼ ln
n
Nc

þ 0:994
n
Nc

� �0:745

�0:577
n
Nc

� �0:624

ð2:12aÞ
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The hole density approximation is given by

�/� eg ¼ ln
p
Nv

þ 0:994
p
Nv

� �0:745

�0:577
p
Nv

� �0:624

ð2:12bÞ

In Model III, the distribution function f(E) can be a Boltzmann function because
of carrier non-degeneracy, and only conduction band non-parabolicity is consid-
ered. The carrier density is given by the following integral expression:

n ¼ 2Nc
ffiffiffi

p
p

Z

1

0

e1=2ð1þ aeÞ1=2ð1þ 2aeÞ expð/� eÞde ð2:13Þ

The approximation of Eq. (2.13) can be given by a modified Boltzmann approxi-
mation [18]:

n ¼ B0Nc expð/Þ ð2:14aÞ

Likewise, the hole density approximation is given by

p ¼ B0vNv expð�/� egÞ ð2:14bÞ

In Model IV, neither carrier degeneracy nor conduction band non-parabolicity is
considered. The carrier density is given by the following integral expression:

n ¼ 2Nc
ffiffiffi

p
p

Z

1

0

ffiffi

e
p � exp /� eð Þ � de ð2:15Þ

The carrier density can be given by a conventional Boltzmann approximation

n ¼ Nc expð/Þ ð2:16aÞ

The hole density approximation is given by

p ¼ Nv expð�/� egÞ ð2:16bÞ

We present comparisons among the four approximations for carrier density
versus Fermi energy in Fig. 2.2. As can be seen from the figure, for both
Hg0.8Cd0.2Te (a) and Hg0.6Cd0.4Te (b), comparing with Model I (considering both
carrier degeneracy and conduction band non-parabolicity), Model II (considering
only carrier degeneracy) underestimates the carrier density, while Model III (con-
sidering only conduction band non-parabolicity) and Model IV (considering neither
of them) yield significantly larger carrier density at the range of / > 0 [14]. When
Cd composition x changes from 0.2 to 0.4, the difference between Model I and
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Model II decreases because the increased band gap reduces the non-parabolicity
factor a. In addition, one can also see in Fig. 2.2 that the calculations using the four
approximations (solid lines) accurately fit the corresponding numerical solutions
(open circles) obtained by solving Eqs. (2.6), (2.11), (2.13), and (2.15), respec-
tively, in the range of / < 30. This indicates that these models can be used in place
of a numerical solution to investigate the effects of carrier degeneracy and con-
duction band non-parabolicity on the simulation of HgCdTe photovoltaic devices.

To further verify the applicability of the above approximations, the measured
Rd–V curves from real HgCdTe devices are fitted with the analytic model for device
simulation (see Appendix) by using the four models. The samples are LWIR
(x = 0.2323) and MWIR (x = 0.2927) n-on-p diodes fabricated using ion implan-
tation [21]. Their material and device parameters, which are not used as fitting
parameters, are summarized in Table 2.1, where x is the Cd composition, T is the
measuring temperature, A is the junction area, Na is the dopant densities of the
p-side, and lp is the mobility of excess holes.

The fitting parameters are listed in Tables 2.2 and 2.3 for Sample I and Sample II
[14], respectively. For Sample II (x = 0.2927), the fitting parameter ln/sn is absent
because the diffusion current is insignificant in the dark current for MWIR devices

10-2

10-1

100

101

102

103

n
/N

c

 (kT)

Model II

Model I

Model III
Model IV

-10 -5 0 5 10 15 20 25 30 35 -10 -5 0 5 10 15 20 25 30 35

10-2

10-1

100

101

102

n
/N

c

 (kT)

Model II

Model I
Model III Model IV

φ φ

(a) (b)

Fig. 2.2 Calculated carrier concentration versus reduced Fermi level with Model I (considering
both carrier degeneracy and conduction band non-parabolicity), Model II (considering only carrier
degeneracy), Model III (considering only conduction band non-parabolicity), and Model IV
(considering neither of them) for Hg0.8Cd0.2Te (a), and Hg0.6Cd0.4Te (b) at 80 K (solid lines). The
open circles are respective actual numerical solutions. Reprinted with permission from Ref. [14] ©
2006, Elsevier

Table 2.1 Material and device parameters of the two HgCdTe photovoltaic samples

x T (K) A (cm2) Na (cm
−3) lp (cm

2/V s)

Sample I 0.2323 80 2.5 � 10−5 5.65 � 1015 813

Sample II 0.2927 80 2.5 � 10−5 4.66 � 1015 579

Reprinted with permission from Ref. [14] © 2006, Elsevier

24 2 Design Methods for HgCdTe Infrared Detectors



at 80 K. It is evident from these tables that these parameters from the four models
are different from each other, and the sensitivity of the fitted values of device
parameters to the used model is obvious. This implies that the omission of carrier
degeneracy and conduction band non-parabolicity brings deviations into the sim-
ulation of the HgCdTe device, and the magnitude of the deviations is dependent on
the parameters of device and material.

In Fig. 2.3, the solid line denotes the theoretical calculation by using Model I,
and the open circles denote the measured data for x = 0.2323 (a) and x = 0.2927
(b). It can be seen that the theoretical calculation fits the experimental data well. In

Table 2.2 Fitting parameters obtained by fitting the four models to the measured Rd–V curves of
Sample I

Model lp/sn (cm
2/V s2) s0 (ns) Nd (cm

−3) Et/Eg Nt (cm
−3)

I 1.613 � 1014 0.154 1.493 � 1016 0.486 1.659 � 1012

II 2.128 � 1014 0.121 1.478 � 1016 0.488 1.624 � 1012

III 1.096 � 1014 0.142 1.564 � 1016 0.488 1.721 � 1012

IV 1.248 � 1014 0.119 1.543 � 1016 0.488 1.722 � 1012

Reprinted with permission from Ref. [14] © 2006, Elsevier

Table 2.3 Fitting parameters obtained by fitting the four models to the measured Rd–V curves of
Sample II

Model s0 (ns) Nd (cm
−3) Et/Eg Nt (cm

−3)

I 1.488 8.649 � 1017 0.586 1.302 � 1013

II 1.389 4.759 � 1017 0.589 1.174 � 1013

III 1.492 1.0 � 1019 0.581 4.398 � 1013

IV 1.492 1.0 � 1019 0.581 4.398 � 1013

Reprinted with permission from Ref. [14] © 2006, Elsevier
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Fig. 2.3 Fitting curves of Model I (solid lines) with experimental Rd-V characteristics (open
circles) and the calculations of Model II (dashed lines), III (dotted lines) and IV (dash-dotted lines)
using the parameters in Table 2.1 and the parameters from Model I in Tables 2.2 and 2.3 for
Sample I (a) and Sample II (b) at 80 K. Reprinted with permission from Ref. [14] © 2006, Elsevier
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this work, we consider that Model I is a perfect model for HgCdTe, and the fitting
parameters from Model I are the authentic parameters for HgCdTe devices. To
estimate the deviation of Rd–V characteristics calculated by Model II, III, and IV
from those calculated using Model I, all the parameters in Table 2.1 and the
parameters for Model I in Tables 2.2 and 2.3 are also employed in the further
calculations using Model II, III, and IV. The calculated results are also shown in
Fig. 2.3. It is evident from the figure that, compared to Model I, Model IIII predicts
larger Rd for LWIR (x = 0.2323) and smaller Rd for MWIR (x = 0.2927), while
Model III and Model IV yield larger Rd for both LWIR and MWIR.

In the above calculations, the differences of the built-in potential Vbi, the intrinsic
carrier concentration ni and the intrinsic Fermi level Ei among the three approxi-
mations are responsible for the differences in the above three Rd–V curves. It is via
these three parameters that the carrier degeneracy and the conduction band
non-parabolicity influence the simulation calculations. Therefore, we have calcu-
lated Vbi, ni and Ei with various device parameters such as composition and doping
level in Model II, III, and IV to estimate their deviation from Model I so that the
dark current deviation of Model II, III, and IV from Model I can be further
evaluated.

For the purpose of brevity and clarity, the relative deviations of Vbi, ni, and Ei are
hereafter referred to simply as Aj/A1 (A denotes Vbi, ni and Ei, and subscript j = 1–4
stands for the four models, respectively). ni and Ei are dependent on the compo-
sition and temperature of the device. Since HgCdTe devices usually work at liquid
nitrogen cooled temperatures, we consider a temperature of 80 K in this work. We
carried out the calculations for Eij/Ei1 and nij/ni1 in the composition range of
x = 0.2–0.4, and the results are shown in Fig. 2.4. Figure 2.5 shows the plots of
Vbij/Vbi1 versus the composition x (a) and the doping density of the n-side, Nd (b).
The deviations of Vbij/Vbi1 from unity increase with the decreasing x and increasing
Nd. The detailed analysis of Figs. 2.4 and 2.5 is shown in the paper of Ref. [14].

Tables 2.4, 2.5, and 2.6 summarize the relative deviations, comparing with
Model I, of dark currents in various mechanisms obtained from Model II, III and
IV, respectively. For SWIR and MWIR with light doping, the effects of carrier
degeneracy and conduction band non-parabolicity on the simulation may be
omitted. For LWIR with light doping or those devices with heavy doping, the
omission of carrier degeneracy and conduction band non-parabolicity will lead to
enormous error in the calculation of the dark current. By using Model I, an accurate
simulation can be obtained.

2.2.1.2 Heterostructure Models

The HgCdTe heterojunction has greatly improved the performance of HgCdTe
photovoltaic detectors. However, the potential barrier of minority carriers in the
heterojunction, prevents the transport of photogenerated minority carriers through
the junction, which leads to a decrease in device performance [22–26]. By adjusting
the design parameters of the heterojunction, the potential barrier could be decreased
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Fig. 2.5 Relative deviations of Model II, III and IV against Model I in built-in potential Vbij/Vbi1

at various composition x (a) and various n-side doping density Nd (b) (subscript j = 1–4 denotes
the four models, respectively). Reprinted with permission from Ref. [14] © 2006, Elsevier

Table 2.4 Relative deviations in various dark currents of Model II (considering only carrier
degeneracy) from Model I (considering both carrier degeneracy and conduction band
non-parabolicity)

Light doping Heavy doping

SWIR LWIR SWIR LWIR

Idiff U (<10 %) U (<30 %) U (<10 %) U (<30%)

Ig-r U (<5 %) U (<20 %) U (<8 %) U (<50%)

ITAT Zero O (<10 %) O (<100 %) O (<350%)

IBBT Zero O (<30 %) O (<1000 %) O (<5000%)

(U denotes ‘underestimate’, and O denotes ‘overestimate’.) Reprinted with permission from Ref.
[14] © 2006, Elsevier
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(a) and intrinsic carrier concentration nij/ni1 (b) at various composition x (subscript j = 1–4 denotes
four models, respectively). Reprinted with permission from Ref. [14] © 2006, Elsevier
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and even be eliminated. However, there are many parameters for HgCdTe and the
relationships between them are very complicated. Therefore, a reliable theoretical
method is urgently needed for the design of the band structure of heterojunctions
[27].

Much research has been done in this field. Migliorato and White [28] considered
the interdiffusion effect of both composition and doping, and calculated the band
structure of HgCdTe/CdTe heterojunction. Bratt and Casselman [29] developed the
MW model, which can be suitable for calculating the heterojunction with different
composition of HgxCd1−xTe. However, these two models are both based on com-
mon anion rule, namely assuming that there was no discontinuity of the valence
band, and their calculations both neglected the degeneracy of the carrier and the
non-parabolic conduction band of HgCdTe. Then, after Madrasz and Szmulowiz
[30–32] introduced the Fermi–Dirac integral based on these two models, the fol-
lowing characteristics of HgCdTe can be included in the calculation of band
structure: (1) the carrier degeneracy; (2) the non-parabolic conduction band; (3) the
valence band discontinuity. However, the Fermi–Dirac integral without any
approximation greatly increases the total computing time, which limits the use of
the model and makes it only suitable for the solution of the Poisson equation under

Table 2.5 Relative deviations in ni, Vbi and various dark currents of Model III (considering only
conduction band non-parabolicity) from Model I (considering both carrier degeneracy and
conduction band non-parabolicity)

Light doping Heavy doping

SWIR LWIR SWIR LWIR

Idiff Zero U (<6 %) Zero U (<6 %)

Ig-r Zero U (<3 %) or
O (<10 %)

O (<10 %) U (<3 %) or
O (<60 %)

ITAT Zero U (<18 %) U (<90 %) U (<99 %)

IBBT Zero U (<45 %) U (<99 %) U (<99 %)

(U denotes ‘underestimate’, and O denotes ‘overestimate’). Reprinted with permission from Ref.
[14] © 2006, Elsevier

Table 2.6 Relative deviations in ni, Vbi and various dark currents of Model IV (considering
neither degeneracy nor non-parabolicity) from Model I (considering both carrier degeneracy and
conduction band non-parabolicity)

Light doping Heavy doping

SWIR LWIR SWIR LWIR

Idiff U (< 10 %) U (<30 %) U (<10 %) U (<30 %)

Ig-r U (< 5 %) U (<15 %) or
O (<8 %)

U (<5 %) or
O (<10 %)

U (<15 %) or
O (<60 %)

ITAT Zero U (<15 %) U (<95 %) U (<99 %)

IBBT Zero U (<35 %) U (<99 %) U (<99 %)

(U denotes ‘underestimate’, and O denotes ‘overestimate’). Reprinted with permission from Ref.
[14] © 2006, Elsevier
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equilibrium. The research of Bratt and Casselman [29] demonstrated that the band
structure of heterojunctions can be optimized by controlling the positions of the
p-n junction and the Cd composition junction, but the work of Madrasz and
Szmulowiz [30–32] assumed that the position of the p-n junction coincides with
that of the Cd composition junction and ignored the effect of relative position
between the p-n junction and the Cd composition junction on the band structure.
Moreover, recent work indicated that there was charge at the interface of a
heterojunction [33, 34]. It was stated that the interface charge was usually caused by
a discontinuity within the lattice and the process technology. Though the lattice
discontinuity between HgCd and CdTe is less than 0.3 %, the fixed charge also
exists at the interface because of the different polar intensities of HgCd and CdTe.
Therefore, the density of interface charge, which can be either positive or negative,
is very hard to be controlled and extracted in general cases [33]. The density of
charge at the interface between HgCd and CdTe is about ±1 � 1012 cm−2.
However, the density of charge at the interface of HgCdTe with different compo-
sitions varies linearly with the gradient of the Cd composition [35]. The influence of
this magnitude of interface charge on band structure is not ignorable, so it is very
necessary to study the influence of interface charge in the design of a heterojunction
structure. In this section, the following three aspects are considered in the physical
model: (1) the carrier degeneracy; (2) the non-parabolic conduction band; (3) the
valence band discontinuity. Based on the approximation model of carriers in
Sect. 2.2.1.1, the Fermi–Dirac integral can be calculated rapidly. Therefore, it not
only satisfies the demand for computational speed, but also enhances the accuracy
of the physical model. As a result, a feasible method can be proposed for weakening
the effect of interface charge.

In the Fermi–Dirac integral calculation, z is set for the location, 0 < z < L, L is
the length along the growth orientation of the device, and L = 4 lm. Assuming that
the valance band at z = 0 is a zero energy point, then the Poisson equation can be
expressed as:

r2w ¼ � q
e

p� nþN þ
d � N�

a þQe
� 
� 1

e
rwre ð2:17Þ

where W is electrostatic potential, e is the permittivity, p is the hole density, n is the
electron density, Nd

+ is the ionized donor density, Na
− is the ionized acceptor density,

Qe is the interface charge profile. It is assumed that the donor and acceptor are both
fully ionized during the calculation.

The boundary conditions can be expressed as:

w 0ð Þ ¼ 0 ð2:18Þ

w Lð Þ ¼ / Lð Þ � / 0ð ÞþDEv Lð Þ ð2:19Þ

where / is counted by iteration according to formula (2.3) and charge neutrality
condition, DEv is the valence band discontinuity.
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Assumed that DEv
0 is the valence band discontinuity of the HgTe/CdTe

heterojunction [36, 37], and DEv
0 = 0.35 eV. Since the valence band discontinuity

of the HgCdTe/HgCdTe heterojunction is proportional to the difference of the Cd
composition (Dx), DEv = Dx � DEv

0. Because of the interdiffusion effect of both
composition and doping, there is a composition-graded region around the compo-
sition junction and a doping-graded region around the p-n junction respectively.

For a graded composition junction, assuming that material A layer is followed by
material B layer along the z direction, then the profile of Cd composition can be
described by an error function of z:

xðzÞ ¼ xB þ 0:5� ðxA � xBÞ � erfc
z� zc
0:5Wc

� �

ð2:20Þ

where xA and xB are the Cd composition of A and B HgCdTe material respectively,
Wc is the width of graded composition, zc is the location of composition junction, in
the later calculations, zc is fixed at z = 2.0 lm. z = 0 is the reference point,
DEv = Dx � DEv

0, then, the discontinuity of valence band along z direction
DEv(z) = [x(0) − x(z)] � DEv

0, put formula (2.20) into it:

DEv zð Þ ¼ xA � xBð Þ � DE0
v 1� 1

2
erfc

z� zc
0:5Wc

� �� 	

ð2:21Þ

The doping profile along the z direction can be described by an error function of
the coordinate z:

N zð Þ ¼ N Lð Þþ N 0ð Þ � N Lð Þ
2

� erfc z� zB
0:5WB

� �

ð2:22Þ

where N = Nd − Na, WB is the width of graded doping, and zB is the location of p-
n junction. In the design of a HgCdTe heterojunction, WB is 0.01 lm.

The profile of the interface charge along the z direction is described by a Gauss
function:

Qe zð Þ ¼ Q � exp � z� zQð Þ2
2r2

" #

ð2:23Þ

In the design of a HgCdTe heterojunction, set the maximum density (Q) of
interface charge as a parameter for calculation. The interface charge is mainly
produced from the lattice discontinuity between two materials on both sides of the
heterojunction. Therefore, the profile of the interface charge is related to the
location and width of the composition junction. Assuming that the center position
of the function (zQ) coincides with the position of the composition junction (zc),
then the full width half maximum (r) is equal to 0.25Wc.
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Since the p and n in Eq. (2.17) are a function of the variable W, the Poisson
equation is nonlinear. However, the Poisson equation can be disposed discretely
and linearly by the finite difference method, and then it can be solved by Newton
iteration.

The valance band and conduction band can be expressed as:

Ev zð Þ ¼ DEv zð Þ � q � w zð Þ ð2:24Þ

Ec zð Þ ¼ Ev zð ÞþEg zð Þ ð2:25Þ

For convenience, the p-n junction of wider (narrower) bandgap p-type HgCdTe
material on narrower (wider) bandgap n-type HgCdTe material is set as “Pn” and
“pN” structure respectively.

2.2.2 Design of Heterojunctions HgCdTe Infrared Detectors

The mainstream of HgCdTe detectors nowadays are homojunctions. However,
HgCdTe devices tend to be manufactured by heterojunctions with the evolution of
fabrication processes. Wide band gap material can decrease the tunneling rate of
carriers through the junction, which results in the decrease of the dark current and
noise of devices [23]. Therefore, the performance of a device with a heterojunction
structure can be greatly improved. However, the structure of heterojunction is more
complicated than homojunction, which makes the analysis of heterojunction
devices become more difficult. For heterojunction devices, it is difficult for us to
analyze the device’s performance by using solely an analytical model. Therefore, a
numerical model is needed to be proposed for design of heterojunction devices.

2.2.2.1 The Calculation of Band Structure in Heterojunction Devices

The influence of the p-n junction location (zB) on the band structure is shown in
Figs. 2.6 and 2.7. The calculated results are in good agreement with Figs. 1 and 5 in
Ref. [28], which demonstrates the accuracy of the approximation Eqs. (2.7a, 2.7b).
The comparison of the band structures (with no valance discontinuity) with different
zB is shown in Fig. 2.8a, it is shown that the potential barrier decreases and finally
disappears when the p-n junction enters into narrow band gap material. This con-
clusion is in good agreement with BC model. However, the effect of valance
discontinuity on the band structure is shown in Fig. 2.8b. It is shown that a potential
well appears at the same time, and the potential well increases when the p-n junc-
tion enters into narrow band gap material. The appearance of the potential well also
degrades the detector performance, so the entrance of the p-n junction into narrow
band gap material should be avoided in this situation.
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For the Pn structure, Figs. 2.8 and 2.9 illustrate that the potential barrier of
valance band will decrease, and a potential well will appear when the p-n junction
enters into narrow band gap region. When the p-n junction enters into a wide band
gap region, the potential well of valance band becomes shallow, and the height of
potential barrier increases. For the pN structure, when the p-n junction enters into
narrow band gap region, the potential barrier of conduction band decreases, and a
potential well appears. When the p-n junction enters into a wide band gap region,
the potential well of the conduction band becomes shallow, and the height of
potential barrier increases.

(1) The influence of the interface charge density (Q) on the band structure in pn
device is shown in Fig. 2.10. When the interface charge is positive, the
potential barrier of conduction band electrons decreases. When interface
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charge is negative, the potential barrier of electrons in the conduction band
will increase. For a Pn device, the appearance of the interface charge can
influence the shape of valance band. When the interface charge is positive, the
potential barrier of holes in the valance band will increase. When the interface
charge is negative, the potential barrier of holes in the valance band will
decrease, and the potential well of holes will increase.

(2) The optimization of parameter zB and Q. Figure 2.11 shows the band profile of
pN and Pn structures with different position (zB). For the pn structure, when
the interface charge is negative, the potential barrier of electron in conduction
band can be decreased by adjusting the position of p-n junction. However, a
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potential well will appear when the potential barrier decreases to a certain
value. For the Pn structure, the potential well of holes in the valance band can
also be decreased by adjusting the position of p-n junction.

When the interface charge is positive, the band profile of pN and Pn structures
with different position (zB) is shown in Fig. 2.12. For the pN structure, the potential
well of electrons in the conduction band can be decreased by adjusting the position
of p-n junction. For the Pn structure, the potential barrier of hole in valance band
can also be decreased by adjusting the position of p-n junction. However, when the
potential barrier decreases to a certain value, a potential well will appear.
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Therefore, the effect of zB on the band structure is likely to be relatively limited,
and is determined by the density of the interface charge. When the density of the
interface charge is low enough, the potential barrier or well can be eliminated by
optimizing the position of p-n junction. However, when the interface charge density
is greater than a certain value, fine-tuning the position of p-n junction can only
decrease the potential barrier or potential well. Additionally, a further change in the
position of the composition junction will generate other potential barriers or
potential wells. The optimal design of parameter zB and Q can be obtained from
Figs. 2.11 and 2.12. For the pN structure, when the interface charge is negative, the
position of the p-n junction should be near the narrow band gap material. For the Pn
junction, when the interface charge is positive, the position of the p-n junction
should be near the wide band gap material.

2.2.2.2 The Influence of Potential Barrier on the Device Performance

As above mentioned, the potential barrier of the heterojunction will degrade the
performance of the device. The influence of the potential barrier on the transport of
minority carriers in P+-on-n heterojunctions was studied by experimental and
theoretical methods [24]. It was discovered that when the height of potential barrier
was 2kT, the quantum efficiency decreased to 95 %, when the height of potential
barrier was 4.5kT, the quantum efficiency decreased to 50 %. However, only the
optical characteristic of the device was studied for the potential barrier of the
heterojunction. The electrical characteristics of the device were neglected. The
influence of the position of the pn junction in relation to the composition junction
on band structure was studied [26, 27]. In the above section, the change of graded
length of composition in heterojunction can produce the potential barrier.
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Therefore, this section will analyze quantitatively the influence of the graded length
of the composition on the device performance.

In the previous section, Eqs. (2.7a, 2.7b) for carrier density has been established,
which is very suitable for HgCdTe material. The form of this equation is similar to
the Boltzmann approximation equation. Therefore, it is suitable for the analytical
model, as well as the numerical model. However, as this equation is a transcen-
dental equation, there are too many iterations in numerical calculation, which make
the convergence of the solution be worse and the computing time become longer. In
order to solve these problems, the approximation model of carrier density should be
proposed as a form of non-transcendental equation.

For a given /, many analytical approximation models have been reported to
solve the density of electrons [27, 38]. The revised Boltzmann approximation
model only considered the non-parabolic approximation, which is not suitable for
the degenerate case. The Ehrenberg model is not suitable for the highly degenerate
case, and the Sommerfeld model is only suitable for the highly degenerate case. The
results of these models and the accurate numerical Eq. (2.6) are shown in Fig. 2.13.
It illustrates that when / < −2, the result of the Ehrenberg model is in agreement
with the numerical result, and when / > 5, the result of the Sommerfeld model is in
agreement with the numerical result. In order to fit the result of the carrier
approximation model with that of numerical integral in the range of / < 30, it is
very necessary to modify the Sommerfeld model and add it into Ehrenberg model:

n ¼ B�
0Nc expð/Þ

1þ 0:75B�
0B

�
1 exp /ð Þ þ

ffiffiffi

2
p

3
ffiffiffi

p
p Nc /þ /j jð Þ � 1þ a/ð Þ½ �3=2 ð2:26Þ

-10 -5 0 5 10 15 20 25 30 35

10-2

10-1

100

101

102

103

n
/N

c

φ (kT)

-10 -5 0 5 10 15 20 25 30 35

10-2

10-1

100

101

102

n
/ N

c

φ (kT)

(a) (b)

Fig. 2.13 The curve of carrier density versus Fermi level calculated by several approximation
model of carrier density and numerical integral in a Hg0.8Cd0.2Te and b Hg0.6Cd0.4Te at 80 K.
Open circle is solved by accurate numerical integral, open square is solved by the revised
Boltzmann approximation, open triangle is solved by Ehrenberg model, plus is solved by
Sommerfeld model, cross is the calculation of Eq. (2.3), solid line is the approximation of carrier
density solved by Eqs. (2.10a, 2.10b)
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The results of Eqs. (2.2), (2.3), and (2.26) are shown in Fig. 2.13. It illustrates
that Eq. (2.26) is fitted well with Eqs. (2.2) and (2.3) in the range of / < 30.
Therefore, Eq. (2.3) can be replaced by Eq. (2.26).

The hole density of HgCdTe can be expressed as:

p ¼ 2Nv
ffiffiffi

p
p F1=2 �/� eg


 � ð2:27Þ

where F1/2(η) is 1/2 of Fermi level [39]:

F1=2 gð Þ � 2
ffiffiffi

p
p

3
ffiffiffi

p
p

a�3=8 þ 4 exp �gð Þ ð2:28Þ

where a = η4 + 33.6η{1−0.68exp[−0.17(η + 1)2]} + 50. When η varies from −∞
to +∞, the relative error between the above analytical model and accurate calcu-
lation is not less than 0.4 %.

Since the form of Eqs. (2.26) and (2.27) are not similar with that of Boltzmann
approximation equations, the equations are rewritten as [40]:

n ¼ ni;eff � cn � exp
Efn � Ei

kT

� �

ð2:29Þ

p ¼ ni;eff � cp � exp
Ei � Efp

kT

� �

ð2:30Þ

where cn and cp is the function of ηn and ηp, respectively:

cn ¼
n
Nc

exp �gnð Þ ð2:31Þ

cp ¼
p
Nv

exp �gp

 � ð2:32Þ

gn ¼
Efn � Ec

kT
ð2:33Þ

gp ¼
Ev � Efp

kT
ð2:34Þ

According to Eqs. (2.29) and (2.30) of carrier density, a solution of the
one-dimensional HgCdTe pn junction is obtained by finite difference method. The
detailed process and method of one-dimensional simulation refers to the literature
[41–43]. In order to verify the validity of program, the calculated result was
compared with the solution obtained using the commercial software DESSIS. The
one-dimensional schematic of HgCdTe device is shown in Fig. 2.14, and the rel-
evant material and structural parameters are listed in Table 2.7.
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The result of locally produced software is in good agreement with that of
DESSIS software, which demonstrates the validity of the program (Fig. 2.15).
However, only the thermal effects, namely diffusion current and generation–re-
combination current are considered in the dark current aspects of this program. In
narrow band gap semiconductors such as HgCdTe, the device performance is
usually limited by the tunneling mechanism. Therefore, to exactly calculate the
electrical characteristics of the HgCdTe heterojunction, the effects of trap-assisted
tunneling and band-to-band tunneling should be added into the numerical model,
where the two models are integrated into the continuity equation as generation–
recombination terms. This revised recombination rate in the continuity equation of
the numerical model is:

P N 

Fig. 2.14 One-dimensional
simulated schematic of
HgCdTe device

Table 2.7 Relevant material
and structure parameters of
one-dimensional HgCdTe
device

Composition x 0.22

Temperature 77 (K)

SRH lifetime 10 (ns)

Doping concentration of N region 1 � 1016 (cm−3)

Doping concentration of P region 8 � 1015 (cm−3)

Thickness of N region 1 (lm)

Thickness of P region 9 (lm)

Junction area 50 � 50 (lm2)

-0.4 -0.3 -0.2 -0.1 0.0 0.1

10-8

10-7

10-6

10-5

10-4

10-3

I  /
A

Vd  /V

Fig. 2.15 Comparable
results of locally developed
software and commercial
DESSIS software
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U ¼ Urad þUaug þUSRH þUtat þUbbt ð2:35Þ

where Urad is the Radiation recombination, Uaug is the Auger recombination, and
USRH is the Shockley–Read–Hall (SRH) recombination [44]. Utat and Ubbt is the
recombination rate of trap-assisted tunneling and band-to-band tunneling respec-
tively. The analytical expressions of Utat and Ubbt are expressed as follows:

Utat ¼ Atat � E � exp �Btat

E

� �

ð2:36Þ

Ubbt ¼ Abbt � E2 � exp �Bbbt

E

� �

ð2:37Þ

Atat ¼ � p2qNtm�
eM

2

1:62 � h3ðEg � EtÞ ð2:38Þ

Btat ¼
1:62 � ffiffiffi

3
p

E2
gF að Þ

8
ffiffiffi

2
p

qP
ð2:39Þ

Abbt ¼ � q2
ffiffiffiffiffiffiffiffi

2m�
e

p

1:622 � 4p3�h2 ffiffiffiffiffi

Eg
p ð2:40Þ

Bbbt ¼ 1:62 � p ffiffiffiffiffiffiffiffiffiffiffi

m�
e=2

p

E3=2
g

2q�h
ð2:41Þ

In the above equations, the electric field (E) of depletion region is the average
electric field because the depletion region approximation is considered in the
analytical model. However, the depletion region approximation is not suitable for
the numerical model. Therefore, a factor of 1.62 [45] is introduced for equivalent
calculating.

The R–V curve calculated by the analytical model compared with that calculated
by the numerical model is shown in Fig. 2.16, where Rsz is the dynamic resistance
of the numerical model. It is shown that the R–V curve of the analytical model is in
good agreement with that of the numerical model. However, the extracted param-
eters of these models are listed in Table 2.8 which illustrate that there is quite a
difference between them, mainly caused by the depletion region approximation.

In order to study the influence of the graded length of composition on the
performance of devices, a one-dimensional program is applied for the characteri-
zation of the pN and Pn structures (see Fig. 2.7). The parameters are listed in
Table 2.9. The R–V curves of pN and Pn structures with different graded lengths of
composition are calculated by 1D simulation program, as shown in Fig. 2.17. The
corresponding R–V curve of the homojunction is marked with the composition of 0.
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It demonstrates that the dynamic resistances of a pN structure with different
graded lengths are almost the same under a forward bias. However, the dynamic
resistance of a Pn heterojunction is bigger than that of homojunction. This is mainly
because that the minority lifetime of the p region is very short, and the dark current
is dominated by diffusion current under a forward bias. Diffusion current mainly is
produced in the p region, and has almost no dependence on the junction region.
Therefore, the length of graded composition has little effect on the dynamic
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Fig. 2.16 Fitted results of
R–V curve of self
programming software with
that of analytical model

Table 2.8 Parameters of HgCdTe device in analytical model and numerical model

Analytical model Numerical model

Composition x 0.2323 0.2323

Temperature (K) 77.3 77.3

Doping concentration of P region (cm−3) 9 � 1015 9 � 1015

Electron mobility (cm2/V s) 20,000 20,000

Hole mobility (cm2/V s) 600 600

Hole effective mass 0.55 0.55

Thickness of N region 1 (lm) –

Thickness of P region 9 (lm) –

Junction area (lm2) 28 � 28 28 � 28

Doping concentration of N region (cm−3) 2 � 1016 2.044 � 1016

SRH lifetime in neutral region (ns) 0.5 0.606

SRH lifetime in depletion region (ns) 0.5 0.602

Trap level (Eg) 0.645 0.602

Trap concentration (cm−3) 2 � 1012 1.426 � 1012

Series resistance (X) – 79.3
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resistance under a forward bias. However, for a pN structure, the minority lifetime
of the p region is long, and the dark current is dominated by recombination current
under a forward bias. Therefore, the length of the graded composition has a great
effect on the dynamic resistance under a forward bias. Moreover, the dynamic
resistance of these two structures both increase with the length of graded compo-
sition under a reverse bias. At present, infrared detectors usually work under a
reverse bias. Therefore, the longer the length of graded composition, the better is
the electrical performance. However, the detectivity of the detector is not only
proportional to dynamic resistance (R), but also to the quantum efficiency (η). In

Table 2.9 Parameters used in one-dimensional simulation program

Pn structure Pn structure

Temperature (K) 77 77

Junction area (lm2) 28 � 28 28 � 28

SRH lifetime (ns) 5 500

Trap level (Eg) Ei Ei

Trap concentration (cm−3) 2 � 1012 2 � 1012

Hole effective mass 0.55 0.55

Composition of N region x 0.3 0.2

Composition of P region x 0.2 0.4

Doping concentration of N region (cm−3) 5 � 1015 1 � 1015

Doping concentration of P region (cm−3) 5 � 1015 1 � 1015

Thickness of N region (lm) 1 9

Thickness of P region (lm) 9 1

Electron mobility (cm2/V s) 1 � 105 1 � 105

Hole mobility (cm2/V s) 600 600
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Fig. 2.17 R–V curve with differentWc. a pN structure, b Pn structure.Wc = 0 represents the result
of homojunction

2.2 Simulation and Design of HgCdTe Infrared Detectors 41



order to study the influence of the potential barrier on device performance, quantum
efficiency η, namely the optical characteristics, should be considered and calculated.

In the numerical model, the generation–recombination rate in the continuity
equation can be expressed as:

U ¼ Urad þUaug þUSRH þUtat þUbbt � Gphoto ð2:42Þ

where the photogenerated term Gphoto is:

Gphoto zð Þ ¼ Q � ð1� rÞ � aðzÞ � exp �
Z

z

0

aðtÞdt
2

4

3

5 ð2:43Þ

where Q is the power density of the incident light, and r is the reflectance coeffi-
cient, a(z) is the absorption coefficient.

The photoresponse curve of two heterojunction structures with different lengths
of grade composition is shown in Fig. 2.18, where the incident light power is
0.01 W/m2 [27]. According to the electrical characteristics shown in Fig. 2.17 and
the optical characteristics shown in Fig. 2.18, the influence of the potential barrier
on the device performance can be analyzed quantitatively. It is known that the
detectivity of device is proportional to g � ffiffiffiffiffiffi

RA
p

, so g � ffiffiffiffiffiffi

RA
p

can be used to char-
acterize the performance of detectors. The normalized quantum efficiency (η) and
dynamic resistance (R) with the length of grade composition in two heterojunction
structures are shown in Fig. 2.19, where the bias voltage is −0.05 V. The nor-
malized g � ffiffiffiffiffiffi

RA
p

in two heterojunction structures with the length of grade com-
position is shown in Fig. 2.20. For a pN structure, it demonstrates that the
performance of the heterojunction device is the best when the length of grade
composition is 0.2 lm. For a Pn structure, the performance of the heterojunction
device is the best when the length of grade composition is 0.4 lm. This conclusion
is consistent with the optimal design of band structure shown in Fig. 2.7.

2.2.3 Design of Long Wavelength HgCdTe Detectors

Currently, the study of Hg1−xCdxTe detectors is mainly based on various
one-dimensional analytical models. Though the physical meaning of each variable
is clear, the description of the devices is not very accurate. The real device is always
a three-dimensional pn junction, where the lateral current and electric field cannot
be analyzed by a one-dimensional model. For Hg1−xCdxTe devices with two con-
tacts on the same side, this problem is more complex, and is beyond the theoretical
framework of a one-dimensional analytical model. However, it is very complicated
to establish the integrated three-dimensional model. Lateral current and the electric
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Fig. 2.19 Normalized quantum efficiency and dynamic resistance with the length of graded
composition in two heterojunction structures. a pN structure, b Pn structure
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field can be handled by using a two-dimensional model, which overcomes the
shortage of the one-dimensional model.

In this section, numerical simulation is used to study the relationship of R0A and
photocurrent with the thickness of p region, distance of contacts, doping concen-
tration, minority lifetime and trap-assisted tunneling effect, and the influence of
electron recombine lifetime and surface recombine rate on the spectral response.
The spectral response is investigated experimentally and theoretically, which pro-
vides a basic reference for the optimization of device design.

The related material parameters of HgCdTe in this calculation are listed in
Table 2.10, the composition of the p-type epitaxial layer is x = 0.224, the power
density of infrared radiation is 10 W/m2. In this calculation, the typical device
parameters are listed as follows: the acceptor concentration of the p region is 1015

cm−3, the thickness (junction depth) of the n+ region is 1 lm, and the operating
temperature is 80 K. The definite mesh of device is carefully created, which is
shown in Fig. 2.21b.
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Table 2.10 Related material parameters of Hg1−xCdxTe (x = 0.224) in calculation (T = 80 K)

Parameter Value Parameter Value

Band gap Eg 0.122 eV Electron mobility le 5.0 � 104

cm2/(V s)

Absorption
coefficient a

2.15 � 103

cm−1
Hole mobility lh 400 cm2/(V s)

Effective electron
mass me

9.15 � 10−3

m0

Auger recombination
rate GA1

3.54 � 10−25

cm6/s

Effective hole mass mh 0.50 m0 Radiative recombination
rate GR

2.00 � 10−10

cm3/s

Refractive index n 3.54
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2.2.3.1 R0A and Photocurrent

In the design of long wavelength devices, thickness of p region, distance of con-
tacts, minority lifetime, doping concentration, and trap-assisted tunneling effect in a
deep level have important influences on the R0A, photocurrent, and quantum effi-
ciency of device.

The relationship between the thickness of the p region and R0A is shown in
Fig. 2.22. Radiation recombination, Auger recombination, and band-to-band tun-
neling effects are included in the calculation. The thickness of the n+ region is about
1 µm. The n+ region is the heavy doping region, where the resistance is very small.
In contrast, the p region is relatively thick and is the main absorption region under
back illumination, and the resistance of it is relative large. The determination of
thickness of the p region should consider both the light absorption and R0A. When
the thickness of the p region increases, the efficiency of absorption will also
increase. However, the photogenerated carriers are more difficult to diffuse into the
junction region, so the thickness cannot be too large. Additionally, the increase in
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the thickness of the p region will decrease the parallel resistance. Therefore,
R0A decreases with the thickness of p region. As known from the calculation, when
the thickness of the p region varies from 7 to 20 µm, the photocurrent will change
little. Therefore, the proper thickness of p region is about 10 µm. It should be noted
that in the 1D model, R0A will be nearly proportional to the thickness of the
p region, which is very different than the 2D model and is not in accord with the
real device. Actually, both vertical and lateral current exist in the device (see
Fig. 2.1), and the distribution of current density is not uniform (Figure 2.23a, b
shows the profile of current density in the device with thicknesses of 8 and 20 µm
respectively). In the following calculation, the thickness of the p region is 10 µm.

The contact size of the n+ region with heavy doping has no effect on the device
performance. The resistance of p region is large. The calculated results show that
the device performance with different width of contacts in p region is the same.
However, the location of the contact has an important influence on both R0A and
photocurrent, as shown in Figs. 2.24 and 2.25.

Fig. 2.23 Profile of current density with a the p region thickness of 8 µm and b the p region
thickness of 20 lm
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Considering all the resistances, R0A obviously increases with the distance of
contacts (Marked as case 1). One reason is the influence of series resistance in the
p region. If the whole device is set to a uniform p-type structure, series resistance is
calculated by the same way (Marked as case 0). This shows that the resistance is
approximately linear with the distance of contacts (Semi-log coordinate in
Fig. 2.24). The difference between them (case2 = case1 − case0) can be treated as
the R0A of the pn junction without series resistance. When the distance of contacts
is 100 µm, R0A increases with the distance of contacts. And when the distance is
more than 100 µm, R0A tends to be stable. This is mainly due to the profile of the
electric field and current density and is related to the location of contact in the
p region. The current density with a contact distance of 10 µm (see Fig. 2.26) is
different from that with a contact distance of 100 µm (see Fig. 2.23). The influence
of the contact distance on the electric field (in the junction area) and current density
is gradually weakened when the distance of contacts is great enough. Therefore,
R0A of pn junction tends to be stable.

The situation of photocurrent under zero bias is different from R0A. The pho-
tocurrent under zero bias decreases with the distance of contacts. As shown in
Fig. 2.25, when the distance of contacts is 100 µm, the photocurrent under zero
bias changes little, and when the distance is more than 100 µm, the photocurrent
under zero bias is decreased notably. Photocurrent reflects quantum efficiency.
Therefore, the decrease in photocurrent illustrates the decrease of quantum effi-
ciency. Apart from the influence of electric field and current density due to the
change of the contact location, the main reason for the decrease of quantum effi-
ciency is that the collecting efficiency of photogenerated carriers to the contact
decreases with the distance of contacts. Assume that the gain is 1, quantum effi-
ciency (η) can be extracted from the photocurrent. As shown in Fig. 2.27, the trend
of quantum efficiency is similar to that of the photocurrent. The detectivity D*, η,
and R0A of device have the following relationship [46]:
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D� / gðR0AÞ1=2 ð2:44Þ

The relationship between η(R0A)
1/2 and the location of contact is shown in

Fig. 2.27. When the contact is about 100 µm from n+-type region, η(R0A)
1/2 will

reaches the maximum size. It is the optimal location of contact in p region.
The structure of a linear HgCdTe device is shown in Fig. 2.28. Two lines of pn

junction are staggered, the first line of pn junction is about 60 lm away from the
common contact, and the second line is about 150 µm. Based on the above dis-
cussion, different distances of contacts will produce the different dynamic resistance
and photocurrent, which leads to the difference of overall signal. A simple and
feasible solution is to set a symmetrical common contact in the p region, which can
eliminate the difference of signal caused by the geometrical structure of device. In

Fig. 2.26 Distribution of
current density in device
when the distance of contacts
in p region is 10 lm
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addition, if the distance of two contacts is too large, the photocurrent will not
increase linearly and distinctly with the light power density. Therefore, the distance
of contacts should not be too large.

In the above calculation, it is assumed that an ideal abrupt pn junction is formed
at the interface between the n+ region and the p region. In fact, there are different
distributions of donor impurity, which are dependent on the process technology.
HgCdTe-based pN junctions are usually formed by ion implantation. A p-type
epitaxial layer is changed into an n type in the ion implantation region. The profile
of donor impurity in the ion implantation region varies with the energy of ion
implantation. Moreover, the ion implantation damage defects can influence the
mobility and lifetime of HgCdTe material. In this section, the effect of ion
implantation damage defects is not considered. Only the distribution of donor
impurity in p-type region is discussed here.

For a pN junction formed by ion implantation, the distribution of donor impurity
is approximated by Gaussian functions with appropriate parameters [47]. It is
assumed that the distribution of donor impurity is described by Gaussian functions
with variance d, as shown in Fig. 2.29.

Fig. 2.28 Planar geometrical
structure of linear HgCdTe
detector
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The relationships of R0A and photocurrent under zero bias with the distribution
of donor impurity are shown in Fig. 2.30. R0A increases slowly with the broadening
of the donor impurity distribution. On the other hand, the photocurrent under zero
bias decreased slightly with the broadening of the donor impurity distribution.
Therefore, it is obvious that there is little influence of the distribution of donor
impurity on R0A and photocurrent. It illustrates that the conclusion drawn from the
abrupt junction can be applied in the graded junction.

For an n-on-p structure, light absorption mainly occurs in the p region, thus the
minority (electron) lifetime in the p region is very important for the device. In
contrast, the majority (hole) lifetime has little effect on device. The electron lifetime
of HgCdTe material is determined by three recombination processes: Radiative
recombination, Auger recombination, and SRH recombination. The prior two
recombination processes belong to the inherent properties of HgCdTe material
regardless of the fabrication processes. However, SRH recombination is closely
related to the fabrication processes. The defects, dislocations, and impurities of
material are likely to form the recombination center, which results in increase of
electron lifetime.

The relationship of R0A and photocurrent (ip) under zero bias with the electron
lifetime of SRH recombination is shown in Fig. 2.31. It demonstrates that device
performance decreases rapidly with the electron lifetime of SRH recombination.
The electron lifetime is short, which reflects a large density of recombination
centers formed by material defects, dislocations, impurities, etc. Therefore, R0A and
photocurrent are decreased. If the electron lifetime is long, photogenerated carriers
will have enough time to diffuse into the junction region. In order to obtain the
excellent device performance, the electron lifetime of SRH recombination should be
longer than 100 ns. R0A and photocurrent tend to be saturation when electron
lifetime is about 1 ls. For high-quality HgCdTe material, the density of recombi-
nation centers is very small, and the electron lifetime of SRH recombination is long.
The minority lifetime is an important parameter of device design.
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The influence of the donor concentration in the n+ region on device performance
is seldom mentioned in literatures. In the above calculation, the donor concentration
in the n+ region is 1017 cm−3 (the effective doping concentration is about
1.6 � 1016 cm−3) R0A and photocurrent with different donor concentration in the n+

region are discussed in detail. The acceptor concentration in p region is still 1015

cm−3 in the calculations. In general, the mobility of carriers and concentration of
recombination center vary with the doping concentration. However, there is no
reported qualitative explanation of this problem. Therefore, assume that other
parameters like carrier mobility and concentration of recombination center do not
vary with the doping concentration in calculation.

The calculated results are shown in Fig. 2.32, where the abscissa axis is the
effective doping concentration. The effective mass of electrons in HgCdTe is very
small. Therefore, the effective state density of conduction band is low (approxi-
mately 3.0 � 1015 cm−3 at 80 K). When the doping concentration is more than
1 � 1016 cm−3, the conduction band will become degenerate, and impurity ion-
ization rate decreases rapidly, which results in the failure of high doping.
Figure 2.32 shows that both R0A and photocurrent increase with the donor con-
centration in n+ region. R0A and photocurrent tend to be saturated when the donor
concentration is 2 � 1016 cm−3. The increase of donor concentration in n+ region
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can enhance the built-in electric field and widen the junction, which results in the
increase of R0A and photocurrent. The results show that the effective concentration
of n+ region should be more than 1 � 1016 cm−3.

The effective hole mass of HgCdTe is relatively large, the effective state density
of the conduction band is high, about 1.4 � 1018 cm−3 at 80 K. Therefore, apart
from a very high doping concentration, the conduction is usually in non-degenerate
state, and impurity ionization rate is very high. The acceptor concentration of the
p region in infrared HgCdTe photovoltaic the n region, mobility and the concen-
tration of recombination centers will vary with the acceptor concentration. Here the
device performance is discussed in a simple condition. Assume that other param-
eters like carrier mobility and concentration of recombination center do not vary
with the acceptor concentration in calculation.

The abscissa axis in Fig. 2.33 is the effective acceptor concentration. It shows
that R0A and photocurrent will increase with the acceptor concentration.
R0A and photocurrent tend to be saturated when the acceptor concentration is about
1016 cm−3. The acceptor concentration in p-type material is about 1015–1016 cm−3,
this acceptor concentration can make photocurrent and R0A reach a maximum
value. The I–V curve illustrates that the band-to-band tunneling rate also increases
with the acceptor concentration in p region, and results in the increase of differential
resistance (Rd) at low reverse bias. The results show that the effective acceptor
concentration of p region is at the range of 1015–1016 cm−3.

When radiative recombination, Auger recombination, SRH recombination, and
band-to-band tunneling (BBT) effect are considered in the calculation, the dark
current is still smaller than in the real HgCdTe detector. Therefore, there must be
other physical effects, which contribute to the dark current of the device. Many
researchers have proposed different models to explain dark current. Nemirovsky
et al. [48, 49] proposed a trap-assisted tunneling model (TAT), Elliot et al. [50]
proposed an impact ionization model, Dosenfeld et al. [51] proposed a TAT
described by segmented function. There are several free parameters that can be used
to adjust these models. Therefore, the measured dark current can be explained to
some extent. At present, there still is not an acknowledged model that can explain
the total dark current in the experiment. Therefore, Hurkx et al. proposed a revised
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model [52], which combines the TAT effect with the SRH recombination effect.
The recombination rate can be expressed as

RTATþ SRH ¼ pn� nie
sp

1þCp
½nþ nie expðET�Ei

kT Þ� þ sn
1þCn

½pþ nie expðET�Ei
kT Þ� ð2:45Þ

where ET is the deep level of the trap, Ei and nie are the Fermi levels of intrinsic
material and carrier concentration respectively, sp and sn are the recombination
lifetime of holes and electrons respectively. Parameters Cp and Cn reflect the
trap-assisted effect. For a weak electric field, this model can be simplified as SRH
recombination. Lui et al. proposed a new model based on this current model, and
the expression is similar to Eq. (2.45).

R0A calculated by the Hurkx model varies with recombination lifetime and trap
density is shown in Fig. 2.34. In the calculation, the effective doping concentration
in the n+ region is 1016 cm−3. It shows that R0A will decrease when the TAT effect
is added into the calculation, especially when the electron recombination lifetime is
very short. When the electron recombination lifetime is more than 100 ns, the TAT
effect is not significant. When the trap concentration is more than 1014 cm−3,
R0A will decrease rapidly. Figure 2.35 shows the relationship of quantum efficiency
with trap concentration. It shows that when the concentration is more than 1015

cm−3, quantum efficiency will decrease rapidly. Considering both R0A and quantum
efficiency, the trap concentration should be less than 1014 cm−3.

2.2.3.2 Spectral Response

Figure 2.36 shows the spectral response (quantum efficiency) under different values
of electron SRH lifetime. When the electron lifetime varies from 10 ns to 100 ns,
quantum efficiency is increased by 50 %, and when the electron lifetime varies from
100 ns to 10 ls, the increase of quantum efficiency is limited, which is the same
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trend as Fig. 2.31. The device has relatively high quantum efficiency when the
recombination lifetime of electron is more than 100 ns. The cutoff wavelength of
the device is about 10.8 lm. Figure 2.37 shows the energy profile along the
thickness direction (the direction of incident light). It shows that the shorter the
wavelength, the radiation absorption is closer to the surface. Besides, the photon
whose energy is only below the band gap tends to be uniform absorbed.

The material discontinuity at surface or interface of semiconductor devices, leads
to a certain density of interface state, which results in the increase of the carrier
recombination rate. If surface tarnish, oxidation and adsorption exist, surface
recombination centers are possibly induced. In order to reduce the interface state,
the surface of a HgCdTe device is generally passivated, including anodizing or
prepared passivation film, such as ZnS and CdTe film. After the surface passivation,
the density of the interface state is greatly reduced. However, the surface recom-
bination effect still exists, which influences the dark current and photocurrent.
Research into the influence of surface recombination on device performance has
practical significance.
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The relationship between quantum efficiency with surface recombination rate is
shown in Fig. 2.38. The surface recombination rate is very low, and has little effect
on the quantum efficiency. When the surface recombination rate increases to 105

cm/s, quantum efficiency begins to decrease. When it is more than 105 cm/s,
quantum efficiency decreases rapidly. In order to obtain high quantum efficiency,
the surface recombination rate for a long wavelength n+-on-p device should be
controlled below 105 cm/s, and preferably less than 104 cm/s.

Rosenfeld et al. have studied the responsivity of long wavelength devices with
an n-type absorber layer. The results show that the responsivity decreases rapidly
when the surface recombination is about 2 � 103 cm/s (about two orders of
magnitude different from the above conclusion 105 cm/s). The reason can be
explained as follows:
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The influence of surface recombination on responsivity is related to the factor c

c ¼ sL
D

¼ s

ffiffiffiffi

s
D

r

¼
ffiffiffiffiffiffi

q
kT

r

s
ffiffiffi

s
l

r

ð2:46Þ

where l and s are the (bulk) minority mobility and lifetime respectively. The
absorption region mainly contributes to the responsivity. The factor c represents
capacity of surface recombination. For the device with a p-type absorber layer,
electrons acting as the minority carrier have a short lifetime and large mobility.
Therefore, c is small under the same surface recombination rate, and has little
impact on the responsivity. For the device with an n-type absorber layer, holes
acting as minority carrier have a long lifetime and small mobility. Therefore, c is
large under the same recombination rate at surface, and has large impact on the
responsivity. Therefore, the device with the n-type absorber layer is a better choice
under the same surface recombination rate.

Figure 2.39 shows the experiment measurements (solid line) and theoretical
calculation (dot line) of spectral response of two n+-on-p detectors. The results are
in agreement with the experimental measurements near the cutoff wave band and
the short wave band. When the wavelength is shorter than the 1–2 lm wave band
(corresponding to the material band gap), the experimental data are lower than that
of theoretical calculation. This phenomenon happens in many long wavelength
devices. One possible reason is the nonuniform composition of material in the
device.

There are lateral and vertical profiles of components in HgCdTe material. For a
large material region, the lateral nonuniformity of composition may be obvious.
A detector grown by MBE with an active detection area of only 50 � 50 lm2 is
shown in Fig. 2.39. Therefore, the lateral nonuniformity of composition can be
neglected. The vertical nonuniformity of the composition is the main factor for the
spectral response.

The device is a GaAs/CdTe/HgCdTe multilayer structure. The diffusion of
composition is inevitable in the process of material growth and fabrication, which
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results in the vertical nonuniformity of HgCdTe material. Based on the theory of
graded components, the numerical simulations of detectors 1 and 2 are shown in
Fig. 2.39. From the interface to the surface of device, the components of detector 1
vary from 0.246 to 0.218, and the composition of detector 2 varies from 0.262 to
0.227. It shows that the results of the graded composition theory are more accurate
compared to those of the uniform composition theory.

2.2.3.3 Thickness of Absorption Layer and Interface Charge Density

As HgCdTe materials and device technology matures, HgCdTe detector structure
tends to become more complicated, such as heterojunctions, two-color detectors
[53–59], etc. The minority diffusion length in the base region of long wavelength
HgCdTe detectors is relatively small, but the absorption layer must be large, so it is
necessary to optimize the thickness of the base region and, due to bandgap nar-
rowing, the influence of the interface charge is more obvious so it is very necessary
to analyze the impact of interface charge.

For a typical n-on-p HgCdTe detector, when the incident light is back illumi-
nated from substrate into the detector, the light is absorbed in base region. The
photogenerated carriers then diffuse to junctions, and are separated by the built-in
electric field in the junction to form a photoelectromotive force. Therefore, under
the same conditions, the thicker the base absorption layer, the more the light is
completely absorbed thus creating more photogenerated carriers, and higher
responsivity. On the other hand, the absorption of light is not uniform, but varies
along the length of the exponential decay path, i.e., absorption of light mainly
occurs at the beginning of the absorption path. The thicker absorption layer,
resulting in the main absorption region is further from the junction. Therefore, the
probability of the photogenerated carriers participating in the diffusion process is
greater, resulting in a lower generated responsivity. It is acknowledged that the
responsivity of the device, as a function of the light absorption layer thickness,
changes according to the two competing mechanisms. When the absorption layer is
thinner, the former mechanism dominates, therefore an increase in responsivity is
due to an increase in the absorption layer thickness. When the thickness absorption
of layer is large, the latter mechanism is dominant and therefore the responsivity
decreases with an increase in absorption layer thickness. So there is an optimal
absorption layer thickness in the middle.

The following is an example of a long wavelength detector in which the optimal
thickness of the absorption layer is obtained by simulation. Detailed material and
structural parameters are listed in Table 2.11. P region is the base region, so the
thickness of the p region is the absorption layer. According to the material
parameters, the minority diffusion length can be solved:
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Ld ¼
ffiffiffiffiffiffiffiffiffiffiffi

Dn � s
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kT
q
ln � s

s

¼ 21 lm ð2:47Þ

The longer the diffusion length, the easier minority carriers diffuse to a junction.
So diffusion length is a very important parameter that directly influences the
responsivity.

Figure 2.40 shows the responsivity as function of the wavelength of incident
light. The peak responsivity occurs when the wavelength of incident light is
12.4 lm and the thickness of absorption layer changes from 5 to 21 lm.
Figure 2.40a shows, at the short wavelength range, the responsivity monotonously
decreases with the increase in the thickness of the absorption layer. The absorption
coefficient at the short wavelength range is larger than that of the long wavelength
range, thus the light is completely absorbed over a small fraction of the absorption

Table 2.11 Material and
structural parameters of long
wavelength HgCdTe
photodetector

Parameters Value Units

Cd composition (x) 0.211 –

Temperature 77 K

Electron SRH lifetime 5 ns

Hole SRH lifetime 5 ns

Doping density of N region 1 � 1017 cm−3

Doping density of P region 8 � 1015 cm−3

Thickness of N region 1 mm

Thickness of P region d mm

Width of N region 30 mm

Distance of unit center 40 mm

Reprinted from Ref. [22], with kind permission from Springer
Science+Business Media
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Fig. 2.40 a Photo response as function of the wavelength of incident light with the thickness of
absorption layer changing from 5 to 21 lm, b when the wavelength of incident light is 12.4 lm,
photo response as function of the thickness of absorption layer. Reprinted from Ref. [22], with
kind permission from Springer Science+Business Media
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layer. Here, diffusion is the dominant mechanism of the responsivity causing the
monotonous decrease. It is also shown in Fig. 2.40a that the responsivity mono-
tonously increases with the increase of the thickness of the absorption layer, and
finally saturates, when the incident light wavelength is longer than the cut-off
wavelength. This is because the absorption coefficient in the long wavelength range
is very small, so the absorption length is equal to the thickness of the absorption
layer. Here, absorption is the dominant mechanism of the responsivity causing the
monotonous increase. When the thickness of absorption layer is close to the dif-
fusion length of the minority carrier, the absorption at one diffusion length distance
from the p-n junction can not affect the responsivity, consequently causing the
gradual saturation. It can be seen in Fig. 2.40b that, near the peak responsivity
wavelength, the responsivity increases with the increase of the thickness of
absorption layer first, and then decreases. The maximum responsivity, which is the
consequence of competing effects of the absorption and diffusion, is reached when
thickness of absorption layer is 11 lm.

Figure 2.41 compares the photoresponse for different minority carrier lifetimes
when the incident light wavelength is 12.4 lm as a function of minority carrier
lifetime for 5, 10, 20, and 50 ns. The correspondingminority diffusion length for each
minority carrier lifetime is 21, 29.7, 42, and 66.4 lm, respectively. The absorption
length, which is determined by the absorption coefficient, is 5.46 lm. As shown in
Fig. 2.41, responsivity increases with an increase of the minority carrier lifetimes.
Therefore, the optimal dabs increase with increasing of the diffusion lengths.

Figure 2.42 compares the responsivity for the different wavelengths of incident
light when the minority carrier lifetime is 5 ns. The corresponding absorption
lengths are 0.77, 1.97, 3.33, and 5.46 lm, respectively, and the minority diffusion
length is 21 lm. It is found that the responsivity increases with the increase in the
wavelength of the incident light. And the optimal thickness of the absorption layer
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increases as well. The reason for the absorption layer increase is that the absorption
coefficient decreases with increasing wavelength of incident light with constant Cd
mole fraction of HgCdTe material. Specifically, the absorption length increases
with increasing wavelength of the incident light. Therefore, the optimal thickness of
the absorption layer increases with increasing absorption length. When the wave-
length of incident light remains constant, the intrinsic absorption coefficient of
HgCdTe material decreases with increasing of the mole fraction. Consequently, the
optimal thickness of the absorption layer of mid and short wavelength devices is
smaller than that for long wavelength devices.

By discussion, the optimal absorption layer thickness when the minority carrier
lifetime is 5, 10, 20 and 50 ns, and incident light wavelength is 2, 5, 9, and
12.4 lm, a fitted empirical formula for predicting the optimal absorption layer
thickness as function of diffusion length and absorption length can be obtained:

d ¼ 1:72� ffiffiffiffiffi

La
p � ln Ld � 1:31 ð2:48Þ

In Eq. (2.48), d is the optimal absorption layer, La is absorption length, Ld is
diffusion length, and the unit are all µm, as shown in Fig. 2.43.

Due to the lattice discontinuity and complex fabrication process, many traps will
be formed in the substrate and the passivation layer of HgCdTe device causing a
significant impact to device performance. Traps can be usually divided into two
categories: donor trap and acceptor trap. A full state of the trap is defined as the
state that is occupied by electrons, and an empty state of the trap is the state that is
occupied by holes. For a donor trap, it is neutral in full state, which can capture
holes or release electrons. Additionally, a donor trap is positively charged in the
empty state, and can capture electrons or release holes. Therefore, the interface of
donor traps is usually positively charged. An acceptor trap is negatively charged in
the full state and can capture holes or release electrons. Additionally, it is neutral in
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the empty state and can capture electrons or release holes. Therefore, the interface
of acceptor traps is usually negatively charged. In addition, the fixed charge and
moveable charge usually exist in the passivation layer. Here, they are all equivalent
as interface charges in calculations.

The structural and material parameters are the same with that of the device listed in
Table 2.11, and the thickness of the p region is 11 lm. The spectral response of the
device without interface charge and with interface charge is shown in Fig. 2.44. The
interface charge in Fig. 2.44a is 1� 1012 cm−2, and in Fig. 2.44b is−1� 1012 cm−2.
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Fig. 2.43 Fitting curve of the optimal thickness of absorption layer as a function of absorption
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As shown in Fig. 2.44, regardless if the charge is positive or negative, the
interface charge in the passivation layer has little effect on the device responsivity.
However, the positive charge at the substrate interface has a great effect on the
responsivity of device. The reason is that the energy band is changed by the charge
at the substrate interface. As illustrated in Fig. 2.45, the energy band is bent down
due to the positive interface charge, which results in the formation of an induced pn
junction at the interface. When the device is back illuminated, photogenerated
carriers are formed at the interface and some will be separated by the induced
junction, which ultimately reduces the responsivity of the device. When the
interface charge is negative, the energy band is bent upward, which results in the
formation of an accumulation layer at the substrate interface. This accumulation
layer has little effect on the responsivity of the device.

The analysis of the passivation layer is similar to the above situations. When the
interface charge is positive, the direction of the built-in electric field generated by
the induced junction is the same as that of the device. However, it is far away from
the light absorption region, so it has little effect on the device responsivity. If a
strong inversion occurs in the passivation layer, an n-type channel will be formed,
which results in an increase of dark current and a decrease in device performance.
When the interface charge is negative, a p-type accumulation layer at the interface
will be formed, which can also lead to the increase of tunnel leakage currents at the
surface.

The responsivity as a function of the positive substrate interface charge is shown
in Fig. 2.46, where the wavelength of incident light is 12.4 lm. It shows that when
the positive interface charge is more than 2 � 1010 cm−2, the device responsivity
will begin to decrease; when the positive interface charge is more than 5 � 1011

cm−2, photo response will reach the minimum value. This phenomenon can be
explained by the theory of MOS devices. The energy band is bent downward due to
the positive interface charge, which results in the depletion of the p-type region at
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interface. When the density of the interface charge is 2 � 1010 cm−2, an inverted
n region will be formed at the interface, which results in the formation of an
induced junction. The depletion width of the induced pn junction increases with the
charge density. Photo-generated carriers generated in this area will be separated by
the induced junction, which drastically reduces the device responsivity. When the
density of the interface charge is 5 � 1011 cm−2, a strong inversion layer will be
formed at the substrate interface. The depletion width of the induced pn junction
will stop increasing. Therefore, the responsivity of the device remains stable with
the density of the interface charge.

Based on the theory of MOS devices [15], the interface charge density of a
device with nominal inversion and strong inversion is expressed as follow:

Ns ¼ Na �W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ese0NaVs

q

s

ð2:49Þ

where W is the width of depletion region, Vs is the interface potential, es is the
relative permittivity of HgCdTe. When the composition of HgCdTe is 0.211, the
relative permittivity of HgCdTe is 17.5. The surface potential of a device with the
nominal inversion and strong inversion are expressed as follows:

Vs�inversion ¼ kT
q

� ln Na

ni

� �

ð2:50Þ

Vs�strong inversion ¼ 2 � kT
q

� ln Na

ni

� �

ð2:51Þ

109 1010 1011 1012 1013 1014 1015

2.0

2.5

3.0

3.5

4.0
 Concentration in 
  p region (cm-3)

 8x1015

 5x1015

 1.2x1016

 2x1016

R
 /A

/W

Interface charge densigy /cm-2

Fig. 2.46 Responsivity of
device with the substrate
interface charge, where the
doping density in p region is 8
� 1015 cm, the wavelength of
incident light is 12.4 lm

2.2 Simulation and Design of HgCdTe Infrared Detectors 63



The concentration of p region is 8 � 1015 cm−3. Integrating Eqs. (2.50) and
(2.51) with Eq. (2.49), shows the calculated charge density of device with the
inversion and strong inversion to be 8.05 � 1010 cm−2 and 1.14 � 1011 cm−2

respectively. The magnitude of the calculated results is the same as that in simu-
lation. The difference between them is due to the depletion layer approximation in
MOS theory.

Equation (2.49) shows that the critical density of the interface charge is related
to the concentration the p region. The greater the concentration, the greater the
critical density of interface charge. Therefore, the influence of the interface charge
on the responsivity of device can be reduced by increasing the concentration of the
p region. Figure 2.46 also shows the responsivity of the device varies with the
interface charge, when the concentration of p region is 5 � 1015 cm−3, 1.2 �
1016 cm−3 and 2 � 1016 cm−3. The simulated results are very consistent with that of
formula (2.49). In Fig. 2.46, the responsivity of a device with a concentration of
p region 5 � 1015 cm−3 is less than that of a device when the concentration of
p region is 8 � 1015 cm−3. This is mainly because series resistance decreases with
an increase of the p region concentration. When interface charge density is rela-
tively small, the responsivity of a device with the p region concentration of 5 �
1016 cm−3 is smaller than that of device with the of p region concentration of 8 �
1015 cm−3. This is mainly because an increase of p region concentration will reduce
the minority lifetime. When the strong inversion of device occurs, the responsivity
of a device with high of p region concentration will be slightly decreased. Instead,
there is a relatively high responsivity in a device with a high density of interface
charge. It is noted that an increase of the p region concentration can reduce the
influence of the substrate interface charge on the responsivity of device, however,
as concentration increases, the built-in electric field will also increase which results
in an increase in tunneling current. At the same time, the decrease of carrier lifetime
will lead to an increase of diffusion current, which also degrades the device
performance.

2.2.4 Design of Two-Color HgCdTe Detector

With the development of infrared imaging technology, single wave band
(monochromatic) imaging systems are increasingly being perfected. There is now
an urgent demand for multiband (or multicolor, including two-color) imaging
systems. Multicolor systems are designed to provide multiband data to reduce the
complex background of a target. In terms of target recognition, signal identification
and antijamming performance, a multicolor system is superior to monochromatic
detectors. Research into multicolor systems has important application to many
applications, such as earth observation, environment sensing, target discrimination
and identification [60]. At present, many agencies in the world have carried out
research work into multicolor infrared detectors [61–67]. HgCdTe two-color
detectors have two working patterns: “sequential” pattern and “uniform” pattern
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[68]. For a “sequential” pattern [69, 70], each unit has only one output electrode,
the diode detecting band is determined by selecting an offset voltage, each band
works in time-sharing and the device structure is relatively simple. Although two
bands cannot be synchronously detected in space and time by varying the bias
voltage to select the working band, it is useful for removing false signals and
improving detection efficiency. For the “uniform” pattern [71, 72], each unit has
two output electrodes, the two bands operate at the same time, but the device
structure is more complicated than that of the device with “sequential” pattern.
However, the two working bands are fully synchronous in space and time, which
greatly expands functionality over monochromatic devices. Compared to mono-
chrome devices, two-color devices are more difficult in the aspect of structure,
process, and performance control [73–77]. Simulation calculations have become an
effective means to predict the performance of two-color devices and reduce the
device cost. Simulation can provide an important reference value for research into
device manufacturing techniques.

2.2.4.1 Typical Two-Color HgCdTe Detectors

At present, there are mainly four types of typical two-color HgCdTe detector
structures [61–77]: ① The n-p+-n structure originally reported by the Hughes
Research Laboratory (HRL); ② The p-n-n-n-p structure reported by the Lockheed
Martin company (now called BAE Systems); ③ The n-p-p-p-n structure reported
by the French LETI/LIR; ④ The p+-on-n structure reported by the French
LETI/LIR. This section will compare the photoelectric properties of four
MW1/MW2 two-color detectors, and investigate the optimal structures that meet
the demand of applications and the existing technology platform.

① HRL Structure. As shown in Fig. 2.47, this structure overcomes the short-
comings of the two-color detector with “sequential” pattern does not permit
two photodiodes to operate at the same optimum bias thus causing an increase
in spectral cross talk. However, each unit consists of two electrodes, and
readout circuit to separate and read out two band signals at the same time. The
theoretical spectral curve of this structure is shown in Fig. 2.48, and its
structural parameters are listed in Table 2.12.

nMW2 absorption layer

P barrier layer

nMW1 absorption layer

Fig. 2.47 The n-p+-n
schematic structure of
two-color detector reported by
HRL
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② BAE Structure. As shown in Fig. 2.49, an n-n-n barrier is introduced to this
kind of structure between two photoelectric diodes, which can stop the dif-
fusion of minority carrier hole between two wave bands, thus reducing the
spectral cross talk. The theoretical spectral curve of this structure is shown in
Fig. 2.50, and its structural parameters are listed in Table 2.13.

3.0 3.5 4.0 4.5 5.0 5.5 6.0

0.0

0.5

1.0

1.5

2.0

R
 /A

/W

λ /μm

Fig. 2.48 The theoretical spectral curve of n-P+-N two-color detector reported by HRL

Table 2.12 The structural parameters of n-p+-n two-color detector reported by HRL

Component Doping (cm−3) Thickness
(µm)

Bandgap
wavelength (µm)

SRH
lifetime

nMW1
absorption layer

0.342 n-type 1 � 1015 6 4.0 1 ls

p-barrier 0.4 p-type 1 � 1017 2 3

nMW2
absorption layer

0.304 n-type 1 � 1015 7 5.0

MW1-n

Substrate

MW2-p

Electrodes

MW2-n

Barrier layer

MW1-p

Fig. 2.49 The p-n-n-n-p
schematic structure of
two-color detector reported by
BAE
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③ LTEI Structure. As shown in Fig. 2.51, the structure of MW2 photoelectric
diode is designed as an injected planar junction, and the MW1 diode is in situ
a mesa junction. There is a high duty cycle in the LTEI structure. The theo-
retical spectral curve of LTEI structure is shown in Fig. 2.52, and its structural
parameters are listed in Table 2.14.
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Fig. 2.50 The theoretical spectral curve of p-n-N-N-P two-color detector reported by BAE

Table 2.13 The structural parameters of p-n-n-n-p two-color detector reported by BAE

Component Doping (cm−3) Thickness
(µm)

Bandgap wavelength
(µm)

SRH
lifetime

MW1-p 0.42 p-type 2 � 1017 1.2 2.86 1 ls

MW1-n 0.342 n-type 1 � 1015 6 4.0

Barrier 0.4 n-type 5 � 1015 0.2 3

MW2-n 0.304 n-type 1 � 1015 6.0 5.0

MW2-p 0.4 p-type 2 � 1017 1.0 3.0

MW2-n

Electrodes

MW2-p

Barrier layer

MW1-p

MW1-n

Substrate

Fig. 2.51 The n-p-p-p-n schematic structure of two-color detector reported by LETI
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④ Rockwell Structure. As shown in Fig. 2.53, this structure is actually made up
of two vertical integration p+-on-n planar diodes, which is formed by twice ion
implantation in n-n-n heterogeneous material. Due to the directions of two
wavelengths photoelectric diodes are the same, two light signals does not need
to be separated. Therefore, its readout circuit structure is relatively simple. The
theoretical spectral curve of Rockwell structure is shown in Fig. 2.54, and its
structural parameters are listed in Table 2.15.
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Fig. 2.52 The theoretical
spectral curve of n-p-p-p-n
two-color detector reported by
LETI

Table 2.14 The structural parameters of n-p-p-p-n two-color detector reported by LETI

Component Doping (cm−3) Thickness
(µm)

Bandgap
wavelength (µm)

SRH
lifetime

MW1-n 0.42 n-type 2 � 1017 1.2 2.86 10 ls

MW1-p 0.342 p-type 1 � 1015 6 4.0

Barrier 0.4 p-type 5 � 1015 0.2 3

MW2-p 0.304 p-type 1 � 1015 7 5.0

MW2-n 0.304 n-type 2 � 1017 1.2 5.0

n-barrier

n-window

n-MW1 absorption

n-MW2 absorption  

n-cap
P region P region

P region

Fig. 2.53 The schematic structure of two-color detector based on p+-on-n reported by Rockwell
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In conclusion, the quantum efficiency and spectral cross talk of these various
structures are listed in Table 2.16. C12 is defined for the cross talk of MW1 to MW2
(incident light wavelength is 4.8 lm). C21 is defined for the cross talk of MW2 to
MW1 (incident light wavelength is 3.8 lm). It is obvious that the cross talk of
MW2 to MW1 can be ignored, but MW1 to MW2 is too large. The main reason is
that the absorption layer of MW1 is not thick enough, so that too much light is
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Fig. 2.54 The theoretical
spectral curve of two-color
detector based on p+-on-n
reported by Rockwell

Table 2.15 The structural parameters of two-color detector based on p+-on-n reported by
Rockwell

Component Doping
(cm−3)

Thickness
(µm)

Bandgap
wavelength (µm)

SRH
lifetime

n-window 0.42 n-type 1 � 1015 1.2 2.86 1 ls

nMW1 absorption 0.342 n-type 1 � 1015 6 4.0

barrier 0.4 n-type 1 � 1015 1 3

nMW2 absorption 0.304 n-type 1 � 1015 6.2 5.0

n-cap 0.4 n-type 1 � 1015 0.8 3.0

p-implant – p-type 1 � 1017 1.0 –

Table 2.16 The quantum
efficiency and spectral cross
talk of four structures

Quantum
efficiency η

Spectral cross talk

MW1 MW2 C12

(%)
C21

(%)

HRL structure 64.2 52.7 0.02 7.76

BAE structure 66.3 56.4 0.02 8.12

LETI structure 64.2 55.7 0.02 8.14

Rockwell
structure

48.1 38.9 0.02 7.5
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allowed to enter MW2 through MW1. A possible solution is increasing the
absorption layer thickness of MW1 to reduce the optical cross talk. However, this
may reduce the quantum efficiency of MW1 and R0A at the same time. Therefore, it
is very necessary to design the best absorption layer thickness of MW1by theo-
retical calculation.

The performance of BAE structure is proved to be the best, according to the
calculation results of the quantum efficiency, but this kind of structure is strongly
dependent on the growth of the material. Therefore, the LETI structure may be most
feasible, considering the requirements of device fabrication. If there are no specific
notations, the two-color HgCdTe infrared detectors discussed in this section refer to
the LETI structure.

2.2.4.2 Numerical Simulation of Spectral Photoresponse

Integrated as a single pixel in a focal plane array, a two-color detector has the ability
to detect two spectral bands separately and independently, with high temporal and
spatial coherence. When used to acquire infrared images, this type of detector
provides an additional dimension of contrast that is available for signal processing
and serves as a visual aid in scene interpretation, allowing determination of both
absolute temperature and unique signatures of the objects from the background [78].
Several research groups have already presented interesting results on two-color focal
plane arrays over the entire 2–12 lm wavelength region [67, 78–80].

HgCdTe two-color n–p–p–p–n photodetector arrays have recently been reported
in Ref. [72, 81]. At 78 K, the measured SWIR and MWIR photodiode cut-off
wavelengths are consistent with the expected configuration of the device. The
calculated full width half maximum (FWHM) of the short wavelength
(SW) spectrum is quite small, with the shape of the SW photoresponse being
narrow and sharp. This phenomenon is also known as the ‘short wavelength narrow
effect’.

Figure 2.55 is the schematic of the n+-p-p-p-n two-color infrared detector. Under
back-illumination, the bottom pn junction (x = 0.4) absorbs SW radiation for
wavelengths up to its cut-off value. This pn junction also acts as a transparent
window for mid-wavelength light to pass through and be absorbed by the top n+-p
junction with the MW cutoff. The specific details of the detector, such as the doping
densities, composition, thickness of each epilayer, etc., are listed in Table 2.17.

The spectral responsivity of the two-color infrared detector was measured with
the samples held at 78 K using an NEXUS 670 FTIR spectral measurement system
with a specific external optical path setup. Figure 2.56 shows the spectral pho-
toresponse for the integrated HgCdTe two-color infrared detector illustrated in
Fig. 2.55 where the corresponding two spectral bands with cut-off wavelengths of
3.04 and 5.74 lm are evident. Firstly, it can be observed that the cut-off wavelength
of the SW photovoltaic diode is close to the cut-on wavelength of the MW pho-
tovoltaic diode. This effectively enables the SW photovoltaic diode to not only
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absorb and respond to the SW radiation, but also acts as a window for any MW
radiation.

To further study the physical mechanism of the spectral response,
two-dimensional numerical simulations using Sentaurus Device was carried out.
For plain drift–diffusion simulation, the well-known Poisson equation and conti-
nuity equations are used. The carrier generation–recombination process consists of
Shockley–Read–Hall, Auger and optical generation–recombination terms.
Additionally, tunneling effects such as band-to-band and TATs are included in the
continuity equations by incorporating them as additional generation–recombination
processes. Comparison of the simulation results with different interface generation–
recombination velocities and carrier lifetimes in the highly doped n region are
presented in Fig. 2.57. The value of minority carrier lifetime in the bottom n-SW

Fig. 2.55 Schematic of n+-p-p-p-n HgCdTe two-color infrared detector

Table 2.17 Material and structural parameters of the two-color Hg1−xCdxTe photodetector

Parameters (SW) Value (Units) Parameters (MW) Value (Units)

Cd molar fraction (x) of
N region

0.4 Cd molar fraction (x) of
N region

0.285

Cd molar fraction (x) of
P region

0.4 Cd molar fraction (x) of
P region

0.285

Temperature 77 (K) Temperature 77 (K)

SRH lifetime for electron and
hole

s (ns) SRH lifetime for electron and
hole

s (ns)

Doping density of N region 1 � 1017

(cm−3)
Doping density of N region 1 � 1017

(cm−3)

Doping density of P region 9 � 1015

(cm−3)
Doping density of P region 9 � 1015

(cm−3)

Thickness of N region 4 (lm) Thickness of N region 1.2 (lm)

Thickness of P region 4 (lm) Thickness of P region 3 (lm)
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layer is assumed as 0.1 ns in the simulation. The simulated photoresponse with high
interface generation–recombination velocity and short carrier lifetime is in good
agreement with the experimental data, reaffirming the validity of the above analysis
as well as providing an additional avenue for further device performance
improvement through simulations.

Fig. 2.56 Experimentally measured spectral photoresponse of preliminary integrated HgCdTe
two-color infrared detector

Fig. 2.57 Spectral photoresponse of a newly proposed integrated HgCdTe two-color infrared
detector employing a heterostructure SW pn junction in place of the homostructure SW pn
junction. The unfilled circles represent the experimental data and the solid lines with symbols
represent the simulation results. s is the maximum carrier lifetime, and s0 is the surface
recombination velocity in the bottom n layer
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Due to the high generation–recombination velocity at the buffer interface and
short carrier lifetime of the highly doped n region, photogenerated carriers undergo
significant recombination at the interface region which induces the short wave-
length narrow effect of the integrated HgCdTe two-color infrared detector.
A reasonable solution is to change the bottom pn junction from the homostructure
to a heterostructure. This should enable SW radiation to transmit through the highly
doped bottom n region and be absorbed in the low-doped P region which is further
away from the buffer interface, hence reducing undesirable interface effects on the
photo-generated carriers. Figure 2.58 illustrates a schematic of the proposed

Fig. 2.58 Schematic of proposed heterostructure n+-p-p-p-n HgCdTe two-color infrared detector
incorporating a SW pn heterostructure in place of the SW pn homostructure

Fig. 2.59 Spectral photoresponse of a newly proposed integrated HgCdTe two-color infrared
detector employing a heterostructure SW pn junction in place of the homostructure SW pn
junction. The unfilled circles represent the experimental data while the solid and dashed lines
represent the simulation results. The maximum carrier lifetime in the simulation for the solid line is
0.1 ns for the bottom n layer and 10 ns for the other layers. The maximum carrier lifetime in the
simulation for the dashed line is 10 ns for the bottom n layer and the other layers
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structure where the heterostructure of the bottom pn junction consists of a bigger
energy gap n region with high doping density and a smaller energy gap P region
with low doping density. Figure 2.59 shows the spectral photoresponse of the
newly proposed integrated HgCdTe two-color infrared detector with a
heterostructure SW pn junction with device parameters given in Fig. 2.58. The
proposed integrated HgCdTe two-color infrared detector with a heterostructure SW
pn junction has a much larger FWHM than that of the initial integrated HgCdTe
two-color infrared detector, resulting in an increase in device performance.

High temporal and spatial coherent simultaneous long wavelength/mid-
wavelength (LW/MW) two-color focal plane array (FPA) infrared detection is
the cutting-edge technique for third-generation infrared remote sensing [82–84].
HgCdTe LW/MW two-color infrared detectors were designed and fabricated [82].
The top long wavelength and bottom mid-wavelength infrared planar photodiodes
are processed by selective B+-implantation after etching the long wavelength epi-
layer into a curvature and exposing the mid-wavelength layers for the implantation
of the n region of the MW photodiode by a micro-mesa array technique. Non-planar
boron ion implantation and metallization are developed by using photoresist spray
coating technology for the two-color HgCdTe IR detector. Figure 2.60a shows the
schematic of two-color LW/MWHgCdTe photovoltaic detector with an n1

+-p1-p-p2-n2
+

architecture. Under back-illumination, the bottom p2-n2
+ junction absorbs MW

Fig. 2.60 a Schematic of grooved HgCdTe two-color infrared detector. b Equilibrium energy
band diagram cut at A-A′. c Equilibrium energy band diagram cut at B-B′
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radiation for wavelengths up to its cut-off value. This p-type layer junction for MW
light also acts as a transparent window for LW light to pass through and be absorbed
by the horizontal n1

+-p1-P-p2 junction with LW cutoff, as shown in Figs. 2.60b, c.
Figure 2.61 shows the spectral photoresponse for the HgCdTe two-color infrared

detector with the proposed structure from the numerical simulations. The cut-off
wavelengths of the LW and MW diode are 4.8 and 9.7 lm, respectively. It can be
observed that the cut-off wavelength of the MW diode is close to the cut-on
wavelength of the LW diode. This effectively enables the MW diode to not only
absorb and respond to the MW radiation, but also acts as a window for any LW
radiation. The simulated spectral photoresponse is also compared to that of
experimental results showing that the simulation and experiment are
self-consistently in good agreement. The calculated peak detectivity is 3.2 � 1011

and 4.3 � 1010 cmHz1/2 for the MW and LW photodiodes, respectively. The
proposed LW/MW HgCdTe two-color structure is very promising for
third-generation intelligent infrared imaging.

2.2.4.3 The Relationship of Spectral Response with Minority Carrier
Lifetimes

Integrated HgCdTe two-color infrared device, with multilayer heterojunction
structure, is developed based on monochromatic infrared device. Composition,
doping concentration distribution and thickness of each layer are needed to be
designed precisely. This type of device technology is more complicated than for a
monochromatic device, greatly increasing the difficulty of device performance
control. Ballet [80], Ferret [85], Baylet [86], etc. studied the fabrication process and
performance characterization of two-color devices. Jozwikowski and Rogalski [87]
calculated the photoelectric gain and the noise of two-color devices. The spectral
responses of a two-color device as a function of temperature are simulated by
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Bellotti et al. [88]. However, in addition to the device response and noise charac-
teristics of the specific structure, the other key material factors and structure
parameters on the devices also require in-depth research. This research can provide
a theoretical guide for optimizing device performance and fabrication control
parameters such as the relationship between the performance of a HgCdTe
two-color device and the lifetime of minority carriers, the components of the barrier
layer for inhibiting electrical cross talk, etc. The basic structure of HgCdTe
two-color device is shown in Fig. 2.60.

The spectral response and quantum efficiency characteristics of a two-color
device with different SRH lifetimes are shown in Fig. 2.62a, b. Under the same
SRH recombination lifetime, the quantum efficiency of the MW2 band is signifi-
cantly below that of the MW1 band The main reason for this is that the duty ratio of
MW2 (75 %) is lower than that of MW1 (nearly 100 %). Figure 2.62c illustrates
the relationship of quantum efficiency to SRH recombination lifetime under the
typical wavelengths of MW1, MW2 band. It is shown that the quantum efficiency is
strongly dependent on the SRH recombination lifetime. When the SRH lifetime is
less than 10 ns, the quantum efficiency drops quickly with the SRH lifetime, the
quantum efficiency of MW1 band is reduced by more than 30 % when the SRH
lifetime drops from 10 to 1 ns, while the quantum efficiency of MW2 band is
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reduced by almost 50 %; when the SRH lifetime varies between 100 and 10 ns, the
quantum efficiency of MW1 and MW2 bands are both little changed.

According to the SRH recombination lifetime, the total life se and diffusion
length Le of the electron can be calculated as:

1
se

¼ 1
se R

þ 1
se Auger

þ 1
se SRH

ð2:52Þ

Le ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kT
q
lese

s

ð2:53Þ

where se_R, se_Auger are the Radiation recombination lifetime and Auger recombi-
nation lifetime, le is the electron mobility, and K, T, q are the Boltzmann’s con-
stant, temperature, and basic charge respectively. The Radiative and Auger
recombination lifetime of HgCdTe material are the function of temperature and
components, and have nothing to do with the technology process. However, the
recombination lifetime of SRH is closely related to the technology process.

2.2.4.4 The Relationship of Cross Talk with the Barrier Layer

As can be seen from the response in Fig. 2.62, the cross talk of MW1-to-MW2 is
greater than that of MW2-to-MW1 under the different carrier lifetimes. There are
two formation mechanisms of the cross talk: optical cross talk and electrical cross
talk. Optical cross talk is caused by the absorption of MW1 radiation in the MW2
area. The optical cross talk has been discussed in detail in Chap. 1, therefore the
focus here is to study the electrical cross talk problem.

The spectral responses of the two-color device (see Fig. 2.63) with different
barrier layer components (Dxb) are shown in Fig. 2.64. Dxb is defined as the

p-MW1 x=0.342 Na=9×1015cm-3 t=6.0µm 

MW2 
Contact 2

MW1 & MW2
contact 1

n-MW1  x=0.42  Nd =1017cm-3

Barrier  x=0.400 Na=9×1015cm-3 t=0.2µm 

p-MW2  x=0.304 Na=9×1015cm-3 t=7.0µm 

n-MW2 x=0.304  Nd =1017cm-3

Common
contact 3

MW2 radiation MW1 radiation

t

Lo

0 2 4 6 8 10 12 14 16 18
0.25

0.30

0.35

0.40

0.45
0.20
0.25
0.30
0.35
0.40
0.45

x

t/μm

x

E g
/e

V E
g

2.5
3.0
3.5
4.0
4.5
5.0
5.5 n-MW2p-MW2p-MW1

λ c /μ
m

λ
c

n-MW1 Barrier(a) (b)

Fig. 2.63 The structure of two-color detector. a The structure of n-p-p-p-n Hg1−xCdxTe two-color
detector, b Device component x, forbidden band width Eg and the cutoff wavelength kc varies with
the direction of thickness

2.2 Simulation and Design of HgCdTe Infrared Detectors 77

http://dx.doi.org/10.1007/978-3-662-52718-4_1


difference between the highest composition xb of barrier layer and that of p-MW1
area. It is evident from Fig. 2.64 that the component of the barrier layer has an
important effect on the quantum efficiency of MW1 band (3.0–4.0 lm): the
quantum efficiency of MW1 increases with the component of barrier layer, while
the quantum efficiency of MW2 decreases with the component of barrier layer. The
quantum efficiency changes when Dxb varies from 0 to 0.02 although it remains
unchanged when Dxb exceeds 0.03; when Dxb varies from 0 to 0.032, the quantum
efficiency of MW1 is increased from 49 to 72 % at the radiation wavelength of
4.0 lm, while for MW2 it is decreased from 28 to 10 %. The output ratio of MW2
to MW1 is known as the cross talk of MW1 to MW2. For incident light in MW2
band (4.4–5.0 lm), the spectral response has nothing to do with the component of
barrier layer. Therefore, the design of the barrier layer is only related to the incident
light in the MW1 band.

As mentioned previously, incident light in MW1 band is absorbed in the p-MW1
area and the photogenerated electrons may diffuse into either the MW1 junction or
MW2 junction. If the photogenerated electrons diffuse into the MW2 junction, this
results in the electrical cross talk of the MW1 to MW2 signal. However, if there are
any barrier layers, the diffusion of electrons from p-MW1 to p-MW2 area will be
restrained, and cross talk is reduced. That is why the barrier layer is introduced in
the middle of a two-color device (see Fig. 2.62). The different components of the
conduction band barrier layer are shown in Fig. 2.65 under the equilibrium state.
The barrier height is calculated:

DVb � DEg ¼ Eg b � Eg pMW1 ð2:54Þ

where DVb is defined as the difference of the conduction band between barrier layer
and p-MW1 diffusion zone, and DEg is the difference of the band gap between
barrier layer (Eg_b) and p-MW1 diffusion zone (Eg_p-MW1). Therefore, DVb and DEg
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are obviously dependent on the different components between the barrier layer and
p-MW1 area (Dxb). For HgCdTe material, DVb and DEg are approximately linear to
Dxb. In the device simulation, the transition of components is introduced at the
interface between the barrier layer and p-MW1, p-MW2 area, which is consistent
with the actual device. The thickness in the barrier layer is 0.2 lm in the simulation.

In order to accurately study the relationship of cross talk with the barrier layer’s
components (xb), the cross talk with different barrier layer’s components is calcu-
lated in detailed under laser illumination with the representative wavelength of 3.5,
4.0 lm in MW1 band. As shown in Fig. 2.66, the barrier height DVb with each
component in the barrier layer is obtained. Figure 2.65 shows the formation of the
barrier in the conduction band with different components of barrier layer under
equilibrium state.

To ensure the cross talk caused by carrier diffusion is maximally suppressed,
theoretical results show that the component of barrier layer xb should be at least
0.03 higher than that of p-MW1 area for the two-color device (see Fig. 2.63). For
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the design of the barrier layer’s components in the actual device, the only applied
standard is that the electrical cross talk should be far less than the optical cross talk.

2.2.4.5 The Optimum Thickness of the Absorption Layers

Compared with monochromatic devices, multicolor detectors are unique from the
performance indicators to the device structure. Absorption layers of p-MW1 and
p-MW2 are the locations where the incident light is absorbed and translated into
electrical signals. The parameters of the absorption layers directly affect the per-
formance of the device, including the material and device parameters such as
components, minority carrier lifetime, the thickness of absorption zone, etc.

According to the previous discussion, as long as the components of barrier layer
are appropriately designed, the electrical cross talk can be greatly reduced, even
negligible. In this case, the optical cross talk becomes the component of the total
cross talk. The thickness of the absorption zone has an important influence on the
optical cross talk and the quantum efficiency of two-color device. This section
mainly studies the optimization of the absorption area from two aspects: the
quantum efficiency and cross talk (optical).

The optimization of the absorption area is analyzed under an ideal condition: the
lifetime of SRH recombination is assumed to be very long, so that the main process
of recombination is determined by the Radiative recombination, and Auger
recombination. In this simulation, the barrier layer is high enough (Dxb = 0.058) so
that the electrical cross talk is completely suppressed. The spectral efficiency of the
two-color device with different thickness of p-MW1 absorption area is shown in
Fig. 2.67. For the back-illuminated n-p-p-pn two-color structure, shortwave radia-
tion passes from p-MW1 to p-MW2 area. It is first absorbed in the p-MW1 area,
and then the remainder is absorbed in p-MW2 area.

It is observed that with an increase in the thickness of p-MW1, more light is
absorbed and a larger the signal from the MW1 is obtained. However, less infrared
radiation reaches p-MW2, and a smaller signal of MW2 is obtained. The quantum
efficiency of MW1 gradually moves closer to 100 % with the increase of the
thickness of p-MW1 under the laser wavelength of 3–4 lm in the MW1 band, as
shown in Fig. 2.67c. When the thickness of p-MW1 is about 8 lm, the rate of
increase in quantum efficiency of MW1 slows until it becomes static. Therefore, in
order to ensure that the internal quantum efficiency of MW1 is above 90 %, the
thickness of p-MW1 should be 8–10 lm.

The spectral efficiency of the two-color device with different thickness of
p-MW2 absorption area is shown in Fig. 2.68. According to the previous theoretical
analysis, the thickness of MW1 is chosen as 10 lm in the calculation. Compared
with the case of p-MW1 zone, the thickness of p-MW2 zone only affects the
quantum efficiency of MW2, and makes little impact on the quantum efficiency of
MW1. It is found that the greater the thickness of p-MW2, the larger the quantum
efficiency of MW2. When the thickness of p-MW2 zone varies from 4 to 7 lm, the
quantum efficiency of MW2 will increase quickly; when the thickness of p-MW2 is
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about 8 lm, the increasing trend of quantum efficiency will slow down. However,
in addition to part of the transverse junction, the MW2 zone also owns part of
longitudinal junction (see Fig. 2.63). Actually, the illumination area is greater than
the pn junction area. Therefore, the right side of diode in the MW2 zone also has a
contribution to quantum efficiency, and the quantum efficiency of MW2 may finally
be more than 75 %.

On the other hand, for the MW2 diode, medium wave radiation is mainly
absorbed in the p-MW2 area near the substrate region. The greater the thickness of
the p-MW2 area, the more the absorption center is further away from the junction
area, and the minority carrier (electrons) are easier to be lost due to the recombi-
nation, which results in the decrease of quantum efficiency of MW2 with the
thickness of p-MW2 area.

The relationship of cross talk to the thickness of p-MW2 zone is shown in
Fig. 2.69. The cross talk of MW1-to-MW2 increases slightly with the thickness of
p-MW2 zone, the reason is that the quantum efficiency of MW2 increases slightly
with the thickness of p-MW2 under the laser wavelength of MW1 band. On the
other hand, the cross talk of MW2-to-MW1 decreases with the thickness of p-MW2
zone, the reason is that the quantum efficiency of MW1 has nothing to do with the
thickness of p-MW2 under the laser wavelength of MW2 band, but, the quantum
efficiency of MW2 increases with the thickness of p-MW2 zone. Therefore, the
ratio of the former to the latter (cross talk) decreases with the thickness of p-MW2
zone.

Taken as a whole, the cross talk of MW1-to-MW2 and MW2-to-MW1 both
changes little with the thickness of p-MW2 zone. In conclusion, the optimization of
p-MW2 thickness can be based on the quantum efficiency of MW2. According to
the above analysis, together with the principle of reducing device thickness as far as
possible, p-MW2 with a thickness of 8 lm is a reasonable choice. The quantum
efficiency of MW2 is over 70 %, the monochromatic cross talk of MW1-to-MW2
and MW1-to-MW2 are less than 3.9 and 2.4 %, as shown in Fig. 2.70.
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2.3 Methods of Extracting Parameters from HgCdTe
Materials and Chips

2.3.1 Extracting Device Parameters by Electrical Method

Either a current–voltage (I–V) curve or a resistance–voltage(R–V) curve is a stan-
dard characterization to quantify the dark current performance of a HgCdTe pho-
tovoltaic detector. One can obtain R–V characteristics by mathematical differential
calculations from I–V characteristics which are measured by experiments, and also
can obtain R–V characteristic directly by implement differential signal from the
experiment. As is known, the properties of HgCdTe photodiodes can be improved
by minimizing dark current. Therefore, it is important to quantitatively analyze
I–V or R–V curves to obtain device parameters and reveal roles of the different
physical mechanisms of the parameters in HgCdTe photodiodes.

2.3.1.1 Extract Device Parameters for Long Wavelength HgCdTe
Photodiodes

At present, the typical fitting process for the I–V or R–V curves are empirically
made to extract parameters in a sequential mode [89–91]. Various dark current
mechanisms are used in different bias regions in which they have the dominant
effect on the fitted curve. However, many HgCdTe photodiodes have more than one
mechanism in most bias regions having comparable effects on the fitted curve. Then
the extract parameters by the sequential mode will have large error. A method that
could fit the R–V curves simultaneously in all bias regions will be valuable to
device designers. Few studies on the simultaneous fitting approach have been
reported on R–V curves analysis, owing to its time-consuming procedure and the
multi-minimum problem in mathematics. Moreover, the errors of the extracted
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parameters have not been analyzed in the previously published works, although it is
very important for the estimation of the quality of HgCdTe photodiodes. In this
chapter, a data processing technique in the simultaneous mode [92] has been
developed. It is shown that this method can be used to fit the R–V curves of long
wavelength HgCdTe n-on-p photodiodes for the determination of the device
parameters and their errors.

The measured I–V curves generally include photocurrent due to the background
illumination. Based on the assumption of low photon injection, the photocurrent
can be regarded as bias-independent [93]. The R–V curves of illuminated photo-
diodes are the same as those of unilluminated ones. Therefore, the R–V curves are
taken to be the fitting object in our fitting process. Then the effects of the current
offsets in the device will be eliminated in our fitting procedure. The measured
R–V curves of HgCdTe photodiodes are fitted by a dark current model including
diffusion current (Idiff), generation–recombination current (Igr), trap-assisted tun-
neling current (Itat), and band-to-band tunneling current (Ibbt).The bias voltage is an
effective bias Ve = Vd − I � Rs corrected by the series resistance Rs. Here, Vd is the
applied voltage, I is the total dark current, and Rs is the series resistance. The total
dynamic resistance is given as:

Rfit ¼ 1
Rdiff

þ 1
Rgr

þ 1
Rtat

þ 1
Rbbt

� ��1

þRs ð2:55Þ

At present, the mainstream of HgCdTe focal plane detector design is n-on-p
diodes. These diodes are fabricated using n-type boron ion implantation on mercury
vacancy doped HgCdTe material. For planar n-on-p HgCdTe photodiodes, there are
six fitting parameters to be extracted from R–V curves as follows: the dopant
density Nd in n-region, the ratio of mobility to lifetime of electrons ln/sn in
p-region, the effective lifetime s0 in the depletion region, the relative energy
position of trap level Et/Eg and its density Nt in the depletion region, and the series
resistance Rs. A theoretical R–V curve can be obtained from substituting a set of the
six parameters into Eq. (2.55). In our fitting procedure, the algorithm is to minimize

the function value of F ¼ PN
i¼1 log Rfit Vd ið Þð Þ � log Rexp Vd ið Þ
 �� 
2

, where Rexp is
the experimental data, and N is the number of data. An initial value should be input
first, and then the parameters vary in the their corresponding range to minimize the
fitting variance F by using a standard nonlinear gradient search method combined
with the algorithm of reconstruction of the whole-region-minimum for N-dimen-
sional function [94]. Figure 2.71 is the flowchart of the fitting procedure. Through
such a process, we can obtain a theoretical R–V curves which correspond to the
experiment as well as a set of fitting parameters. The range of error is difficult to
determine due to the fact that F is a multi-valued minimum function consisting of
six parameters in six dimensional space and the fitting parameters will change when
the initial value is varied through this method. Moreover, the range of these
parameters is large, and the fitting time also increases accordingly, so looking for a
quick and accurate fitting approach is necessary.
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For the first step in the fitting process, one must determine the initial values of
the fitting parameters carefully. According to Eq. (2.55), the following equation
comes into existence for each bias value:

Rexp � 1
Rdiff

þ 1
Rgr

þ 1
Rtat

þ 1
Rbbt

� ��1

�Rs ¼ 0 ð2:56Þ

There are six unknown variables in this equation, namely six fitting parameters.
A set of six variable equations is obtained by choosing six characteristic points on
the measured R–V curve. The initial values of the six fitting parameters can be
determined by solving these equations set with the method of iteration based on the
Taylor series expanded nonlinear terms. A given set of initial values is still needed
for the iteration. A fault-tolerant problem in the iteration may lead to a divergent
solution once these initial values deviate from the solution to a certain extent.
Therefore, it is impractical to directly solve the equations set.

In order to solve Eq. (2.56) for initial values, we use the sequential mode
algorithm because it is well known that the four dark current mechanisms have
different contributions to the dark current under different biases. Generally, for long

Fig. 2.71 Flow chart of the fitting procedure

2.3 Methods of Extracting Parameters from HgCdTe Materials and Chips 85



wavelength HgCdTe diodes, Idiff dominates the dark current under a large forward
bias; Igr becomes dominant near zero forward bias; Itat has the largest contribution
under middle reverse bias; and Ibbt dominates under large reverse bias. The series
resistance Rs, which is comparable to the junction resistance only under a large
forward bias, can be omitted in the initial value determination. Then, Eq. (2.56) can
be solved as follows.

First, Ibbt is only related to the dopant density Nd in n-region. In the large reverse
bias region, Ibbt dominates the dark current. Equation (2.56) can be replaced by

Rexp � Rbbt ¼ 0 ð2:57Þ

Substituting a measured point in the large reverse bias region into Eq. (2.57)
with one variable, the initial value of Nd is obtained.

Likewise, for the large forward bias region, Idiff, which depends on Nd and ln/sn,
is the dominant dark current. Equation (2.56) can be simplified as

Rexp � Rdiff ¼ 0 ð2:58Þ

Substituting Nd and a measured point in the large forward bias region into
Eq. (2.58) with one variable, the initial value of ln/sn is obtained.

For the small forward bias region, the combination of Idiff and Igr dominates the
dark current. Equation (2.56) is approximated as

Rexp � 1
Rdiff

þ 1
Rgr

� ��1

¼ 0 ð2:59Þ

Igr is related to Nd and the effective lifetime s0 in the depletion region.
Substituting Nd, ln/sn and a measured point in the small forward bias region into
Eq. (2.59) with one variable, the initial value of s0 is obtained.

Finally, for the middle reverse bias region, the combination of Igr, Itat and Ibbt
dominates the dark current. From Eq. (2.56) one has

Rexp � 1
Rgr

þ 1
Rtat

þ 1
Rbbt

� ��1

¼ 0 ð2:60Þ

Itat is related to Nd, the relative energy position of trap level Et/Eg, and the trap
density Nt. So Eq. (2.60) is a two-variable equation, which can be solved using a
joint method of search and iteration. In the search process, for each value of Et/Eg in
the reasonable range (0.2–0.8) with the interval of 0.01, two values of Nt are
obtained from Eq. (2.60) for two of the measured points in the middle reverse bias
region. The searched value of Et/Eg, for which the difference between the two
values of Nt is the smallest, is assigned to be the initial value for the iteration
method. Then in the iteration process, at step-1, Nt is obtained by substituting Nd,
s0, Et/Eg and one measured point in the middle reverse bias region into Eq. (2.60).
At step-2, a new Et/Eg is obtained by substituting Nd, s0, Nt and another measured
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point in the middle reverse bias region into Eq. (2.60). Then the step-1 is repeated
by taking the new Et/Eg obtained in the previous step-2 as a new initial value. This
iteration loop does not stop until the solution comes to convergence. By so doing,
the initial values of both Et/Eg and Nt are obtained. Now we have obtained all the
initial values for the six fitting parameters. Accordingly, the variation range for each
parameter can be assigned. Typically, the upper limit of the variation range is twice
of the initial value, and the lower limit is half of it.

To evaluate the fitting accuracy, the errors of the fitting parameters should be
analyzed. The error of the dynamic resistance can be expressed by DR =
|Rfit(Vd) − Rexp(Vd)|. Assuming that this error is effectively resulted from one of the
six fitting parameters, this parameter’s error can be given as,

rxj ¼
@Rfit

@xj

�

�

�

�

�

�

�

�

�1

�DR ð2:61Þ

where, xj is the six fitting parameters, and rxj is the error of the parameter xj. This
value reflects the upper limit of the error for the fitting parameters to a certain
extent.

The R–V curves of HgCdTe photodiodes, however, have the feature that the four
types of dark current mechanisms have different contributions to the dark current
under different biases. The error of ln/sn, for example, will be magnified if it is
analyzed when Igr dominates the dark current. This error will be even infinitely
enlarged under large reverse bias. Therefore, the simple averaging of rxj over the
whole bias range is meaningless for evaluating the accuracy of the fitting param-
eters. The different bias regions at which each fitting parameter has the largest

influence to the R–V curve should be ascertained. We define g ¼ @RfitðVdÞ
@xj

� 1
RfitðVdÞ

�

�

�

�

�

�
as

a criterion of the sensitivity. The larger the value of η is, the greater the influence on
DR from the corresponding fitting parameter is. The average of rxj for those biases
is taken as the theoretical estimation error for the specific parameter xj, where η is
larger than half of its maximum.

To demonstrate the determination process of the fitting parameters errors and to
verify its applicability, some artificial R–V curves, derived with the combination of
the generated noise current and the calculated current with preassigned fitting
parameters, are fitted as the experimental data by our fitting program. The differ-
ences between the fitting parameters obtained from the fittings and the preassigned
parameters are defined as the real errors. The fitting results given in this work are
the averaged results from ten fits in different fitting paths. Figure 2.72 shows the
fitting results of the artificial R–V curves whose noise level is 1, 2, and 3 %,
respectively. The material and device parameters, which are not used as fitting
parameters, are summarized in Table 2.18, where x is the Cd composition, T is the
measurement temperature, A is the junction area, Na is the dopant densities at
p-region, and lp is the mobility of excess holes. The voltage range for the fitting
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is –0.48–0.12 V. The assigned values and the fitting results of the fitting parameters
are listed in Table 2.19.

Figure 2.72 shows the fitting results of the artificial R–V curves. It can be seen
from Table 2.19 that when the noise level is smaller than 3 %, both the deviation of
the fitting results from the assigned ones and the discreteness among the results
from the ten fits in different fitting paths are very small. In this noise level, our data
processing approach can give a good fitting precision for quantitative analysis of the
R–V curves. Since the noise level is generally smaller than 3 % under regular
experimental conditions, our fitting method is feasible in practice.
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Fig. 2.72 Fitting results of the artificial R–V curves with the generated noise level of 1 % (a), 2 %
(b), and 3 % (c). Reprinted with permission from Ref. [92] © 2006, American Institute of Physics

Table 2.19 Comparisons of the assigned values of the six fitting parameters and the fitting results
of the theoretically generated R–V curves whose noise level is 1, 2, and 3, respectively

Nd (cm
−3) ln/sn (cm

2/V s2) s0 (ns) Et/Eg Nt (cm
−3) Rs (X)

Assigned 1.676 � 1016 9.51 � 1013 0.207 0.491 1.968 � 1012 200

Noise 1 % 1.683 � 1016 1.05 � 1014 0.192 0.4889 1.988 � 1012 205.2

(6 � 1012) (1 � 1012) (0.001) (0.0004) (1 � 1010) (0.2)

Noise 2 % 1.676 � 1016 9.92 � 1013 0.1834 0.4866 2.028 � 1012 204.2

(5 � 1012) (9 � 1011) (0.001) (0.0003) (9 � 109) (0.2)

Noise 3 % 1.667 � 1016 1.008 � 1014 0.1843 0.4869 1.962 � 1012 204.6

(3 � 1012) (3 � 1011) (0.0003) (0.0001) (3 � 109) (0.1)

Data in brackets are the standard errors of the results from ten fits in different fitting paths)
Reprinted with permission from Ref. [92] © 2006, American Institute of Physics

Table 2.18 Input parameters for the fitting program

X Na (cm
−3) lp (cm

2/Vs) A (lm2) T (K)

0.233 8 � 1015 633 28 � 28 77.4

Reprinted with permission from Ref. [92] © 2006, American Institute of Physics
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Figure 2.73 shows the dependence of the normalized sensitivity criterion η on
the bias. As one can see the largest η for each fitting parameter is located at a
different bias region where its related dark current mechanism dominates the dark
current. Accordingly, the estimation error for each fitting parameter can be
obtained. The error range of the fitting parameters can be defined as follows: the
standard error of the ten fits in different fitting paths (in Table 2.19) is regarded as
the minimum possible error in the data processing procedures. Therefore, it is taken
as the lower limit. The estimation error by Eq. (2.61) is regarded as the maximum
possible error—the upper limit. The error ranges and the real errors for the fitting
results of the artificial R–V curves, whose noise level are 1, 2, and 3 %, respec-
tively, are listed in Table 2.20. All the real errors drop between the upper and lower
limits. This indicates that the estimation errors calculated using this method can be
used to represent the accuracy of the fitting parameters.
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Table 2.20 Error ranges of the six fitting parameters of the theoretical R–V curves whose noise
level is 1, 2, and 3 %, respectively

Error
ranges

DNd (cm
−3) Dln/sn

(cm2/V s2)
Ds0 (ns) DEt/Eg DNt (cm

−3) DRs

(X)

Noise 1 % (7 � 1013) (1 � 1013) (0.015) (0.002) (2 � 1010) (5)

6 � 1012

*9 � 1014
1 � 1012

*3 � 1013
0.001
*0.022

0.0004
*0.0051

1 � 1010

*2.4 � 1011
0.2
*5.8

Noise 2 % (< 1 � 1013) (4 � 1012) (0.024) (0.0044) (6 � 1010) (4)

5 � 1012

*2.6 � 1015
9 � 1011

*3 � 1013
0.001
*0.038

0.0003
*0.014

9 � 109

*7.5 � 1011
0.2
*5.4

Noise 3 % (9 � 1013) (6 � 1012) (0.023) (0.0041) (6 � 109) (5)

3 � 1012

*7.2 � 1015
3 � 1011

*3 � 1013
0.0003
*0.081

0.0001
*0.034

3 � 109

*2.0 � 1012
0.1
*5.3

Data in brackets are the real errors). Reprinted with permission from Ref. [92] © 2006, American
Institute of Physics
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To verify the applicability of the above developed fitting procedure, the R–V
curves of three long wavelength devices A, B, and C with different Cd composition
have been studied. The material and device parameters, which are not used as fitting
parameters, are summarized in Table 2.21. Their experimental measurement pro-
cess is the same as that described in Ref. [95, 96]. The fitting voltage range is −0.48
to 0.12 V. Figure 2.74 shows the fitting results. The fitting parameters and their
error ranges are listed in Table 2.22.

Table 2.21 Input materials
and device parameters of the
Rd–V fitting procedure for the
fabricated devices A, B, and C

Sample X Na (cm
−3) lp

(cm2/V s)
A (lm2) T (K)

A 0.233 7.69 � 1015 1290 784 77.4

B 0.2323 9.03 � 1015 622 784 77.3

C 0.224 8.92 � 1015 828 784 77.0

Reprinted with permission from Ref. [92] © 2006, American Institute
of Physics
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Fig. 2.74 Measured R–V curves of three real devices and their fitting results for Samples A (a), B
(b), and C (c). Reprinted with permission from Ref. [92] © 2006, American Institute of Physics

Table 2.22 Six fitting parameters of Nd, ln/sn, s0, Et/Eg, Nt, and Rs and their error ranges extracted
from the measured R–V curves of the real devices A, B, and C

Sample Nd (cm
−3) ln/sn

(cm2/V s2)
s0 (ns) Et/Eg Nt (cm

−3) Rs (X)

A 1.79 � 1016 4.258 � 1013 0.0796 0.4524 3.68 � 1012 395.5

(2 � 1013

*3 � 1014)
(3 � 1012

*6 � 1013)
(0.001
*0.02)

(0.0007
*0.006)

(4 � 1010

*3 � 1011)
(1*14.8)

B 1.701 � 1016 1.238 � 1014 0.1248 0.5008 2.31 � 1012 388.2

(5 � 1012

*4.5 � 1014)
(2 � 1012

*1.2 � 1014)
(0.0007
*0.04)

(0.0003
*0.005)

(1 � 1010

*2.3 � 1011)
(0.4
*18.1)

C 2.109 � 1016 1.024 � 1015 0.0325 0.4601 8.49 � 1010 498.7

(3 � 1012

*9 � 1014)
(2 � 1014

*1.3 � 1015)
(0.003
*0.005)

(0.005
*0.006)

(5 � 109

*1.9 � 1011)
(2.1
*41.6)

Data in brackets are the error ranges. Reprinted with permission from Ref. [92] © 2006, American
Institute of Physics
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In Table 2.22, compared to the value of the corresponding parameter, the lower
limits of the error ranges are very small for all the samples. The maximum lower
limit in Sample A is less than 10 % of the value of the corresponding parameter
(ln/sn); and that of Sample B < 2 % (for Nt); and that of Sample C < 20 % (for ln/
sn). These data indicate that the discreteness among the results from the ten fits in
different fitting paths is very small. The upper limit of the error ranges is less than
40 % of the value of the corresponding parameter, except for the parameter Nt (in
Sample C) and ln/sn (in all three samples). The upper error limits of ln/sn in all the
three samples are almost equal to the value of ln/sn itself because the diffusion
current mechanism, which is strongly correlated with ln/sn, fails to become dom-
inant under forward biases. As shown in Fig. 2.74, when Idiff has only a small
amount larger contribution to the dark current than Igr after Vd > 0.05 V, the effect
of series resistance increases and enlarges the estimation error (the upper limits of
the error ranges). Likewise, the upper limits of the error ranges of Nt for Sample C
is twice as much as the value of Nt, since the trap-assisted tunneling current
mechanism, which is correlated with the parameter Nt, fails to become dominant
under any biases. Nevertheless, one can see in Fig. 2.74 that the calculated R–V
curves accurately fit the measured curves for all the three samples. Moreover, our
fitting method can also correctly fit the specific case like Sample C, for which both
the diffusion current mechanism and the trap-assisted tunneling current mechanism
fail to be the dominant dark current at any bias in measured R–V curve. For
Sample C, the parameters’ multi-valued phenomena in the ten fits with different
fitting paths do not exist. However, the upper limits of the error ranges are mag-
nified. This only effects correctly estimating the accuracy of the fitting parameters.
Therefore, we conclude that the fitting method developed in this work has highly
fault-tolerant capability and could be expected to be an effective tool to analyze the
R–V curves of long wavelength HgCdTe n-on-p photodiodes.

2.3.1.2 Temperature Dependence for Long Wavelength HgCdTe
Photodiodes

The working temperature of a HgCdTe detector is generally around 80 K, this is
mainly in order to allow the system to work in the scope of background limitations,
so that the signal from background radiation is greater than the thermal noise.
Background radiation signals are associated with the quantum efficiency and carrier
lifetime, the thermal noise is associated with the working temperature and doping
concentration of the base area. Therefore, determining the detector’s carrier life-
time, carrier concentration and the working temperature limit becomes very
important [97]. In addition, the nonuniformity of the temperature from the detector
array can also produce different performance between different samples. These
problems can be analyzed through research of the temperature dependence of the
device’s dark current. Analysis of the dark current characteristics under different
operating temperatures is rather useful for determining the dark current mechanism.
Many researchers on the analysis of HgCdTe devices have used the temperature
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dependence of dark current [98–101] to obtain detailed operational information. In
this chapter, we measured the variable temperature data of the dark current of
HgCdTe detectors, and then used the fitting procedure that was introduced in the
previous chapter to analyze the data [101].

The experiment set up 31 measurement points between 30 K and 300 K. We
measured the I–V curve of the HgCdTe long wave detectors for each temperature in
order to obtain the temperature dependence characteristics. Additionally, the
experiment tests four samples on the same chip in order to ensure the repeatability
of experimental results. The first step for the initial value in the analysis method is
to find the initial carrier concentration of the n region under a large reverse bias. The
carrier concentration of the n region is associated with a direct tunneling. Therefore,
we want to measure the I–V curve in the bias region where the direct tunneling
mechanism dominated the dark current, so that the reverse bias voltage should be
appropriately large. Here, the range of measurement bias is −0.8 to 0.3 V, the bias
interval is 5 mV. Sample C1, C2, C3, and C4 are tested from one chip C. The
parameters of the chip C are shown in Table 2.21.

Figure 2.75a shows the temperature dependence of the R0A product of n+-on-p
LW HgCdTe photodiodes for the four selected samples from 30 to 300 k. R0A
products of the four samples in the same chip show very good repeatability indi-
cating the stability of the process. Figure 2.75b gives the property of the R–V curves
for the sample C1 from 40 to 150 k. As the Fig. 2.75b shown: (1) the dynamic
resistance decreases monotonously with the increasing of the temperature at the
near zero-bias region; (2) the peak value of the dynamic resistance moves to the
reverse bias region with increasing temperature. The peak value decreased with
increasing temperature when the temperature is lower than 70 K. As the temper-
ature is increased from 70 to 110 K, the peak value increased with increasing
temperature. For temperatures above 110 K, the value again decreased with
increasing temperature; (3) in the reverse bias region, the dynamic resistance
increased with increasing temperature until 120 K, and then decreased.
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Fig. 2.75 a Temperature dependence of the R0A for the four selected samples in the same
chip. b Diode dynamic resistance versus bias for the sample C1 at different temperatures.
Reprinted with permission from Ref. [101] © 2009, American Institute of Physics
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To explain the experimental phenomena, we analyzed the experimental results
with the fitting procedure. Figure 2.76 gives the fitting results of the R–V curves at
some typical temperatures. As the fitting results show: (1) under a small forward
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Fig. 2.76 Measured R–V curves and their fitted current components for the sample C1 at the
temperatures of 40 K (a), 70 K (b), 80 K (c), 100 K (d), 120 K (e), and 140 K (f). Reprinted with
permission from Ref. [101] © 2009, American Institute of Physics
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bias, diffusion current is the dominant mechanism and the region dominated by
diffusion will expand as temperature increases. For the forward bias region, Igr
dominates the dark current at low temperatures, while Idiff dominates the dark
current in high temperatures. Both Idiff and Igr, which linearly increase with the
increasing temperature, are the thermal current components. This result explains the
first phenomenon observed in the experiment. (2) The peak value of the R–V curves
is decided by the TAT mechanism in low temperatures. As the temperature is
increased to 70 K, the Igr begins to jointly dominate the peak value. For temper-
atures above 100 K, the Igr completely becomes the dominant mechanism.
However, as the temperature rises further, Idiff dominates the peak value to replace
the Igr. When the temperature is increased to 140 K, the TAT mechanism again
dominates the peak value of the R–V curves. In this process, RTAT decreased, then
increased, and then decreased with the increasing of the temperatures. The resis-
tance of the thermal mechanism decreased and moved to the left, so the peak value
of the R–V curve tends to move to the left with the increasing temperature, it
corresponds to the second point of experimental phenomenon (3). In the reverse
bias region, the resistance of the TAT mechanism increased with increasing tem-
peratures at low temperature, and was unchanged when the temperature is larger
than 100 K. As the temperature increases, the region which is dominated by the
TAT mechanism is moved to the large reverse bias side. So with increasing tem-
perature, the dynamic resistance increased, but then the resistance began to decline
when the temperature was higher than 120 K.

In the process of fitting, we also obtained a set of fitting parameters corre-
sponding to each temperature. Figure 2.77 gives the characteristic parameters as
function of the temperature for the four samples. It is important to note that the
concentration of holes in the sample is measured from the Hall effects measure-
ments at liquid nitrogen temperature, and the frozen effect [102] of acceptors in
p-type HgCdTe material must be taken into account in the low temperature. Thus,
according to the research results from Scott [103], shallow acceptor ionization
energy and hole concentration at the temperature of 77 k have a simple relationship:

EA ¼ E0 � aP1=3
0 ð2:62Þ

where E0 = 17 meV, a = 3 � 10-8 eV�cm, and P0 is the hole concentration in the
temperature of 77 k.

Figure 2.77a shows the dopant density in the n region (Nd) as a function of the
temperature. Note that Nd is not monotonously increased with increasing temper-
ature, but decreased with increasing temperature less than 60 K and increased with
increasing temperature at a temperature lager than 60 k. These phenomena can be
explained as follows. The ion implantation damaged n-type donors are completely
ionized. Figure 2.77b shows the electron lifetime in the p region (sn) as a function
of the temperature. Because fitting procedures can only fit the ratio of electron
mobility to lifetime (ln/sn), we must use an empirical formula to calculate the
electron mobility ln, then obtain sn. Figure 2.77c shows the temperature
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dependence of effective lifetime in the depletion region (s0). As the g-r current
dominates the dark current for the forward bias at the low temperature, the fitting
results of sn below 100 K, where the fitting error of sn is very large, are not shown
in Fig. 2.77b. Similarly, the diffusion current dominates the dark current for for-
ward bias at high temperature, magnifying the fitting error of s0. Therefore, the
fitting results of s0 above 110 K are not shown in Fig. 2.77c. As the two figures
show, minority carrier lifetime increased with increasing temperature, the qualita-
tive temperature dependency of sn is in agreement with the reported in literatures
[104–105].

Figure 2.77b shows the temperature dependence of sn. The value of sn is
comparable to that reported in [106], about 3–150 ns. Note that the fitting value of
the effective lifetime in the depletion region (in Fig. 2.77c) is smaller than that of
normal one. We attribute parts of the deviation to the screening effect reduction and
resonance scattering enhancement from deep level trap and charged trap in the
depletion region in the high voltage field.

Figure 2.77d shows the relative energy position of the trap level (Et/Eg) as
function of temperature. From the figure, there are two stable stages: 0.45Eg for 90–
130 K and 0.55Eg for temperature lower than 60 K. Therefore, we can consider that
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Fig. 2.77 Temperature dependence of the fitting parameters for the four samples. a the dopant
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HgCdTes have two stable characteristic trap levels. The trap level of 0.55Eg

dominates the TAT mechanism when the temperature is lower than 60 k. When the
temperature is increased to 60 K, the 0.45Eg begin to jointly dominate the TAT
mechanism. For temperature above 90 K, the 0.45Eg completely becomes the
dominant trap. Thus, we can also speculate that there is a trap level in 0.25Eg at
high temperature. Figure 2.77e shows the temperature dependence of the trap
density (Et), trap concentration increased exponentially with the increasing of the
temperature. Figure 2.77f shows the temperature dependence of the series resis-
tance (Rs), the series resistance decreased with increasing temperature.

2.3.1.3 Statistical Analysis of Long Wave HgCdTe Photodiodes

At present, the processing of HgCdTe material and devices is much less mature
than that of Si and GaAs due to the sensitive nature of HgCdTe material. Therefore,
HgCdTe IRFPAs still suffer severely from temperature and photo related defects
and nonuniformities in the performance of individual elements. In order to thor-
oughly understand the performance of HgCdTe material, a feasible method is to
obtain the basic parameters of HgCdTe material from statistical analysis. However,
the characteristics research of a single device can’t meet the needs of such statistical
requirement. For example: (1) the physical parameters obtained by the analysis of
I–V characteristics from one unit cannot be applied to the whole chip; (2) the
physical parameters obtained by the analysis of single chip cannot be applied to
another chip even under the same process technology. An efficient approach is to
study the I–V characteristics of many units between different chips under the same
process technology. Then, the statistical results of basic physical parameters can be
extracted by the proposed physical model. These statistical results of HgCdTe
devices associated with the process condition have a great significance for the
design and optimization for HgCdTe devices, especially for the next generation of
focal plane devices such as HgCdTe two-color detectors.

In order to obtain the statistical parameters of a long wave HgCdTe device, the
R–V curves of 392 HgCdTe diodes are analyzed and fitted. The Cd components of
these devices are different from 0.223 to 0.238, which are tested at liquid nitrogen
temperature (77.0–80.9 K). According to the fitting results, the diffuse current cannt
be the dominant current all the time at liquid nitrogen temperature so that its
contribution to the dark current can be ignored. Therefore, the fitting parameter ln/
sn related to the diffuse current is unbelievable, and the size of ln/sn is not listed in
this section.

The statistical range of each parameter obtained by fitting method is as follows:
the dopant density in the n-type region is varied from 3 � 1015 to 3 � 1016 cm−3;
the effective lifetime (s0) of the depletion region is varied from 0.01 to 0.2 ns; the
energy level (Et) of the trap is varied from 0.4Eg to 0.6Eg; the concentration of the
trap (Nt) is varied from 1 � 1012 to 1 � 1013 cm−3; the size of series resistance (Rs)
is about 500 X. s0 is smaller than the lifetime of the neutral region due to the
enhanced scattering from trap in high field. The other parameters are consistent with
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the typical experiment results, which demonstrate the accuracy of the statistical
method.

In order to obtain the distribution of parameters associated with the different
process technologies, the performance parameters of HgCdTe devices manufac-
tured by MBE and LPE process is studied for comparison. Figures 2.78, 2.79, 2.80,
2.81 and 2.82 show the distribution of the parameters from these two technologies
(Black lines represent the MBE device, gray lines represent the LPE device, RI is
the responsivity of current, D* is the detectivity, R0 is the average value of the
current responsivity, and D0* is the average value of detectivity). In the figure, the
responsivity and detectivity of current are the experimental measurement data. The
results show that the parameters obtained from MBE device are close to that of LPE
device.
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2.3.1.4 Statistical Analysis of Mid-Wavelength HgCdTe Photodiodes

In order to obtain statistical parameters of medium wave HgCdTe device, the R–V
curves of 206 HgCdTe diodes are analyzed and fitted. The Cd components of these
devices are different from 0.2927 to 0.314, which are tested at liquid nitrogen
temperature (77.0–78.3 K). The parameters of HgCdTe devices manufactured by
MBE process are studied. According to the fitting results, the diffuse current cannot
be the dominant current all the time at liquid nitrogen temperature so that its
contribution to the dark current can be ignored. In addition, the direct tunneling
cannot be the dominant current in a large reverse bias region all the time at liquid
nitrogen temperature so that its contribution to the dark current also can be ignored.
Therefore, the fitting parameter ln/sn and Nd related to the diffuse current and the
direct tunneling current respectively are unreasonable, and the values of ln/sn and
Nd are not listed in this section.

The statistical range of each parameter obtained by the by fitting method is as
follows: the effective lifetime (s0) of the depletion region is varied from 0.01 to 1 ns;
the energy level (Et) of the trap is varied from 0.45Eg to 0.7Eg; the concentration of
the trap (Nt) is varied from 1 � 1012 to 1 � 1015 cm−3; the size of series resistance
(Rs) is about 1000 X. The parallel resistance (RSh) is varied from 108 to 109 X. s0 is
smaller than the lifetime of the neutral region due to the enhanced scattering from
trap in high field. The other parameters are consistent with the typical experiment
results, which demonstrate the accuracy of the statistical method.

2.3.2 Extracting Device Parameters by Photoelectric
Method

2.3.2.1 Photon-Generated Minority Carrier Lifetime

Minority carrier lifetime is one of the basic parameters of performance for semi-
conductor devices. For a conventional semiconductor, measuring the lifetime of
minority carriers has become a routine technology. Even though HgCdTe has been
studied extensively for infrared detectors, there is still a great deal of ambiguity in
some issues, such as the minority carrier lifetime and its dominating recombination
mechanisms. This is because of the instability of HgCdTe, in which the material
property may be changed during the formation process of pn junction. Therefore,
the parameter of the raw material can not be applied to estimate the properties of pn
junction devices. Moreover, there are great differences between the actual param-
eters and the design parameters such as trap concentration, carrier concentration, the
junction depth, the junction width in conventional techniques. These factors have a
lot of unpredictable effects on the minority carrier lifetime in a pn junction device.
In order to determine the minority carrier lifetime and the dominating recombina-
tion mechanisms of electron in a HgCdTe photodiode, measurements must be
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carried out on the actual devices then the extracted parameters can be applied in
devices design and simulate.

Many measurements have been developed to determine the minority carrier
lifetime for other material devices such as: short-circuit current, open-circuit voltage
decay (OCVD), pulse recovery technique, etc. However, the minority carrier life-
times of HgCdTe material are in the nanosecond range, and these methods are not
suitable to measure such short lifetime. In this chapter, we measure the minority
carrier lifetime using an improved photo-induced OCVD measurement technique
which compensates the effects of the junction equivalent capacitor and the trap
center on the measurements. In order to minimize the effect of the junction
equivalent capacitor and series resistance on the measurements, we used an
Oriel QTH lamp as the steady-state bias light source. By recording the OCVD and
fitting to the exponential decay curve, the minority carrier lifetime can be extracted.

The incident pulse laser having wavelength tuning range 2.3–10 µm was pro-
vided by a commercial optical parametric oscillator and a difference frequency
generator which were pumped by a picosecond Nd: YAG laser. The structure of the
machine is shown in Fig. 2.83. The laser delivered a pulse of 30 ps in duration at a
frequency 10 Hz. Therefore, the influence of the laser pulse on the falling time was
avoided.

As shown in Fig. 2.84, all HgCdTe samples were grown by MBE on GaAs
substrates with CdTe buffer layers and an abrupt n+-on-p structure were formed by

Fig. 2.83 The diagrammatic map of the experimental facility for measuring the lifetime of
HgCdTe p-n junction use pulse laser open-circuit voltage decayed method
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the ion implantation of B+ in p-type Hg1−xCdxTe. As ZnS films were formed on the
Hg1−xCdxTe surface for passivation, the measured lifetime values were not influ-
enced by the surface treatment. The detectors were processed into 50 � 50 lm2

area mesa structures. The photogenerated voltage has been recorded by a storage
oscilloscope.

In the experiments, according to the intensity of the injected carrier, the decay
curve of photovoltage in the p-n junction can be divided into three different areas:
strong injection, medium injection, and the low injection. If the bias light source is
strong enough, the influence of n+p junction and impurity deep energy level to the
photovoltage decay behavior can be ignored. Then the lifetime can be determined
by analyzing the result of the photovoltage decay curve. The lifetime of minority

carriers in strong injection is given by: s ¼ 2kT
q

1
dVoc=dt

�

�

�

�

�

�
. The concentration of excess

minority carriers in p region is much higher than the equilibrium minority carrier
but less than the equilibrium majority carrier at the condition of medium injection.

The lifetime of minority carrier in medium injection is given by: s ¼ kT
q

1
dVoc=dt

�

�

�

�

�

�
.

Here, k is the Boltzmann constant, T is the absolute temperature, q is the electron
charge, t is the time. We can see, in strong and medium injection, the photovoltage
(Voc) linearly decays. The concentration of excess minority carriers in the p region
is less than the equilibrium minority carrier in low rejection, and the curve of the
photovoltage exponentially decays.

Voc ¼ kT
q

exp
qVð0Þ
kT

� �

� 1
� 	

expð� t
s
Þ ð2:63Þ

where V(0) is the open-circuit voltage when the light stops. In order to make the
measured minority carriers reflect the actual working state of the device, we must
take the non-equilibrium carriers in a state of low injection.

Fig. 2.84 Schematic of
HgCdTe diode in the
experiment
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When the HgCdTe photodiode is excited by the pulsed laser, the photo-response
shows a rapid increase and slow decay process. Depending on the intensity of the
excitation source, the device is in a low injection condition. Figure 2.85 gives the
pulsed photoresponse profiles from a photodiode illuminated with laser pulses at
zero bias light intensity. The curve is an exponential decay to visual inspection.
However, when the decay tail of the photoresponse was analyzed, we were not able
to fit the measurement data with a suitable first-order exponential decay. Instead, a
good fit is realized with a second-order exponential decay function with two dif-
ferent time constants: Voc ¼ A expð� t

s1
ÞþB expð� t

s2
Þ. Here, s1 * 2 µs and

s2 * 35 µs. Neglecting the detailed photo-generation and recombination mecha-
nisms, we describe the decay curve profiles as dominated by the RC time constant
and trap energy level effects on excess carrier’s relaxation. Therefore, neither of the
two time constants is the lifetime of minority carriers.

Figure 2.86 gives the OCVD curves at different intensities of bias light in the
condition of the photodiode illuminated with a background. The steady-state
photovoltage of the photodiode increases with the rising of the bias incident
intensity. The decay time constants of photovoltaic response induced by the pulsed
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laser are becoming shorter and shorter and the peak amplitude decreases with the
increase of incident intensity, which is given in Fig. 2.86. This phenomenon can be
attributed to the compensating of the junction equivalent capacitor and the trap
center energy level effects under the bias light condition.

When the steady-state photovoltages do not increase with an increase in the
background intensity, the photogenerated carriers recombination will dominate the
decay time constant which is related to the minority carrier lifetime. Since the
values of the resistance and the carrier lifetime are much larger in the p region than
in the n+ region. In addition, the photogenerated carriers in the emitter are about
one percent of the carriers generated in the base; therefore, we can assume that the
carriers stored in the base play a dominant role in the OCVD process. The com-
pensated photoexcited OCVD decay curve is fitted with the exponential decay
function, and the lifetime magnitude of the minority carrier in p region is deter-
mined to be 190 ns, which is shown in Fig. 2.87.

Using the method mentioned above, the minority carrier lifetime of the HgCdTe
photodiode with different compositions can be obtained and is shown in Fig. 2.88.
The results show that the carrier lifetimes are in the range of 18–407 ns at 77 K for
the measured detectors of four compositions. With increasing composition, the
minority carrier lifetimes have an increasing tendency, and the lifetime of the
shortest wavelength infrared detectors are the longest compared to other detectors.
The results of the same composition came from different units of one array. The
basis of distinction between the different units within the same array is that the
HgCdTe raw material is non-uniform or the growing process can not be mastered.
The electron lifetimes extracted from the experiments are reasonable because of the
lifetime magnitude consist with others results. Generally, there is a certain difficulty
to measuring minority carrier lifetime precisely. Even for the silicon material, the
accuracy scope of the minority carrier lifetime is ±135 % in different laboratory in
American Society for Testing and Materials (ASTM). Therefore, it is acceptable
that there is some difference in the lifetime experiment measuring of HgCdTe
photodiode.
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2.3.2.2 Laser Beam-Induced Current Microscopy for HgCdTe
Photodiodes

Laser beam-induced current (LBIC) microscopy has proven useful for quick and
non-destructive measurement of the junction performance of each pixel in large
arrays at an early stage in the fabrication process. Therefore, significant cost savings
and processing improvement would be expected in FPAs. Two-dimensional LBIC
microscopy, also generally called photocurrent mapping (PC mapping), can provide
spatially resolved information about local electrical properties and p-n junction
formation in photovoltaic infrared photodetectors from which it is possible to
extract material and device parameters such as junction area, junction depth, dif-
fusion length, leakage current position and minority carrier diffusion length, etc. To
date, LBIC as a nondestructive method has been widely used for infrared photo-
diode array characterization. The big challenge is to quantify the relationship
between LBIC mapping and parameters that influence the electrical performance of
devices. The main issue of this section is the application with respect to extracting
material and device parameters [110].

(1) LBIC setup

In preparation for the LBIC experiment, only two shorted Ohmic contacts would
be constructed at remote positions on either side of the device(s). The principle of p-
n junction array LBIC testing is schematically represented in Fig. 2.89. He–Ne laser
irradiance at a wavelength of 632.8 nm is focused onto the surface of the semi-
conductor, and stepped incrementally across the sample in the horizontal direction.
When the laser spot is more than a few carrier diffusion lengths from a built-in
electric field, the photogenerated electron–hole pairs recombine without reaching a
junction region and therefore no current signal will be induced. In contrast, if the
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Fig. 2.88 Variation of the
extra carrier lifetime with Cd
composition [106–109], the
line is for guiding.
Reproduced from Ref. [109]
with kind permission from
Springer Science and
Business Media
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photogenerated electron–hole pairs can diffuse and be separated by the built-in
electric field, the separated carriers seek to recombine via returning current paths,
which could be both the internal and external closed circuits; resulting in an induced
current that can be measured.

The LBIC profile presents a positive and negative bimodal distribution
according to the three typical positions of a laser spot on the surface of the sample.
This is explained by assuming the direction from right to left of device as being the
direction of negative current flow.

Case 1: Illumination on the left of p-type region close to the junction

If the laser is focused onto the surface of the p-type region close to the junction,
the photogenerated carriers that are separated by the built-in electric field would
provide excess electrons (denoted by “-”) into the n-type region while excess holes
(denoted by “+”) remain in the p-type region. Since the conductivity of the n-type

Fig. 2.89 The principle of a single n+-on-p pixel LBIC testing. Reprinted with permission from
Ref. [111] © 2014, American Institute of Physics
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region is nearly two orders of magnitude more than that in the p-type region, the
excess electrons can quickly redistribute themselves over the region uniformly.
A reinjection of electrons can occur in the underlying p-type region. Finally, the
presence of these excess holes and electrons constitutes a localized forward bias of
the junction (direction from left to right), that drives the excess carriers to seek any
possible returning current paths for recombination. Among these paths, the
returning current via the external circuit contribute to the LBIC’s negative signal.

Case 2: Illumination on the right of p-type region close to the junction

This situation is similar to the previous analysis; the photogenerated carriers
diffuse and are separated by the built-in electric field, resulting in excess electrons
passing into the n-type region while excess holes pass into the p-type region.
However, a localized forward bias of the junction in the opposite direction (from
right to left) is formed. Therefore, a positive LBIC signal can be obtained.

Case 3: Illumination on the surface of n-type region

A unique feature in the situation where the laser is focused onto the surface of
the n-type region was the appearance of two types of returning current flows in the
opposite direction. If the laser spot is exactly located in the middle of n-type region,
two opposite return current flows will cancel each other, producing a zero net LBIC
signal.

Two different structures of the laser beam induced current (LBIC) test system are
shown in Fig. 2.90. The test system typically consists of a laser light source, CCD
camera, computer, temperature controller, and an induced current measuring system
with a lock-in amplifier. The sample is placed in a temperature controlled Dewar of
liquid nitrogen. The He–Ne laser is focused to a spot of 1–1.5 lm in diameter
which is stepped across the sample. The induced current is recorded by a
SR830 DSP lock-in amplifier as a function of x-y scanning coordinates to provide a
spatial LBIC map. The main difference between the two LBIC test systems is the
method used to scan the samples. In Fig. 2.90a, the sample is scanned on a
two-dimensional computer controlled mobile platform. Another method is the use
of a two-dimensional scanning galvo system to precisely control the direction of the
laser beam by the computer, as shown in Fig. 2.90b.

(2) Junction depth and length extraction

The temperature dependence of the peak-to-peak LBIC measurements on a p-n
junction was first examined by Redfern et al. [112], indicating that a saturation state
can be reached under low temperatures. Under the saturation conditions, the
junction resistance may be enough to dominate the resistance of each of the possible
current paths. Therefore, the peak-to-peak magnitude of LBIC is independent of the
bulk material properties. Other parameters, including the junction geometry, can be
examined by the LBIC peak-to-peak magnitude, greatly reducing the complexity of
the analysis. Simulated LBIC peak-to-peak magnitudes as a function of temperature
in HgCdTe photodiodes with different components are shown in Fig. 2.91 [113].
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The condition of threshold temperature for Hg0.69Cd0.31Te is below 200 K. The
effects of junction depth and length on LBIC profiles in Hg0.69Cd0.31Te photodi-
odes at 170 K below the threshold temperature are shown in Fig. 2.92. It has been
found that there is a linear relationship between the magnitude of the LBIC peak
and the value of the junction depth and length. For photodiodes with greater depth,

Fig. 2.90 Two different structure frames of laser beam induced current (LBIC) test system.
a Scanning is performed by changing position of sample under control of a two-dimensional
mobile platform. b Scanning is performed by changing the direction of the laser beam under
control of a scanning galvo system
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more photogenerated electrons in the p-type region can be swept across the junc-
tion, which results in a stronger LBIC signal. On the other hand, loop circuit
resistance is reduced by shortening of the distance between the contact and junction
in the photodiodes with longer length. Therefore, the LBIC current also becomes
larger when the junction length becomes larger [113].

(3) Minority carrier diffusion length extraction

The minority carrier diffusion length is a key indicator of material quality and
device performance. The dependence of laser beam induced current (LBIC) on
minority carrier diffusion length of n-on-p HgCdTe photodiode has been investi-
gated earlier [114, 115]. In the standard diffusion length (Lp) test method, the
procedure may bring about damage to the p-n junction. The test structure is also

Fig. 2.91 Simulated LBIC peak-to-peak magnitudes as a function of temperature in Hg1−xCdxTe
photodiodes. Reprinted from Ref. [113], with kind permission from Springer Science+Business
Media

Fig. 2.92 a LBIC profiles with different depths of Hg0.69Cd0.31Te p-n junction and b LBIC
profiles with different lengths of Hg0.69Cd0.31Te p-n junction. Reprinted from Ref. [113], with kind
permission from Springer Science+Business Media
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difficult to fabricate because of the need for electrical contacts on the p-n junction
unit as shown in Fig. 2.93a. In contrast, the LBIC test structure consists of only two
Ohmic contacts at remote positions on either side of the device(s). The decay of the
LBIC as the laser spot is scanned away from the edge of p-n junction is related to
the diffusion length in p-type region. The characteristic diffusion length (L) can be
obtained by fitting a simple exponential function to the LBIC curve. The expo-
nential formula for the attenuation curve in p-type region is given by [116]:

ILBICðdÞj j ¼ k � e�d
L ð2:64Þ

where k is the proportional coefficient, d is the distance from the laser spot location
to the boundary of p-n junction, and L is the characteristic diffusion length.

In two characteristic ways of diffusion length, the attenuation curves in p-type
region are both related to the minority carrier diffusion length. When the laser spot
is near the carrier diffusion length from a built-in electric field, the photogenerated
electron–hole pairs can diffuse and be separated by the built-in field. The only
difference is that the separated carriers recombine via return current paths, i.e., the
internal and external closed circuits (two electrodes are both in p region). A LBIC
signal can be measured in an external closed circuit of LBIC in this phenomenon.
However, the separated carriers are directly collected by the electrodes in p region
and n region of the standard protocol. Therefore, there may be a negligible

Fig. 2.93 a The standard
diffusion length (Lp) test
structure b the standard
diffusion length (Lp) test in
HgCdTe photodiodes with
different doping
concentrations. Reprinted
with permission from Ref.
[115] © 2009, Chinese
Physical Society

2.3 Methods of Extracting Parameters from HgCdTe Materials and Chips 109



difference between the size of L and Lp. One can extract the ratio of L/Lp from the
experimental results using two different methods.

The standard diffusion length (Lp) and the characteristic diffusion length
(L) tested by LBIC in HgCdTe photodiodes with different doping concentrations
are shown in Fig. 2.93 and Fig. 2.94, respectively [115].

The diffusion lengths extracted by both these methods are listed in Table 2.23
[115]. It is found that the L/Lp ratio is close to 1 and is independent of the doping
concentration distribution. At the same time, the ratio of L/Lp remains the same,
irrespective of the size of SRH carrier lifetime and mobility. Therefore, the char-
acteristic diffusion length by LBIC can be considered equivalent with the standard
diffusion length.

Fig. 2.94 The LBIC test for
characteristic diffusion length
(L) in HgCdTe photodiodes
with different doping
concentrations. Reprinted
with permission from Ref.
[115] © 2009, Chinese
Physical Society

Table 2.23 Extracted L/Lp under different Na and Nb

Na/10
15 cm−3 Nd/10

17 cm−3 Characteristic diffusion
length L (lm)

Standard diffusion
length Lp (lm)

L/Lp

1.0 1.0 8.34 7.81 1.07

4.0 1.0 6.09 5.73 1.06

8.4 1.0 5.34 4.97 1.07

8.4 5.0 5.41 5.02 1.08

8.4 1.0 5.40 5.06 1.07

Reprinted with permission from Ref. [115] © 2009, Chinese Physical Society
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(4) Localized junction leakage characterization

The effect of localized defects is one of the main limitations in the performance
of HgCdTe infrared focal plane arrays. Such defects, including voids; line dislo-
cations; and triangles, may influence the overall integrity of the p-n junction and
significantly degrade the performance of the photodiodes due to the localized
junction leakage. LBIC, as an efficient and nondestructive tool, is used for the
localized junction leakage characterization in the photodiodes. Redfern et al. [117,
118] studied the LBIC profiles when a small localized leakage region was intro-
duced at various positions along the horizontal portion of the junction. The leakage
current was simulated by including a small piece of metal that was Ohmic to both
sides of the junction [119]. The model structure of the p-n junction with localized
junction leakage path is shown in Fig. 2.95.

It was shown that when the leakage point is asymmetric inside the device, an
asymmetry in the LBIC line profile induced by the small metallic region can be
obtained by this leakage model. However, the assumption of bringing in metal with
large conductance in the HgCdTe photodiodes is not very practical.

On the basis of this data, an improved leakage model including a small HgCdTe
region with extremely short carrier lifetime instead of the metallic region is pro-
posed [120]. Many factors, such as trap-assisted tunneling, generation–recombi-
nation (g-r) and diffusion current, can influence the junction leakage current. Dark
current dominant mechanisms change with the operating temperature. The tem-
perature dependence of the LBIC profiles is shown in Fig. 2.96.

The asymmetric LBIC profile can indicate that there is localized leakage some-
where inside the sample structure. The localized defects reduce the resistance of the
return current path crossing the junction via localized leakage, and most current flows
through the leakage current path and fails to contribute to the external circuit current.
In addition, the temperature dependence of symmetry in the LBIC profile reflects the
change in the dominating mechanism of dark current from a certain degree.

It can be observed that the LBIC profiles have different distributions for different
temperatures. Below 170 K, the diffusion and generation–recombination dark
currents are very small. However, with increasing the temperature, the deep level
traps are activated that lead to a lower SRH lifetime. The LBIC profile tends to be
more asymmetric with increasing temperature. When temperature is above 170 K,
the diffusion current component becomes dominant. Then, the leakage current is
relatively reduced with the diffusion current being dominant at higher temperatures.

Fig. 2.95 The model
structure of the p-n junction
with localized junction
leakage path along the
horizontal portion of the
junction
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The LBIC profile becomes more symmetric with increasing temperature above
170 K. However, when the localized leakage point is situated at the center in the
device, it is very difficult to confirm whether there is leakage in the diode because
the distribution of LBIC profile is symmetrical. Therefore, in most situations, the
asymmetric LBIC profile may indicate that there is localized leakage somewhere
inside the sample structure.

(5) Electrically active defects-related junction transformation

Recent study [111, 121–125] shows that the phenomenon of extended defects
induced by semiconductor manufacturing process always exists in HgCdTe infrared
arrays, such as in B+ ion implantation and pulsed laser drilling for the formation of
a p-n junction. Those defects may be sensitive to temperature and laser excitation
intensity and play a very significant role in the junction transformation. Hu et al.
[121, 126] first observed that B ion implantation damage-induced defects can
potentially produce a deformation of the LBIC in As-doped long wavelength
HgCdTe infrared detector pixel arrays. This discovery unveiled an application of
LBIC for the corresponding implant-induced defects analysis and characterization.
Correlated theoretical models for trap-related p-n junction transformation have been
proposed to analyze the deformation of LBIC curve induced by the extended
defects.

The model structure of the p-n junction transformation in As-doped long
wavelength Hg1-xCdxTe (x � 0.224) infrared arrays under different temperatures is
shown in Fig. 2.97, When the temperature is relatively high, the deep levels
(acceptor-type) induced by the ion implantation damage are fully activated and can
trap significant numbers of free electrons, which are temperature sensitive. It makes
the B+ ion implantation region become n−-type or p-type as shown in Fig. 2.97b, c.
Furthermore, the laser beam intensity is another key factor that determines the
reversion. The photo-generated carriers are comparable to the temperature induced
intrinsic carriers, and create an n+-type to n−-type reversion [121]. At cryogenic

Fig. 2.96 The LBIC
measurements are taken at a
range of temperatures from
110 to 260 K. Reprinted with
permission from Ref. [120] ©
2013, American Institute of
Physics
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temperatures the implantation damage-induced traps in the n+ region are almost
inactivated, therefore, a typical n+-on-p junction is formed.

In addition, the mixed conduction effect for p-type narrow band gap HgCdTe
materials must be taken into account. This effect is mainly caused by the higher
electron mobility compared with that of holes and the temperature increase gen-
erated large number of intrinsic carriers. Therefore, the narrower the forbidden
bandgap, the more obvious is the mixed conduction effect. The mixed conduction,
together with As-doping amphoteric behavior, makes the p-type absorption layer
transform to an n-type layer at near room temperature. At moderate temperature, the
coupling n-n+-on-p junction is formed.

Ion implantation traps, As-doping amphoteric behavior, and the mixed con-
duction effect, are the main reasons for inducing the polarity reversion coupling of
LBIC at different temperatures. Figure 2.98 shows the experimental results of the
polarity inversion and coupling of the LBIC in As-doped long wavelength HgCdTe
infrared detector pixel arrays.

In summary, accompanied by the technological development and extensive
applications of infrared focal plane arrays, position-dependent LBIC or PC mapping
has triggered a wave of research interest for device characterization in the early
stages of the fabrication process. LBIC or PC mapping technologies rely on a
scanning laser system that is close to the diffraction limit, making them highly
sensitive to spatially resolved electric fields and localized nonuniformities in
infrared materials. The spatially resolved information about electrical properties
makes the extraction of performance parameters in infrared materials easier and
more efficient through the establishment of accurate simulation models. The high

Fig. 2.97 Proposed p-
n junction transformation
models a at low temperature
where the typical n+-on-
p junction is formed, b at
moderate temperature where
the n-n+-on-p junction is
formed, and c at near room
temperature where the n−-on-
n junction are formed.
Reprinted with permission
from Ref. [126] © 2012,
American Institute of Physics

2.3 Methods of Extracting Parameters from HgCdTe Materials and Chips 113



flexibility, low operational costs, and excellent spatial resolution properties of LBIC
enable this method to be a highly useful tool for the characterization and opti-
mization of future photovoltaic studies.

2.4 Summary

During the rapid development of HgCdTe infrared detector technology, many new
models and methods have been proposed and developed. In this chapter, those
models and methods, which are associated with the process of materials and
devices, have been introduced. First, to improve the accuracy of device modeling,
the influences of non-parabolic conduction bands and carrier degeneracy on dark
currents are studied systematically. The analysis method of the HgCdTe dark
current is established. At the same time, statistical results of characteristic param-
eters are extracted. Second, a feasible numerical method is achieved to optimize the
thickness of the absorption layer and reduce the influence of the interface charge on
device performance. In addition, the optimized structure of HgCdTe infrared
detectors with low cross talk is proposed. Thirdly, the dependences of material and
device parameters on actual HgCdTe devices are discussed comprehensively.
Simulation methods for the structure characteristics, temperature effects, and cross
talk of HgCdTe two-color detection are proposed. Finally, the lifetime of minority
carriers in actual HgCdTe photodetector is extracted. The LBIC analytical method,
which is accepted as a nondestructive tool and has been widely used for infrared
photodiode array characterization, is introduced in detail. The application of LBIC
with respect to extracting material and device parameters is systematically
summarized.

Fig. 2.98 Experimental
results of
temperature-dependent LBIC
signal profiles with a laser
power density of
1 � 104 W/cm2. Reprinted
with permission from Ref.
[126] © 2012, American
Institute of Physics
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Chapter 3
CdTe/Si Composite Substrate
and HgCdTe Epitaxy

3.1 Introduction

Advanced HgCdTe infrared focal plane array (IRFPA) technology extends the
ability of optoelectronic detection from single-band two-dimensional target imaging
to multiple spectral three-dimensional imaging. It is developing continuously
toward the direction to achieve higher resolution and more accurate identification.
In terms of material technologies, the IRFPAs are requiring larger size wafers with
higher performances and more complex structures in order to better detect multiple
information from multiple objectives.

For epitaxy growth ofmercury cadmium telluride, the size of thematerial is mainly
limited by the size of a substrate. In convention, cadmium zinc telluride (ZnCdTe) and
gallium arsenide (GaAs) are the two mature substrates. The advantages of these
substrates are (1) they are lattice-matched or relatively matched to HgCdTe, (2) It is
relatively easy to growhigh-qualityHgCdTefilms on these substrates. But the thermal
matching between Si ROICs and these substrates are not good enough to support
large-scale IRFPAs. In principle, only silicon substrates can eventually overcome
such technical constraints. In the meantime, Si substrates have the advantages of large
size and low costs. Therefore, Si-based HgCdTe epitaxy has become one of the core
technologies in manufacturing advanced HgCdTe IRFPA detectors.

However, the lattice mismatch between Si and HgCdTe is as high as 19 % which
is the major obstacle in developing Si-based HgCdTe epitaxy technology. Early
exploratory works followed the way of growing GaAs epilayer on Si substrates.
A milestone achievement was the success of ZnTe epitaxy on Si substrates using a
surface modification technique with arsenic, which laid the foundation of today’s
Si-based HgCdTe MBE technology.

The success of Si-based HgCdTe epitaxy proves the feasibility of very-large-scale
IRFPAs although it is a quite hard work to obtain high-quality HgCdTe epitaxial
materials. There are many factors that restrict the quality of materials which include
the choice of Si crystal orientation, the surface treatments of Si substrate, the buffer
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layer growth, and the HgCdTe epitaxy process. The Si is a crystal of nonpolar dia-
mond structure, while the II–VI compound semiconductor is a crystal of zinc-blend
structure. The researchers have encountered considerable difficulties in understanding
the structure change in the growing process. In the past 10 years, these difficulties and
challenges have inspired researchers to undertake intensive studies in all of the fields,
and some significant progress has been achieved.

Besides Si-based HgCdTe, epitaxial growth of doped multilayer compositional
heterostructures is also an important part of advanced HgCdTe IRFPAs. The structure
of themultilayer meets the requirements to respond to signals inmultiple bands and to
achieve a variety of response modes. Doping is an essential technology in manufac-
turing advanced multidimensional signal detectors. The low adhesion coefficient of
arsenic (As) in HgCdTe is a major issue affecting the doping efficiency. Meanwhile,
the amphoteric behavior of As in HgCdTe also brings challenges when activating As
in HgCdTe as a p-type dopant. At present, a lack of understanding the mechanisms of
As-doping and As-activation hinders improving the technology level.

This chapter focuses on the fundamentals related to the Si-based HgCdTe epi-
taxy and the preparation of doped multilayer materials as well as their recent
progress. The main contents include: the transition process from Si surface structure
to ZnTe buffer layer through As modification and its characteristics using the
first-principle method, the microconfiguration of As in HgCdTe materials and the
related defect energy levels as well as their effects on the HgCdTe materials,
Si-based HgCdTe MBE technology, liquid phase epitaxy (LPE) technology using
Si-based substrate prepared by MBE, heat treatment technology related to
As-doping and As-activation process, and theoretical analysis and experimental
results of the thermal stress characteristics of the materials.

3.2 Basic Models on Si-Based HgCdTe Epitaxy

Due to the alloying effects, the weak Te–Hg bond in HgCdTe materials results in a
high density of Hg vacancy defects. The applications of HgCdTe materials mainly
depend on whether they can be doped with a donor or acceptor. There are extremely
complicated defect structures and impurity behaviors. These defects and impurities
restrict the performances of HgCdTe infrared detectors.

With the development of materials preparation technology and material pro-
cesses, n-type doping technology is relatively mature in HgCdTe. In recent years,
attentions have been focused on the group V elements, especially arsenic, as the
p-type dopant. However, the incorporation of As will induce distortion of the
crystal structure and changes the electronic energy states. The amphoteric behavior
of As is also complicated and difficult to be clarified. Using a semi-empirical
analysis method, an activation model has been suggested by Berding et al. in 1999.
This model partly explains the dependence of As p-type activation on the
low-temperature annealing process conditions. However, the mechanism is still not
very clear. Arsenic p-type doping has been one of the major challenges in further
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improvements of HgCdTe performances. Hence, the understanding of the ampho-
teric behavior of As is important to optimize the properties of HgCdTe.

On the other hand, the thermal expansion mismatch between the Si readout chip
and the HgCdTe-based infrared focal plane arrays (IRFPAs) constrains the format of
IRFPAs. One of the possible solutions to this problem is to use silicon substrates
which can match the thermal expansion of Si readout chip. With the developments of
material theory, numerical methods, and computer capability, materials design and
simulations have been gradually turned from semi-empirical qualitative description
into a quantitative prediction and an accurate control stage. First-Principle calcula-
tions help to predict and guide the epitaxial growth of HgCdTe materials on Si
substrates. Combined with Miller Index direction of the substrate surface, recon-
struction form, epitaxial growth mode etc., formation energy and stability of dis-
location in HgCdTe can be obtained by the First-Principle method. The mechanism
of inhibition of dislocation density can be revealed through different types of dis-
location structures built theoretically and taking into account the methods of
inhibiting formation of dislocations and reducing the dislocation density on exper-
iments. These results help the development of large-scale focal plane devices.

In summary, the dependence of As-doped HgCdTe epitaxial materials technology
and Si-based HgCdTe epitaxial technology on basic researches has become stronger.
Using the first-principles methods based on quantum analysis, this chapter will focus
on the defect forms of impurities, doping activation, and p-type activation model
with multi-quantum coupling effects in HgCdTe. Through theoretical investigations,
we will have an insight into physical basis about quantum characteristic structure of
impurities and defects and selective growth of HgCdTe-on-Si substrates.

3.2.1 Physical Model of Selective Growth on Si Surface
(Mechanism of as Passivation on Surface)

The {111} plane has been widely used in LPE growth of HgCdTe, while {211}
plane has been the preferential orientation in MBE growth. Compared to other
crystal planes, CdTe(211)B with a high sticking coefficient of Hg [1, 2] favors
suppression of the growth of twins and has been demonstrated to be very good
substrates for the fabrication of infrared photo detectors. Large-area high-quality
CdTe(211)B layers have been successfully grown on the As-passivated Si(211)
surface for subsequent growth of HgCdTe experimentally [3–7]. Devices fabricated
by these HgCdTe materials have also shown better performances [8, 9].

Studies have shown that pretreatment of the substrate on Si(211) is a very critical
step. The pretreatment cleaning procedure of Si(211) is similar to Si(100) [10].
Before being loaded into the vacuum chamber, the Si(211) wafer has been RCA
cleaned. The wafer is then placed in an ultra-high vacuum degassed at 400 °C and
finally deoxidized at 850–900 °C. For epitaxial growth, the wafer should be cooled
to an appropriate temperature. During the cooling process, As4-flux is first intro-
duced to passivate the Si surface. The passivation can improve the quality of
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epitaxial layer and inhibit the A-face epitaxial growth [3, 11, 12, 13, 14]. According
to the RHEED experimental results, both the clean and As-passivated Si(211)
surfaces are (2 � 1) reconstructions [13, 15]. The coverage of the arsenic is about
77 %, not 100 %, as in XPS experiments [11, 12, 16]. That means arsenic cannot
passivate all the surface atoms.

There are, so far, few theoretical reports in the literature. Most of the available
studies focus on the Si(100) and Si(111) surfaces. Si(100) surface shows p(2 � 2),
or c(4 � 2) reconstruction predominantly [17]. (2 � 1) reconstruction is a metal
stable structure on Si(111) surface [18]. After annealing, Si(111) surface shows
(7 � 7) reconstruction [19]. For (100) surface, arsenic is adsorbed to form As-As
dimers in most cases [20]. Some studies indicate that the topmost Si atoms of the Si
(111) surface can be replaced by As atoms [21]. Most of the theoretical studies are
about low-Miller-Index surfaces considering its simplicity and these results are
under debate [22]. With epitaxial large-area HgCdTe wafers, many experiments use
the {211} plane as the substrate. It is necessary to reconsider the reconstruction
configuration and passive mode of Si(211). For the Si(211) clean surface,
Mankefors found that dangling bonds of the atoms at step edges can cause a
metallic characteristic [23]. Total energy calculation results show 1 � reconstruc-
tion is more stable than 2 � reconstructions but it has larger twists [24].

Some theoretical results have shown the surface reconstruction of Si(211) [25].
However, to our knowledge, that there are few studies concerning the understanding
of the nucleation process of II–VI materials on the clean and arsenic-passivated Si
(211) surfaces [26, 27]. The adsorptions of Te, As, Ga, H, Ge, Br, Sb, and Al atoms on
Si(211) surface have been studied by Dhar et al., Sen et al. and Gupta et al. [28–32].

1. Method

Based on the density functional theory, the first-principle calculations were used
[33]. All the atoms in the cell were represented by Vanderbilt ultrasoft pseudopo-
tentials [34]. The electronic wave functions were expanded in a plane-wave set with
a cutoff of 270 eV and the Schrodinger equation was solved within the framework of
the density function theory combined with the generalized-gradient correction
GGA-PW91 of the exchange-correlation potential [35]. The geometry optimization
was carried out by using the Broyden–Fletcher–Goldfrab–Shanno routine [36].

The Si(211) surface was represented in a repeated slab geometry. Each slab con-
tained nine Si layers and a vacuum region of 8 Å. Each layer contained four Si atoms
—two along ½01�1� and two along ½�111�. The dangling Si bonds at the bottomof the slab
were saturated with hydrogen atoms to simulate bulk-like situation. The z axes was
taken perpendicular to the Si(211) surface, while x and y axes were along ½�111� and
½01�1�, respectively. Here 2 � 2 � 1 k-points were used for the Monkhorst–Pack k-
point sample [37]. Two lowermost Si layers and the additional H layer were fixed.

2. Bulk-terminated Si(211) surface

Vicinal (111) with tilts up to 19.5° toward (001) is considered as the “ideal”
bulk-terminated (211) Si surface. The unit cell of the 1 � 1 surface contains two
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threefold-coordinated terrace atoms and one twofold-coordinated edge atom. The
surface atoms are named after Gupta’s notation [26]. Each threefold-coordinated
atom has one dangling bond on the first terrace, called “the terrace atom” (marked
as “T”), and on the second terrace, called “the trench atom” (marked as “Tr”); each
twofold-coordinated atoms on the step edge is denoted as “E” (also called “the step
edge”), having two dangling bond. All of the bond lengths are 2.34 Å and the
angles are 109.5°, which are consistent with the bulk silicon material. The detailed
structure is shown in Fig. 3.1. The space between adjacent layers is 1.10 Å. The
vertical distance is 3.90 Å between “E” and “Tr” and 3.12 Å between “Tr” and “T”.
In the latter discussion, quotation marks are used to indicate the location of an atom.
By using the same computational method, the DOS of the simulated structures is
calculated and the results are shown in Fig. 3.2. The bulk-terminated surface shows
typical metallic properties because of the high dangling-bond density. It is the same
as the symmetric-(2 � 1)Si(100) surface.

: Si : H

Fig. 3.1 Ideal geometry of
the Si(211) surface. The inset
shows the reconstructed
structure of the top three
layers. Reproduced from Ref.
[38] with kind permission
from World Scientific
Publishing
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3. Si(211)(2 � 1) reconstructed surface

The bulk-terminated surface is an unstable structure because of its high
dangling-bond density. In other words, the bulk-terminated surface does not exist in
reality. The edge Si atoms, which have two dangling bonds, are extraordinarily
unstable. Hence they are expected to dimerize two by two, leading to a doubling of
the lattice vector along the [½01�1�] direction. The reconstructed (2 � 1) model is
shown as an inset in Fig. 3.1. The bond of two edge atoms is 2.39, 0.89 Å shorter
than that on the ideal surface. The two terrace atoms move closer to 3.47 Å for the
convenience of the edge atoms to rebond. The average length of the surface bonds
is 2.23 Å, smaller than the bond length in the bulk material. The largest shrinkage is
5 %. The reconstruction reduces the total energy 2.6 eV, i.e., 0.04 eV/Å2. Besides
the dimerization, the edge atoms move upward and the terrace atoms move
downward under the force of the sp-hybridization. The surface layers slant to be a
line. Mankerfors’s calculation results have shown the same trend [23]. The bond
angle of T1–E1–6, T2–E2–6, T1–E1–5 and T2–E2–5 is 117.6°, 114.5°, 129.2°, and
132.1° separately. The six surface atoms (T1, T2, E1, E2, 5, 6) are in the same
inclined plane. The bond distortion directions of Tr1–5 and Tr2–6 are slightly
different. “Tr2” is higher than the entire plane. “Tr1” is in this plane exactly. “Tr2” is
0.79 Å higher than “Tr1” in z direction. Figure 3.3 describes the charge density
difference of bonds Tr1–5 and Tr2–6. All these facts indicate that the surface
functions are not of the sp3 characteristic anymore and have been converted to sp2

hybridization. The results consist with that obtained by Grein [24].
In the simulation below, the reconstructed surface was used as a clean growth

substrate. Although the unreconstructed surface was adopted in the calculation of
Ref. [27], the (2 � 1) reconstruction indeed happened, which can be seen from
their resulting figures [27].

The (2 � 1) reconstruction results in a semiconducting surface, which can be
verified from Fig. 3.4. The occupied (unoccupied) surface state corresponds to
filled (empty) dangling-bond surface states. The detailed results can be obtained by
analyzing the localized-DOS of each atom. Primarily, the peak on the top of the
valance band is caused by all the surface atoms except for the lower “Tr” atoms.

Fig. 3.2 Calculated density
of states (DOS) for the ideal
Si(211)
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The peak at the bottom of the conductive band comes from the “T” and the lower
“Tr” atoms. Because the surface states appear between the valance and conductive
bands, the band gap is half of that in the bulk material.

Table 3.1 shows the overlap population of ideal surface and reconstructed sur-
face. Because of reconstruction, the overlap population of surface bonds increased
by 21.4 %. The overlap population is 0.74 in bulk Si. This means that the surface
reconstruction enhances the covalent bonds. Bond lengths and angles of the
reconstructed surface have been listed in Table 3.1. We will discuss this data in a
later section about As-passivated surfaces.

4. As-exposed Si(211) reconstructed surface

To ensure a single-domain B surface polarity in the process of silicon epitaxial
CdTe, As-passivation is the key step in experiments. However, the mechanism is
still unclear. It has been observed by experiments that there is no difference in the

Fig. 3.3 Bond charge density
of silicon reconstructed
surface. a bond Tr1-5, b bond
Tr2-6
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passivated form of Si(211) surface before and after reconstruction [13]. Nano facets
on the clean surface disappear after passivation [13]. The experimental results
demonstrate that the passivation of the arsenic not only maintains the reconstruction
form of the original clean Si(211) surface, but also stabilizes it further. There are
two popular mechanisms for arsenic passivation on silicon surface: adsorption and
replacement. Many study results indicate the topmost Si atoms of the Si(111)
surface are replaced by As atoms during adsorption [21]. For (100) surface, arsenic
is generally considered to be adsorbed on it to form As-As dimmers [20]. But it is
still under debate. It is relatively more complicated on Si(211) surface because both
(111)-like and (100)-like atoms exist in this case. So, it is necessary for us to study
both of the passivation situations.

Table 3.1 Bond length and bond population of ideal and (2 � 1) reconstructed Si(211) surface

Bond Bond length (Å) Bond population

Ideal surface (2 � 1) reconstructed surface Change rate (%)

E1–E2 2.39 (2.39a) Unbonded 0.72 –

E1–T1 2.23 (2.33a) 0.76 0.89 17.1

E2–T2 2.22 0.76 0.92 21.1

Tr1–5 2.31 (2.33a) 0.69 0.79 14.5

Tr2–6 2.29 0.69 0.70 1.4
aReference [24]

Fig. 3.4 Calculated local density of states (LDOS) for the surface layer of (2�1) reconstructed Si
(211) in solid line. The dotted lines indicates the calculated DOS for the crystal silicon
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(1) Adsorption model

The most suitable adsorption site for an individual As atom is in the trench
(Fig. 3.5a). The As atom forms three bonds with one edge Si atom and two trench
Si atoms, respectively. Arsenic belongs to group VA elements. Its s2p3 configu-
ration of valence electrons lacks three electrons to complete an eight-electron
closed-shell, which can be achieved by forming three covalent single bonds with
other atoms. After several As atoms are adsorbed on the surface, they form zigzag
structures (Fig. 3.5b). One bond contacts to the edge or trench Si atoms, the other
two bonds contact the other two As atoms. This reconstruction form is actually not
consistent with the original (2 � 1) form.

The above results are consistent with the results obtained by Sen et al. [27].
However, RHEED results demonstrated that the reconstruction form does not
change. There is a contradiction between adsorption model and experimental results.

(2) Replacement model

In a replacement mechanism, when arsenic passivates the substrate, the surface
reconstruction form is not changed. In the bulk material, the silicon atom must form
four sp3 valence bonds with the nearest neighbor atoms, and arsenic only needs
three p3 valence bonds. So arsenic is more appropriate for the surface, on which
every atom has three bonds with the neighboring atoms. The substitution of arsenic
for silicon annihilates the dangling-bonds of the surface atoms and stabilizes the
surface geometry further.

: As : Si : H 

(a) (b)

Fig. 3.5 Adsorption structures of a single and b multiple As atoms on Si(211) reconstructed
surfaces. Reproduced from Ref. [38] with kind permission from World Scientific Publishing
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It was observed by RHEED experiments that the form of surface reconstruction
does not change before and after As-passivation [13]. Nano facets on the clean
surfaces disappear after passivation [39]. The experimental results demonstrate that
the passivation of the arsenic not only maintains the reconstruction form of the
original clean Si(211) surface, but also stabilizes it further. Therefore, combined
with the previous calculation results, studies show Si(211) surface passivation is not
a process of atomic adsorption, but a process of atomic displacement.

According to the XPS experimental results, the coverage of arsenic is about 70 %,
not 100 % [11, 12, 16]. That is to say, arsenic cannot passivate all the surface atoms.
By adopting the replacement mechanism, we calculate and compare several partial
As-passivation configurations with the arsenic coverage around 67 % (Fig. 3.6). The
energy difference between these structures is 0.48, 1.07, and 0.0 eV separately. The
most stable structure is illustrated in Fig. 3.6c, where the terrace and trench silicon
atoms are replaced by arsenic atoms. The bond between the two rebounded edge
atoms is 7 % shorter than the one on the bulk-terminated surface, and the other bonds
are 2 % larger. Compared with the clean surface, the bond between the two
rebounded edge atoms is 8 % shorter than the one on the surface, and the other bonds
are 3 % larger. Hence, the As-passivation enhances the reconstruction of the sub-
strate surface and weakens the distortion difference of the surface atoms. The total
energy of this structure is 1.46 eV lower than that of adsorption model. Experimental
results and simulation results indicate that As-passivation is a process of surface Si
atoms partly replaced by As atoms. In the following studies, we take this structure

Fig. 3.6 Several geometries for substitutional As adsorption on the reconstructed (2 � 1)Si(211)
surface: a As atoms substitute Si atoms at E and Tr sites. b As atoms substitute Si atoms at E and T
sites. c As atoms Substitute Si atoms at Tr and T sites. Reproduced from Ref. [40] with kind
permission from Springer Science and Business Media
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(Fig. 3.6c) as the As-passivated substrate. Each unit cell is divided into two parts: the
As-passivated part (this part include As atoms at terrace and trench sites) and the
clean part (this part include Si atoms at edge sites).

The bond length and bond population of the surface bonds are listed in
Table 3.2. Aresenic passivation enhances the reconstruction of the substrate sur-
face. The E1–E2 bond shrinks 8.4 % from 2.39 to 2.19 Å. The population of the
E1–E2 bond is up to 1.23, 0.51 higher than the one before passivation. The cova-
lence characteristic of this bond has been enhanced greatly. The passivation
weakens the distortion difference of the surface atoms as well. The edge atoms
move downward to form sp hybridization. So the six atoms (T1, T2, E1, E2, 5, 6) are
not in the same plane after passivation. The high difference between the Tr1 and Tr2
arsenic atom in the perpendicular direction is fading away. In our calculation,
except the E1–E2 bond, other surface bonds in the parallel [�111] direction are
increased by 4 % on average compared with the clean surface. From the perspective
of bond population, the covalence characteristic of the surface bonds connecting As
with Si atoms is much weaker than the E1–E2 (Si–Si) bond.

Using VASP, the large bond length contract proportion is up to 8 % in the
calculated case of the in situ impurity AsTe in HgCdTe [41]. The large lattice
mismatch between Si and HgCdTe is the main cause of the low-quality interface.
These results indicate that the enlargement of silicon substrate surface and the
shrinkage of the HgCdTe material caused by arsenic can reduce the mismatch
between the substrate and the adsorption materials to some extent. Comparing the
DOS of partially As-passivated Si(211) substrate with the entirely As-passivated
one (Fig. 3.7), we find that the surface states are annihilated totally in the
entirely-passivated model, but they are preserved in partially passivated model even
though the strength is weakened.

(3) Replacement process

Now the replacement process for substitutional As adsorption are investigated.
Several possible geometries that may appear during this process have been calcu-
lated. We extract the most possible exchange way from these structures. The initial
geometry is the As atoms deposit on the Si(211) surface (Fig. 3.8a). First, two of
the As adatoms exchange with the Si atoms at the “E” sites to form the structure
showed in Fig. 3.8b. Although the total energy is 0.37 eV/adatom higher than the
initial one, the total energy will be 0.53 eV/adatom lower after the As atoms at the
“E” sites exchange with the Si atoms at the “T” sites to form the structure showed in
Fig. 3.8c, that is, 0.16 eV/adatom lower than geometry in Fig. 3.8b. Secondly, the
remaining two As adatoms exchange with the Si atoms at the “Tr” sites and the
exchanged Si atoms will fly out from the surface to form Fig. 4d. Only by this
dissociation and the subsequent diffusion does the As sites recover their reactivity.
The energy evolutions of the process are shown in Fig. 3.9. Energy barrier during
this process is 0.37 eV/adatom.
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3.2.2 Atomic Distribution Model of Si Substrate ZnTe/CdTe

Adsorption of independent Cd or Te atoms has been simulated using clean and
As-passivated Si (211) surface as an epitaxially grown substrate. An independent
Cd or Te atom can be adsorbed on the clean Si(211) surface stably, but they are
hard to be deposited on the passivated region of the As-passivated surface espe-
cially for Cd atom.

Consistent with the experimental results, As-passivation not only plays a key
role in the selective B-face type growth, but it can also improve the quality of the
epitaxial layer to some extent.

Fig. 3.7 The calculated DOS for a entirely and b partial As-passivation silicon substrates

: As : Si : H

(a) (c) (d)(b)

Fig. 3.8 Schematic diagram of the substitution process
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1. Adsorption of an independent Te atom

Here, a clean substrate refers to Si(211)(2 � 1) reconstructed surface. The
As-passivated Si (211) substrate refers to the clean surface in which terrace and
trench silicon atoms are replaced by arsenic atoms. An independent Te atom is
relatively easy to grow on the clean and As-passivated Si (211) surface, but the
most stable adsorption position is slightly different.

On the clean substrate, Te atom prefers to form bonds with Si “T” and “E” Si
atoms on the highest platform (Fig. 3.10a). The total energy is 0.5 eV lower than
other stable deposit structures.

On the As-passivated Si(211) substrate, Te atom prefers to form bonds with two
reconstructed “E” Si atoms. The average bond length between Te and Si atom is
2.52 Å. These bonds tilting to step edges saturate dangling bonds of surface Si atoms,
without influence on the rebond between “E–E” atoms (Fig. 3.10b). Although a Te
atom can be deposited at a passivated region, the adsorption energy is 2.5 eV higher.

Fig. 3.9 Energy evolutions
of the substitution process

Fig. 3.10 Top view of single Te atom adsorbed on a Si(211) surface. Reproduced from Ref. [38]
with kind permission from World Scientific Publishing
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2. Adsorption of an independent Cd atom

A Cd atom can form three bonds with “E” and “Tr” Si atoms at the trench of the
clean substrate (Fig. 3.11a). The average bond length between Cd and Si atom is
2.75 Å. The adsorption energy is 1.1 eV lower than other structures. On the
As-passivated Si (211) substrate, a Cd atom prefers to form bonds with two
reconstructed “E” Si atoms at unpassivated region (Fig. 3.11b). The reconstruction
of “E-E” has been destroyed. At the passivated region, no stable deposit structure
forms because of the strong repulsive force between As and Cd atoms.

3. Atomic model of CdTe epitaxy growth

An independent Cd or Te atom can be adsorbed on the clean Si(211) surface
stably, but they are hard to be deposited on the passivated region of the
As-passivated surface. CdTe is a polar semiconductor. During the epitaxy growth of
CdTe, the surface polarity problems will be involved. The adsorption of an inde-
pendent Cd or Te atom cannot reveal the selective polarity mechanism clearly. In
order to understand the selective mechanism, 1ML CdTe is deposited on the sur-
face. HgCdTe(211) B surface structure has been described in Refs. [42, 43]. For
clarity, Fig. 3.12 shows the (211) A, B polar face structures. Cd atoms deposited
above “E” positions, and Te atoms deposited above the “T” and “Tr” positions in
the A-face type growth. The arrangement of Te and Cd atoms in the B-face type
growth is exactly the opposite. Te atoms deposited above “E” positions, and Cd
atoms deposited above the “T” and “Tr” positions.

After geometry optimizations, we obtain the stable structures which absorb 1ML
CdTe. On the clean substrate, the atoms at the “T,” “E,” or “Tr” sites can form
bonds with cadmium or tellurium easily (Fig. 3.13). So the A- or B-face type
epitaxial growth takes place. After the passivation with arsenic, the dangling bonds
of substrate surface are saturated partially, which can cause the surface states to
become weakened. Although Cd can bond with edge Si atoms, the strong repulsion

Fig. 3.11 Top view of single Cd atom adsorbed on Si(211) surface. Reproduced from Ref. [38]
with kind permission from World Scientific Publishing
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between arsenic and tellurium prevents them from bonding. So the A-face epitaxy
growth is inaccessible (Fig. 3.14a). According to our calculated DOS (Fig. 3.14c),
the Te atoms and Si atoms at E sites can cause a peak in the gap. In the B-face
epitaxy growth (Fig. 3.14b), Te can be adsorbed by the edge Si atoms easily.
Cadmium can also overcome the repulsion coming from arsenic. No peak has been
observed in the gap of the calculated DOS (Fig. 3.14d) and the bonds between As
and Cd make the B-face epitaxy growth possible. The partial As-passivation plays
an important selective role in the B-face epitaxial growth. The bond lengths of these
structures are shown in Table 3.3.

When the substrate absorbed 2ML CdTe, there was a greater distortion even
significant void in A-face type growth. In B-face type growth there has been a large
mess but in terms of less distortion compared to the A-face type growth (Fig. 3.15).
Due to the large lattice mismatch, the results cannot be used for analysis. However,
it shows that partial As-passivated substrate is in favor of B-face type growth of
CdTe epitaxial layers.

:Te : Cd : As : Si 

(a) (b)

(c) (d)

Fig. 3.12 Schematic diagram of the (211) A, B polar face. a A-CdTe/Si, b B-CdTe/Si,
c A-CdTe/As/Si, d B-CdTe/As/Si
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By using the model of valence electron counting [13], Chen has discussed the
interface between the substrate and the epitaxy growth layer. A or B-face epitaxy
growth of CdTe on clean Si(211) surface can make the number of electrons match.
On the As-passivated surface, they consider the tilt surface which contains the T
and Tr atoms only, not including E atoms. However, in their discussions, the
replacement ratio of As is 50 % [13]. We use this method to reconsider the number
of electrons at the interface between the As-passivated surface and CdTe(A) or
(B) epitaxy layers. The total electron counting at the interface parts are zoomed out
in Fig. 3.16. Each Si atom can contribute one electron to each bond; and each As,
Cd, and Te atom can contribute 5/4, 1/2, and 3/2 electrons, respectively. The total
electrons of each bond should be 2. If the epitaxial face is A type, the superfluous 3
(3/2 times 2) electrons of the two As–Te bonds overcome the lack of 1/2 electrons
of the Si–Cd bond. The electron count at the interface mismatches. If it is B type,
the superfluous 1/2 electrons of the Si–Te bond at E site can be compensated by the
two As–Cd bonds at T and Tr sites. This makes the electron count match naturally.

4. Atomic structure model of ZnTe epitaxy growth

To avoid the large lattice mismatch between Si substrate and CdTe epitaxial layers,
ZnTe buffer layers will be grown before epitaxial growth of CdTe layers in experi-
ments [14–18]. We investigate ZnTe epitaxial growth on different As-passivated Si
(211) substrates theoretically. Calculation results are very close to the epitaxial
growth of CdTe. On clean substrates, A- or B-face type growth can occur.

: T : Cd : Si : H

(a) (b)Fig. 3.13 Simulated 1ML
CdTe deposited on the clean
Si(211) substrates by a A-face
and b B-face epitaxial growth
types

3.2 Basic Models on Si-Based HgCdTe Epitaxy 137



Furthermore, A-face type epitaxial layers can only grow on clean substrates
(Fig. 3.17a), but cannot grow on partially or entirely As-passivated substrates
(Fig. 3.17b, c). B-face type epitaxial layer can grow both on clean substrates and
As-passivated substrates (Fig. 3.17d, e, f). Figure 3.17a shows the stable structure of
2ML ZnTe absorbed on clean substrate. The substrate is entirely As-passivated
(Fig. 3.17b) and partially As-passivated (Fig. 3.17c). There are great distortions in
B-face growth on clean or entirely As-passivated substrates, while less distortion on

: Te : Cd : As : Si : H 

(a) (b)

(c) (d)

Fig. 3.14 Simulated 1ML CdTe deposited on the As-passivated Si(211) substrates by a A-face
and b B-face epitaxial growth types. Calculated DOS of c A-face and d B-face epitaxial growth
structures. Reproduced from Ref. [40] with kind permission from Springer Science and Business
Media
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partially As-passivated substrate. It is evident that the quality of the epitaxial layer on
partially As-passivated substrate is the best (Fig. 3.17e) and the lattice mismatch is
less than double epitaxial CdTe layers. From the point of view of valence electron
counting, the electron count matches naturally during B-face type epitaxial growth on
partially As-passivated substrate. Residual surface states also may play a role in the
selective epitaxial growth. It is the same as the situation of CdTe epitaxial growth.

Table 3.3 Bond lengths of 1ML CdTe adsorbed on clean and As-passivated Si(211) surface (Unit
Å)

Bond A-face growth B-face growth

Clean Si(211)
surface

As-passivated Si
(211) surface

Clean Si(211)
surface

As-passivated Si
(211) surface

1 2.39 2.26 2.40 2.34

2 2.38 2.26 2.34 2.32

3 2.38 2.31 2.40 2.33

4 2.32 2.31 2.33 2.32

5 2.45 Unbonded 2.46 2.34

– – Te-Si: 2.51 Te-Si: 2.46

– – Cd-Si: 2.58 Cd-As: 3.02

Te-Si: 2.53 Te-As: unbonded – –

Cd-Si: 2.52 Cd-Si :2.64 – –

Reproduced from Ref. [40] with kind permission from Springer Science and Business Media

: Te : Cd : As : Si : H

(a) (b)Fig. 3.15 Simulated 2ML
CdTe deposited on the
As-passivated Si(211)
substrates by a A-face and
b B-face epitaxial growth
types
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3.2.3 Arsenic Impurity in MCT

It is well known that structural defects are introduced inevitably in semiconductor
materials either in materials growth or in device fabrication. Point defects are
important in controlling optical and electronic properties. The most important native
defects in Hg1–xCdxTe are the mercury vacancy (VHg) [44, 45]. VHg will cause
Jahn–Teller effect either in certain alloy compositions or in disordered configura-
tions. The mercury vacancy defect in MCT introduces not only a shallow acceptor
level but also a deep level at 40 % of the band gap [46, 47]. The activated VHg

impurities are still observed to incorporate as donors, self-compensating the p-type
doping [48]. Due to the low electron mobility and a large number of complex deep
centers in p-type Hg1−xCdxTe with the VHg [49, 50], attentions have focused on the
group V elements, especially arsenic, as the p-type dopant. In the following section,
we will study As-doping in detail.

1. Structural Relaxation of Arsenic impurity

One of the most important issues that may limit the applications of semicon-
ductor materials is the difficulty of n- or p-type doping via incorporation of suitable
impurities. Using In as-doping imputes, n-type doping is relatively easy to achieve
[51, 52]. The doping levels can reach to 1018 cm−3. Because it is easy for I group
elements, such as Li, Cu, Ag, Au and etc., to substitute Hg element in HgCdTe to
achieve p-type doping, I group elements have been widely used as p-type dopants at
early stage. However, I group elements are unable to meet the requirements of the
growth process for the development of focal plane arrays [53]. Because high dif-
fusivity of I group elements, the doped material is not stable [54, 55]. Arsenic is a
group V element that has received great attention in recent years [56]. Due to its low
diffusivity [57] in Hg1−xCdxTe compared with the native acceptor and the group I
elements, attentions have focused on the group V elements, especially arsenic, as
the p-type dopant [58]. The experimental results have indicated that arsenic can
provide a shallow acceptor level in Hg1−xCdxTe grown by bulk method, LPE,

Fig. 3.16 Total electron counting at interfaces of the a A-face and b B-face CdTe(211) epitaxial
layers on the partially As-passivated Si(211) substrates. Reproduced from Ref. [40] with kind
permission from Springer Science and Business Media
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Fig. 3.17 ZnTe epitaxial
growth structures on different
As-passivated Si(211)
substrates. Simulated 2ML
ZnTe deposited on the
a clean, b partially
As-passivated, and c entirely
As-passivated Si(211)
substrates by A-face type
epitaxial growth. Simulated
2ML ZnTe deposited on the
d clean, e partially
As-passivated, and f entirely
As-passivated Si(211)
substrates by B-face type
epitaxial growth
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molecular beam epitaxy, and metal organic chemical vapor deposition. At the same
time, the amphoteric behavior of arsenic in HgCdTe has been determined [59, 60].
Arsenic behaves as a p-type dopant under Hg-rich growth conditions and behaves as
an n-type or inactive dopant under Te-rich growth conditions [61]. Although MBE
is done at much lower temperatures than LPE, and thus offers some distinct
advantages, the group V impurities are still observed to incorporate as donors,
self-compensating the p-type doping [62, 63]. Research has shown that there is a
significant fraction of the arsenic residing on the cation sublattice even under
cation-saturated conditions. According to the arsenic dopant incorporation model
and the quasi-chemical predictions, some of the doped arsenics in MCT grown by
MBE are incorporated on the cation sublattice as isolated defects, AsHg, unbound to
vacancies, as donors. So, an annealing process is required for its electrical activation
[68–71]. After activation, there still exist AsHg donor impurities in HgCdTe [68].
However, as the doping levels reach 5 � 1018 cm−3, the active efficiency of the
p-type arsenic doping drastically drops due to the strong self-compensation effect
[69]. The amphoteric behavior of the arsenic in situ impurities and bonding
mechanism in MCT is a typical prototype to systematically study the technology
requirements of infrared focal planes.

We considered a 2 � 2�2 supercell (SC) with a total of 64 atoms as the cal-
culation model. The doped system was modeled by putting one As atom at the
center of a periodic SC. A satisfactory self-consistent convergence has been
achieved by considering a number of FP-LAPW basis functions [70] up to
RMTKmax = 7.0, where the muffin-tin (MT) radius of Te, Hg, Cd, and As is 2.70,
2.65, 2.65, and 2.60 atomic unit (a.u.) separately. We adopted the Perdew–Burke–
Ernzerhof function [71] to describe the exchange–correlation interaction. The rel-
ativistic effect of spin-orbit (SO) coupling was also included. Self-consistent iter-
ation was considered to be converged when both the total energy are stable within
10−4 eV per unit cell. The relaxation procedures were conducted following the
damped Newton dynamics schemes. The criterion of the force convergence for all
atoms was 0.05 eV/Å. The plane-wave cutoff energy was chosen as 300 eV in the
calculation by PPW method [72]. Standard ultrasoft pseudopotentials [73] are
employed for all the atoms, and the Brillouin zone was sampled by using 8 � 8�8
Monkhorst-Pack grid [74]. The energy convergent criterion was 10−5 eV per unit
cell, and forces on all relaxed atoms are less than 0.03 eV/Å.

Both theoretical and experimental results show that As may reside on either the
metallic sublattice behaving as a donor or the nonmetallic sublattice acting as an
acceptor. It is well known that impurities induce the atomic structural relaxation in
the host and modify the electronic structure of the system. The relaxations of AsHg
impurity calculated by using the FP-LAPW and VASP, respectively, are shown in
Figs. 3.18 and 3.19. The relaxing results are listed in Tables 3.4 and 3.5. From the
numerical results using two different methods, we can find that:

A: The As impurity, substituting Te, lead to inward relaxations of the nearest
neighbor (NN) host atoms around the impurity. In contrast, the NNN cations show
outward relaxation.
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B: The relaxation of the bond angles around the impurity indicates that the inho-
mogenous cation configuration around the NN tellurium makes it relax along the
arrow as shown in Fig. 3.18a, which produces an inverse change of the bond angles
a and b (a > b).
C: the bond angle of the NN Cd atoms and the NN Te atoms becomes smaller with
respect to the ideal tetrahedral bond angle.

There are two reasons for the inward relaxation of the NN Te atoms in AsHg
impurity. The smaller radius of As than that of Hg (As radius is 1.18 Å and that of
Hg is 1.48 Å [76]) causes the NN Te to relax inwardly, and the stronger covalent
bonding also results in NN Te inward relaxation. The results of bond relaxation of
AsHg show asymmetrical distributing of the NNN cations of As impurity which
cause tetragonal distortion of AsHg. The atomic symmetry of As and the NNN
cation is reduced from Td to D2d, namely the Jahn–Teller effect [77]. The Jahn–
Teller effect will lead to the removal of degeneracy of tv2 energy level in conduction
band and will reduce energy of tx state to form a shallow donor level.

(a) (b)Fig. 3.18 The diagram of the
atomic relaxation of the NN
tellurium atoms around the
a AsHg and b AsTe. Reprinted
with permission from Ref.
[75]. Copyright 2005 by
American Physical Society

Fig. 3.19 The diagram of the
bond angle relaxation of the
NN tellurium atoms around
the a AsHg and b AsTe.
Reprinted with permission
from Ref. [75]. Copyright
2005 by American Physical
Society
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It is worth noting that relaxations of AsHg have been calculated by both the
FP-LAPW method and the conjugate gradient method. The trend of the results
obtained from the two different methods is consistent with each other, especially the
inward relaxation and Jahn–Teller distortion of the NN Te atoms in AsHg. However,
the extent of relaxation obtained by the VASP method is larger than the FP-LAPW
method. The main reason for this phenomenon is the different algorithmical
methods in these two methods, different convergence accuracy and different con-
straints of symmetry in the calculation systems. Taking into account the large
amount of computation, we used coarser convergence accuracy and keep the P222
symmetry in the FP-LAPW calculations. From the above results, the same relax-
ation trend is the most important aspect in the material simulation. This also shows
the applicability of both methods for simulation of infrared optoelectronic materials.
By comparing these calculations, we can get more reliable results. The most
important is that one can have a reasonable choice of different ways to complete the

Table 3.4 The relaxing results of AsHg impurity in Hg0.5Cd0.5Te

As–
Te1

As–
Cd2

As–
Hg2

Te1–
Hg2

Te1–
Cd2

Te3–
Cd2

Te3–
Hg2

Before relax 2.831 4.624 4.624 2.831 2.831 2.831 2.831

After relaxa 2.826 4.638 4.649 2.856 2.863 2.818 2.835

After relaxb 2.722 4.605 4.694 2.861 2.896 2.826 2.832

Varitya −0.010 0.013 0.021 0.025 0.028 −0.013 0.007

Varityb −0.108 −0.019 0.07 0.03 0.065 −0.005 0.001

Change ratea

(%)
−0.37 0.28 0.47 0.89 0.99 −0.48 0.28

Change rateb

(%)
−3.8 −0.41 1.5 1.05 2.29 −0.17 0.04

The superscript denotes nearest neighbor number of the doping atoms. Negative relaxation
results indicated contraction relaxation to the dopant atoms
a, bWIEN2K and VASP relaxation results separately (Å)
Reprinted with permission from Ref. [75]. Copyright 2005 by American Physical Society

Table 3.5 The bond angle relaxing results of AsHg impurity in Hg0.5Cd0.5Te

Cd2–Te1–Cd2 Cd2–Te1–Hg2 a(Te1–As–Te1) b(Te1–As–Te1)

Before relax 109.471° 109.471° 109.471° 109.471°

After relaxa 109.307° 109.632° 109.889° 109.261°

After relaxb 108.249° 110.461° 111.350° 108.539°

Varitya −0.164° 0.161° 0.418° −0.21°

Varityb −1.222° 0.99° 1.879° −0.932°

Change ratea (%) −0.15 −0.14 0.38 −0.19

Change rateb (%) −1.11 0.9 1.71 −0.85
a, bWIEN2K and VASP relaxation results separately
Negative relaxation results indicated decreases of bond angles
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calculation and analysis according to the computational requirements and the actual
situation.

The relaxations of AsTe impurity calculated by using the VASP are shown in
Figs. 3.10b and 3.11b. Th relaxation of AsTe impurity in Hg0.5Cd0.5Te is listed in,
respectively, Tables 3.6 and 3.7. From the numerical results, we can find that:

(1) Large bond relaxations of the NNN cation are caused by AsTe. As–Hg
1 is 8 %

shorter than unrelaxed structure. As–Cd1 is 7 % shorter than unrelaxed
structure.

(2) The relaxations of AsTe show Jahn–Teller distortion. The atomic symmetry of
As and the NNN cation is reduced from Td to D2d.

Using large-size Si substrates for growth of HgCdTe has many advantages, such
as large available size, lower cost, superior mechanical strength, and increased
thermal conductivity [78–81]. However, the main problem of using Si substrates is
the *19 % lattice mismatch between HgCdTe and Si, which will result in dislo-
cation densities *106 cm−2. It has been demonstrated experimentally that the
interface between HgCdTe and Si can be greatly improved when the Si surface is
passivated with As. From the above relaxation calculations of AsTe, the bond length
between As and the NNN cation is shortened which will reduce the mismatch
between Si and HgCdTe material. This result also gives us an idea to solve the
lattice mismatch problem in Si/HgCdTe materials. Looking for an element which
can reduce the HgCdTe bond length and increase the bond length between Si and
impurities may solve the problem of lattice mismatch. The calculation results by
CASTEP finds that the bond length between Si and impurities are increased on
certain Si surface, such as Si(211) surface [82].

Table 3.6 Relaxation of AsTe impurity in Hg0.5Cd0.5Te

As–Hg1 As–Cd1 Te2–Hg1 Te2–Hg1 Te2–Cd1 Te2–Cd1

Before relax 2.831 2.831 2.831 2.831 2.831 2.831

After relax 2.601 2.641 2.926 2.921 2.951 2.953

Difference −0.230 −0.190 0.095 0.09 0.120 0.122

Change rate (%) −8.12 −6.71 3.35 3.17 4.23 4.30

The superscript denotes nearest neighbor number of the doping atoms
Negative relaxation results indicated contraction relaxation to the dopant atoms

Table 3.7 The bond angle relaxing results of AsHg impurity in Hg0.5Cd0.5Te

Hg1–As–
Hg1

Cd1–As–
Cd1

Hg1–As–
Cd1

Te2–Hg1–
Te2

Te2–Cd1–
Te2

Before relax 109.471° 109.471° 109.471° 109.471° 109.471°

After relax 101.131° 116.628° 109.490° 102.044° 107.031°

Varity −0.164° 0.161° 0.418° −7.427° −2.44°

Change rate (%) −1.11 0.9 1.71 −6.78 −2.22

Negative relaxation results indicated decreases of bond angles
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2. As impurity clusters

Arsenic (As), due to its low diffusivity, is employed as a most desired p-type
dopant [83, 84]. When the As-doping concentration is about 1016–1018 cm−3, the
activation efficiency can reach to 100 %. Success in achieving p-type doping of
HgCdTe using arsenic has been reported by several groups [85–88]. However,
arsenic is observed to be incorporated as donor (which is strongly compensated by
unknown defects) rather than acceptor as desired, therefore necessitating post-
growth annealing to activate the arsenic acceptor. Experimental evidence is not yet
available as to the chemical nature of the arsenic impurity.

Major efforts in the last few years have been made experimentally to search for
effective activation scheme; nevertheless, the nature and origin of the As impurities
in as-grown materials remains the least understood, which is a crucial step toward
controlling the conversion of arsenic from a donor to an acceptor. Berding et al.
originally proposed that AsHg–VHg pair is the starting defect for the activation of As
acceptor [89, 90]. Because MBE growth of HgCdTe is normally restricted to the
Te-rich region, there is a high density of VHg in HgCdTe and most As atoms (99 %)
are likely to be incorporated into Hg vacancies. They also stated that half of AsHg
prefer to bind to VHg as AsHg–VHg pairs at the same time. AsHg behaves as a
strongly compensated donor, rather than an acceptor as desired because of VHg

nearby. It is thus suggested that the shallow acceptors VHg and complexes asso-
ciated with AsHg and VHg are likely to be responsible for the observed compen-
sation in As-doped HgCdTe. This model allows consistent interpretation of
experimental observations on arsenic doping of HgCdTe but is not comprehensive.
First, the probability of being interstitial atoms is much larger than that of being
substitutional atoms for As because of smaller atomic radius and lower surfactivity.
Second, electrical measurements have concluded the n-type carrier compensation in
as-grown As-doped HgCdTe. Among the proposed candidates are mercury
vacancies and arsenic clusters. Third, complete As activation can be achieved in
Hg-saturated ambient even with a low Hg pressure, but the activation efficiency is
less than 3 % under vacuum [91]. This suggests that for the activation of As, Hg
plays a vital role during annealing, while the role of VHg is very limited.
Furthermore, it has been found by Selamet et al. that the low carrier mobility of the
native sample is caused by As4 cluster scattering centers [92]. The
double-deep-level spectra found in PL measurements was also attribute to As4
cluster [93]. Taking into account the limitations of the (AsHg–VHg) single-atom
model, Sivananthan group proposed an As molecular adsorption model. In this
model, an arsenic source in a large number of As4 or As2 molecules and small
quantity of singular arsenic atoms has been proposed. It is also suggested that the
arsenic flux is predominantly in the form of As4 or As2 molecules [94] under the
typical low-temperature conditions of MBE growth.

The doping characteristics of VHg, AsHg, and AsTe have been studied system-
atically [75, 95]. In the next section, the structures of As4 and As2 clusters will be
investigated based on the As molecular adsorption model.
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(1) Structure models of As impurity clusters and computational methods

We chose HgTe as the host system. The random distributions of cation atoms in
HgCdTe system are not considered. The choice of HgTe is feasible because of the
equivalent properties between HgTe and technologically important HgCdTe with
low Cd fraction. The defect system was modeled by putting a complex defect at the
center of a periodic SC of HgTe, and all the defect structures considered here are
electronically neutral.

The total energy calculations were performed within the generalized-gradient
approximation (GGA) [96] implemented by the plane-wave total energy VASP
code with the Vanderbilt ultrasoft pseudopotentials [97]. The cutoff energy for the
wave functions was 280 eV. The calculated ground lattice constant for bulk HgTe
was 6.66 Å, in agreement with the experimental value 6.46 Å [98]. We used a
64-atom SC and a 9 � 9 � 9 k-points Monkhorst-pack mesh in the Brillouin zone
of the SC. All internal structural parameters were fully relaxed until the Hellmann–
Feynman (HF) forces were converged to 0.1 meV/Å.

(2) Chemical Potential Dependence of the Defect Formation Energy

Generally speaking, the defect formation energy includes the contribution from
three parts. One is free energy variation between the defective system and a perfect
system. The other is the chemical variation caused by the partial (include atomic
and electron) exchange between the host and the chemical reservoirs when defects
were introduced.

During the formation of AsHg impurity in HgTe system (Fig. 3.20), one Hg atom
will be removed from the host to the chemical reservoirs of Hg atoms, and at the
same time, one As atom will be added into HgTe system from the chemical reser-
voirs of As atom. If the defective system is in charge state +q, one electron should be

Fig. 3.20 Schematic diagram of chemical potential variation due to the formation of AsHg
impurity in HgTe system
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transferred from the neutral defective system to electron reservoirs (correspond to
Fermi level). In this process, the chemical potential of the system will be changed.

The formation energies of the defect system were calculated from the total
energies based on the standard Eq. (3.1) [99]. For neutral defects a(q = 0) in HgTe,
the formation energy DHf (a, q = 0) depends on the chemical potential li (i refers to
Hg, Te, and As).

DHf ða; q ¼ 0Þ ¼ Etotða; q ¼ 0Þ � EtotðHgTeÞþ
X

i

niðl0i þ liÞ ð3:1Þ

Here, Etot (a, q = 0) is the total energy for the defective SC, Etot(HgTe) is the total
energy for the same SC in the absence of a, the ni is the number of Hg, Te, and As
atoms transferred from the SC to the reservoirs in forming the defect, respectively, li
is the chemical potential referenced to elemental liquid/solid with energy l0i .
However, the achievable values of li are limited thermodynamically under equilib-
rium growth conditions. First, to avoid precipitation of the constituent i,li is bound by

li\0 ð3:2Þ

Second, to maintain a stable HgTe compound, li is bound by

lHg þ lTe ¼ DHf ðHgTeÞ ð3:3Þ

The calculated DHf (HgTe) −3.65 eV is in agreement with the experimental
value −3.3 eV. Finally, to avoid the formation of secondary phases As2Te3, li is
bound by

2lAs þ 3lTe\DHf ðAs2Te3Þ ð3:4Þ

Figure 3.21 plots the accessible chemical potential region for HgTe:As, as
defined by Eqs. (3.2)–(3.4). It is shown that because arsenic and tellurium form a
very stable compound As2Te3 with a rather low formation energy −3.65 eV, the
highest possible lAs, at the Hg-rich condition (lHg = 0, lTe = − 3.65 eV), is
−3.85 eV. Under the Te-rich condition (lHg = − 3.65 eV, lTe = 0), lAs is further
reduced to less than −9.33 eV. Above these chemical potential limits, secondary
As2Te3 compound will be formed, thus stopping the arsenic doping process. Such
low-accessible lAs is one of the limiting factors for arsenic doping in HgCdTe.

(3) Structures of Asn (n = 1, 2, 4) clusters

① Arsenic Tetramers

Under Te-saturated condition, the density of VHg is much higher than that of
tellurium vacancy (VTe), so that the As4 defects with two of the four arsenic atoms
occupying mercury sites are expected to be the most reasonable configuration. In
our calculations, we typified such As4 defects into arsenic tetramers (Ast) and
isolated arsenic atoms (4 As), respectively (see Fig. 4.2).
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Ast can be regarded as the distorted pyramidal structure of As4 molecules.
During typical low-temperature MBE growth, there are difficulties in cracking As4
into As2 or As1 on the growing surface, so that As4 molecules initially absorbed on
the surface are subjected to the stress exerted by the HgTe lattice owing to the
different properties of the dopant and host atoms. The stress can be released at the
cost of breaking the partial As–As bonds. In this way, the pyramidal structure
distorts into the tetramer configuration.

For Ast shown in Fig. 3.22, the optimized As–As split changes from 2.45 Å for
configuration (c) to 2.555 Å for configuration (a), approximately conserving the
experimental value 2.435 Å for the pyramidal As4 molecular [74] (Fig. 3.23).

One can also see that different occupation patterns for Ast produce dissimilar
numbers of the broken As–As bonds (designated as d), and the values of d for all
the possible Ast defects do not exceed 3 (d � 3). This can be understood from the
bond length of 2.435 Å for the pyramidal structure [101], slightly less than the
Hg–Te distance of 2.798 Å but far less than the spacing of the nearest neighboring
Hg atoms in HgTe (4.57 Å). As a result, the AsHg–AsHg bond is to be broken up
while the AsHg–AsTe bond is left to adjust itself to accommodate the host lattice. In
the same way, it is conjectured that more AsHg units in the As4 defects leads to the
larger value of d. Figure 3.22 also gives the calculated formation energies of the
As4 defects at the Te-rich limit. In the case of Ast, the configuration (a) and (b) are
metastable states from the formation energies, and the configuration (c) is the most
probable one. Therefore, under the equilibrium stage the former two configurations
are to be converted into the latter one by means of extra VHg to release the lattice
stress. The geometry of the configuration (c), optimized in a manner of [(AsHg–
Asi)d]3 copolymer (dimer denoted as “d”), is not only more favorable in energy by

Fig. 3.21 Calculated
available equilibrium
chemical potential region for
HgTe: As in the
two-dimensional (lHg and
lAs) plane. The shaded and
diagonal area is forbidden
under equilibrium growth
condition. Reproduced from
Ref. [100] with kind
permission from Springer
Science and Business Media
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2 eV lower than the strongest configuration (b), but also stronger with 25 % gain in
the binding energy with respect to the quasi pyramidal configuration (a).

When the As–As bonds for As4 molecular are broken completely (d = 6) or
partially (3 < d < 6), the perfect pyramidal dissociates into isolated atoms and/or
dimers, as demonstrated by the configurations of type II in Fig. 3.22. Such a

Fig. 3.22 Calculated ground geometries for the As4 defects in HgTe. In this figure, the Hg atoms
are of the largest size (in light grey), the Te atoms of intermediate size (in black), and the As atoms
are the smallest (in cyan). To analyze the atomic displacements, the As atoms in the pre-relaxed
structures are also shown by the smallest atoms (in white). For the labels on the As atoms, “s” and
“i” denotes the substitutional site and the interstitial site, respectively. Reproduced from Ref. [100]
with kind permission from Springer Science and Business Media

Fig. 3.23 Adsorption of As4
cluster on Si(211) substrate
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situation occurs only under high-temperature growth conditions, which is not
applied for the state-of-the-art MBE. Focusing on the configuration (c), one can see
that the atomic relaxation makes the three AsHg atoms to move toward the common
Asi atom by an amplitude of 0.348 Å, which leads to the final optimized geometry
in [(AsHg–Asi)d]3 copolymer configuration. However, such a configuration fails to
explain the experimental observation of the slight n-type conduction in as-grown
materials because of the three AsHg atoms with strong donor characteristics. The
previous study [90] has given a reasonable explanation of the AsHg–VHg pairs,
suggesting that the behavior of the compensation conduction in as-grown samples
is possibly associated with VHg which is bound to the donor-like arsenic defects. To
augment our understanding of such a suggestion, we computed the complex defect
of Ast–VHg (see the last section in Fig. 3.22), which was modeled by placing an
additional VHg to the given Ast in the configuration (c). The calculated ground
geometry of Ast–VHg displays that the configuration of [(AsHg–Asi)d]3 is stable,
without experiencing the relaxation to other configurations with the perturbation of
VHg. However, the complex defect of [(AsHg–Asi)d]3–VHg is found to substantially
lower the formation energy [(AsHg–Asi)d]3 by about 3 eV. This reduction of the
formation energy is attributed to the removing of Hg atoms from the defect system,
thus effectively compensating the energy lost by the introduction of As atoms into
the defect system. Also, the configuration information of the complex defect of
[(AsHg–Asi)d]3–VHg is deemed to be in analogy to that of the clusters of AsHg–VHg

pairs with one common VHg, so that both of them are of compensating donor
nature, as supported by our calculated transition energies (unpublished).

② Structures of As2 and As atom

The calculations of Asd and Ass are based on the fact that these defects in a small
quantity are present in a noncracking arsenic source but predominant in a cracking
arsenic source.

In Fig. 3.24a, we show the probable configuration of Asd with the lower for-
mation energy. The As–As spacing is 2.228 Å, in agreement with the experimental
value 2.10 Å for As2 molecule [101]. We note that the AsHg atom deviates sig-
nificantly from the ideal lattice sites toward the interstitial site by the amplitude of
0.783 Å, which suggests that the interstitial sites are favorable in energy to the
absorption of As2 molecules. However, our calculations indicate that two arsenic
atoms, both residing in the interstitial sites, can never be configured in Asd unless a
number of energy barriers are overcome when an extra VHg is available; otherwise,
they are in the configuration of two isolated arsenic atoms (2As), as shown in
Fig. 3.24b, c. So the configuration with two arsenic atoms of split interstitial is
expected to be the most probable for Asd, but this assumption needs to be examined
in our further work. At the same time, we have modeled the complex defect (AsHg–
Asi)d–VHg), as demonstrated by configuration (f) in Fig. 3.25. An obvious shift of
Asi toward VHg can be observed, and the amplitude of the Asi relaxation is more
significant relative to the (AsHg–Asi)d defect.
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There are four probable configurations of As impurities when an As atom is in
different substituted sites [structure (a) and (d)] or interstitial sites [structure (b) and
(c)] as shown in Fig. 3.25. The displacements of As are negligible during the
atomic relaxations. The lattice relaxation energies are of the order of meV.

During the short-displacement and successive steps of the relaxations, the work
done by the HF force can be approximated to be that by the first (1) and second
(2) nearest neighbors of impurity while the contribution from the more distant
neighbors is not taken into account.

WHF ¼ WHF
1 þWHF

2 ¼
X

FHF
i0 � Ddi0 þ

X

FHF
ij � Ddij

� �.

2 ð3:5Þ

Table 3.8 displays the evaluation of the work done by the HF force together with
the relaxation energies DErelax. One can see that the sum of WHF

1 and WHF
2 is

comparable to the value of DErelax, and the main contributions of the work done by
the HF forces come from the second-nearest neighbors. In addition, the value of
DErelax in AsHg system is much less than that in other systems because the
matchable electronegativities between As atoms and the NN Te atoms lead them to
bond easily.

Fig. 3.24 Calculated ground geometries for As2 defects in HgTe. The configuration of (As–As)
split is assumed to be more plausible than other ones for Asd. The atomic notations are the same as
denoted in Fig. 3.23. Reproduced from Ref. [11] with kind permission from Springer Science and
Business Media
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(3) Comparison of the Formation Energies for Asn (n = 1, 2, and 4)

In Fig. 3.26 we compare the formation energies per arsenic atom for various types
of the arsenic defects Asn (n = 1, 2, and 4). It can be seen that Ast is more favorable
in energy than Asd and Ass, indicating that Ast is more abundant than Asd and Ass in
as-grown materials. The order of the formation energies is relevant to the atomic site
configurations in arsenic defects, for example, the energy levels of the arsenic
defects containing the AsTe atoms are much higher than those containing the AsHg
atoms. This is a direct effect of the chemical potentials on the formation energies.
Under Te-rich condition (lTe = 0 and lHg < 0), more Hg atoms involved in the
given defect results in the lower energy levels. From the formation energies of Asn,
the values of the binding energies are also obtained for Ast and Asd. We find that the

Fig. 3.25 Calculated ground geometries for the As atom defects in HgTe

Table 3.8 Work of the Hellmann–Feynman forces (HF) (in meV) for the first (1) and second
(2) nearest neighbors as well the lattice relaxation energies DErelax (in meV)

(a, q = 0) W1
HF W2

HF DErelax

AsHg 1.68 15.84 19.58

AsTe 143.96 530.24 709.67

ASi
Hg 27.76 92.13 339.97

ASi
Te 3.54 90.76 366.81

Reproduced from Ref. [100] with kind permission from Springer Science and Business Media
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more stable configuration corresponds to the stronger binding of the arsenic atoms in
Ast and As. Since the distorted pyramidal structure of As4 molecular relieves the
lattice stress during MBE growth, the heavier degree of the distortion yields more
amount of the lattice stress to be released and thus more steady configurations as
well. Moreover, it can be concluded that under thermal equilibrium isolated arsenic
atoms prefer to be bound into two or four nearest neighboring atoms, because the
binding energies of 2As and 4As defects are at least 0.61 eV/As atom and
0.84 eV/As atom higher than the substitutional singlet (AsHg), respectively.

3.2.4 Amphoteric Doping Behavior of as in MCT

1. Activation model of p-type doping

(1) Electronic properties of AsHg in MCT

In order to understand the bonding mechanism of arsenic doping in
Hg0.5Cd0.5Te, the valence charge density and the bonding-charge density have been
calculated. Figures 3.27 and 3.28 show the valence charge density and the
bonding-charge density on the (110) plane, respectively. From these two figures, we
can see that the charge density distribution between the arsenic impurity and NN
tellurium atoms shows the covalent characteristic. The valence charge density along
the As–Te bond line has been picked up as shown in Fig. 3.29, which indicates that
it is a nearly perfect covalent bond. Moreover, the smaller atomic radius of arsenic
than that of mercury causes the NN tellurium to relax inwardly; the stronger
covalent bonding also results in NN Te inward relaxation.

Fig. 3.26 Formation energy of Asn (n = 1, 2, 4) impurities
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It is instructive to compare the total valence charge of the doped materials with
that of the undoped one for the corresponding site ions with the same size MT
spheres which is the basis for the comparison in a different compound. The
charge-transfer results, listed in Table 3.9, indicate that the impurity influences not
only the charge redistribution of the nearest neighbors, but also that of the NNN
cations.

The DOS of undoped and doped Hg0.5Cd0.5Te0.5 are shown in Fig. 3.30a, b,
respectively. In comparison with the undoped materials, the valence bandwidth of
the As-doped materials is broadened about 176 meV due to the two extra As
4p bonding states coupling into the valence band. Substitution of mercury by
arsenic makes the As-doped MCT metallic because an electron of the As-p state
fills up to the conduction band. The Fermi level does not lie within the band gap,
but it extends to the conduction band, as shown in Fig. 3.30b. Following the
principle discussed in Ref. [24], for simple extrinsic impurities, in principle, one can
predict whether a dopant is a donor or an acceptor by simply counting the number
of the valence electrons of the dopant and the host elements. Here, the integral of
the density of states from CBM to the Fermi level accommodates one electron
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Fig. 3.27 The total charge
density in the (110) plane of
Hg0.5Cd0.5Te with AsHg,
where the contour step size is
6 � 10−3e/(a.u.)3. Reprinted
with permission from Ref.
[75]. Copyright 2005 by
American Physical Society
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occupying the tc2 state. The energy state behaves as a single donor. The results agree
with the theoretical and experimental findings, where the impurity AsHg in
Hg0.5Cd0.5Te0.5 behaves as a single donor.
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Fig. 3.28 The
bonding-charge density in the
(110) plane of Hg0.5Cd0.5Te
with AsHg, where the contour
step size is 5 � 10−3e/(a.u.)3.
Reprinted with permission
from Ref. [75]. Copyright
2005 by American Physical
Society
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Fig. 3.29 The total charge
density along the bond line of
As–Te in the (110) plane of
Hg0.5Cd0.5Te with AsHg.
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from Ref. [75]. Copyright
2005 by American Physical
Society
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It is well known that the calculation in terms of the LDA approximation cannot
give the accurate band gap, as does the absolute position of the donor level for the
present case. But the absolute energy positions calculated by the ab initio method
are less significant than the relative ones. The results of the calculated band gaps for
undoped and doped cases (Fig. 3.30), respectively, show that the doping causes the
band gap to be 19 meV smaller than that of the undoped one. If we neglect the
effect of the valence-band broadening on the band gap, the change can be ascribed
to the donor state. The donor level can be qualitatively located in the region of less
than 19 meV below the CBM. The quantitatively calculated results from the
single-particle eigenvalues reveal that the donor level is 9 meV below the CBM, as
a shallow donor (Fig. 3.31). The results are in agreement with the experimental
findings [102] for the AsHg-doped MCT with stoichiometric x = 0.39. In the
meantime, the donor level has the s-like characteristics as mentioned above, so the

Table 3.9 Charge transfer for the AsHg case and average charge transfer in the atomic sphere for
the undoped case

Hg0.5Cd0.5Te–AsHg Hg0.5Cd0.5Te

Qcrystal Qatomic DQ Qcrystal Qatomic DQ

As 31.699 31.469 0.230 – – –

Te 49.958 49.730 0.228 49.974 49.730 0.217

Cd 46.628 46.541 0.087 46.576 46.541 0.035

Hg 78.466 78.398 0.068 78.424 78.398 0.026

Subscripts “crystal” and “atomic” mean the crystal charge and the superposition of atomic charge,
respectively. DQ ¼ Qcrystal � Qatomic

Reprinted with permission from Ref. [75]. Copyright 2005 by American Physical Society
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relative position between the donor level and CBM, which is also derived from the
s states of group II, is accurate to some extent. Based on the relation between the
ionization of the donor level and the mole fraction of MCT predicated by experi-
ments [103–105], we can predict that the AsHg donor level will be shallower as the
mole fraction becomes smaller. Especially, according to the most technologically
important composition x around 0.2, the donor level is about 5 meV.

The coupling strength is determined by the distance between the impurity and
the host atoms (Fig. 3.33). Figure 3.32 shows that the effect of the coupling strength
between the impurity and host atoms on the conduction-band edge is reduced as the
distance becomes larger. By comparing Fig. 3.31a with Fig. 3.31b, we can find that
the band edge of As-doped MCT shows more apparent shoulders than that of the
perfect MCT. As shown in Fig. 3.33, the difference mainly comes from the cou-
pling of As-s and NN Te-p at the VBM, and the coupling of As-p and the NNN
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cation-s at the CBM. From Fig. 3.34, we can predict that the single donor of AsHg-
doped Hg0.5Cd0.5Te0.5 mainly comes from the coupling of the As-p and the NNN
cation-d states.

As shown in energy level diagram for As, Cd, Te, and Hg atoms (Fig. 3.35),
As-p state energy level is nearby Te-p state energy level, while cation-d state energy
level is nearby Te-p state energy level. Therefore, the coupling between As-p state
energy level and cation-d state energy level is due to the NN Te-p state energy level
forming a peak around 4.22 eV below the Fermi level in DOS (Fig. 3.36).

(2) Electronic properties of AsTe in MCT

To determine the reason for the NN atom inward relaxation in MCT caused by
the As impurity, the valence and the bonding-charge density have been calculated
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(Figs. 3.37 and 3.38). The charge density distributions between the arsenic impurity
and the NN host atoms show the covalent characteristic. The bonding characteristic
between the impurity and the host atoms is similar to the situation in the case of
AsHg. The valence charge density along the line of As/Te–Hg/Cd bond in the case
of AsTe is shown in Figs. 3.39 and 3.40. The results indicate that As–Hg/Cd bonds
for the AsTe case are covalent with stronger ionic characteristics than that of Te–
Hg/Cd bond in the pure system. Together with the bonding mechanism analysis in
the case of AsHg, we can see that, in addition to the smaller Arsenic radius, the
strong bonding also results in the NN host atom inward relaxation. Moreover, the

Fig. 3.35 Energy level
diagram for As, Cd, Te, and
Hg atoms
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Fig. 3.37 Valence charge
density in the (110) plane for
AsTe. The contour step size is
8 � 10−3e/(a.u)3 for total
charge density. Reprinted
with permission from Ref.
[95]. Copyright 2007 by
American Physical Society

As

Hg

Cd

Te

Fig. 3.38 Bonding-charge
density in the (110) plane for
AsTe. The contour step size is
5 � 10−3e/(a.u)3 for bonding
charge density. Reprinted
with permission from Ref.
[95]. Copyright 2007 by
American Physical Society
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strong bonding characteristics account for the stable doping behavior of As in
MCT, which produces low diffusivity of the As-doping (Table 3.10).

The DOS of AsTe-doped Hg0.5Cd0.5Te0.5 is shown in Fig. 3.41. Substitution of a
tellurium atom by an arsenic atom produces the resulting metallic system.
Evidently, the Fermi level of the AsTe-doped system (see Fig. for that of the AsHg)
does not lie within the band gap which extends to the valence band, as shown in
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Table 3.10 Charge transfer in the atomic sphere for AsTe case

Hg0.5Cd0.5Te–AsTe
Qcrystal Qatomic DQ

As 31.508 31.103 0.405

Te2 50.000 49.730 0.270

Cd1 46.223 46.199 0.024

Hg1 77.919 77.937 −0.018

Subscripts “atomic” mean the superposition of atomic charge. DQ ¼ Qcrystal � Qatomic
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Fig. 3.41. The DOS integrated from the Fermi level to the midgap accommodates
one electron. The results show that the impurity AsTe in MCT behaves as a single
acceptor. The theoretical predications are in good agreement with the experimental
results. For the case of charged neutral AsTe, the defect center has a total of seven
electrons. Two of them occupy the av1 states. Five of them occupy the tv2 states. One
of the unoccupied tv2 states just above the valence band maximum (VBM) behaves
as a single acceptor. The results of the calculated band gaps for undoped and doped
HgCdTe (Fig. 3.41), respectively, show that the doping causes the band gap to be
13 meV smaller than that of the undoped one. If we neglect the effect of the
valence-band broadening on the band gap, the change can be ascribed to the
acceptor state. The acceptor level can be qualitatively located in the region of more
than 13 meV above the VBM. The quantitatively calculated results from the single
particle eigenvalues reveal that the acceptor level is 14 meV above the VBM, which
means AsTe is a shallow acceptor. Based on the relation between the ionization of
the acceptor level and the mole fraction of MCT from experiments, we can predict
that the AsTe acceptor level will be shallower as the mole fraction becomes smaller.
Especially, according to the most technologically important composition x around
0.2, the acceptor level is about 5–8 meV above the VBM [106, 101].

(3) Formation energy of AsTe and AsHg/Cd in MCT

Figure 3.42 shows the calculated formation energies of As-doped MCT for
x = 0.25, 0.5, 0.75, and 1 as a function of the Fermi energy under cation- and
Te-rich growth conditions. The slope of the line gives the charge state of the doping
at the Fermi energy. The transition energy level is the Fermi energy, at which the
slope changes value. Under lTe = 0 condition, as shown in Fig. 3.42, the formation
energy of AsHg for x = 0.25, 0.5, and 0.75 is smaller than that of AsTe as the Fermi
energy shifts inside the band gap. These results indicate that arsenic behaves as the
dominant n-type dopant for MCT when x = 0.25, 0.5, and 0.75 under Te-rich
condition. The experiments of MBE growth of HgCdTe [10, 41, 44] (for which the
typical growth condition is Te saturated) and LPE growth of HgCdTe incorporate
arsenic as dopant under Te-saturated condition, result in n-type doping behavior.
The results shown in Fig. 3.42 indicate that the formation energies of AsHg are
about 1.0–1.5 eV smaller than that of AsTe as the Fermi level at VBM. It indicates
that As easily incorporates into the cation site under the Te-saturated growth
condition, behaving as n-type dopant. However, under the Te-rich limit, the for-
mation energy of AsCd for CdTe is smaller than that of AsTe as EF below 0.3 eV. As
the Fermi energy shifts up toward the midgap, the formation energy of AsTe is
smaller than that of AsCd. Namely, the AsTe and AsCd compensate each other at the
Te-rich limit and the Fermi energy is pinned at a level closer to the VBM; con-
sequently, the arsenic impurity in CdTe, even at Te-rich limit, tends to be slightly
p-type dopant. Although there are few experimental reports under this extreme
growth condition, arsenic-doped CdTe layers grown by organometallic vapor-phase
epitaxy produce p-type doping even when the partial pressures of Cd and Te are
equal. Under lCd = 0 condition, as shown in Fig. 3.42, the formation energy of
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AsTe is nearly 1 eV smaller than that of AsCd for CdTe. The arsenic dominantly
incorporates into the Te site, behaving as p-type dopant under the Cd-saturated
condition. The result is in good agreement with the MBE growth CdTe doped by
arsenic under Cd-saturated condition as efficient p type. The difference of the
formation energy of AsHg and AsTe for x = 0.25, 0.5, and 0.75 is around 0.5 eV as
the Fermi energy at VBM under Hg-rich limit. As for x = 0.25, the formation
energy of AsHg is smaller than that of AsTe as the Fermi energy shifts inside the
band gap. These results indicate that the arsenic in MCT-0.25 dominantly behaves
as n-type dopant, even under Hg-saturated growth condition. The compensation
effects between AsHg and AsTe occur for x = 0.5 and 0.75 and the Fermi energy is
pinned at about 0.1 eV above VBM. Namely, arsenic doping in MCT-0.5 and
MCT-0.75 tends to be slight p-type dopant under Hg-rich limit.

2. Mechanism of compensated p-type doping

The current technology requires well-controlled p-type doping of HgCdTe with
very well defined junction formation. Arsenic is employed as a most desired p-type
dopant. However, arsenic is observed to be incorporated as donor (which is strongly
compensated by unknown defects) rather than acceptor [101, 105], therefore
necessitating postgrowth annealing to activate arsenic acceptor. On the other hand,
arsenic doping is related to the adsorption of As molecules under the typical

Fig. 3.42 Calculated formation energy of AsTe and AsHg/Cd according to the mole fraction of
MCT as a function of the Fermi levels. The VBM of the entire four mole fraction is set to zero.
Reprinted with permission from Ref. [95]. Copyright 2007 by American Physical Society
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low-temperature conditions of MBE growth, which results in the complication of
As-doping.

In situ incorporation of arsenic is routine in HgCdTe MBE growth, but there are
still controversies over the doping characteristics. For example, the observed highly
compensated n-type conductivity in the as-grown samples has never been satisfac-
torily explained although different growth models have been suggested [107–109].
The 100 % activation efficiency is limited to high arsenic concentrations in the
As-doping levels about 1016–1018 cm−3 range. However, As-activation efficiency
drastically decreases at the doping levels above 1018 cm−3 [110, 111]. The As
activation seems to be masked by some unidentified n-type defects. Moreover, details
of shallow defect levels can be obtained by electrical or optical experimental mea-
surements, but there are controversies on the deep level characteristics, such as the
deep level at 60–110 meV in the annealing sample [111]. Therefore, the nature of the
doping characteristic is a subject of ongoing research on the As-doping of HgCdTe.

As mentioned previously, As clusters combined with VHg are believed to
account for the highly compensated n-type characteristic in the as-grown HgCdTe.
To better understand the microscopic nature of the As dopants, we further analyzed
the electronic structures and doping characteristic of As2 clusters combined with
VHg by the first-principle calculations.

(1) Modeling and calculation method

The technologically important alloy Hg0.75Cd0.25Te was chosen as host system
in this section. According to the growth conditions, As2 clusters (Asdimer) are
classified as follows:

(a) When the density of VHg is high, structure (a) (Fig. 3.43) denoted as sHgiTe
with one of the two arsenic atoms occupying the mercury site and the other
arsenic atom occupying the interstitial site. These two arsenic atoms form a
dimer bond. After structure relaxation, AsHg deviates from the mercury site
indicating that the interstitial site is more suitable for As2 cluster to combine
with VHg than lattice site. Then three possible structures with the two As atoms
at the interstitial sites to form Asdimer around VHg are denoted as (iHgiTe)spl,
(iTeiTe)spl and (iHgiHg)spl [structure (b), (c) and (d)], respectively. As2 cluster
bounded by VHgcan be divided into two categories. One is two As atoms are
bounded at the same side of VHg, such as structure sHgiTe and (iHgiTe)spl
[structure (a) and (b)]. The other is two As atoms are bounded at the split sides
of VHg, such as structure (iHgiHg)spl and (iTeiTe)spl [structure (c) and (d)]. As
has been discussed before, the Asdimer related to VHg is a possible compen-
sating donor in as-grown materials.

(b) When there is a certain density of VTe, we put one As atom at VTe site, the
other As atom at the interstitial site to form Asdimer denoted as sTeiTe [structure
(f)]. After structure relaxation, AsTe atom is still at Te site, which indicate that
this structure does not need too much energy in the activation annealing
process.
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(c) When the density of VHg and VTe is similar, we put one As atom at VHg site,
the other As atom at the VTe site to form Asdimer denoted as sHgsTe [structure
(e)]. After structure relaxation, AsHg atom is still at Hg site, but AsTe atom
deviated slightly from Te site along As–As bond direction due to the smaller
bond length of As2 than that of Hg–Te bond. This indicates that AsHg is stable
and requires certain energy to be activated in the annealing process.

Besides As2dimer, there is a small quantity of singular arsenic atoms in a cracking
arsenic source. The singular arsenic atom occupied VHg denoted as sHg. The
complex impurity combined sHg and VHg is denoted as (sHg–VHg).

Simulations were performed in a 3 � 3 � 2 SC containing 144 atoms. For
charge defects, a uniform background charge (i.e., jellium charge) was added to
keep the global charge neutrality when electrons are exchanged between the SC and
the electron reservoir (i.e., Fermi level). Integrations over the Brillouin zone were
performed using an energy cutoff of 150 eV and a 3 � 3 � 3 special k-point mesh.

Fig. 3.43 Calculated As2 cluster structures related to VHg and VTe
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Using the general-gradient approximation (GGA) and pseudopotentials as imple-
mented in the VASP code, all the defect calculations started from equilibrium
configurations. The energy convergent criterion was 10−5 eV per unit cell. During
the structural optimization procedure, all the atoms within the defect SC were
allowed to relax until the Hellmann–Feynman forces acting on them were below
0.1 meV/Å.

The formation energy of a defect a in charge state q is defined as

DHf ða; qÞ ¼ DHf ða; q ¼ 0Þþ dEða; qÞþ dEðhost;�qÞþ qðei þEFÞ ð3:6Þ

The first term in Eq. 3.6 is the formation energy for the defects in a neutral SC.

DHf ða; q ¼ 0Þ ¼ EN
totða; q ¼ 0Þ � EM

totðhostÞþ
X

i

niðl0i þ liÞ ð3:7Þ

N, M denotes the total number of electrons in a defective SC and a perfect SC
separately. The second term in Eq. (3.6) is the total energy difference between the
host with qj j holes at the VBM (or with q electrons at the CBM) and the
(defect-free) M electron host.

dEða; qÞ ¼ EðN�qÞ
tot ða; qÞ � EN

totða; q ¼ 0Þ ð3:8Þ

These two terms correspond to the change of free energy and the change of
chemical potential caused by atomic transfer. The third term in Eq. (3.6) is asso-
ciated with jellium neutralization.

dEðhost;�qÞ ¼ EðMþ qÞ
tot ðhostÞ � EM

totðhostÞ
¼ �qðei � EiÞ

ð3:9Þ

The last term in Eq. (3.6) is the change of chemical potential caused by elec-
tronic transfer. The last two terms correspond to the change of chemical potential
caused by electronic transfer.

Substituting Eqs. (3.7)–(3.9) into Eq. (3.6), DHf (a, q) can be expressed as

DHf ða; qÞ ¼ EðN�qÞ
tot ða; qÞ � EM

tot hostð Þ
n o

þ
X

i

niðl0i þ liÞþ qðEi þEFÞ

¼ DEða; qÞþ
X

i

nili þ qEF

ð3:10Þ

(2) Analysis of the DOS

Figure 3.44 gives the DOS of structure (a)–(g) (except (f)) together with that of
Hg0.75Cd0.25Te for comparison. The Fermi level is set to zero.
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For all neutral defects, the main DOS features are similar to that of perfect
HgCdTe, except for extra levels are around the band gap. The defective levels of
structure (a) and (c) are located near the top of valence band. The defective levels of
structure (a) and (c) appear in the vicinity of a band gap of about 1/3. Similar
features around the band gap reflect the similarity of doping characteristics.
Through the integration from the top of the valence band to the Fermi level, one can
determine the filling states of electrons in the highest defective levels. The results
demonstrate that the number of electrons that can be filled into the highest defective
level is 3 for structure (a) and (c), 1 for structure (d) and (f), 8 for structure (b), 2 for
structure (f), and 0 for structure (e), respectively.

(3) Single-electron energy levels of defective states

We will further investigate the characteristics of defective states in structure (a)–
(g) and the SC containing sHg, VHg, or sHg–VHg. First, the energy levels corre-
sponding to defective states should be determined by analysis of the energy
eigenvalues of Gamma points in these SCs. Then, according to the degeneration of
energy eigenvalues and filling situation of electronic states at Gamma points, the
number of electrons corresponding to the defect states will be determined. Finally,
based on the law of electronic filling for zinc-blend structures with Td symmetry,
the filling characteristics of defective states in the structures mentioned above can
be determined.

Figure 3.45 describes the law of electronic filling for zinc-blend structure
compound. C15v state with t2 symmetry at the top of valance band can accommo-
date up to six electrons. This state has p-like state characteristic. C1c state with a1
symmetry at the bottom of conduction band has s-like state characteristic. This state
can accommodate up to two electrons.

Fig. 3.44 Calculated DOS of As2 clusters in HgCdTe. The dashed lines are DOS of
Hg0.75Cd0.25Te as reference
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Using the average potential field of the farthest atom away from the defect as a
benchmark for the valence band top of defective systems, Fig. 3.46 shows the
corresponding energy level and electronic structures of the defective state with
highest energy. The figure also shows the photoluminescence (PL) spectrum results
[93] of as-grown As-doped Hg1−xCdxTe (x � 0.3) as a comparison. According to
the characteristics of defective states, the defective SCs are classified as one of the
following:

Fig. 3.45 Illustrication
Electronic filling law for
zinc-blend structure
compound with Td symmetry

Fig. 3.46 Corresponding energy level and electronic structures of the defective state. PL spectrum
results are listed in brackets
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(a) Acceptor impurity:

There is one tv2 unoccupied state in VHg respect to a perfect system. The lack of
two electrons removed from tv2 state. The unoccupied state moves 13.6 meV above
the top of valance band forming a defective level. This defective state can capture
electrons from valance band through thermal excitation. Therefore, VHg is a kind of
typical shallow acceptor impurity. The peak at 13.4 meV above the top of valance
band in PL spectrum is attributed to luminescence from valance band to shallow
acceptor VHg level. This peak with strong intensity shows a large amount of VHg

defects in the as-grown samples.

(b) Compensated donor impurity:

Both structure (a) and (c) provide a complete system with five electrons. Two
electrons fill into lower ac1 state making this level move into the valance band. The
remaining three electrons fill into higher tc2 state making this level a half-filled state.
This level moves into band gap nearby the top of valance band. Both structures
(d) and (f) provide a complete system with one electron. This electron occupies the
av1 state making this level a half-filled state in the vicinity of band gap of about 1/3.
In sHg–VHg system, structure AsHg provide with 3 electrons. Two of the electrons
fill into ac1 state, the remaining one electron fills into tc2 state. The missing two
electrons in structure VHg move from tc2 and ac1 state. In this system, the av1 state is a
half-filled state and the defective level moves into the band gap in the vicinity of
VBM.

The defective levels of these impurities have three characteristics. First, the
highest defective level is in the band gap nearby the VBM. This defective state can
capture electrons from the valance band through thermal excitation and form a deep
level. Second, the number of filling electrons is no more than half-full. Therefore,
when the electron capture cross section is large enough, the deep level can act as
DX centers. Lastly, these impurities are very active chemically due to the unpaired
electrons. They are nucleation centers to form larger As clusters.

These characteristics have been observed in the experiments. Electrical mea-
surements show that there are two possible deep levels in band gap related to VHg

[112]. In the PL spectrum, there are two peaks in the vicinity of about 1/3 band gap
with energy difference 18 meV and are attributed to the deep center formed by As4
or As2 clusters. As shown in Fig. 3.46, the defective levels of structure (c) and
(d) coincide with these findings. The two deep-acceptor levels are corresponding to
these As2 clusters isomers. There are peaks in PL spectrum corresponding to
structures (a), (f), and SHg–VHg. The strongest peak corresponds to structure SHg–
VHg, followed by structures (a), (c), and (d). The weakest peak corresponds to
structure (f). This indicates that the dominant As impurities are related to VHg in
as-grown samples. The density of the As impurities related to VTe is less than that
of VHg. Moreover, the binding ability to As impurity of VHg is stronger than that of
As2 cluster. Therefore, the density of SHg–VHg is higher than that of As2 cluster
binding with VHg.
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(c) Neutral impurity:

SHg in Structure (e) has three extra electrons compared with a complete system
and hence acts as a donor, while SHg acts as an acceptor due to missing three
electrons. Therefore, structure (e) is a neutral impurity. This result is consistent with
the following result of ionization energy analysis.

(d) Donor impurity:

SHg provides complete system with three electrons. Two of the electrons fill into
ac1 state making this full level move from conduction band down to valence band.
The remaining one electron fills into tc2 state. This state is not full and moves down
to the bottom of conduction band about 10 meV acting as a defective level. So SHg
is a typical shallow donor impurity. Structures (b) and (g) provide complete system
with eight and two electrons separately. These electrons can fill full ac1 state or ac1
and tc2 state. These two structures can only act as donor impurities.

The above analysis results show the common compensated donor characteristic
of structure (a), (c), and (d), except for structure (b). So the As2 clusters binding
with VHg are very important for the highly compensated as-grown HgCdTe
materials. Structures (e) and (f) binding with VTe (SHgiTe and SHgSTe) have com-
pensated donor and neutral characteristics separately. Considering the low density
of VTe, the density of As2 clusters being with VTe is not high.

(4) Ionization energy analysis

According to Eqs. (3.2–3.11), DHf (a, q) depends not only on the atomic
chemical potential li, butis also closely related to the electron chemical potential
(i.e., Fermi level EF). That is to say, the same defective system can have different
states of charge, and the DHf (a, q) corresponding to same charge state q is a linear
function of EF. When an electron is excited from a defect state with lower energy
level in charge state q to a higher energy level in charge state q′, the Fermi level will
be in a position within the band gap range e (q/q′) to form defective states in charge
q and q′ at the same time. The defective formation energy of these two defects states
is equal,

DHf ða; qÞ Ef¼eðq=q0Þ
�

� ¼ DHf ða; q0Þ Ef¼eðq=q0Þ
�

� ð3:11Þ

where e (q/q′) has been defined as a defect states ionization energy,

eðq=q0Þ ¼ ½DEða; qÞ � DEða; qprimeÞ�=ðq0 � qÞ ð3:12Þ

e (q/q′) reflects the position of donor or acceptor level in the band gap.
According to Eq. 3.12, we have the analyzed ionization energies of the above

four different doping impurities. Figure 3.47 shows the relationship between
defective formation energy and Ef. The intersection of the corresponding straight
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line with different charge states in the band gap (that is the inflection point in the
figure) is the ionization energy of each ionization process. As can be seen above,
ionization energy analysis results are entirely consistent with the single-electron
energy levels analysis results. (1) VHg can accept two electrons thermally excited
from the valence band and forming a shallow acceptor ionization level e (0/−2) on
above the top of valence band about 12 meV. Hall test results show that fully
activation energy level of VHg is 10–12 meV [113]. This is in good agreement with
the calculated results. (2) Compensated donor impurities can form both donor
ionization level and acceptor ionization energy level at the same time. In these
impurities, structure (d) has the minimum defect formation energy and is the most
important factor in arsenic compensated n-type doping. As shown in Fig. 3.41,
structure (d) can adopt one electron to make ac1 state a full state. At the same time,
one electron of the ac1 state can be excited to the conduction band. Therefor, deep
donor level e (+/0) and deep-acceptor level e(0/−) will appear 49 and 83 meV above
the top of valance band. Electrical measurement results [114] also show the exis-
tence of fully ionized deep levels in the band gap and the donor behavior are highly
compensated. (3) Because the formation energy of SHg is lower than that of As2
cluster, SHg is the main donor impurities in as-grown HgCdTe materials. The
electron of tc2 state can be excited to conduction band in SHg, and form shallow
donor level e (+/0) above the top of valence band 76 meV.

Fig. 3.47 The relationship between defective formation energy and Ef. Intersection of the
corresponding straight line is the ionization energy of each ionization process
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3.3 HgCdTe Growth on Si by MBE

The study of HgCdTe growth on Si by MBE was focused on the growth of
composited ZnTe/CdTe buffer and extrinsic doping on HgCdTe in this chapter. The
technical challenges of heteroepitaxy on Si included polarity control, suppression of
twins on large mismatch interface, as well as the large amount of misfit dislocation
in hetero-epilayer. The main issues of extrinsic doping were the doping efficient, the
activation of doping elements, and As incorporation.

The theoretical models and calculations were discussed detailedly in Sect. 3.2.
The experimental methods, growth processing and results were described in this
section. The Si deoxide temperature was decreased to lower than 800 °C through
chemical treatments based on Akitoshi Ishizaka solutions, which was optimized for
surface morphology. Arsenic passivation was introduced on Si wafer after deoxide,
which was proved to guarantee B-face growth on diamond substrates.
A ZnTe/CdTe lattice-gradient buffer layer was used to suppress the twins and misfit
dislocations caused by high interface energy due to large lattice misfits. A variety of
methods on this complex buffer layer were studied, including tilting angle of
substrates, growth condition of ZnTe nucleation, and CdTe epitaxy, to improve the
crystal quality. The uniformity of epilayer and the formation mechanism of surface
defects were studied on HgCdTe growth on large-size substrates. In intrinsic
doping, it has been recognized that the difficulties in the As-doping in MBE-grown
HgCdTe mainly come from the amphoteric behavior of As due to the growth mode
of Te-rich, and the low-temperature growth condition as required by the low
surface-sticking coefficient (SSC) of As, which further complicates the under-
standing about the primarily possible modes of As incorporation. In this section, the
experiments on As-doping in growth and activation method by annealing were
described.

3.3.1 ZnTe/CdTe Grading Buffer on Si by MBE

TheMCT FPA reliability issue can be ultimately resolved by epitaxial growth of
HgCdTe-on-Si substrates, which completely matches the thermal expansion of a Si
readout chip. Additionally, Si substrates offer the advantages of large available size,
lower cost, superior mechanical strength, and increased thermal conductivity. The
HgCdTe-on-Si technology was applied for fabrication of the third-generation,
large-format HgCdTe IRFPAs. However, the technology of HgCdTe on Si by MBE
faces dramatic challenges on polarity control, lattic misfit, and growth processing.
The studies and results on the above issues are described below.
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1. ZnTe/CdTe complex epitaxy on Si

The key technologies are as follows:

• Si is an active atom, which is easy to form carbon or oxide compounds. The
contaminants on Si substrates, such as oxide and carbon, are the main cause of
crystal defects in the epilayers. The cleaning temperature for carbon contami-
nants is about 1200 °C, which causes undesirable impurity diffusion and
exceeds the heating capacity of MBE UHV system. The etching methods and
chemical treatments on Si wafer were reported by many papers, but they do not
meet the surface requirements of MBE on ultimate cleaning environment. So the
chemical treatment of Si substrates is a crucial step, which significantly influ-
ences crystalline quality of subsequent epilayer.

• The main difficulty of HgCdTe epitaxy on Si is polarity control, which exceeds
the concepts of well-known heteroepitaxy. The diamond crystal structure of Si
has no polarity, which is different from the zinc-blend structure of CdTe. The
polycrystalline is easily formed when CdTe is directly grown on Si without
polarity control. The elemental issue is the transfer in crystal structure from Si
diamond to CdTe zinc-blend.

• The major technical challenges in the growth of HgCdTe epilayer on Si sub-
strates are large lattice mismatch of 19.3 % between Si and HgCdTe, which
results in the twin formation and poor crystalline quality. Some previous studies
showed that the twins formed on the interface of CdTe/Si if without any buffer
layer. How to obtain the twin-free epilayer was reported and discussed in the
later section.

(1) Chemical treatment on Si substrates

The perfect crystal film could not be obtained on the impurified substrates, which
is also the main cause of defects. Usually, the impurities on substrates were
removed by thermal dioxide, before film growth. While the carbon and oxide film
are easily formed on a Si surface, the fact that the oxide film on Si is removed at
temperature between 800 and 1000 °C in a vacuum was first reported by Lander
and Morrison [115]. The removal of carbon is more difficult than oxide, and the
CKLL peak disappears only after heating above 1100 °C [116, 117]. However, this
technique causes undesirable impurity diffusion and changes the designed impurity
concentration profile within the Si substrates. Furthermore, crystal defects, such as
dislocations and sticking faults, tend to increase and slip lines are often generated
across the Si substrate during high-temperature treatment. Therefore, if a
carbon-free oxidized Si surface can be prepared, low-temperature thermal etching
for surface cleaning is possible. Several studies on low-temperature cleaning
techniques have been reported, such as ion sputtering [118], laser annealing [119],
and Si flux deposition under Ga atmosphere [120]. However, the above cleaning
techniques have their drawbacks of causing the points defects on the Si surface. Ion
sputtering, however, produces undesirable radiation damage at the surface and point
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defects often remain even after annealing. Galliantion is effective in removing
silicon oxide, but complete removal of Ga atoms from the Si surface with no Ga
diffusion into the Si substrate has not yet been fully confirmed. Also, for the Si
beam cleaning method, complete removal of carbon contaminants has not been
certified (Fig. 3.48).

The chemical treatment in this work based on the Ishizaka cleaning method
[121]. Si (211) substrates were prepared by the following procedures: ① organic
cleaning, ② oxide formation and removal of the oxide layers, based on Ishizaka
method, including boiling in HNO3 or NH4OH:H2O2:H2O etching bath and 2.5 %
HF solution etching, ③ thin protective oxide formation by Cl-passivation on Si
surface, HCL:H2O2:H2O = 3:1:1, which can be removed easily by heating at lower
temperature. In procedure ②, two methods for oxide formation were experimented
separately. (In Fig. 3.49 Method 1: Si was etched in HNO3 for 10 min. After HF
etching, Si was etched in NH4OH:H2O2:H2O for 10 min. In Fig. 3.49 Method 2:
HNO3 etching for 10 min, and then HF etching, the above procedures were repe-
ated for 3 times.) After the chemical treatments, the Si substrate was flushed by DI
water for 10 min and dried by N2 purge, then it was loaded to MBE chamber and
outgassed at about 400 °C. The thin oxide formed by Cl-passivation on wafer was
removed by heating the wafer to 740–830 °C.

The transformation of RHEED patterns on Si(211) during deoxide at 780 °C is
shown in Fig. 3.49. When the wafer was heated to the proper temperature, it is
clearly seen that the thin oxide cap by Cl-passivation was removed, corresponding
to the RHEED pattern of (2 � 1) reconstruction.

Figure 3.49 shows the relation between different substrate etching methods and
deoxide temperature. The Si substrates were, respectively, treated by method 1 and
method 2 as above, with different HF etching time from 15 to 30 s. All the wafers
could be deoxidized at temperatures below 830 °C. The deoxidation temperature
could be reduced by repeated cycles of oxide formation and deeper HF etching for
extending time. The deoxidation process can be stably controlled at a temperature
below 800 °C with HF deep etching for � 25 s. The optimal HF etching time was
founded to be 25 s, as overetching may cause point defects on the surface.

Fig. 3.48 RHEED patterns on Si(211) during deoxide. a RHEED patterns in [0–11] direction
before deoxide, b RHEED patterns in [0–11] direction after deoxide
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Figure 3.50 shows the run-to-run deoxidation temperatures of Si, by means of
the optimized chemical treatment. The thermal clean temperature could be con-
trolled up to 780–790 °C, within the UHV heating capacity.

(2) Surface polarity control

The most important issue is polarity control of CdTe on nonpolarity Si substrates.
Polycrystal and two domains could be formed [122], due to the different structures at
interface. Both A and B-face can be grown on Si. It depends on growth conditions
and flux initial passivation on Si surface. Furthermore, concerned with the contin-
uous HgCdTe growth requirement, the sticking coefficient of Hg atom on B-face
(Te) is much larger than it on A face (Cd). Before CdTe growth on Si, polarity
control is the most essential step, which would guarantee B-face mode on CdTe.

Several studies on surface polarity control have been reported. The methods used
include Te passivation on cleaned Si, as well as the CdTe growth on Si with
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over-Cd flux [123, 124]. The CdTe epilayer was demonstrated to be A face by the
above process, and the surface was extremely rough. Compared with Si-Cd
bonding, SiTe formation was reasonable since Si was easier to be bonded with Te,
due to the Si-Te bonding energy being lower by about 3.46 eV [125]. Furthermore,
the sticking coefficient of Cd atom on Si surface is less than on the Te. So after Te
passivation on Si, the Te atom overlapped on the edge and terrace, which enhanced
the Cd immigration on Te face and prevented Cd atom to bonding directly with Si.
Thus, the CdTe A face was formed under 3D growth mode. As the calculation
above analyzed, the polarity control was greatly related with the stick coefficient of
each atom and bonding energy. If As flux was introduced after Si dioxide, Si–Te
bonding was blocked, which greatly improved CdTe/Si surface morphology. So far,
As-passivation on Si was widely seemed as the most effective way to control
polarity and obtain B-face growth.

In 3.2.1, the reconstruction of Si(211) during deoxide and the mechanism of
As-passivation on Si were discussed in details by calculation and models. In this
section, the experimental data was studied. As-passivation was employed after
deoxide and it is a crucial step for obtaining single-domain B-face CdTe(211) on Si
(211). The Si surface by As-passivation was analysed by RHEED, which is con-
sistent with the theoretical calculation. Compared with Fig. 3.48b, the diffraction
intensity turned to be slightly weak in Fig. 3.51, without any noticeable change on
(2 � 1) reconstruction. This indicated that the Si atoms on terrace were replaced by
As atoms, not absorbed. Figure 3.52 shows the intensity transformation of RHEED
pattern during As-passivation. The feature has no noticeable change, while the
diffraction intensity decreased after As deposited on Si at initial stage, then it
reached saturation level after 20 s, which demonstrated the replacement between As
and Si was finished. Decorated etching of CdTe epilayer also confirmed that
As-passivation could ensure the B-face epitaxy of CdTe on Si.

(3) Twin suppression in large lattice mismatched heterostructure

A. The formation of twin

In heteroepitaxial systems, the difference between lattice parameters of the
substrates and the overgrowth is substantial [126]. The larger lattice mismatch

Fig. 3.51 RHEED patterns
in [0–11] direction of Si
(211) after As-passivation
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accommodates the strain energy by forming a high density of islands during the
initial stages of layer growth. Furthermore, the surface kinetic barriers are higher
thus generating disoriented and randomly distributed nuclei at the initial stages of
the growth [127, 128]. The island-coalescence is thus delayed which leads to 3D
growth and produces a columnar-like surface morphology. It is obvious that large
lattice mismatch is the main cause of twin formation.

The lattice mismatch between GaAs and CdTe is 14.6 %。The twin was easily
formed if CdTe is directly deposited on GaAs at normal temperature, due to the
high surface energy. In Fig. 3.53, the RHEED patterns were compared on CdTe
(211)B/GaAs grown at same temperature. In Fig. 3.53a, the twin diffractions due to
(133) were clearly identified on the CdTe directly growth on GaAs. In Fig. 3.53b,
the intensive streaked pattern demonstrated that ZnTe grading buffer made
improvement in twin suppression. In Fig. 3.53c, the twin also could be suppressed
by lower 25 °C growth temperature, which affected a decreasing surface energy.
After the good nucleation of CdTe on GaAs, the temperature should be increased to
the normal point, which guarantees high crystal quality. The 2D growth features
were both indicated in Fig. 3.53b, c, which demonstrated that the lower surface
energy is effective to suppress the twin.

B. Twin-free CdTe(211)B on Si

The studies on GaAs/CdTe shown that the twin could be suppressed by lowered
the surface energy. One way is ZnTe grading buffer growth between substrate and
CdTe. And it is also quite effective if CdTe is nucleated at a lower temperature.

Due to the larger lattice mismatch (19.3 %) between Si and CdTe, the twin and
3D growth mode are more easily formed than on CdTe/GaAs. The twin in CdTe/Si
could not be ultimately suppressed by the directly growth mode. ZnTe is an ideal
grading buffer, because its lattice constant is between Si and CdTe, which mismatch
12.3 and 6.2 % respectively. To obtain twin-free epilayer, the growth conditions for
sequential epitaxy processes were studied, including initial nucleation of ZnTe on
Si, high-temperature annealing, and CdTe or ZnTe growth.
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The heteroepitaxial structure is illustrated in Fig. 3.54. After deoxide, As4 flux
was first deposited on the Si wafer during cool down to a proper growth temper-
ature. In this work, the effect of initial ZnTe nucleated layers on (133) twin sup-
pression was studied at different temperatures of 156, 170, 200, 220, 250, 280 °C.
The thickness of initial ZnTe layers was 25–100 Å. The continuous
high-temperature annealing was performed and CdTe or ZnTe layers grown at
normal temperature followed. The normal ZnTe layers (about 2 lm) were grown at
320 °C and CdTe layers (3–12 lm) were grown at 280 °C.

C. ZnTe nucleation at low temperature

It was found that the proper nucleation temperature is one of the essential issues
to suppress the twin. Figure 3.55 shows RHEED patterns of initial ZnTe layer
(about 100 Å) nucleated at 156 and 200 °C. The diffractions in Fig. 3.55a, c were
almost smeared out and polycrystalline structure was observed at such a lower
nucleation temperature. The polycrystalline structure is easier to form, as the
migration of surface atoms is limited at a lower nucleation temperature. The
crystalline structure could be improved by high-temperature annealing at 380 °C
for 15 min, as shown in Fig. 3.55b, d. Nevertheless, it should be noted that the

Fig. 3.53 RHEED patterns in [0–11] direction of CdTe(211)B/GaAs. a CdTe directly growth on
GaAs; b ZnTe buffer growth before CdTe epitaxy on Si; c CdTe directly growth on GaAs at
temperature 25 °C lower than a

Si substrate 

As passivation 
ZnTe nucleation 

CdTe or ZnTe buffer 

Fig. 3.54 The composite structure of Si/ZnTe/CdTe
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effect of high-temperature annealing on crystal quality is limited. The twin phase
could not be ultimately eliminated by high-temperature annealing. If the initial
nucleation temperature was too low or the initial ZnTe layer was too thick, the
polycrystalline structure was excessively formed, and then it could not be improved
by high-temperature annealing.

It should be pointed that, when nucleated at a higher temperature (above 230 °C),
the twin is found to occur much easier, because the surface atoms migrate faster to
the proper location to reduce the surface energy by large lattice mismatch.
Furthermore, the twin could not be eliminated by high-temperature annealing, which
was shown in Figs. 3.55b and 3.56. As Fig. 3.58 shows, when a ZnTe initial layer
was nucleated above 230 °C, XRD results showed that (133) twin reflection was
intensified, which also evaluated the content of twins in film.

D. ZnTe and CdTe epitaxy at proper temperature

Due to the high surface energy by large lattice mismatch, (133) twins could not
be totally suppressed by a thin ZnTe nucleation and high-temperature annealing.
The later buffer layer growth was performed, to eliminate the twin formation.

Figure 3.57 shows the RHEED patterns in [0–11] direction of Si/ZnTe(211)
layer. The twin spotty pattern of ZnTe nucleation is obvious, which could be greatly
improved by high-temperature annealing. The following 1.71 µm ZnTe growth at
proper temperature was found to effectively suppress (133) twin, which contributed

Fig. 3.55 RHEED patterns in ½0�11� direction of ZnTe/Si(211)B. a Nucleation at 200 °C
(No. SZT011), b After in situ annealing at 390 °C (No. SZT011), c Nucleation at 156 °C
(No. SZT010), d After in situ annealing at 390 °C (No. SZT010)
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to the improvement of crystal quality. The stacky and intensified pattern indicated
the good 2D growth mode and single-crystal diffraction, which was also demon-
strated by XRD measurement.
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As well as the ZnTe epitaxy, twin-free CdTe on Si could also be obtained at
about 280 °C, which was performed on the proper ZnTe initial layer. XRD analysis
has been used to evaluate the crystalline quality of Si/ZnTe/CdTe(211)B (sample
No. SCT030). The CdTe thickness is 5.5 µm and ZnTe initial layer is about 100 Å.
In Fig. 3.58, the single domain of CdTe(422) was examined by h–2h x-ray scan, as
well as the real-time monitoring result by RHEED. The peak at 2h = 63.488° is the
typical diffraction of CdTe(224) Kb. The wide peak at 2h = 45° is the background
diffraction of k = 1 Å, which is no related to any domain.

After growth conditions are optimized during the ZnTe initial nucleation, high
temperature, and thick CdTe epitaxy, a twin-free CdTe(211)B layer was reliably
obtained on 3 inch Si wafer. In Fig. 3.59, x-ray high-resolution (10 lm)
Berg-Barrett reflection topography (BeDe Bescan) on 4.65 lm Si/CdTe(211)
demonstrated the good crystalline quality across the whole 3 inch wafer, without
any other domain or stacky defects.

(4) Improvement of crystal quality

The heteroepitaxial growth of CdTe on Si poses some extreme difficulties due to
the large lattice mismatch (about 19.3 %), thermal expansion coefficient mismatch
and the valence mismatch between the substrate and epilayer. These lead to large
dislocation densities at the interface and a drastic change in the nature of the
bonding at the interface. Double domains and twins are the most commonly
observed defects that severely degrade the quality of heteroepitaxial film. Here, the
way to obtain twin-free film was discussed. In this section, the experiments on
dislocation suppression were carried out, such as the growth condition optimized of
ZnTe grading layer and sequential CdTe layer, as well as the misorientation of Si
substrates.

Fig. 3.59 Berg–Barrett
reflection topography on
CdTe/Si(211)B (sample
No. SCT078)
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A. ZnTe initial nucleation

The grading layer is commonly introduced to large lattice mismatch heteroepi-
taxy. A thin ZnTe was initially employed on Si, not only to ensure twin-free
growth, but also to greatly affect the dislocation suppression. Many experiments
have shown that the crystalline quality was very sensitive to the growth condition of
ZnTe nucleation.

(1) Relation of crystal quality and Zn/Te ratio

The substrate temperature greatly impacts the atom sticking coefficient, as well
as their migration onto the substrate surface. So the substrate temperature and atoms
ratio are the key elements to the crystal quality. For ZnTe nucleation at 200 °C, the
effect of Zn/Te ratio on crystal quality was compared. The subsequential 1–2.3 µm
ZnTe was grown at 320 °C. It was demonstrated by RHEED on real-time monitor
during growth, that the twin ion was greatly suppressed by increasing Zn/Te ratio,
which is also corresponded to DCRD results. In Fig. 3.60, crystal quality is sen-
sitively related to Zn/Te ratio at 2–6. When Zn/Te is 7–20, the trend of improve-
ment becomes slowed down. When Zn/Te = 30–32, FWHM result of layer turns to
be a little worse.

(2) Relation of crystal quality and nucleation temperature

We have systematically studied the growth of CdTe/ZnTe/Si(211) with different
ZnTe initial nucleation temperature at 180–200 °C. For each sample, Zn/Te ratio is
20 and the thickness is about 25 Å, as well as CdTe was grown under the same
conditions. In Fig. 3.61, x-ray double-crystal rocking curve analysis indicated that
crystal quality was obviously improved by decreasing the nucleation temperature.
When the nucleation temperature is lower than 180 °C, the improvement effect
becomes less. If one is concerned about the 3D growth and twin formation at lower
temperature as above mentioned, the most proper nucleation temperature of ZnTe is
about 190 °C.
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(3) Relation of crystal quality and nucleation thickness

It was found that (133) twin fraction could be suppressed by increasing the
thickness of the initial ZnTe layer. After all, this thin layer was grown under
relatively low temperature, which crucially contributed to lower the interface
energy and ensured 2D growth mode. It will apparently impact on the crystal
quality. ZnTe nucleation thickness should be compromised, not only for twin
suppression, but also for dislocation reduction. The experiments on CdTe/Si(211)
or ZnTe/Si(211) with different thickness of 15–200 Å were launched. For each
sample, ZnTe nucleated at 190 °C by Zn/Te ratio = 20, as well as CdTe was grown
at 280 °C and ZnTe was grown at 320 °C. The crystal quality was evaluated by
means of RHEED real-time monitor in Fig. 3.62 and XRD after growth In
Fig. 3.63. As Fig. 3.62a, c, e indicated, (133) twin fraction was related to the
thickness of ZnTe layer at the range of 15–80 Å. The twin content is much more in
the thinner ZnTe, which could compared by the intensity of two domains, as shown
in Fig. 3.62a, b. For the sample of SZT044 with about 15 Å ZnTe nucleation, the
twin diffraction is still stronger than (211) diffraction, even after annealing at 390 °
C after ZnTe nucleation. The XRD result in Fig. 3.63 also demonstrated crystal
quality of composited layers with different thickness of initial ZnTe layer. With a
thick ZnTe nucleation layer, the intensity of (211) diffraction becomes stronger than
the one of (133) twin, and the effect of twin suppression by high-temperature
annealing is much more evident. In Fig. 3.62f, twin diffraction almost faded away,
in sample SCT049 with 80 Å ZnTe nucleation. Nevertheless, concerning the
comparison in Fig. 3.63, the threading dislocations were multiplicated by the
thicker ZnTe nucleation above 50 Å, which was examined by FWHM of x-ray
DCRC. After these systematical experiments and analysis, the optimized thickness
of ZnTe nucleation is 25–50 Å.
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Fig. 3.62 RHEED patterns in ½0�11� direction of CdTe/ZnTe/Si(211)B. a ZnTe nucleation is 15 Å
(SZT044), b After annealed at 390 °C (SZT044), c ZnTe nucleation is 25 Å (SCT041), d After
annealed at 390 °C (SCT041), e ZnTe nucleation is 80 Å (SCT049), f After annealed at 390 °C
(SCT049)
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B. Suppression of dislocation by optimization of the tilt angle between Si and
CdTe

The density of threading dislocations in CdTe buffer layers is one of the main
factors impacting the quality of HgCdTe. In a highly lattice mismatched structure,
the threading dislocations are promoted by the misfit strain at the “coincidence
interface” (a two-layer composite between the substrate and the epilayer) for
releasing the strain energy by extending to the interface to form misfit dislocations.
The lattice tilting was observed in highly lattice mismatched systems modifying the
strain. Accordingly, the relation of epilayer tilting with lattice mismatch deserves a
clarification [129–132].

As shown in Fig. 3.64a, the epilayers grown on lattice mismatched (211) sub-
strates always show some lattice tilting, the surface index of the epilayers deviates
from (211) toward to (311) around CdTe[0-11]//Sub[0-11] proportionally to the
misfit strain. The result suggests that the tilting is inherently driven by misfit strain
to decrease the interface energy, acting as a good scale for the degree of misfit. In an
attempt to facilitate strain relaxation by modifying the coincidence interface, a
series of CdTe layers were grown on (211) Si and (211)B GaAs substrates
misorientated by 1–10° toward to [108] direction. The results are summarized in
Fig. 3.64b. It was found that the FWHM of the x-ray double-crystal rocking curves
(XRDCRC) decreased to saturation as the tilted angle between the (211) planes of
CdTe epilayer and Si decreased from 4.2° to 2.75°. No remarkable change in the

Fig. 3.64 Lattice tilting of epilayers, where a dependence of the tilted angle between the
(211) planes of CdTe and standard (211) substrates with the lattice mismatch, b dependence of the
FWHM of (422) XRDCRC with the tilted angle between the (211) planes of CdTe epilayers and
the (211) misorientated substrates. The insert in b shows the tilting configuration
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FWHM was observed in the CdTe grown on (211) misorientated GaAs, showing
that the modification by substrate misorientation was not effective or significant for
the less-mismatched structures like CdTe/GaAs. This also explains the saturation in
FWHM as observed in CdTe/Si, where the strain was reduced to a certain saturation
below which the modification became less effective. The result indicates that
growth on misorientated Si substrates reduces the misfit strain as manifested by the
lattice tilting, and consequently the requirement for strain relaxation by dislocations
is released as reflected by the decreased FWHM of XRDCRC. This was further
confirmed by comparing the crystal quality of the CdTe epilayers grown on
(211) misorientated Si with those on (211) standard GaAs as shown in Fig. 3.65,
where the FWHM of XRDCRC or EPD profile obtained on CdTe grown on
misorientated Si was reduced to an identical level with that on CdTe/GaAs. In
Fig. 3.65, the (211) planes of CdTe on Si tilted toward to [108] at an angle of 2.75°
having the narrowest FWHM (Fig. 3.64b), which roughly corresponded to a
reduced lattice misfit of *13 % as scaled by Fig. 3.64. The reduction in the
threading dislocations with increasing CdTe thickness is due to the dislocation
cancelation driven by the residual stress. On the other hand, the CdTe grown on
standard (211) Si showed higher EPD values (a factor of about 5) or broader
FWHM. In this case, more dislocations are required to relax the misfit strain at the
interface of CdTe/Si.

By refining the optimal substrate misorientation and growth conditions, a value
in FWHM of XRDCRC in a range of 50–60 arcsec (corresponding to an EPD of
9–30 � 105 cm−2) was routinely obtained on CdTe grown on Si and on GaAs,
which is the best result reported to our knowledge for CdTe grown on Si. HgCdTe
of different compositions were subsequently grown on CdTe buffer layers via a
graded composition region of HgCdTe to reduce the effect of the lattice mismatch
(0.2 %) between CdTe and HgCdTe. The FWHM of XRDCRC varied in a range of
55–75 arcsec with the EPD of 1–5 � 105 cm−2, as statistically observed in many
runs. The quality of HgCdTe grown on Si was found to be identical with that grown
on GaAs.

Fig. 3.65 Dependences of
the FWHM of
(422) XRDCRC and EPD of
CdTe epilayers grown on
GaAs and Si with the epilayer
thickness
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C. The optimal CdTe growth condition

The proceeding results on dislocation reduction related to substrate tilt assume
that an optimized growth sequence should be established. By real-time RHEED
monitoring, CdTe growth condition also has an influence on the density of
threading dislocation. To determine the appropriate CdTe growth temperature,
a series of CdTe layers were grown at 274, 295, 303, 308, 313, and 328 °C. At
about 25 Å ZnTe, nucleation was grown at 190 °C under the optimized conditions
as previous process, on Si (211) tilted toward to [108] at an angle of 2.75°. Then,
CdTe was grown at the temperature of 270–330 °C.

Figure 3.66 records the FWHM DCRC of the series samples at different growth
temperatures, which were measured for CdTe (211)B on Si of various epilayer
thickness. It is obvious that the better quality film was obtained under the higher
temperature. If with concerning of films morphology, the best quality epilayer was
grown at 295 °C.
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3.3.2 HgCdTe Growth on Large-size Alternative Substrates

1. Precise control of growth temperature

The wafer size increasing from 2 inches to 3 inches for the HgCdTe epitaxy
brings a great challenge for HgCdTe MBE technology. The key issue focused on the
precise control of growth temperature and uniformity across the whole wafer.
Compared with other III–V or II–VI wide band gap epitaxy, the optimized growth
window is very narrow, due to the stacking coefficient of Hg being very low and very
sensitive to growth temperature, which has to be in the range of less than±2 °C. It is
observed that even quite small fluctuations of growth temperature will greatly
influence the morphology of the epilayer, such as the density and size of surface
defects [133], which would seriously affect the application in the focal plane arrays.

Usually, the substrate, less than 2 inches, was indium-bonded on a molybdenum
holder. Lateral uniformity of the substrate temperature depended on the thermal
conduction through indium and the holder. It is easy to employ the infrared radi-
ation thermometer as a real-time monitor on growth temperature. Unfortunately, the
wafer mounting mode should change to indium-free with wafer size larger than
3 inches. Indium-bonding is not proper any more to ensure the adherent and
temperature uniformity of large-size substrates. In addition, due to the difference in
thermal expansion coefficient between the substrate material and the moly holder, it
will result in a large thermal stress inside the epitaxial material. Furthermore,
indium as a doping impurity was observed by SIMS inside films. The main chal-
lenge of HgCdTe growth on substrates larger than 3 inches is the mode of wafer
mounting and temperature monitoring.

To avoid thermal stress problems, and to ensure the lateral uniformity of the
substrate temperature, 3-inch indium-free mounting mode is performed. The sub-
strate in the Mo holder is under a stress-free state, and is heated by radiation from
the backside heater directly. Because the alternative substrate is infrared transparent
(from 1.1 to 10 lm), the real temperature of the substrate or HgCdTe material
surface cannot be measured accurately by an infrared thermometer due to thermal
radiation interference from the substrate heater.

Currently, a noncontact thermocouple was used on manipulator, on alternative
substrates of 3 inches or area plus. The issue of substrate temperature measurement
is more complex. During the beginning of HgCdTe growth, the emissivity and
infrared absorption factor of epilayer can be constantly changing, leading to thermal
loss and absorption at the same time. The temperature value obtained from the
noncontact thermocouple is a result of a combined effect, consisting of substrate
heater radiation, infrared absorption, and radiation of epilayer. The composition, the
roughness of epilayer surface, as well as the thickness of layer, are the factors which
mostly influence the T/C reading.

There are many studies on experience in temperature control of HgCdTe growth
using indium-free Mo holder. Bajaj et al. [134] used a thermocouple contacting
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with the Mo block mechanically, while it comes with complexity for MBE heating
system, greatly limits the rotation of the substrate during the growth, thus restricting
the uniformity improvement of large-area material. At the same time, mechanical
contact between the thermocouple and the substrate holder makes the thermocouple
short-lived, consequently shortening the actual running time of MBE equipment.

Ferret et al. [135] in order to solve the problem of temperature control, used a
special graphite substrate holder mechanically fixed to the substrate. However, this
method is difficult to ensure the lateral temperature uniformity of a large-area
substrate. To avoid this problem, Brill et al. [136] used a real-time observation of
high-energy electron diffraction, summing up the empirical temperature curve of the
noncontact thermocouple during growth. However, the problem with this method is
that the high-energy electron diffraction image is not very sensitive to small fluc-
tuations of temperature, thus difficult to guarantee reliable growth temperature
measurement or stable feedback control. Almeida et al. [137] used an ellipsometer
for real-time monitoring. The differences in the growth temperature will result in
changes of Hg sticking coefficient, and a small deviation from the proper HgCdTe
growth window will directly affect combining Hg atoms with Te atoms, eventually
cause on Cd composition, and therefore the temperature control can be achieved by
real-time composition measurement. However, the accuracy of this temperature
control method is not high, small temperature fluctuations in the growth window
cannot be exactly obtained by composition variation.

In our studies [138], adding the infrared absorption layer is an effective method
to solve the above problems. The substrate temperature could be accurately mea-
sured by IR pyrometer, which is the most effective way to ensure the precise control
on the real-time. The thermocouple is in noncontact mode, while avoiding the
problems of complex relationship between the T/C reading and the real temperature
of HgCdTe surface. It is not affected by different composition and growth rate of
HgCdTe, suitable for HgCdTe growth with cutoff wavelength from shortwave to
long wave. The maximal deviation of temperature control is less than ±1 %, well
meeting the requirements of the high-quality HgCdTe epitaxy. In addition, this
method is applicable regardless of substrate size or type.

2. Improvement of lateral composition uniformity on large-area HgCdTe

A stringent requirement from the FPAs of large formats is the lateral uniformity
of material properties concerning crystal quality, surface defects and composition.
The composition uniformity has become an important issue for large-area HgCdTe.
It was found that the uniformity across the wafer was sensitive to the geometrical
configurations of flux cones projected onto the wafers as well as the level of
crucible charging and its evolution, and was a tradeoff between the growth rates and
flux consumptions. To improve the composition uniformity, some demanding
factors were quantified by many growth runs. Examples of radical distributions of x
values and the projecting cutoff wavelengths were obtained on epiwafers grown on
Si and GaAs. By refining the processes of both flux measurements and the amount
of charging material in crucibles, a significant improvement in composition
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reproducibility was achieved. For long wavelength (LW) applications, (a mean
x value of 0.229), a standard deviation (STDDEV) in x value of less than 0.0017
was obtained in a run-to-run base. As shown in Fig. 3.67, a yield of cutoff
wavelength of 73 % was obtained as screened by a deviation of less than 0.2 µm
from the targets. The radial distributions of both x values and the converted cutoff
wavelengths at 80 K over the 3-inch epiwafers of HgCdTe on Silicon are shown in
Fig. 3.67. The result was obtained by The Fourier Infrared Transmission
Spectroscopy (BRO-RAD STF-65A), and the size of the light spot used is
50 � 50 lm2. The thickness of each layer is obtained by comparing the trans-
mission curve with the theoretical curve getting from computer simulation, and the
HgCdTe composition determined according to 500 cm−1 position of absorption
coefficient. The HgCdTe epilayers showed good lateral uniformity in both com-
position and thickness. It shows an example of composition or cutoff uniformity for
a 3-in. HgCdTe wafer grown on Si, the maximum deviation in cutoff wavelength at
80 K is less than 0.1 µm over the central area of a diameter of 70 mm, satisfying
the requirement by the FPAs fabrication.

3. Surface defects

The surface defects are responsible for the degradation in the operability of
imaging devices. Because of the very low sticking coefficient of Hg, the nucleation
of surface defects is a sensitive function of the growth condition employed. In order
to minimize the density of surface defects, the origin of defect nucleation as well as
its relation with growth condition should be clarified. The surface quality of
HgCdTe is also affected by the propagation of the defects in CdTe buffer layers.
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The features of various surface defects were studied by using scanning electron
microscopy (SEM), energy dispersive x-ray fluorescence spectroscopy (EDX) as
well as atomic force microscopy (AFM) on HgCdTe epilayers grown at different
conditions. The EDX analyses were performed by using standard-less ZAF cor-
rections (atomic number, absorption and fluorescence coefficients) for qualification.
The nucleation and evolution mechanism of different surface defects in HgCdTe
thin films were analyzed. The relationship between growth conditions, surface
treatment, and other factors with different surface defects was summarized and
analyzed from a series of experiments. The relation of defects to the growth tem-
perature and the flux ratio was obtained in experimental curve.

Some typical defects in CdTe were systematically identified in this work, and are
not being described here as limited by pages. As shown in Fig. 3.68, various kinds
of surface defects were observed on the HgCdTe surfaces. Some of these defects
were voids, some were hillocks, and some were a mixture of voids and hillocks.
The origin of these defects is either substrate-related or growth-related or both
substrate and growth-related. Figure 3.68a–c show substrate-related defects (type
3); (d) shows voids related to Hg-deficiency (type 2); (e)–(f) show the voids when
Hg is further deficient (type 1); (g) shows defects related to Hg enrichment (type 4),
and (h) shows the void sometimes observed when the growth temperature was
lowered from the optimal condition by *2 °C (type 5). For FPA applications,
obviously type 1–3 defects are more problematic because they are large in size and
may penetrate deep into the film. Even one such a defect may completely kill the
pixel. By efforts devoted to optimize each process starting from the substrate
preparation to the setting up and control of growth parameters for CdTe and
HgCdTe, our accumulated data showed that densities of the surface defects
(� 2 lm) on HgCdTe were reduced to below 300 cm−2.

10 m

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3.68 SEM and Normaski micrographs of surface defects. a top view of type3 defects,
b cross-section view of type3 defects, which formed on the surface of the substrates, c the
hill-locks defects originated from the impurities on the surface, d SEM of type 1 defects, which
related to insufficient Hg conditions, e OM of type1 defects, f cross-section view of type1 defects,
nucleation occurred during the growth process, g type4 defects, related to the Hg-rich conditions,
h type5 defect, diamond-shaped voids
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4. Overall performances of HgCdTe on silicon

(1) Crystal quality

The growth condition was optimized by the efforts on dislocation reduction of
CdTe/ZnTe/Si, including tilted toward [108] Si substrate, lattice grading layer
epitaxy, and high-temperature annealing. The serial experiments of CdTe/Si growth
were carried out on a run-to-run basis. The crystal quality was evaluated by full
width at half maximum (FWHM) of the x-ray double-crystal rocking curve mea-
surements (XDRC). Figure 3.69 shows FWHM of CdTe epilayers grown on GaAs
and Si versus epilayer thickness. The epilayers grown under optimized process
showed narrower FWHM than that before optimization.

Figure 3.69 also indicates the dislocation density in the epilayer under different
thickness. Generally, XDRC FWHM will decrease with the increasing thickness of
the epilayer. The curve can be divided into two zones, which is discussed for misfit
dislocation at the interface and threading dislocation inside the layer, respectively.
Considering the X-ray penetrating depth is about 3–4 lm, FWHM values can
effectively reveal the misfit dislocation density at the interface of CdTe/Si epilayer
with 3 lm thickness. The effect of misfit dislocation reduction at the interface was
demonstrated by the slope of FWHM value decreased. In Fig. 3.69, it is illuminated
that large amount of misfit dislocations at the interface have been greatly reduced
after process optimized. When the thickness is more than 4 lm, threading dislo-
cation under the certain growth condition could be clarified clearly.

For heteroepitaxy with a large lattice mismatch, relatively higher interface
energy can be released by producing high-density misfit dislocations. When the
thickness of the epitaxial layer is less than the penetrating depth of X-rays, the
high-density dislocations at the interface are reflected through XDRC FWHM
values. With increasing thickness, misfit dislocations in the material tend to slip and
form penetrating dislocations. Since the penetrating dislocation density within the
thickness range is high, dislocations are easy to meet each other and form closed
loops through the moving process in the material, so that the dislocation density is
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decreased, and therefore produce a sharp drop of XDRC FWHM value in the
smaller range of epilayer thickness.

When the epilayer thickness exceeds the X-ray penetrating depth, the informa-
tion of the high-density misfit dislocations at the interface gradually decreases in the
diffraction proportion. With further increase in the epilayer thickness,
XDRC FWHM values decrease constantly but slowly. This is because the dislo-
cation spacing increases in the material and the chances of forming closed loops
through dislocations intersecting during the moving process is significantly reduced
after the dislocation density decreases rapidly at the abrupt drop zone. So when the
thickness reaches a certain level, XDRC FWHM values have a very slow
decreasing trend and become nearly constant.

Figure 3.70 shows the XDRC FWHM values have good correlation with the
etch pits density (EPD) values of HgCdTe grown on GaAs or Si. When XDRC
FWHM values are over 70 arcsec, the EPD value reduces with the decreasing
XDRC FWHM value; while XDRC FWHM values drop to about 40–60 arcsec, the
decreasing trend of EPD values become slowly. It is well known that EPD obtained
by chemical etching method can be a most direct evaluation of the dislocation
density in the material, but this evaluating method is destructive comparing with the
XRD measuring method being nondestructive. Therefore, obtaining the experi-
mental curve like in Fig. 3.70 is positive to the establishing criterion of the non-
destructive evaluation.

To increase the available area of the HgCdTe epilayer on an alternative substrate
for device applications, attention should be paid to the lateral distribution of the
crystal quality of the large-area epilayer and the effective improvement of the
overall crystal quality level should be done. It is necessary to focus on crystal
quality uniformity in order to improve the performance and uniformity of the
device. Using the mapping of XDRC FWHM to evaluate the crystal quality uni-
formity of 3-inch epiwafers is a relatively effective mean.

Figure 3.71a, b show the distribution of the XDRC FWHM values of two 3-inch
CdTe(422) epilayers noted SCT068 (central thickness 4.4 lm) with SCT097
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(central thickness 10.9 lm). By Gaussian function fitting, the Gaussian standard
deviation r can be obtained, and the standard deviation (stdev short for standard
deviation) of the FWHM values is also given in the figure. Figure 3.71c is the radial
distribution of FWHM values, which come from averaging the FWHM values at the
same radius. Due to the shielding effect from the Mo ring of the indium-free
substrate holder, about 2–3 mm ring area at the edge of the 3-inch epitaxial layer is
not covered by material or is covered by poor-quality material, resulting in FWHM
values at the edge being abnormally larger and relatively random. The abnormal
values have a great impact on the stdev but little effect on the Gaussian standard
deviation r. Hence, Gaussian standard deviation r is more valuable for evaluating
crystal quality uniformity of a 3-inch epilayer than stdev.

It is observed from Fig. 3.71a, b, the r value of 3-inch Si/CdTe with the 4.4 lm
central thickness is approximately twice that with the 10.9 lm central thickness.
Furthermore, the FWHM values of both samples increase in the radial direction and
the former is significantly higher than the latter, though the statistical FWHM data
in Fig. 3.71c are relatively dispersed. The possible reasons for greater r value and
the FWHM values increasing radially, just include ZnTe nucleation quality deter-
mined by the rigorous conditions, the lateral uniformity of the substrate temperature
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during the growth process, and the CdTe thickness uniformity decided by the beam
source geometrical broadening state, etc. In particular, the radial thickness unifor-
mity of the CdTe has the most dominant and direct effect on the radial uniformity of
the FWHM values, shown by the dashed line in Fig. 3.71c, which is the expected
FWHM values obtained by fitting the correlation of the CdTe FWHM and CdTe
thickness according to line shown in Fig. 3.69.

Figure 3.71c shows the expected FWHM values changing with the radial dis-
tance, which basically have the same trends in the radial direction with the
experimental FWHM values, indicating, in a relatively smaller CdTe thickness
case, the radial distribution of the CdTe thickness plays a dominant role on the
radial distribution of the FWHM value and the same for the Gaussian standard
deviation r value.

Mapping of XDRC FWHM values of HgCdTe epilayer (SHGCDTE011,
x = 0.31) grown on Si is shown in Fig. 3.72. The thickness of CdTe buffer for this
sample is 8 lm and HgCdTe layer is 10 lm having the best result for
XDRC FWHM values of 51 arcsec. Currently, silicon-based HgCdTe materials
have already been fabricated in focal plane device application.

2. Distribution mapping of Surface defect on large-size wafer

The surface defect distribution statistics is considered as conventional evaluation
of surface defects for 3-inch GaAs/HgCdTe and Si/HgCdTe epilayers. Furthermore,
the analysis of surface defects distribution of GaAs/CdTe and Si/CdTe epilayers is
also presented in order to monitor surface defects in process and study their evo-
lution from CdTe layer to HgCdTe layer. Detailed data for surface defects can be
obtained by scanning and analyzing the full-spatial 3-inch surface with the
macro-programs of the computer software. Different types of diagrams and tables
can be sorted and achieved.
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The surface defect distribution of a 4.35 lm CdTe epilayer grown on 3-inch Si is
shown in Fig. 3.73. The CdTe surface defects exhibit the regionally distributing
characteristic. The defects density whose sizes are less than 8 lm is highest in
radius from 0 to 10 and 15 to 25 mm, being classified to the particular defects for
Si-based material. There are three defect density anomalies at the sample’s edge,
corresponding to manual damage. The figure indicates 80 % of the defects have a
size smaller than 8 lm. The number of the defects with size larger than 20 lm is
36, which is remarkably larger than that of GaAs-based material. This is mainly
related to the special and complex Si substrate pretreatment, in which dust is more
easily to be introduced.

3.3.3 Extrinsic Doping in HgCdTe by MBE

The third-generation infrared imaging systems require the Hg1−xCdxTe-based
IRFPAs of increased formats and with multicolor sensing capabilities. A major
reason for requiring doping control involves the development of graded hetero-
junctions and heterostructure homojunctions. It is important to properly design and
grow the heterostructures. The capabilities of in situ formation of pn junctions are a
crucial technology and are extensively studied by many groups worldwide. The
main factors of this technology include extrinsic doping and impurity activation.
The requirement here is the simultaneous achievement of the optimum
heterostructure and in situ doping profiles. MBE offers distinct advantages for
achieving these requirements. The research of doping technology in MBE HgCdTe
was studied systematically in this section, which involved evaluation of impurity
and activation ratio, in situ N-type Indium doping, P-type As-doping, and the ex
situ activation annealing of As. In addition, the experiment of ex situ As activation
was carried out under Te-rich vapor in open-tube, which was an effective way for
the fabrication of large-format IRFPAs application.

Fig. 3.73 The surface defect
density of 3-inch CdTe
epilayer on Si with x = 0.31
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1. Impurity and activation ratio measurement

Secondary Ion Mass Spectrometry (SIMS) is normally used for doping con-
centration measurement, which is an important method for surface analysis. Surface
atoms are ionized and sputtered into vacuum with the kinetic energy of the incident
ion. The surface element can be identified by the charge-mass ratio of the secondary
ion, collected by mass spectrometer.

Compared to other analysis measurement, SIMS has many advantages, such as: 1.
High analysis sensitivity of ppm content. 2. Good finger-print identification property,
even slight difference of element charge-mass ratio. 3. Accurate surface analysis, for
those secondary ions come from the very surface layer. 4. Beam spot up to several
lm, which is used to obtain three-dimensional distribution of the surface element.

The main disadvantage of SIMS is that the primary ion will cause surface
defects, such as: 1. crystal plane disorder. 2. Most of the primary ion being
implanted into the sample. 3. Leading to the adsorption of residual gas and
increasing the degree of contamination. and 4. Changing the distribution of the
original elements. Although there is some weakness above, it still occupies a
prominent position in the surface analysis due to its high sensitivity and good
surface properties.

SIMS is divided in two modes: static and dynamic. The main difference is the
distinction of the sputtering rate. Dynamic SIMS is used for depth analysis of the
surface composition. A primary ion is used for etching source, without considering
preferential sputtering effect.

Standard sample method is usually used for concentration calibration by SIMS.
Research results of Deline [139], Willians [140], Yu [141] show that: the relative
ratio of secondary ion intensity of different elements sputtered from the same
substrate is generally the same. Standard sample for calibration of elements is to
take advantage of this. A sample whose composition is known is used as a standard
in order to obtain the relative sensitivity factor (RSF) of the element to be analyzed.
After that, each element of the sample to be measured can be calibrated.

When using the standard sample method to determine the concentration, RSF of
certain element should be measured first.

RSF ¼ Im=Iið Þ � Ci ð3:13Þ

where

Ii is the secondary ion intensity of impurity elements;
Im is the secondary ion intensity of matrix elements;
Ci is Impurity concentration of standard sample.

After RSF was obtained, the impurity concentration can be expressed as below:

Ci ¼ Ii=Imð Þ � RSF ð3:14Þ
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I of the equations above was the secondary ion intensity of impurity elements
and matrix elements of sample to be analyzed.

Because Te content of HgCdTe is always 50 %, not varying with the changes of
composition, it is considered as the reference value of RSF data.

Preparation of standard sample is important in SIMS test. Besides the concen-
tration requirement of unknown element, matrix composition and structure of the
standard sample should be similar to that of the test sample, so ion-implanted
sample is generally used as a standard sample.

For ion implantation sample, implanting ions in the sample shows a Gaussian
distribution. Two ways are used to fit the peak concentration. One is fitting the
implantation dose and concentration which is measured by SIMS test. The other is
using simulation implantation procedures to obtain the injection depth and FWHM
and calculating the peak concentration.

These two methods are introduced below:

Dose Method

Under certain experimental conditions, the relationship between ion current I
(t) at time t and implantation concentration N(x) can be described as I(t) = kN(x).
Assuming the etching rate is a constant, which is expressed as dx/dt = X/T, ion flux
intensity Is(T) in the total bombardment time (T) equal to Is (t) of the integral,
which can be expressed as below:

IsðTÞ ¼
Z

T

0

IsðtÞdt ¼ k
T
X

Z

X

0

NðxÞdx

Implantation dose D is defined as:

D ¼
Z

X

0

NðxÞdx

Then,

IðtÞ ¼ X
T
IsðTÞ
D

NðxÞ

Translate integration into summation:

NðxÞ ¼ 1
X=T

� D
P

IðtÞ � Dt
IðtÞ ð3:15Þ
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Implantation Fitting Method

According to Gauss equation and mathematical derivation, the formula can be
expressed as below:

Nmax ¼ N0
ffiffiffiffiffiffi

2p
p � DRP

ð3:16Þ

where

Nmax is peak implantation concentration;
N0 is implantation dose;
DRP is standard deviation of implantation depth.

Jack [142] studied the SIMS detection limit of various elements in HgCdTe and
reported that the detection limit of As is 5 � 1015 cm−3 when using O2+ detection
as primary ion source, which means that As-doping concentration is only credible
in SIMS test when the doping concentration is higher than this limit.

In order to calculate the activation ratio of As-doping, the acceptor concentration
is also needed, which means that the carrier concentration of P-type material should
be confirmed by the Hall test. Impurity activation ratio equals doping concentration
to the carrier concentration.

2. Indium doping and activation

Generally, the electrical properties of HgCdTe material change by adjusting the
stoichiometric ratio (intrinsic doping). Hg vacancy in HgCdTe is considered as an
electrical acceptor and hole concentration can be controlled by adjusting Hg
vacancy concentration through different annealing methods [143]. After the Hg
vacancies are eliminated by heating treatment under Hg-rich atmosphere, the donor
concentration of intrinsic-doped HgCdTe is determined by the remaining impurity
acted as donor. Therefore, intrinsic doping by a background donor of HgCdTe faces
the technology limits, in which n-type carriers concentration could not be obtained
over a wide range. Moreover, HgCdTe focal plane devices require vertical inte-
gration of different wavelength response HgCdTe p–n junctions, which means that
electrical parameters of each layer should be determined layer by layer during
HgCdTe growth. It is obvious that intrinsic doping cannot meet the requirement of
flexible multilayer growth any more.

Over the past decade, N-type HgCdTe doping technology has been studied
extensively. Indium is considered as an ideal source of N-type doping and has good
thermal stability in HgCdTe. The diffusion coefficient of In in HgCdTe is shown in
Fig. 3.74 [144]. In the following section, In-doping process in HgCdTe are
described including activation, Hall analysis, and In diffusion behavior in HgCdTe
as well.
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(1) Experimental study of In doping in HgCdTe

HgCdTe films are grown in a Riber 32P system on GaAs (211)B substrate.
High-purity elemental In (7 N) is used as an In-dopant source. Before HgCdTe
growth, a CdTe buffer layer thicker than 3 lm is introduced to reduce the mismatch
dislocations and prevent substrate impurity from concentrating into HgCdTe layer
during postgrowth annealing.

HgCdTe of Cd x = 0.21–0.24 was grown at about 190 °C, then annealed under
240 °C for 8 h with saturated Hg vapor pressure to eliminate Hg vacancies. After
growth, the samples were diced to 10 mm � 10 mm pieces, and annealed by
closed-tube annealing treatment. The mercury source was placed at one end of the
quartz tube and the sample at the other end. Hg pressure can be controlled by
adjusting the temperature of Hg source. To avoid other impurities, before the
experiment, the annealing quartz tube, stopper, and sample holder were cleaned
thoroughly. The Cleaning procedure was sequentially carried out by organic
cleaning, etching, and flushing by DI water. Then, dried by N2. The samples were
annealed at 240 °C for 48 under Hg-rich vapor pressure. Electrical parameters of
the annealed sample are measured by Van Der Pauw four electrodes method.

Boukerche et al. [145] reported that the electrical activation ratio of In is related
to the In-doping concentration through doping experiments of HgCdTe (111) film
on the (100) GaAs substrates by MBE method. The maximum activation rate is
about 60 % when the In-doping concentration is around 1 � 1018 cm−3. When the
doping concentration decreased or increased, activation rate dropped to 10–40 %.
Activation ratio can reach 100 % by optimizing growth conditions [146, 147].

Our results were verified in Fig. 3.75, which indicated a good linear profile of
relationship between the estimated In concentration by SIMS and carrier concen-
tration (ND–NA) by Hall measurements at 77 K. The activation ratio of In is close to
100 % when the doping concentration range is from 2 � 1014 to 1 � 1017 cm−3

(FIG diagonal line is the 100 % activation ratio line). Indium can be considered as
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donor impurity by replacing group II metal atom in HgCdTe. Due to many Hg
vacancies in HgCdTe, it is easily for In to enter a Hg vacancy and such a high In
electrical activation ratio is understandable.

(3) Hall measurements and activation energy

Typical electrical properties of In-doped HgCdTe films are shown in Fig. 3.76.
Relationship between the carrier concentration n = ND–NA or mobility and tem-
perature is represented, which reveals that there is no anomalous Hall effect caused
by multi-carrier composition [148, 149]. At around room temperature, the intrinsic
carrier is dominant. Carrier concentration decreased rapidly when temperature
drops. At around 100 K, the extrinsic carrier begins to be dominant. The carrier
concentration is temperature independent less than 100 K and does not decrease
when temperature is further reduced, indicating that the donor activation energy of
In atoms is small and its donor level is close to the bottom of the conduction band
of HgCdTe. Even in the very low temperature of 7 K, carrier do not freeze out,
demonstrating that In atomic activation energy should be at least less than 7 KT,
particularly 0.6 meV. In the high-temperature region, the carrier mobility decreased
monotonically when temperature increased. When the temperature is lower than
30 K, mobility becomes saturated and temperature independent. For the
high-doping concentration (5 � 1016 cm−3) sample, carrier mobility is 7 � 104

cm2/V s. When the concentration decreased to 2.3 � 1015 cm−3, the long wave
(x = 0.21–0.24) HgCdTe electron mobility is 7 � 104 to 2�105 cm2/V s. In
addition to the low carrier concentration sample of g146 and g150, mobility at low
temperatures decreased when doping concentration increased, which indicates that
In+ ionized impurity scattering dominates. For binary semiconductor materials, a
mobility peak can be found in mobility–temperature curve which is caused by the
switch from high-temperature phonon-dominant scattering to low-temperature
impurity-dominant scattering. As Fig. 3.76b shows, the mobility peak does not
occur in In-doped HgCdTe material. Mobility “platform region” in the
low-temperature is a common feature in high-purity HgCdTe material [150]. This
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may be due to alloy scattering or disordered scattering at low temperature that could
not be ignored. Mobility–temperature relationship caused by this scattering is in
contrast with that caused by ion impurity scattering, which shows that mobility
decreases when temperature increases [151].

Contradicting the explanation that ionized impurity scattering dominates at low
temperature, although doping concentration of sample g146 (x = 0.237) is low
(Fig. 3.76b, 2.3 � 1015 cm−3), the low-temperature mobility does not increase
accordingly (7 � 104 cm2/V s).

In some experiments, intrinsic-doped HgCdTe material with lower concentration
has a lower mobility. Edwall, Temofonte et al. [152] also reported that the electron
mobility is at a low level, although the carrier concentration is only 1–2�1015 cm−3.

Figure 3.77 shows the relationship between electron concentration or mobility
and the temperature of intrinsic-doped long-wave HgCdTe after Hg vacancy
eliminating annealing. The sample composition x is 0.239. The figure clearly shows
that the maximum value of mobility is at around 40 K. The theoretical analysis of
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Meyer et al. [153] indicated that the mobility peak occurs due to the compensation
effect of impurities. When electron doping concentration is low, acceptor impurity
in material is in an ionized state. Since it is not fully charge compensated by donor
electron, the scattering effect is more obvious, which results in a lower mobility.
Because donor impurities at low temperature are in a fully ionized state, com-
pensation level and acceptor impurity concentration cannot be obtained from the
experimental data. In addition, Rafol et al. [154] found that In doping could
improve the uniformity of the material in a Shubikov-de Haas oscillation experi-
ment in order to obtain high electron mobility. Thus, in the preparation of the
IRFPA detectors, it is necessary to control the doping concentration of
*3�1015 cm−3 level in order to obtain high electron mobility.

(4) Indium diffusion coefficient

Stability of In atoms in HgCdTe and diffusion behavior under annealing tem-
perature determines whether it is suitable for device application. It has been
reported that an In atom at a lower temperature still has a large diffusion coefficient.
Diffusion behavior of In in HgCdTe can be studied by designing and preparing
HgCdTe film with mutation distribution and gradient distribution structure of In
concentration.

Sample structure is shown in Fig. 3.78. Thickness of CdTe buffer layer is about
3 lm and HgCdTe thickness is about 11 lm. In order to study the diffusion
behavior of In at the substrate interface, a 6 lm undoped HgCdTe layer is first
grown on the CdTe buffer layer. Then, opening the shutter of In effusion cell, a
mutation interface layer of In-doping concentration is formed, whose thickness is
0.3 lm and doping temperature is 480 °C. Then raise In-doping temperature to
510 °C linearly, and a gradient distribution layer of In-doping concentration is
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formed, whose thickness is about 0.4 lm. Then maintain the In-doping tempera-
ture, and a 1.3 lm high In-doping layer was prepared. After being cut as growth
completed, some part of HgCdTe material was annealed under 400 °C/30 min and
240 °C/48 h. Annealed and non-annealed pieces were tested by SIMS under the
same conditions in order to obtain the original distribution and annealing diffusion
distribution of impurity.

The diffusion coefficient can be calculated according to a diffusion equation.
Impurity diffusion process under high-temperature annealing is a quasi-static pro-
cess, which is ruled by diffusion equation:

@n
@t

¼ @

@x
D
@n
@x

� �

ð3:17Þ

Converting into a numerical equation:

Cnþ 1
j ¼ rnj Cn

j�1 þCn
jþ 1 � 2Cn

j

� �

þCn
j þ

Dt

4D2 Cn
jþ 1 Cn

j�1

� �

Dn
jþ 1 � Dn

j�1

� �

ð3:18Þ

In this formula,

rnj ¼ Dn
j
Dt

D2

j ¼ 1; 2; 3; . . .; nþ 1 n ¼ 0; 1; 2; . . .;N

where:
N represents the number of integration. The total annealing time is NDt. Epitaxial

layer is divided into n + 1 layer. j represents the position of the jth HgCdTe layer.
D is the distance between the jth layer and the j + 1th layer. Dn

j represents the
diffusion coefficient of HgCdTe layer at time n and position j.

Diffusion coefficient is obtained by program fitting. The result shows that the
diffusion coefficient of In at 400 °C in HgCdTe layer is about *1 � 10−14 cm2/s,
which is in accordance with that reported in the literature [155] of
*1 � 10−14 cm2/s. For the In-doped graded layer, no significant change in dis-
tribution is observed by annealing. The above analysis shows that In is stable in
HgCdTe, which is able to meet the requirements for device fabrication and can be
considered as a good dopant.

3 As-doping and annealing technology

During the growth of (211)B HgCdTe, p-type material (Hg vacancies as
acceptance) can be obtained by postgrowth annealing method on the intrinsic
materials [156]. Carrier concentration could be achieved in the range of
1–20 � 1015 cm−3 due to annealing temperature and time. But this has several
undesirable traits including Shockley-read-Hall lifetimes associated with vacancies
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states mediating recombination. This points to the need for an extrinsic p-type
dopant.

The n-type extrinsic doping(1015–1018 cm−3) of HgCdTe using indium has been
achieved in as-grown MBE layers and can be optimized by a postgrowth isothermal
annealing at 240 °C for 48 h [157]. However, the situation is quite different for
p-type extrinsic doping, which is much more complex for HgCdTe [158, 159]. For
II–VI compounds, both group I and group V elements are p-type dopant candidates.
Group I elements, such as Cu, Ag, Au, and Li, serve as p-type dopants if they are
incorporated on metallic sites. Unfortunately, group I elements diffuse too fast even
at growth temperature and during annealing. It is not the best option for reliable
doping. Group V elements, such as As, serve as p-type dopants if they are incor-
porated on nonmetallic sites, which are stable and well-controlled. However,
As-doping is not straightforward. Because MBE growth of HgCdTe occurs under
Te-rich conditions, as-grown, undoped HgCdTe layers usually contain a high
density of Hg vacancies (metallic-site vacancies). Thus, As is predicted to be
predominately incorporated on Hg sites and serve as active donors or neutral
structures in the case of As complexes. Therefore, research on As-doping activation
for HgCdTe MBE growth is highly important. The activation of As as an acceptor
in HgCdTe was studied in this section, the mechanism of activation also was
discussed by experiments as well.

(1) As-doping in HgCdTe

It has been recognized that the difficulties in the As-doping in MBE-grown
HgCdTe mainly come from the amphoteric behavior of As due to the growth mode
of Te-rich, and the low-temperature growth condition as required by the low SSC of
As, which further complicates the understanding about the primarily possible
modes of As incorporation.

(2) Sticking coefficient of As atom in HgCdTe

The relationship of As sticking coefficient and growth temperature was experi-
mented on the epitaxy of As in poly CdTe, in crystalline CdTe and in HgCdTe
between RT to 200 °C. To understand the sticking behavior of As atoms and its
relation with the presence of Hg, the SSC of As during HgCdTe growth was
measured as shown in Fig. 3.79. Compared with CdTe, the As sticking in HgCdTe
shows surprisingly different behavior, decreases much more rapidly with increasing
temperature, more than an order of magnitude within a temperature increment of
only 10 °C. The temperature sensitive behavior of As sticking suggests that the
ability in the growth temperature control is critical in terms of doping stability as
well. A deviation in growth temperature of 1 °C would cause a variation of more
than 10 % in doping concentration when growing at 160–170 °C range. As shown
in Fig. 3.79, the fact that the SSC of As in HgCdTe is much lower than that in CdTe
at the temperatures higher than 160 °C implies that it may has some correlation
with the sticking behavior of Hg.
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To clarify the effect of Hg on As sticking coefficient during growth, SIMS results
of As-doping were examined on both poly HgCdTe and CdTe under Hg flux, which
is compared in Fig. 3.80. As-doping CdTe was deposited on CdZnTe substrate and
then HgCdTe was deposited on CdTe in sequence. It is difficult to adjust Hg flux
rapidly during deposition. Since the Hg sticking coefficient is sensitive to growth
temperature, the growth temperature is changed intentionally to adjust the Hg flux
exposed on the wafer. During the deposition process, As cell temperature is 320 °C
while the CdTe and Hg flux are kept stabile. From Fig. 3.80, SIMS result indicated
that As concentration is higher in poly CdTe. After opening the Hg shutter, the
concentration of As drops rapidly. During continuous poly HgCdTe epitaxy, the
apparent decline of Hg concentration occurred as growth temperature increased. It
is noticeable that the concentration of As increased with the rise of depositing
temperature, according to the reduction trend of Hg concentration at the same time.
Obviously, it is an exact evidence to illuminate that the Hg plays a major role in As
sticking coefficient on the surface. The Hg presents much more great impact on the
reduction of sticking coefficient, than the effect from growth temperature.
Polymaterials cannot maintain a fixed composition, which is different from
single-crystal materials. Different Hg concentrations will alter the ratio of HgTe and
CdTe in polydeposit HgCdTe with a fixed Te flux. With the increase of growth
temperature, the portion of HgTe decreases so that the material is more CdTe like
and As concentration increases. The experiment clearly demonstrated the effect of
Hg to As sticking coefficient. As dopant activities are closely related to Hg and Cd
or the bond of HgTe and CdTe. AHgCdTe/CdTe superlattice was used to solve the
As-doping problem in HgCdTe by atomic layer doping technology in CdTe (He,
Wijewarnasuriya etc.). The experiment explained why the method is easy to obtain
As-doped HgCdTe well.

However, it is very difficult to obtain good crystal quality materials if HgCdTe is
grown at 170 °C. According to the experiment, the doping efficient of As enhanced

Fig. 3.79 The SSC of As in
CdTe and HgCdTe as
functions of the growth
temperature
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a lot by using As cracker cell. After increasing the growth temperature of HgCdTe
from 170 to 187 °C and keeping the As bulk at the same temperature as effusion
cell, the same level of As-doping concentration was achieved.

(3) As incorporation in HgCdTe

In order to understand the behavior of As incorporation in the epilayers, elec-
trical properties were analyzed by Hall measurement on As extrinsic doped sam-
ples. In Fig. 3.80, Hall concentration and mobility were compared between the
as-grown samples and the one after n-type annealing. The n-type annealing was
performed at 240 °C for 48 h under a Hg-saturated pressure to annihilate the
metallic vacancies created either during the growth or during other annealing
processes.

The temperature-dependent Hall measurements for undoped as-grown samples
grown at 170 °C showed a compensated n-type characteristic, which indicates the
concentration of Vhg grown at 170 °C is lower than that grown at normal tem-
perature (185–190 °C). In the normal growth case, the typical donor concentration
in intrinsic-doped HgCdTe(x = 0.3) is about 1 � 1015 cm−3, with the mobility of
7 � 104 cm2/V s.
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Figure 3.80 shows the relationship of carrier concentration/mobility and doping
level in as-grown doped sample and n-type annealed sample at 77 K. For as-grown
samples, the electrical properties are examined as p-type when the As-doping level
was less than 3 � 1017 cm−3, while donor acted as major role with As-doping up to
5 � 1017 cm−3. The Hall concentration is fully converted to n-type and no changes
depend on the increasing of doping level after n-type annealing in Fig. 3.80c.

From Fig. 3.80a, p-type concentration increased in the range of 1–
8 � 1016 cm−3 by the As-doping level from 2 to 30 � 1016 cm−3, which is higher
than the usual result of intrinsic-doped HgCdTe. It could be concluded that doping
As into HgCdTe generates additional Hg vacancies. With a doping level up to
5 � 1017 cm−3, donors dominated the electrical property, which was probably
generated by heavy doping with As atoms, whose effect exceeded the additional Hg
vacancies by large amount of As atom joining. However, as shown in Fig. 3.80c,
the donor mobility is lower than the result of intrinsic-doped HgCdTe after n-type
annealing.

Berding [160] proposed the single-atom doping model in 1998. Grein [161]
reported the possibility of As2 and As4 existence in theoretical calculations in 1999.
Lee [162] presented the relationship between N-type electrical properties and As5
atom cluster after researching on low-temperature N-type annealing at 200 °C.

The result of the experiments was consistent with the single-atom doping model
in two aspects: 1. Great amount of isolated AsHg make as-grown samples N-type,
but at low doping level the as-grown sample appears to be P type. After n-type
annealing, the doping level should be directly proportional to AsHg, but the N-type
carrier concentration has no obvious change after increasing the doping level. This
illustrated that the possibility that a single-atom As existing in the sample is quite
low. As As2 is a natural structure, it cannot explain the above experimental result,
which also indicates a low possibility.

However, the calculation model for the As4 cluster in Sect. 3.2.3 can explain the
above experimental result. It shows that the formation energy for the structure
model in Fig. 3.22c is the lowest which is the most possible form of As4. AsHg–
Vhg is similar to AsTc which shows acceptor properties. So this model can explain
the reason why as-grown sample appears to be P type when the doping level is low.
This structure consists of three AsHg atoms. The calculation shows that when they
gather to As, the position relaxation rate is low and most of them keep in Hg site.
This indicates the structure is a strong donor impurity. So the single As4 cluster
model cannot explain why, when the As-doping level is above 5 � 1017 cm−3, the
sample appears to be weak N type and does not increase with the increasing doping
level.

After research on As tetramer-Vhg based on the cluster structure (3.22C) and
AsHg–Vhg model, the As4 cluster which related to Vhg is a typical donor impurity
after compensation. This structure explains the experiment result in Fig. 3.80. The
cluster structure may act as a deep energy impurity which compensates the intrinsic
N type carrier concentration and mobility and makes them lower than that in
undoped sample.
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(4) Ex situ annealing for As activation

In order to understand the behavior of As incorporation in the epilayers, the
annealing experiments were carried out either under a Hg pressure in closed quartz
ampoules in a dual-zone oven, or in the vacuum environment at different temper-
atures. Before annealing, the samples were etched with bromine methanol solution
to remove CdTe cap layers. The experiments were performed with different com-
binations of three basic anneals: the n-type anneal, the activation anneal, and the
vacuum-anneal. The n-type anneal here means annealing at 240 °C for 48 h under a
Hg-saturated pressure to annihilate the metallic vacancies created either during the
growth or during other annealing processes. All the annealing experiments in this
study were terminated by the n-type anneal, to ensure Hg vacancies were eliminated
completely and only As-activated as donors. Some samples were pre-annealed by
this procedure prior to the other anneals. The activation anneal or p-type anneal
refers the annealing in a temperature range of 285–440 °C for 0.5–30 h at different
Hg pressures. This process also creates metallic vacancies. The vacuum-anneal is
performed in vacuum without participation of the outcoming Hg, and is aimed to
understand the role of Hg in As activation. It was performed at 360 °C for 30 h
which is known to produce metallic vacancies. The electrical properties were
measured by temperature-dependent Hall measurements in the van der Pauw
configuration in a temperature range of 300–12 K at a magnetic field strength of
0.2 T. Before the measurements, the samples were etched to remove the possible
n-type top layers.

Figure 3.81 shows the hole concentration as the function of the doping level of
the epilayers annealed at different conditions for activation. The general trend in As
activation is consistent with those reported [163, 164], the electrical activation
approaches 100 % when the doping level is low, and saturates or drops as the
doping level up to 1 � 1018 cm−3. High-temperature annealing will eliminate the
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advantage of low-temperature growing for MBE, so lower the annealing temper-
ature can keep the heterojunction structure grown at low temperature and restrain
the diffusion of impurity in the material, which has an important significance.

To verify the effects of Hg on the activation, vacuum-anneals were performed on
some of samples (doping levels between 1 and 2 � 1017 cm−3). The Hall mea-
surements on those samples (not shown in the figure) indicated that only 2–4 % of
As atoms were converted to acceptors without the help of Hg, and confirmed the
effect of Hg in As activation. In an attempt to understand the roles of metallic
vacancies, two kinds of opposite pre-anneals were employed. One was n-type
pre-anneal to annihilate the metallic vacancies created either during growth or by
As incorporation as mentioned above, the other one was p-type pre-anneal at 285
and 400 °C at Hg partial pressures of 0.016 and 0.07 atm (Te-saturated limit),
respectively, trying to introduce more metallic vacancies at the beginning. The
pretreated samples were then subsequently annealed at 300, 360, and 440 °C under
Hg-saturated pressure. As it shown in Fig. 3.81, the results did not produce any
remarkable change in As activation as compared to those without the pretreatment.
The result can be explained by the fact that metallic vacancies were also created
during the activation anneals regardless of the initial concentration of the metallic
vacancies. Another attempt was to vary the Hg partial pressure during the activation
anneals. As shown in Fig. 3.81, a certain amount of As could be activated during
low-temperature anneals at 285 °C even under a Hg partial pressure of 0.016 atm.
For samples annealed at 400 °C at the Te-saturated limit, a noticeable reduction in
activation was observed for highly doped samples (>1 � 1018 cm−3) as compared
with those annealed under the Hg-saturation.

(5) Diffusion characteristic of As in HgCdTe

Annealing processes cause redistribution of impurities, resulting in a substantial
change in the doping concentration of the samples. In the previous reports, As was
expected to lower the diffusion coefficient in HgCdTe, which was identified as the
most desirable p-type dopant of hetero-homojunction fabrications. However, these
studies were mostly based on the ion implantation samples. The studies based on
in situ As-doped HgCdTe have not yet been reported. Therefore, the diffusion
characteristic of As-activation process which were annealed under several tem-
perature of 240, 380, and 440 °C was studied in extrinsic As-doped HgCdTe.

All the samples were annealed in a closed tube. Generally, As-activation anneal
was performed under the annealing conditions of 440 °C/30 min (high-temperature
annealing) + 240 °C/48 h (low-temperature annealing) or 380 °C/16 h
(high-temperature annealing) + 240 °C/48 h (low-temperature annealing). Thus,
the annealing runs under 240, 380 and 440 °C were performed in the As diffusion
experiments. The annealing time was also chosen based on the conditions of
As-activation annealing of HgCdTe. A 240 °C anneal was performed for 24 and
60 h, while a 380 °C anneal was performed for 16 h, and a 440 anneal for 30 min.
Meanwhile, in order to study the effect of the mercury pressure on the As diffusion

3.3 HgCdTe Growth on Si by MBE 211



process, the experiments were also performed separately with mercury pressure and
without mercury pressure.

Under a saturating mercury pressure, the diffusion coefficients of As in HgCdTe at
the annealing temperature of 240, 380 and 440 °C were ð1:0	 0:9Þ � 10�16 cm2=s,
ð8	 3Þ � 10�15cm2=s and ð1:5	 0:9Þ � 10�13 cm2=s. The diffusion analysis of
these three temperatures after annealing is shown in Figs. 3.82, 3.83 and 3.84. Since
the diffusion coefficient of As at a 240 °C anneal is small, the mercury pressure takes
little effect on the As diffusion. So the diffusion coefficient of As which was obtained
by the simulation at that temperature without mercury pressure was similar to that
with saturated mercury pressure. The annealing condition of 380 °C/16 h caused
some effects on the distribution of As in HgCdTe. So the original steep doping
interface becomes smooth. The annealing under these conditions will make a pn
abrupt junction into a graded junction. Since the diffusion coefficient ofAs at a 380 °C
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anneal is large, the mercury pressure has a significant effect on the As diffusion. After
simulation, it was found that the diffusion coefficient of As without mercury pressure
was approximately 10�11cm2=s. This was because a large amount of Hg vacancies
was produced due to lack of Hg in the samples when the annealing was performed
without mercury pressure. And in the high-temperature annealing, the impurities As
can easily enter into the Hg vacancies, so a large amount of Hg vacancies in the
samples makes the diffusion of As greatly accelerated. This phenomenon was also
discussed in the literature [165]. It is shown in Fig. 3.84 that the As-doped structure in
the sample was much different after a annealing under this condition for 16 h. It
changed the distribution of As in HgCdTe. The diffusion coefficient of As at a 440 °C
anneal is large, but the anneal took less effect on the distribution of As because of the
short annealing time.

Figure 3.85 shows the relationship between the diffusion coefficient of As with
the annealing temperature. The diffusion activation energy can be obtained from the
slopes of the two lines in the figure: E = −1000a � KB, in which is the slope
obtained from the simulation in Fig. 3.85 and KB is the Boltzmann’s constant.
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Table 3.11 shows that the diffusion activation energy of As in HgCdTe annealed
with saturated mercury pressure is not the same as that annealed without mercury
pressure. Under saturated mercury pressure, the activation energy is small but the
diffusion rate is also small; under vacuum pressure, the activation energy is larger
while the diffusion rate is also large. This shows that As diffusion is carried out with
different mechanisms under those two conditions.

Annealing under vacuum causes the sample to produce a large number of Hg
vacancies, while annealing under saturated mercury pressure actually is an acti-
vation anneal. The results show, annealed under vacuum pressure, As atoms mainly
exchange location through the Hg vacancies to complete the diffusion process.
Because of the large number of Hg vacancies, the activation energy is large;
however, the diffusion coefficient is also high.

2. Hg-rich high-temperature As activation with an open-tube technique

In the previous experimental results, the As-activation process is based on
annealing technology in a closed tube. The HgCdTe samples and mercury source
are enclosed in the ends of a vacuum quartz tube. The heat treatment temperature is
controlled by adjusting the HgCdTe material temperature, and Hg pressure in quartz
tube is controlled by adjusting Hg source temperature. The advantage of this
technique is that the equipment is simple, the mercury pressure and the sample
temperature are easy to be controlled. However, the disadvantage is that the
cleaning and sealing processes of the quartz tube are complicated. With sample size
increase, the difficulty of using close-tube technique increases greatly. At the same
time, the high cost of the quartz tube also makes that the process difficult to meet
the requirements of practical technology. Therefore, a better way is to anneal in the
open-tube, which is to achieve a stable mercury pressure by controlling mercury
reflux in the vertical cavity. The specific process includes the following three
aspects.

(1) Open-tube equipment for Hg-rich high-temperature As-activation technology

Figure 3.86 shows a device which is suitable for the batch annealing process.
The apparatus is mainly composed of a sample holder driving unit, the pressure
control unit and the temperature control unit. In order to ensure the samples are not
in the low-temperature region when being transmitting and being heated and
cooled, the transfer device can be accurately positioned. The pressure control unit is
to maintain gas pressure during the annealing, and high-pressure gas can make
mercury reflux and suppress the Hg within a certain range. The annealing is

Table 3.11 The diffusion rate D0 and diffusion activation energy E

D0 (cm
2/s) E(eV)

Saturated mercury pressure 4.42e−6 1.091

Without mercury pressure 2.10e−7 2.375

214 3 CdTe/Si Composite Substrate and HgCdTe Epitaxy



performed under a hydrogen atmosphere. The device can simultaneously hold three
4-inch samples which are annealed under high-pressure mercury atmosphere. In
order to control the temperature of the sample and mercury source, the furnace
includes four heating segments. One segment is used to control mercury source
temperature so the samples can be annealed at different temperatures and under
different mercury pressure conditions. Meanwhile, in order to make the temperature
of the samples and the mercury source controllable, the furnace is supported by
eurotherm with precise PID regulator which accuracy is up to ±0.1 °C.

2) Controlling the surface morphology of the samples annealed in opened tube
equipment

In annealing process, the surface of HgCdTe is easily contaminated by mercury
if the mercury droplets contact the sample surface. Therefore, it is necessary to
adjust the profile of the temperature of the device and to adjust the position of the
sample holder during the annealing process.

The surface morphology and the electrical property of the samples after
annealing are obtained by subsequent tests. The results showed that, after anneal-
ing, the surface did not change significantly (Fig. 3.87). The defects on the sample
surface were introduced during HgCdTe growth or during the later storage. To
prove this point, one 3-inch Si wafer after polishing and cleaning was annealed
under the same conditions (300 °C/16 h + 240 °C/48 h). The result is shown in
Fig. 3.88. Except for some small loops, which with microscopes are difficult to
observe, the sample surface is almost not affected. No defects are observed on the
surface, which indicates that in such annealing device and process, the surface of
HgCdTe materials can be well protected.

Heating coils

Quartz tube

Stainless steel tube

Hg

Substrate holder

Graphite rodFig. 3.86 Open-tube
equipment for Hg-rich
high-temperature
As-activation technology
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(3) Diffusion characteristics of As in HgCdTe after annealed in open-tube
equipment

To study the diffusion characteristic of As in HgCdTe after annealing in
open-tube equipment, HgCdTe grown by MBE on GaAs substrates were chosen for
test. Meanwhile, some HgCdTe grown by LPE onCdZnTe substrates with thickness
of 10–15 lm, were chosen for comparison. The growth temperature of MBE is
about 170 °C. Without any annealing, HgCdTe grown by MBE are weak P-type or

Fig. 3.87 The surface morphology of sample g145-2 before and after annealing, view area
110 � 100 lm2. a before annealing, b after annealing

Fig. 3.88 The surface morphology of sample g145-2 before and after annealing, view area
2.56 � 1.76 mm2. a before annealing; b after annealing
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N-type materials. HgCdTe grown by LPE at about 460 °C are strong P-type
materials without any annealing.

The closed-tube annealing technology was also performed in order to prove the
effect of the open-tube annealing technology for As activation.

In reference [166], it has been reported that the lowest temperature for As
activation of HgCdTe grown by MBE was 280 °C. Meanwhile, the lower the
annealing temperature, the less effect on the material structure. Therefore, the
annealing condition we chose is 300 °C/16 h + 240 °C/48 h. The first step of 300 °
C/16 h annealing is to activate As atoms in HgCdTe (to make As atoms move to Te
position), while the second step of 240 °C/48 h anneal is to eliminate the Hg
vacancy in HgCdTe. However, it was found that the As-activation annealing
temperature of HgCdTe grown by LPE, which was 390 °C/10 h, was higher than
that of grown by MBE. The second step of annealing was the same as that of MBE
material.

Tables 3.12 and 3.13 show the electrical parameters of some samples which
were measured at 77 K after annealing. In the experiments, we chose 15 As-doped
HgCdTe grown by MBE with 4 labels, as well as 4 As-doped HgCdTe grown by
LPE. These samples had good surface morphologies after annealing (300 °C/16 h
+ 240 °C/48 or 390 °C/10 h + 240 °C/48 h). Hall results showed that these sam-
ples were all P-type. In order to verify whether the AsTe acceptor or Hg vacancy
acceptor, which was not eliminated, make the materials show p type, in each
annealing process, we put in some undoped MW HgCdTe samples. Because the
remaining impurities in HgCdTe are donor impurities, the undoped materials, after
annealing to eliminate Hg vacancies should be n-type and the carrier concentration
is generally 1–10 � 1014 cm−3. The Hall results showed that those accompany
samples after annealing turned into N type, and the N-type carrier concentration and
mobility were about −5.03 � 1014 cm−3, −4.19 � 104 cm2/V s. This means that
the Hg vacancies in HgCdTe had been eliminated after annealing. It was proved
that a certain amount of As atoms in HgCdTe had been activated after annealing in
the As-doped materials, so they showed p type. Wu [167] had studied the activation
ratio in HgCdTe by using close-tube annealing technology. In order to verify the
activation ratio after the open-tube annealing, some samples of the same series were
chosen to be annealed in open-tube annealing equipment. The results were also
shown in Table 3.12. Compared with the results of the two kinds of annealing
method, the activation rate of Sample Gamt067 after open-tube annealing is twice
more than that of the closed-tube annealing. Meanwhile, the activation rate of the
other series of samples after open-tube annealing is similar to that of the closed-tube
annealing. This result shows that the effect of open-tube annealing is better than that
of closed-tube annealing. It is shown in that the samples of As-doped HgCdTe
grown by LPE were also As-activated after open-tube annealing. However, it did
not succeed after closed-tube annealing with the same annealing as shown in
Table 3.13. This result also shows that the effect of opened tube annealing is better
than that of closed-tube annealing.

Generally, for HgCdTe, the Hall concentration dose not always corresponds to
the concentration of hole in the material, only if it dose not change with the
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Table 3.12 Electrical parameters of HgCdTe grown by MBE by different annealing conditions

Samples Annealing condition 77 K hall concentration
(cm−3)

77 K carrier mobility
(cm2/V s)

Gamt253-14 Opened tube
annealing
300 °C16 h + 240 °C
48 h

2.46E+17 2.00E+02

Gamt253-7 Closed-tube annealing
300 °C16 h + 240 °C
48 h

2.81E+17 1.63E+02

Gamt072-2 Opened tube
annealing
300 °C16 h + 240 °C
48 h

1.84E+17 1.50E+02

Gamt072-3 Closed-tube annealing
300 °C16 h + 240 °C
48 h

-1.55E+16 -1.43E+03

Gamt067-8 Opened tube
annealing
300 °C16 h + 240 °C
48 h

4.56E+17 2.90E+02

Gamt067-2 Closed-tube annealing
300 °C16 h + 240 °C
48 h

1.59E+17 2.86E+02

Gamt067-6 Opened tube
annealing
300 °C16 h +240 °C
48 h

5.06E+17 2.94E+02

Gamt067-2 Closed-tube annealing
300 °C16 h + 240 °C
48 h

1.59E+17 2.86E+02

Table 3.13 Electrical parameters of HgCdTe grown by LPE after annealing

Samples Annealing condition 77 K hall concentration
(cm−3)

77 K carrier mobility
(cm2/V s)

lpel0256 Opened tube
annealing
390 °C10 h + 240 °C
48 h

2.345E+16 458.5

lpel0257 4.37E+15 542.9

lpel0264 3.918E+16 144

lpel0267 −5.2949E+14 −4823.713

lpel0272 −2.479E+15 −79046.95

lpel0273 1.081E+16 564.9

lpel0274 5.103E+15 367.1

lpel0276 2.412E+16 72.33
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temperature. Figure 3.89 shows the experimental curve of the Hall concentration of
sample gamctub067-6 with the temperature. The result shows no change for the
Hall concentration below the temperature of 77 K.

The research shows that the open-tube annealing technology with saturated Hg
vapor can be used to activate As atoms in HgCdTe. The technology is superior to
closed-tube annealing. Meanwhile, it has the advantages of quick, simple and it also
can hold multiple samples for annealing at the same time.

3.4 Si-Based HgCdTe LPE Technology

The MBE can be performed on substrates with a mismatch as high as 20 %.
However, the larger the lattice mismatch between the substrate and the epitaxial
layer, the worse the crystal quality of the epitaxial material is. The lattice mismatch
between Si and HgCdTe is about 19 %. Although the quality of the epilayer could
be improved by growing a buffer layer or superlattice buffer layer, the dislocation
density of Si-based HgCdTe MBE material is now still higher than 1 � 106 cm−2,
which is 1–2 orders of magnitude higher compared to the HgCdTe material grown
on CdZnTe substrate. Among the various HgCdTe epitaxy technologies, LPE is
considered to be the best way to obtain high-quality epilayer because LPE can be
performed at high temperature. This makes the performance of infrared detector
prepared by LPE material still in the lead. Companies which are using the LPE
technology to achieve mass production of IRFPAs include DRS, BAE, and
Sofradir. Naturally, it is a research direction to grow materials with low dislocation
density by LPE on Si/CdTe substrate prepared by MBE technology.

Fig. 3.89 The results of the variable temperature hall measurement of gamctub067-6
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The results published by Mitsuo Yoshikaw and TW James have clearly indicated
the ability of LPE to reduce the dislocation density [168, 169]. In the early 1990s,
there have been a number of studies which focused on HgCdTe LPE with Si-based
substrates. The technical difficulties related to the HgCdTe LPE on Si-based sub-
strate include:

(1) The surface treatment after cutting the Si-based substrate

The surface of the Si/CdTe composite substrate is clean in atomic scale. The
substrate must be cut and further processed if we adopt LPE as the subsequent
growing technique. During the cutting, the surface contamination cannot be entirely
avoided although the surface is usually protected by some coating layer, e.g.
photoresist. The diced wafer will be cleaned chemically again after cutting. Since
the thickness of the CdTe buffer layer on the composite substrate is only a few
microns, it cannot be treated through the chemical-mechanical polishing
(CMP) process but slightly etched in bromine solution. So, it is quite difficult to
remove the contamination and impurities on the substrate surface.

(2) The protection of the Si/CdTe composite substrate during epitaxy

At high temperature, Si/CdTe composite substrates can easily dissolve in
HgCdTe growth solution and the solution may be contaminated. This will seriously
affect the surface quality of the epitaxial material. So, it is necessary to protect the
surface of the Si/CdTe composite substrate and reduce the chance for direct contact
between Si and the HgCdTe solution.

(3) The melt-back control of CdTe bufferlayer

A melt-back technique is usually adopted during the LPE on CdZnTe substrate
in order to improve the quality of the substrate surface. However, for a CdTe/Si
composite substrate, it is difficult to adopt meltback to remove the surface con-
tamination and the damaged layer usually caused by polishing because the CdTe
buffer layer is only several microns thick.

The Si/CdTe composite substrate is usually prepared by MBE on (111) Si
wafers. The quality of the LPE layer grown on such composite substrates is not
satisfied due to the poor quality of the CdTe/Si in the early studies. Besides that, the
(111) crystal orientation is not suitable for the HgCdTe MBE. Thereafter, MBE
technology focused on the silicon substrate with (211) crystal orientation. The
Si/CdTe composite substrate also achieved a major breakthrough by using
low-temperature nucleation of a ZnTe buffer layer and high-temperature annealing
technology, and the substrate quality has also significantly improved [170]. This
section will introduce the HgCdTe LPE technology on (211) Si/CdTe composite
substrates in detail and give the feasibility of further development and evaluation
about this technology.
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3.4.1 The Surface Treatment of CdTe/Si Composite
Substrate

The surface treatment of the substrate is quite important for the LPE technique.
Without the appropriate treatment, the defects on the substrate will extend to the
epilayer above and eventually deteriorate the film.

The CdTe/Si composite substrate is a wafer of 3 inch or larger. It needs to be
diced into squares before LPE. It is a key issue to protect the substrate surface
during the cutting and cleaning process.

For LPE, the shape of the substrate is determined by the graphite boat adopted. If
the substrate groove of the graphite boat is a rectangle of 2 � 3 cm2, the 3″
Si/CdTe wafer will be diced into the same shape. Damage or contamination cannot
be avoided during dicing because a series of operations, such as patching with wax,
chemical cutting, are involved. Impurities in the substrate surface are the main
cause of the defects in epitaxial layer. The impurities on the substrate surface must
be removed completely before epitaxial growth. As mentioned above, it is difficult
to remove the surface defects by using the melt-back technique because the CdTe
buffer layer thickness is only about 10 microns. A CMP technique is also not
suitable for such a thin layer. In this case, the photoresist can be used to protect the
substrate surface. Photoresist is a commonly used material in the semiconductor
industry. The coating, removing, and cleaning process with photoresist can be
carried out easily.

As shown in Fig. 3.90, the original surface of CdTe/Si composite substrate is
Fig. 3.90a, b is the substrate surface after cutting without the protection of pho-
toresist. It can be seen the surface is slightly contaminated. Fig. 3.90c is the surface
after cutting with the photoresist protection. The edge of the substrate in Fig. 3.90c
shows some cutting damages, but no contamination is observed. In order to obtain
clean surface, a SiO2 protective layer may also be grown on the top of CdTe by
magnetron sputtering technology. The cutting is then carried out with the pho-
toresist protection. The result of this method is shown in Fig. 3.91.

(a) (b)     (c)

Fig. 3.90 The micrograph of the CdTe/Si composite substrate. a original surface, b the surface
diced without photoresist protection, c the surface diced with photoresist protection
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In Fig. 3.91a, the substrate with SiO2 and photoresist protections is cut and then
the photoresist is removed by acetone. There are obvious residual photoresist on the
surface. In Fig. 3.92b, the SiO2 protective layer is then removed by hydrofluoric
acid solution (HF:NH4F:H2O = 3 ml:6 g:10 ml). The residual photoresist can also
be seen on the surface. In order to remove the photoresist completely, the substrate
is dipped into acetone for further cleaning. As shown in Fig. 3.91c, there is still a
small quantity of photoresist on the surface after this additional step of acetone
cleaning. The above results say more protective layers are not always effective
because they may offer some new contaminations. Through the experiments above,
an effective method to protect the surface can be derived. That is, covering the
original surface with photoresist to prevent damage and containments caused during
the cutting. Using this method, a clean and residue-free substrate can be obtained
after cleaning with acetone.

Another problem in using Si/CdTe composite substrate is the Si on the edge of
the substrate could dissolve into the melt, which will affect the purity of the melt.
Coating methods may be used to grow a thin layer of SiO2 at the edges and back of
the substrate which could protect the silicon substrate from the erosion by melt. The
substrate protected by SiO2 is shown in Fig. 3.92. This is equivalent to opening a
window on the surface of the substrate. The distance from the window to the edge
of the substrate is 1.5–2 mm. The etchant used to open the window is also the
hydrofluoric acid buffer solution(HF:NH4F:H2O = 3 ml:6 g:10 ml). The back and

(a) (b) (c)

Fig. 3.91 The micrograph of the surface of the composite substrate after cutting with the
protection of SiO2 and photoresist. a After removing the photoresist, b After removing the
photoresist and the SiO2, c Removing the photoresist again after step a, b

CdTe buffer layer

Si substrate

SiO2 protective layer

Fig. 3.92 The Si/CdTe composite substrate with SiO2 protective layer
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edge are all covered with SiO2 protective layers which thickness is about 0.3 lm.
The protective layer can effectively prevent the silicon from the erosion by the melt.

Summing up the above steps, the entire pretreatment process of the silicon
substrate is shown in Fig. 3.93. We first grow a CdTe buffer layer on (211) Si
substrate of 3 inches by MBE technology. The thickness of the buffer layer is about
8 lm. Then the Si substrate is coated by photoresist and diced into 20 � 30 mm2

squares. After the photoresist is removed clearly, a SiO2 film is grown on the
rectangular substrate with thickness of 0.2 lm. Then using the photolithography
process, a window is opened on substrate while the edges and backside of the
substrate are coated with photoresist. The substrate is then dipped in hydrofluoric
acid buffer solution to remove the SiO2 on the window. After that, the photoresist
on the back and edge of the substrate are removed by acetone. We eventually get
the Si/CdTe composite substrate with a window on the center and the protective
layer on the back and edge.

The dissolving effect of the Si substrate could be greatly depressed by the above
technique as illustrated in Fig. 3.94. The micrograph of the edge of the LPE film
without SiO2 protection is shown in Fig. 3.94a. The magnification is 50 times. It
can be seen that the edge has been seriously dissolved. As a comparison, in
Fig. 3.94b which is protected by SiO2, the dividing line between protective layer
and the epilayer is quite clear and there are no dissolving traces observed.

The composite substrate should be cleaned thoroughly before epitaxy. The
cleaning process is similar to that of CdZnTe substrates. The process is divided into
two steps: organic cleaning to remove the oil and the etching by bromine methanol
to remove the thin oxide layer on the surface.

LPE

SiO2

Removing the 
photoresist

Removing

theSiO2

Si/CdTe

photoresist

SiO
2

Si/CdTe
Si/CdTe 
composite 
substrate
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SiO2Si/CdTe
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Fig. 3.93 The pretreatment process of the Si/CdTe composite substrate
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By using organic reagents (e.g. Trichlorethylene and methanol), the oil or wax
can be removed efficiently. In accordance with the normal routine of ZnCdTe
substrate treatment, the next step should be bromine polished in bromine solution.
Because the CdTe buffer layer of the Si/CdTe composite substrate is as thin as
several microns, the surface polishing process is not suitable for the composite
substrate. In order to remove the oxide layer on the substrate surface, a slight
etching in bromine methanol solution with 0.2 % concentration is adopted. The
etching time can be determined by observing the surface morphology.

From the results shown in Fig. 3.95, it can be seen the more rough the more
etching time. The optimized etching time is about 10 s according to the
experiments.

3.4.2 LPE Process Optimization

The LPE is a method of crystal film preparation. The growth solution is saturated
near the growth temperature. Because the solubility of the solute will decrease with

500 μm 500 μm

epilayer
epilayer

SiO2

Protective layerSi 

substrate

(a) (b)

Fig. 3.94 Protective effect of SiO2 to the edge of substrate. a The surface morphology of LPE
film without SiO2 protective layer; b The surface morphology of LPE film with SiO2 protective
layer

(a) (b) (c)

Fig. 3.95 The surface of the composite substrate with different etching time, the magnification is
1000X
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decreasing the temperature, the solute will precipitate from the solution to form a
film on the substrate when temperature decreases. There are usually three kinds of
LPE techniques, equilibrium-cooling, step-cooling, and supercooling as show in
Fig. 3.96.

In Fig. 3.96, TL is the liquid temperature of the melt. For the equilibrium-cooling
technique, the substrate and the solution are cooled with a uniform rate to a tem-
perature which is quite close to TL, then the solution and the substrate are brought
into contact and the growth process begins. In the whole growth process, the
temperature decreases with a uniform rate. At the end of the growth process, the
substrate and the solution are separated. For the step-cooling technique, the sub-
strate and the solution are cooled to a temperature below the TL, (not low enough
for spontaneous precipitation), then the temperature is kept constant until the
growth process ends. For the supercooling technique, the substrate and the solution
are cooled to a temperature TL − DT, and then the substrate and the solution are
brought into contact. In the growth process, the temperature continuously decreases
at a uniform rate until the process ends and the substrate and the solution are
separated. In the frame of the diffusion-limited physical model and the self-infinity
boundary condition, the relation between the film thickness and the growth
parameters can be deduced. For the equilibrium process, d = 2/3 kRt3/2, where d is
the films thickness, R is the cooling rate, t is the growth time, and k is a parameters
related to the melt which can be regards as a constant. For the step-cooling process,
d ¼ kDTt1=2, DT is the degree of the melt’s supercooling. For the supercooling
process, d ¼ kDTt1=2 þ 2=3 kRt3=2.

There are usually three kinds of LPE apparatus, which are tipping, dipping, and
sliding apparatuses. The tipping method was used in the early period of LPE
development. The advantage is that the device is simple and easy to operate. The
disadvantage is that sometimes the solution and the film surface cannot be com-
pletely separated and the layer thickness and composition uniformity is difficult to
control. The advantages of dipping method are that it can hold several substrates in
a single run. At the end of growth, the substrate and melt can be separated
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Fig. 3.96 Cooling processes of the melt for the three kinds of LPE techniques
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completely due to gravity and there is no melt left on the film surface. The dis-
advantage is that it cannot achieve multilayer growth and it is also difficult to
control the layer thickness. For the sliding method, it can achieve single-layer,
multilayer, single substrate, or multi-substrate growth. But its disadvantage is
mainly the residue of the melt on the film surface. For the HgCdTe LPE, the sliding
method is now widely used. The repeatability of the process is quite good for the
sliding method because it uses anew melt for each run. Meanwhile, the sliding
method can grow double-layer heterostructure.

Both Te and Hg can be used as solvents. Accordingly, Hg1−xCdxTe can be
grown in Hg-rich or Te-rich melt. Since the solubility of Cd or Hg in Te solvent is
quite high and the partial pressure of Hg in Te solvent is small, it is a commonly
used in the LPE method to grow in a Te-rich melt. Several issues must be concerned
about the Te-rich LPE growth. The composition uniformity of the epilayer is a key
issue for the fabrication of a high performance device. The Hg partial pressure
should keep constant in order to obtain films with good composition uniformity. An
acceptable method of maintaining constant Hg pressure is the tube-sealed style.
However the growth efficiency is low using this method. Wang [170], Harman
[171], Chiang [172] adopted three different methods to control the Hg pressure in
the open-tube LPE process. Wang etc. used high-pressure gas (Ar, H2) to control
the Hg loss in the LPE growth. Harman et al. used an additional Hg source to
compensate for the Hg lost due to evaporation. The temperature of the Hg source
depended on the growth-melt composition as well as the growth temperature. The
advantage of this method is the good effect of controlling Hg pressure, but the
amount of Hg in each growth is large. On the other hand, since the fluctuation of the
furnace temperature will affect the Hg pressure it is difficult to maintain the balance
of Hg loss in the whole LPE process. Chiang etc. used a ball-shaped tube (0.5 g Hg
in it) with two arms fixed on the slider-boat to balance the Hg pressure. Solid HgTe
can also be used to compensate for the Hg loss in the melt besides liquid Hg. In a
horizontal slider-boat configuration, HgTe can be placed near the growth melt. This
is a simple method, but the leakage of Hg from the gap between the boat and its
cover cannot be avoided completely. In the Te-rich LPE process, the melt adhesion
would happen if the melt and the substrate can’t separate completely. The melt drop
will cause dislocation or other defects when it cools down. The key point to reduce
the melt adhesion is to control the thickness of the substrate. The residual melt can
be greatly reduced if the gap between the substrate and the graphite slider-block can
be controlled to about 20 lm.

In the Hg-rich LPE process with limited melt volume, the quality of the film is
not satisfied because of the high Hg pressure (*10 atm) and the low solubility of
Cd in Hg melt (� 10−3 mol%). Tung etc. solved this problem by using a vertical
LPE (VLPE) method with nearly unlimited melt volume and obtained films with
good quality. In the Hg-rich LPE process, there is no melt adhesion problem and
multilayer growth can be achieved because the meltback of CdTe substrate is very
slow and is easy to control.

The step-cooling technique is suitable for the Si-based LPE because the CdTe
buffer layer in the CdTe/Si composite substrate is thin. By adopting this technique,
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the dissolving of Si can be depressed as long as an enough degree of supercooling
can be maintained. But there are also some advantages involved in this technique.
At the beginning of the step-cooling growth, the spontaneous nucleation will
deteriorate the films severely if there is a large degree of supercooling (e.g. 15 °C).
So, we should decrease the degree of supercooling as much as possible to approach
the equilibrium-cooling growth process. However, as light fluctuation of the tem-
perature will destroy the CdTe buffer layer and cause epitaxial growth failure if a
whole equilibrium-cooling technique is adopted. It is necessary to explore the
favorable temperature to decrease the degree of supercooling so that the epitaxy can
conduct in a nearly equilibrium-cooling manner. The process adopted is shown in
Fig. 3.97. The melt temperature is slightly lower than the crystallization tempera-
ture before growth. Then, the substrate contacts the melt and the growth process
begins. The temperature of the growth system decreases gradually and slowly in the
whole growth process. Experiments show this growth method can efficiently sup-
press the spontaneous nucleation and improve the quality of the films.

3.4.3 Basic Properties of HgCdTe LPE Materials

Evaluations of the basic properties of HgCdTe LPE material include surface
morphology, epilayer thickness, epilayer component, uniformity of thickness and
component, x-ray diffraction FWHM, x-ray diffraction morphology, electrical
parameters (carrier type, carrier concentration, carrier mobility), dislocation density
and so on. Figure 3.98 shows an epilayer sample grown on (211) Si-based com-
posite substrate by Te-rich horizontal sliding boat LPE technology. Usually there is
some residual melt on the edge of LPE film material. The residual melt of the
material shown in Fig. 3.98 has been cut off. The useful size is larger than
16 � 16 mm2.

Figure 3.99 shows a microscopic picture of the Si-based HgCdTe material. The
magnification is 50 times. It can be seen that epilayer surface is not flat and different
from that of grown on normal (111) CdZnTe substrate. As shown in the figure, on
(211) substrate, the surface show rugged pattern morphology. This morphology will
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Fig. 3.97 Schematic diagram of LPE process on Si-base substrate
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cause incident light to diffuse and hence it cannot present the effect of mirror
reflection. Besides the rough effect caused by crystal orientation, another reason is
contamination introduced in the cleaning process of the substrate. The contami-
nations will result in growth defects which make the surface rugged, as the black
dots shown in Fig. 3.99.

Because the Si on the edge of the composite substrate can partly dissolve in the
growth melt, the substrate edge must be protected by a particular technique. An
effective method is using SiO2 to protect the material edge. Figure 3.100 shows the
micrograph of the substrate edge, the magnification is 100 times. In the figure, the
left region is the SiO2 protecting layer and the right region is the epilayer. The
boundary of the two regions is quite clear. The edge of Si substrate is covered well
and the dissolution of Si by growth melt is depressed.

μ

Fig. 3.98 Si-based LPE film

Fig. 3.99 Si-based LPE film
micrograph with the 50�
magnification
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The composition, thickness, and transverse uniformity of the epilayer are
important. Figure 3.101 shows the infrared transmitted spectra of an HgCdTe LPE
material on Si -based substrate. In Fig. 3.101, the five transmitted spectrum curves
correspond to five points on the sample. There are clear absorption edge and
interference peaks. The Cd component of the Epilayer can be calculated from the
position of the absorption edge, and epilayer thickness can be calculated from the
space of the interference peaks. In the calculations, the position on which the
absorption coefficient equals to 500 cm−1 is regarded as the absorption edge, and
the Cd component can be deduced according to Hansen’s formula. It can be seen
from the measurements that Si-based material’s transmittance is 48 % which is
lower than that of CdZnTe-based material. Usually, the CdZnTe-based material’s
transmittance can exceed 55 %. Calculated from the transmitted spectrum, the Cd
component is 0.216 and the mean square deviation is 4.28 � 10−4. The component
of 0.216 corresponds to a cutoff wavelength of 11.38 lm at 77 K. Calculated from
the interference fringe, the average thickness is 13.2 lm, and thickness mean square

Fig. 3.100 Si-based LPE film micrograph
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Fig. 3.101 Infrared
transmitted spectrum of
Si-based LPE film
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deviation is 1.21 lm. Although the component uniformity is close to the
CdZnTe-based material, the thickness uniformity is not good.

High-resolution X-ray diffraction is an important method to characterize crystal
quality. In the situation of a given X-ray wavelength and fixed diffraction crystal
plane, the double-crystal rocking curve FWHM reflects the film’s quality. For
CdZnTe-based LPE HgCdTe film, (333) plane’s FWHM is usually less than
40 arcsec. Real crystals always contain some structural defects. Especially for
heteroepitaxial material, large misfits between the substrate and the epilayer will
cause lattice deformation and misfit dislocation in epilayer which is the one of main
reasons of the broaden FWHM.

Lattice misfit between Si and CdTe is as high as 19 %. The thickness of CdTe
buffer layer on Si-based substrate is only about 5–8 lm. So there are many misfit
dislocations in Si-based substrate. As reported, for (211) Si/CdTe substrate with
CdTethickness of 4–4.4 lm, the average FWHM is 83 arcsec. And the best results
are 60 arcsec with CdTe of 7.4lm. The Rocking curve of LPE HgCdTe on
above-mentioned substrate is shown in Fig. 3.102. The FWHM is 66 arcsec which
is close to the result of Si/CdTe substrate.

X-ray diffraction morphology can be used to characterize film’s uniformity.
Figure 3.103 shows the reflective X-ray diffraction morphology of epilayers on
Si-based composite substrate and CdZnTe substrate, respectively. For the epilayer
on CdZnTe substrate, its morphology shows a“crosshatch” pattern. Because of
small lattice mismatch between substrate and epilayer, mismatch stress which
extends to epilayer from boundary forms a stress field effect to result in the
crosshatch. For the epilayer on Si-based substrate, the large lattice mismatch
between the substrate and the epilayer forms the “mosaic” pattern.

The dislocation of the material is an important factor to restrict the device
performance. Dislocation will induce tunnel assistant leakage current which plays a
leading role in the leakage current mechanisms for LW HgCdTe infrared focal
plane device. It causes many difficulties for the development of LW devices.

Fig. 3.102 High-resolution
x-ray diffraction of Si-based
LPE film
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There are only a few reports on Si-based HgCdTe LPE materials. Smith et al.
reported that the dislocation etching pits density(EPD) of Si-based HgCdTe LPE
material is about 6 � 105 cm−2 [173]. But there are hardly any reports on surface
defect morphology and the origin and suppression methods of LPE HgCdTe on
(211) Si/CdTe. The results reported about LPE HgCdTe surface morphology are
only that of (100) Si. These results indicate that it is possible for LPE growth of
HgCdTe on Si, but it is hard to say Si-based LPE has the ability to grow material
with low dislocation density. To prove that LPE has the ability to suppress dislo-
cation, further experimental comparison should be applied for MBE and LPE
HgCdTe growth on the same Si/CdTe composite substrate.

Schaake and Chen etchants are used to reveal defects on (111)B and (211)B
surface, respectively. They can display the defects’ type and shape quite well. For
HgCdTe material on (211)B Si/CdTe composite substrate, Chen dislocation etchant
is selected. The chemical ratio of Chen etchant is H2O:HCl:HNO3:
K2Cr2O7 = 80 ml:10 ml:20 ml:8 g, and the etching rate for epilayer is about
1.5 lm/min. The dislocation etching pits are observed and calculated by Olympus
BX51 differential interference microscope.

Figure 3.104a is the surface dislocation etching pits of LPE HgCdTe material
with thickness about 10 lm on (111)B CdZnTe substrate. Figure 3.104b shows the
etching pits of LPE HgCdTe on (211)B CdZnTe, which etched by Chen etchant for
210 s. From the results, it can be seen that the triangle characteristic on
(211) substrate is not obvious compared to that of on (211) substrate although most
of them can be recognized. The EPD of film on (211) substrate is slightly higher
than that of on (111) substrate, both materials’ EPD are less than 1 � 105 cm−2.

The observed etching pits in the figure were defined as C2 type etching pits [174,
175]. C2 etching pits are regular equilateral triangles. C2 etching pit density is
different in different samples or different positions of the same sample, and its

Fig. 3.103 X-ray diffraction morphology of Si-based LPE film
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distribution range is wide. C2 etching pit density will increase rapidly when etching
to about 2–3 µm near a boundary. When the etching process continues etching pits
will become fainter, and disappear at last. But, at the same time, new C2 etching
pits will appear. C2 etching pits do not increase around the macro-defects. James
observed the dislocation defects around an interface by transmission electron
microscope [169]. It is found that because many dislocations were hindered during
pass-through process to epilayer, the dislocations kinked and moved toward the
〈110〉 direction which parallels the boundary. Because dislocations were hindered
during the pass-through process, etching pits showed strong space-located char-
acteristic in the longitudinal direction. Local random component fluctuation may
appear during epilaxy process which results in random distribution of the misfit
dislocations. The origin of C2 etching pits are attributed to the misfit dislocations in
material. Because the lattice of CdZnTe substrate is matched to the HgCdTe epi-
layer, the dislocation density is low, less than 105 cm−2. There is another etching pit
defined as C1 which has the pass-through property. C1 etching pits disappear when
approaching about 2–3 lm from the interface. The reason is that it is the
component-transition region in which Cd component is high and the Chen etchant
did not work. C1 and C2 etching pits are different in size. The area of a C2 etching
pit is larger than that of C1. But the shape of both C1 or C2 pits is close to an
equilateral triangle.

Figure 3.105a shows the dislocation etching pits of HgCdTe LPE material
grown on Si/CdTe composite substrate, Fig. 3.105b shows the dislocation etching
pits of HgCdTe MBE material grown on Si/CdTe composite substrate. The
HgCdTe film thickness is both 10 lm. The scale is 10 lm per grid in figure. For
both LPE and MBE materials, etching pits grown on Si-based substrates are smaller
than that on CdZnTe substrates. From the etching pit shape, it can be found that
most of the etching pits observed are C1 type. After deeply etching the sample as
shown in Fig. 3.105a (etching time 3 min, etching depth 4.5 lm), the etching pit
deforms and the amount increases as shown in Fig. 3.106. Most of the dislocation
etching pits observed are C2 type. With the increasing of etching depth and being
close to CdTe/HgCdTe interface, the misfit dislocations increase obviously.

20μm20μm

Fig. 3.104 Dislocation etching pits of HgCdTe films on CdZnTe substrate
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In addition, it can be seen from the figure that etching pits density of LPE
material is obviously less than that of MBE material. The dislocation etching pits
density of Si-based HgCdTe LPE material is 5–8 � 105 cm−2 while for MBE
material it is 5–8 � 106 cm−2. The surface dislocation density of LPE material is
lower by about one order of magnitude. The ability for suppressing the dislocation
prolongation for LPE is obvious. Compared to MBE, LPE on Si/CdTe has no
advantage on surface morphology and surface defects. But the high-temperature
growth characteristic for LPE can make misfit dislocation kink and close near the
interface. This process is helpful to decrease the dislocation density and improve
crystal quality. But, the dislocation density (*5 � 104 cm−2) of HgCdTe LPE
material on Si/CdTe composite substrate is still one order of magnitude higher than
that of the material on CdZnTe substrate. The main reason is the 19 % lattice misfit
between Si and HgCdTe epilayer.

(a) (b)

Fig. 3.105 Dislocation etching pits revealed by Chen etchant with etching time of 90 s. a Si -
based LPE HgCdTe. b Si-based MBE HgCdTe

Fig. 3.106 The EPD
increases after etching 3 min
on HgCdTe/CdTe/Si LPE
material
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Hall measurement is a typical method in semiconductor material evaluation. By
measurement and analysis of magnetic resistance voltage Vp(I, T) and Hall voltage
VH(I, T), some basic physical parameters can be attained, such as carrier concen-
tration n, mobility l and so on. Further research for material’s physical properties
can be carried outby studying the variation of these physical parameters with
external conditions such as temperature, magnetic field, and so on.

In 1958, Van der Pauw indicated that sample shape is not necessary to be very
regular in real measurement. In fact, if sample thickness is uniform, no voids exist,
for electrodes on the edge of the sample with size far less than the sample, Van der
Pauw method can be used to measure the sample’s resistivity and Hall coefficient.

For narrow band gap semiconductor material, such as Hg1−xCdxTe, the mobility
of the electrons and holes are very different because of the different effective
masses. This results in the strong electron and hole mix conducting behavior for
P-type material. The variation of Hall coefficient RH and conductivity r with the
temperature is more complex than normal semiconductor.

The electric performance of as-grown LPE Hg1−xCdxTe material is hard to
control. It often shows mixed conducting behavior. P type Hg1−xCdxTe material
with stable hole concentrations can be obtained by P-type annealing technology.

Figure 3.107 shows the electric properties of P type HgCdTe material grown by
LPE and MBE. Different dots indicate different growth methods and different
substrates. Hole mobility of LPE material is higher than that of MBE material in the
range of high concentration. It maybe resulting from the lower dislocation density
of LPE material compared to MBE material. The effects of dislocation on mobility
become more obvious as the carrier concentration increases. It also can be seen
from the figure that LPE on Si/CdTed substrate also generates many defects related
to lattice misfit, and the mobility of Si/CdTe LPE material is lower than that of
CdZnTe LPE material.
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Fig. 3.107 Electric
properties of P type HgCdTe
material by LPE and MBE

234 3 CdTe/Si Composite Substrate and HgCdTe Epitaxy



A mid-wavelength 256 � 1 linear device is fabricated to verify Si-based
HgCdTe LPE material. Its photosensitive area is 28 � 28 lm2. Figure 3.108 shows
the device spectral response at liquid nitrogen temperature. The cutoff wavelength
is 4.8 lm.

Figure 3.109 shows the I–V and R–V curves of the devices at liquid nitrogen
temperature. There is no cold shield applied when it is measured. The solid lines
indicate the current while the circle lines indicate the dynamic impedance. The
average zero bias dynamic impedance R0 is 4.58 � 108 X. The product of zero bias
impedance and the pixel area, R0A, is 3500 X cm2.
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Fig. 3.108 The spectral response of device made of Si-based LPE material
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Fig. 3.109 I–V curves of device made of Si-based LPE material
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3.4.4 Remaining Issues and Analysis

The most ideal technology for Si-based HgCdTe epilaxy is to use MBE or MOCVD
to grow the buffer layer and the epilayer in the same growth chamber. But the
dislocation density of Si-based HgCdTe grown by the vapor-phase epitaxial method
cannot be decreased to the level of CdZnTe-based HgCdTe material. Dislocation is
an important factor to restrict the improvements of the device performance.
Tunnel-assisted current induced by the dislocation plays the leading role in leakage
current mechanisms, which is a big challenge to developing HgCdTe infrared focal
plane devices with LW sensitivity.

The LPE process at a relatively high temperature can make misfit dislocations
kink and close at the interface. This mechanism is helpful to decrease the dislo-
cation density and improve the crystal quality. SMITH et al. results of HgCdTe LPE
material grown on (100)Si-based substrates(dislocation EPD is about
6 � 105 cm−2) also confirmed that LPE can decrease material dislocation density
[176]. But there is still an order of magnitude gap of the dislocations between
Si-based HgCdTe LPE material and CdZnTe-based HgCdTe LPE material [177].
That means LPE can suppress the pass-through of dislocations, but the effect still
does not reach the ideal requirement.

In the present results, the biggest problems which affect Si-based HgCdTe LPE
material are bad surface morphology and high surface defect density [178]. For
back-illuminated devices, the microscopic rippled feature induced by the
(211) crystal plane will give rise to diffuse scattering which will increase the cross
talk between the different pixels of the detector array. However, it has little rela-
tionship to the technical level and it can be eliminated by the postprocessing. The
effect of surface defects on the device performance is very serious, and the emer-
gence of such defects has something to do with the LPE technology level.

Figure 3.110 shows a typical surface morphology of Si-based HgCdTe LPE
material. There are defects with the size of more than 10 lm and density of about

Fig. 3.110 Surface
morphology of Si-based
HgCdTe LPE material
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500 cm−2. If observed at high magnification, the defects are pits. Figure 3.111
shows the morphology of the defect under a 1000� optical microscope.
Figures 3.111a, b are the morphologies focusing on the top and the bottom of the
pit. The distance of the focused point is 15 lm which indicates that the depth of the
pit is about 15 lm. The thickness of the HgCdTe epilayer is 10 lm and the
thickness of the buffer layer is about 5 lm. So, the 15 lm depth means that the
origin of the defects is related to the defects in the substrate and CdTe buffer layer.
When checking the surface of MBE CdTe/Si composite substrate, no such large
defects with the same density and size are observed. Therefore, these defects may
come from the processing of the substrate or the processing enlarges the defects in
CdTe buffer layer.

When observing the material surface under a 1000� microscope, it is still found
there are round surface defects with the size of 2–3 lm on Si-based HgCdTe LPE
material surface(see in Fig. 3.112) The defect density can be up to 105 cm−2. It is
also observed that nonuniformly distributed surface defects with the size less than
1 lm exist on the MBE Si/CdTe composite substrate surface (see in Fig. 3.113).

(a) (b)

Fig. 3.111 Surface defect of Si-based LPE HgCdTe. a Top of the Si-based HgCdTe surface
defect. b Bottom of the Si-based HgCdTe surface defect

Fig. 3.112 Surface
morphology of Si-based
HgCdTe LPE material
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These defects are common on MBE material surface, so it can be deduced that
small size defects on Si-based HgCdTe LPE material surface come from surface
defects of CdTe layer in composite substrate.

The above results show Si-based
HgCdTe LPE indeed can suppress the dislocation. Therefore, this technology

has a certain development prospect. But the quality of the Si-based HgCdTe LPE
still has a large gap in performance compared to that of the traditional HgCdTe LPE
material grown on CdZnTe. The gap manifests itself in three respects, first in the
relatively high dislocation density, second in the bad surface microscopic flatness,
and third in the high surface defects density. The development prospect of Si-based
HgCdTe LPE technology also depends on the feasibility of solving these problems.

The high dislocation density results from two factors. One factor is that the
dislocation density of CdTe buffer layer on Si-based composite substrate is rela-
tively high. The other is that the misfit between CdTe and HgCdTe is larger
compared to that of ZnCdTe substrate. There are two ways to solve these problems.
One is that MBE will continue to improve the quality of the composite substrate.
The Raytheon company had achieved good results on the surface quality of com-
posite substrate and the lattice-match technology. They used CdTeSe instead of
CdTe to meet the lattice-matching requirement of HgCdTe as well as improve the
epilayer surface quality greatly. The other way is to use heat treatment at high
temperature to further decrease the dislocation density in HgCdTe epitaxial mate-
rial. The results obtained by Yu Meifang et al. confirmed the ability of heat
treatment to decrease the dislocation density in HgCdTe epitaxial materials [179]. If
this technology is applied to CdTe or CdTeSe buffer layer, it may achieve the
purpose of decreasing the dislocation density.

Regarding microscopic flatness, although its fluctuation is too small to have
serious effect on the technique of device fabrication, it has an obvious effect on the
transmittance of material. So this is a problem to overcome. For LPE, it results from
the (211) crystal orientation. Experiments indicate the fluctuation of the surface
microscopic ripples is related to the epitaxial growth rate. The fluctuation can be
decreased by decreasing the epitaxial growth rate. The optimization of the
parameters, such as growth temperature, growth time, and growth cooling rates may

Fig. 3.113 Surface
morphology of Si-based CdTe
buffer layer
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further improve material surface quality. Surface defects mainly come from the
substrate defects and the processing technology of the substrate. According to the
level of HgCdTe MBE technology at present, the surface defects density of the
epitaxial material can be controlled at 1 � 103 cm−3, and the best can be less than
300 cm−2. Additionally, the defects are small in size, which has little effect on the
infrared focal plane devices. So it is not a big problem now. However, there are still
many fields to improve in the processing technology of substrates. For example,
decreasing the time between removing the Si-based composite substrate from the
cavity and protecting the fresh surface, increasing the thickness of CdTe buffer
layer or growing a thicker polycrystalline CdTe layer on the surface and then
removing it by Br-methanol polishing technology could help improve the process.
Another method is to abandon the substrate processing, namely use the whole wafer
for HgCdTe LPE. A SiO2 protective layer can be prepared before the CdTe buffer
layer growth. So, the Si/CdTe substrate prepared by MBE can be directly used for
LPE growth without further processing which could completely eliminate the effect
of substrate processing on the material surface quality.

3.5 Thermal Stress of Si-Based HgCdTe Materials

The epitaxial growth of HgCdTe on Si substrates solves the thermal mismatch issue
between the substrate and the readout circuit. However, the thermal mismatch
between the silicon substrate and the HgCdTe epilayer still exists, which is more
serious compared with ZnCdTe or GaAs substrate [180–183].

The origins of the stress mainly include: stress due to lattice mismatch of two
kinds of materials; thermal stress caused by two kinds of materials with different
coefficients of thermal expansion after the temperature change. The existence of
stress not only has dramatic impacts on the growth mode (two-dimensional layer
growth, three-dimensional island growth, etc.), but also causes misfit dislocations at
the interface. Threading dislocations and other crystal defects extend from the
substrate to the epitaxial film and will cause new crystal defects in the film.
Excessive crystal defects degrade the performance of the semiconductor film sig-
nificantly. For example, the dislocations that exist in HgCdTe materials can act
as recombination and scattering centers which affect the carrier lifetime and mo-
bility directly and eventually degrade the performance of the device [184].
Therefore, in order to reduce the defects in HgCdTe materials, especially to reduce
the dislocation density, the studies on dislocations caused by stress (distribution and
its evolution) are very important. Only with a good grasp of stress-related infor-
mation in silicon-based CdTe system can one well understand the mechanism
of proliferation and expansion of dislocations in this particular system, and thus
inhibit dislocations and reduce the dislocation density, improve the performance of
silicon-based CdTe materials, and achieve the purpose of protecting the materials
from fracture due to the increase of stress in low-temperature environment
eventually.
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Usually, heterogeneous interface states can be divided into three types: pure
strain, pure released, and partially released [185, 186]. Pure strain refers to the
lattice structure of the epitaxial layer being parallel to the interface after deforma-
tion and the lattice structure of the substrate is also parallel to the interface and they
are exactly the same, which is the so-called coherent growth. When the lattice
constant of the epitaxial layer is larger than the lattice constant of the substrate, the
lattice parallel to the interface of epitaxial layer is compressed without considering
the deformation of the substrate (substrate thickness is much greater than the
thickness of the epitaxial layer). According to elastic theory [187], the epitaxial
layer will expand along the direction perpendicular to the interface to compensate
for the lattice shrinkage of the parallel interface. Pure strain can only exist in a
relatively thin epitaxial layer, which is smaller than the critical thickness. With the
increase of epitaxial layer thickness, the strain energy increases gradually, which
leads to the generation of misfit dislocations. At this point, the completely strained
state of the interface is broken. The epitaxial layer will transit to the partially
released state, and eventually transit to pure released state. In addition, when
molecular beam epitaxial growth is performed on heterogeneous substrate, the
material of epitaxial growth is at high temperature (185 °C). At the end of the
growth, the material temperature decreases to room temperature. Infrared detectors
usually work at cryogenic temperature, therefore the temperature will further
decrease to −193 °C. The temperature span is as large as about 378 °C. The lattice
mismatch between Si (expansion coefficient 2.6 � 10−6 K−1) and HgCdTe epi-
taxial layer (expansion coefficient 4.1 � 10−6 K−1) is about 0.01 % for the tem-
perature difference in this process. Due to the difference of thermal expansion
coefficient between the substrate and the epitaxial layer, thermal stress will generate
in the epitaxial layer, which makes the epitaxial layer suffer severe strain. The
existence of stress not only causes the proliferation of defects in HgCdTe material
which results in degraded device performances, but also can cause cracking of
HgCdTe films, which leads to the increase in bad pixels in focal plane arrays, or
even the whole device failure.

To solve the stress problem of silicon-based HgCdTe materials and meet the
application requirements of silicon-based HgCdTe materials, the theoretical anal-
ysis of material stress, measurements of material characteristic parameters under
stress, and influences of thermal shock stress on material defect are introduced
respectively in this section.

3.5.1 Spectral Characteristics of Si-Based HgCdTe
Materials

1. Variable temperature PL

Measurements of variable temperature PL spectra of Si-based CdTe epitax-
ial film materials with different thickness are used to study the thermal stress
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dependence on temperature and film thickness through the change of luminescence
emission intensity and peak position in the cooling process. Experiments use a UV
laser as the excitation source to measure the PL spectrum of samples under variable
temperature. Cooling is implemented by closed mechanical cryocooler. The exci-
tation of the sample is by focused Ar ion laser, the PL is detected by a photo-
multiplier tube and finally data is recorded by using a photon counting system and a
computer.

Figures 3.114 and 3.115 are the variable temperature PL spectra of Si-based
CdTe epitaxial film with thickness of 4 and 12 lm, respectively. Both of these
figures show the same trend, namely, the luminescence intensity is strengthening,
and the main peak position is moving to the direction of high energy with the
decreasing temperature. The main peak of PL spectra corresponds to the band edge
transition of the material, that is, the valence band transits to the conduction band.
The band renormalization occurs due to thermal expansion and electron-phonon
interaction [188, 189] and the band gap of the material appears to drift when the
temperature decreases. The stress will be another factor to be considered in this
section.

Figure 3.116 shows the change of the band gap of Si-based CdTe film with
temperature. The thicknesses are 4 and 12 lm, respectively. The band gap of the
CdTe crystal materials without any stress is shown in the figure. The following
main conclusions can be drawn according to Fig. 3.116:

(1) In the cooling process of Si-based CdTe epitaxial film, both from the growth
temperature down to room temperature and from room temperature to liquid
nitrogen temperature, thermal stress will generate in the epitaxial films. The
stress is tensile stress, which is consistent with the early results of
high-resolution X-ray diffraction measurements.

(2) The thermal stress of epitaxial films depends on temperature, namely the
thermal stress decreases with the reduction of temperature, which is mainly
due to the difference of thermal expansion coefficient between the
CdTe epitaxial thin film and the Si substrate. Thermal stress of the CdTe
epitaxial materials depends on the film thickness. Thermal stress in thicker
CdTe film is smaller than that in thinner CdTe film, which is consistent with
precalculated results. However, the stress reduction rate in thicker CdTe film is
faster than that in thinner CdTe film during the cooling process, which leads
the thicker CdTe film more likely to fracture under thermal cycling. This result
is also consistent with the thermal shock experiments.
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Fig. 3.115 Variable
temperature
photoluminescence spectra of
Si-based CdTe film with
thickness 12 lm

Fig. 3.116 Band gaps of
Si-based CdTe films as a
function of temperature and
the comparison to unstrained
CdTe crystal materials

Fig. 3.114 Variable temperature photoluminescence spectra of Si-based CdTe film with thick-
ness 4 lm
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2. Room temperature Raman spectrum

Stress can change the crystal atoms distance, and thereby change the interatomic
bonding force constant. This will result in change of Raman frequency of phonons
in crystals. Therefore, Raman scattering spectra can be used to study the stress of
the film. The frequency, intensity, and FWHM of the characteristic peaks of Raman
scattering are related to material composition, grain integrity, grain size, lattice
constant of the substrate, thermal expansion coefficient, and other factors. CdTe
forms a tetrahedral crystal. When the film is subjected to compressive stress,
Raman scattering peaks moving toward a high wave number. On the contrary, when
it is subjected to tensile stress the Raman scattering peaks shifted toward a low
wave number. As shown in Fig. 3.117, the Raman peaks at 123 and 141 cm−1 are
the basic characteristic peak frequencies of CdTe film Raman scattering. They
correspond to the energies generated by the vibration of A1 (Te) phonons and E
(Te) phonons in CdTe [190]. Because the A1 (Te) and E (Te) phonon vibration
Raman peaks of CdTe material without any stress is located in 121 and

Fig. 3.117 Raman scattering
spectra of Si-based CdTe film
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141 cm−1, Si-based CdTe epitaxial film materials series of the samples are subject
to certain amount of stress. Studies show that the relation of Raman peak position
shift and stress in CdTe can be expressed as Dx (cm−1) = k r, wherein the pressure
coefficient k is 0.7 cm−1/kbar. Therefore, the quantitative estimation results of stress
in the Si-based CdTe epitaxial film are shown in Table 3.14.

3. Photoluminescence spectrum

According to the relationship between the energy band and stress in semiconductor
physics, the materials band gapE1g under tensile stress will be less than the unstrained
band gap Eg and E2g under compressive stress will be greater than Eg [191]. The main
peaks of PL spectra correspond to band edge transitions of materials, namely the
transition from the valence band to the conduction band, and accordingly, its peak
energy corresponds with the band gap of a semiconductor material. PL spectra for a
series of Si-based CdTe epitaxial films at room temperature and liquid nitrogen
temperature are shown in Figs. 3.118 and 3.119, respectively.

Based on the experimental measurement, and the relationship between the
changes of band gap and stress [192],

�E � E0 ¼ r
c11 þ 2c12

Dc
d � Dv

d

� 	

The stress of Si-based CdTe epitaxial film at liquid nitrogen temperature can be
calculated as follows:

rSCT028�8 ¼ �1:43� 107 Pa

rSCT038 ¼ �7:58� 106 Pa

rSCT058�13 ¼ �1:07� 107 Pa

rSCT094�10 ¼ �1:38� 107 Pa

Table 3.14 Si-based CdTe film stress

Sample A1
phonon peak
(cm−1)

E
phonon peak
(cm−1)

A1
phonon frequency
offset (cm−1)

E
phonon frequency
offset (cm−1)

Tensile
stress r
(MPa)

SCT028-6 123.08 141.278 2.08 0.278 0.312

SCT038 122.067 141.278 1.067 0.278 0.160

SCT058-13 124.09 142.288 3.09 1.288 0.464

SCT094-10 123.08 141.278 2.08 0.278 0.312
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3.5.2 Theoretical Analysis of Stress of Multilayer Structure
Materials

1. Modified theoretical model of bimetal strip

A bimetal strip model [193, 194] is mainly used to analyze the stress issues of
the multilayer semiconductor structure for one-dimensional situation. The thermal
stress comes from the difference of thermal expansion coefficients in different
layers. According to the boundary conditions, the sum of average stress of each
layer is zero. After bending deformation, the sum of the total bending moment and
the moment of each layer is zero. Due to the shear strain at the interface of each
layer being equal, the relationship between curvature R, stress E, and number of
layers, thickness, Young’s modulus, temperature and coefficient of thermal
expansion could be deduced. However, the model does not consider the mismatch
strain caused by lattice mismatch [195]. Dislocation caused by lattice mismatch
must be taken into account to modify the model. In practice, the energy of the
system can be divided into two parts [196–198], namely

Fig. 3.118 Photoluminescence spectrum of Si-based CdTe films at room temperature
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E ¼ Estrain þEdislocation ð3:18Þ

wherein

Estrain ¼ Bh e1 � b
s

� �2

ð3:19Þ

Edislocation ¼ lb2

4pð1� mÞ
2
S
ln

bh
b

� �

ð3:20Þ

In Eq. (3.19), the elastic energy factor B = 2l (1 + t)/(1 − t), l and t denote
the shear modulus and Poisson’s ratio of the material, h the film thickness, e1 the
initial crystal lattice misfit strain, b the Burgers vector, S the distance between
dislocations, and b in Eq. (3.20) is a parameter for measurement of energy in the
b-core central region, generally 4 for semiconductor. In fact, the energy of the
system is a function of dislocation density. Dislocation density can be obtained
from the derivation of the energy. Figure 3.120 shows the relationship between the

Fig. 3.119 Photoluminescence spectrum of Si-based CdTe films at liquid nitrogen temperature
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dislocation density due to lattice mismatch in Si-based CdTe films and the film
thickness. The corresponding change of mismatch stress is shown in Fig. 3.121.

Figure 3.122 indicates the stress state of Si-based CdTe film at liquid nitrogen
temperature which is calculated based on the bimetal strip model, and the influence
of the substrate thickness on the calculation results is also considered.

After taking both the thermal stress and the lattice mismatch strain into account,
the stress of Si-based CdTe film is shown in Fig. 3.123, where the parameter
J represents the weight between two kinds of stress in the system. The comparison
with the experimental results of PL is shown in Fig. 3.124.

Fig. 3.120 Dislocation
density due to lattice
mismatch in Si-based CdTe
films as a function of film
thickness

Fig. 3.121 Mismatch stress
in Si-based CdTe films as a
function of film thickness
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Fig. 3.122 Stress of Si-based
CdTe film at liquid nitrogen
temperature

Fig. 3.123 Stress of Si-based
CdTe film by taking both the
thermal stress and the lattice
mismatch strains into account

Fig. 3.124 The comparison
of theoretical calculation with
the photoluminescence
experiments of stress in
Si-based CdTe film at liquid
nitrogen temperature
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2. Modified theoretical model of multilayer strip

Because the mismatch stress(lattice mismatch stress and thermal mis-
match stress) between epitaxial films and substrate as well as between the epitaxial
films and epitaxial films form a force couple, the heterogeneous structure must bend
to balance the torque that is generated by the mismatch stress between the epitaxial
films and substrate. Therefore, the strain can be divided into the misfit strain and
bending strain. Correspondingly the stress can be divided into the mismatch stress
and the bending stress, respectively. According to the balance principle of multi-
layer strip, the film/substrate heterogeneous structures must meet the three equi-
librium conditions of a multilayer strip [199–203]. First of all, the
total mismatch stresses of the heterostructures are zero. At the same time, the total
bending stresses of heterostructures also are zero. In addition, the heterostructure of
bending moment must also meet the equilibrium conditions. According to the
multilayer strip model, the stress distribution of the substrate and epitaxial film can
be expressed as the following equation,

rs ¼
DTEsEf tf Ef t3f þEsts 6ctf � 3ðtf � 2cÞts � 2t2s


 �

n o

ðaf � asÞ
E2
f t

4
f þE2

s t
4
s þ 2Ef Estf ts 2t2f þ 3tf ts þ 2t2s

� � ð0� c� tsÞ

ð3:21Þ

rf ¼
DTEsEf ts Est3s þEf tf 4tf þ 6ðts � cÞts þ tf ð9ts � 6cÞ
 �� 
ðas � af Þ

E2
f t

4
f þE2

s t
4
s þ 2Ef Estf tsð2t2f þ 3tf ts þ 2t2s Þ

ðts � c� ts þ tf Þ
ð3:22Þ

The stress of substrate and epitaxial film in the Si-based CdTe film at liquid
nitrogen temperature can be calculated by using the above equation, and the results
are shown in Figs. 3.125 and 3.126 respectively.

Fig. 3.125 Stress of Si-based
CdTe substrate at liquid
nitrogen temperature
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However, the multilayer strip model is based on elastic approximation [204,
205]. In fact, in the Si-based CdTe system the epitaxial films in general undergo
plastic deformation due to the large lattice and thermal mismatch between the
substrate and the epitaxial layer. The bimetal strip model should be modified in
order to describe the system better. Generally, the deformation state of epitaxial
films includes pure elastic deformation, partial plastic deformation and pure plastic
deformation, which can be described by Fig. 3.127. The type of the deformation
depends on the relative stress state and the yield strength of the material. The yield
strength e represents the relationship between stress and strain in the stage of plastic
deformation and it is conceptually equivalent to the elastic modulus of the elastic
deformation stage, as illustrated in Fig. 3.128. E, Hf and rc in the figure represent
Young’s modulus, strain hardening and initial yield stress. The experimental values
of the yield strength of the common semiconductor materials can be found in Ref.
[206].

According to the bimetal strip model,

Fig. 3.127 Film stress. a Pure elastic; b partially in plastic; c pure plastic

Fig. 3.126 Stress of Si-based
CdTe film with thickness 2, 5,
10, 15 lm at liquid nitrogen
temperature
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rmax
f ¼ rf jy¼ts ¼

DTEsEf ts Est3s þ 4Ef t3f þ 3Ef t2f ts
� �

ðas � af Þ
E2
f t

4
f þE2

s t
4
s þ 2Ef Estf ts 2t2f þ 3tf ts þ 2t2s
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rtopf ¼ rf jy¼tf þ ts ¼
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� �
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E2
f t

4
f þE2

s t
4
s þ 2Ef Estf ts 2t2f þ 3tf ts þ 2t2s

� � ð3:24Þ

The calculated results for Si-based CdTe epitaxial film system show that the
minimum and maximum stresses are located in the interface and the surface of the
film.

When the stress in the epitaxial film is greater than the yield strength, it can be
considered that partial plastic deformation occurs. When the minimum stress in the
film is greater than the yield strength, it can be considered that pure plastic
deformation occurs. The critical temperature at which the partial and pure plastic
deformation occur can be estimated by the following equations:

1
DT1

¼
EsEf ts Est3s þ 4Ef t3f þ 3Ef t2f ts

� �

ðas � af Þ
rc E2

f t
4
f þE2

s t
4
s þ 2Ef Estf ts 2t2f þ 3tf ts þ 2t2s

� �h i ð3:25Þ

1
DT2

¼ EsEf tsðEst3s � 4Hf t2f ð2tf þ 3tsÞðas � af ÞÞ
rc Ests Est3s � Hf t2f 2t2f þ 3ts

� �h i

þEf tf Hf t3f þEsts 6t2f þ 9tf ts þ 4t2s
� �� �n o

ð3:26Þ

The results are shown in Fig. 3.129. The system is actually in the fully plastic
deformation stage when the temperature decreases to 70 k. If the elastic approxi-
mation used to describe the stress state is not accurate enough, the bimetal strip

Fig. 3.128 Diagram of yield
strength
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model can be extended to the plastic deformation range by introducing the yield
strength of material. Then, the Eq. (3.27) should be used to calculate the stress in
epitaxial films.

rmean
f ¼

�Ests Est3s þHf t3f
� �

Ef ½DTHf ðaf � asÞ � rc� þHfDc
� 


Ef H2
f t

4
f þE2

s t
4
s þ 2Ef Estf ts 2t2f þ 3tf ts þ 2t2s

� �h i ð3:27Þ

Figure 3.130 shows the difference of calculated results of Si-based CdTe epi-
taxial film before and after correction of the multilayer strip model. After correction,
the stress value is smaller than the initial model which is consistent with the
previous results from PL experiment, as shown in Fig. 3.131.

Fig. 3.130 Comparison of
calculation results of Si-based
CdTe epitaxial film before
and after correction of the
multilayer strip model

Fig. 3.129 Critical
temperature that make
partially and pure plastic
deformation occur in Si-based
CdTe epitaxial film
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3. Fracture mechanics analysis

According to the theory of fracture mechanics [207, 208], the cracks preexist in
the material before break, which will constantly expand and result in fracture
eventually under the influence of continuing stress. In fact, material fracture is the
process of stress release. Establishing criteria to avoid fractures is of great signif-
icance for practical applications. From the energy point of view, the cracks can be
considered the release of strain energies which continues to expand. When the
release rate of strain energy is greater than fracture energy of the material itself,
fracture occurs. Therefore, the fracture will not occur only when the following
expression (3.28) is satisfied [209],

b
r2h
M

\C ð3:28Þ

Wherein b is a parameter related to the fracture mode, r stress, h the film thick-
ness,M the modulus of elasticity and Г the fracture energy. For a certain material, the
fracture is determined by both stress and film thickness. This explains why the CdTe
film is prone to fracture when the layer thickness exceeds a certain value in the
Si-based CdTe epitaxial film system although the stress decreases with the increase of
the film thickness. According to the results calculated from the corrected bimetal strip
model, the stress decreases with the increase of the film thickness. But the magnitude
of change is relatively small. Compared to the amount of change of the epitaxial film
thickness, the change of stress is relatively small. Thus, according to the expression
(3.28), the thin epitaxial film is less prone to fracture.

Fig. 3.131 The influence of
modified model on calculation
results
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3.6 Summary

Using the first-principles methods, we have an insight into physical basis about
As-passivation on Si(211) surface. Simulation results have shown that a zigzag
structure will form on the Si surface after adsorption of the As atoms. These As
atoms will substitute for Si atoms on the surface with an energy barrier
0.37 eV/adatom. Arsenic can saturate part of the dangling bonds and weaken the
surface states. The enlargements of silicon substrate surface caused by arsenic can
reduce the mismatch between the substrate and the adsorption materials, and
consequently improve the quality of crystal. The theoretical simulation results
further show that the sticking coefficient of Cd in the interface has been increased
because of As atoms. The larger sticking coefficient will avoid replacement of Te at
the step edge and will make Si(211) B-polarity surface the most stable interface in
MBE growth of HgCdTe/Si.

Several technologies have been improved, such as the surface deoxygenation
process, adjusting the crystal orientation of the substrate, lowering the temperature
of the buffer layer nucleation, increasing growth temperature of the buffer layer and
etc. Qualities of CdTe/Si buffer layers and epitaxial HgCdTe materials have been
greatly improved. The twinning FWHM of 3 inch MBE HgCdTe/Si materials has
reached 52 arcsecs. The half width of the in-plane distribution uniformity has
reached 4.29 arcsecs. The composition uniformity of the materials (component
standard deviation) has reached 0.0009. The success of HgCdTe/Si MBE tech-
nology laid the foundation for the development of large-scale HgCdTe infrared
focal plane technology.

With the aid of CdTe/Si surface treatment technology and CdTe thin epitaxial
substrate technology, HgCdTe/Si(211)B LPE material has been obtained. By using
high growth temperatures, the dislocation density of materials can be reduced by
one order of magnitude. As shown in measured materials properties, the dislocation
density of HgCdTe has been reduced to (5–8)�105 cm3.

First-principle calculation results show that As impurity atoms, substituting for
Hg or Te atoms, will form covalent bonds in HgCdTe. In aHg-rich condition, the
formation energy difference between AsTe and AsHg is small. This is conducive to
migration of As impurities from Hg site to Te site forming donor AsTe. In a Te-rich
condition, As tetramer structure associated with the Hg vacancy is more conducive
for As-doping than As dimer structure. Complex impurity As tetramer-VHg has the
same amphoteric behavior of As Singlet-VHg and inhibits the probability of
becoming donors. The theoretical model well explained the electrical properties of
As-doped HgCdTe epitaxial material with the n-type and p-type heat treatment.

Through the analysis of the density of states, single-electron energy levels, and
ionization energy, the dominant form of defects in as-grown As-doped HgCdTe are
VHg, AsHg, As2 combined by VHg, and As atoms. The structure that two As atoms
bounded at the same side of VHg will form a deep level near the top of the valence
band. There are two deep levels in the vicinity of the band gap about 1/3 with energy
difference of 18 meV when the two As atoms are bounded at the split side of VHg.
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These two deep levels are half-filled states. Arsenic is the most important factor for
the highly compensated as-grown HgCdTe materials. This gives a reasonable
explanation for weak p-type conductivity behavior in low doping concentration
as-grown HgCdTe. Both theoretical and experimental results show that increase in
the mercury pressure favors transformation from various types of arsenic defects to
acceptor AsTe. Based on these results, the process conditions of 285 °C heat treat-
ment to achieve 100 % activation of the dopant atoms has been realized in the
experiments. By using a beam source furnace, the issues of consistency in heavily
doped epitaxial HgCdTe and the temperature windows this material has been solved.

The stress state in Si-based CdTe epitaxial film can be reasonably described by
the bimetal strip model theory which contains the effects of misfit dislocation and
material yield strength. It also can be nondestructively examined by observing the
peak position and the strength variation of the PL and Raman spectrum.
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Chapter 4
AlGaN Epitaxial Technology

4.1 Introduction

During the development of semiconductor science and technology, Si and Ge were
the first-generation semiconductor material, while GaAs, InP are known as the
second-generation semiconductor material. In recent years, rapid developments
have occurred in GaN and related materials (including AlN, AlGaN, GaN, InGaN
and InN), thus becoming the third-generation of semiconductor material. The band
gaps of InN, GaN, AlN are 0.7, 3.4, 6.2 eV, respectively, thus enabling the fab-
rication of sensors with these materials to cover near infrared, visible light, and
ultraviolet wavebands. Therefore, these materials will play important roles in
optical displays, memory devices, illumination sources, and detection devices.
These recent years have seen the commercialization of GaN-based blue
light-emitting diodes and great breakthroughs have been achieved in long-life GaN
laser devices [1, 2]. Another important photoelectronic device of the III-group
nitride, the GaN-based ultraviolet detector has found an important application in
missile warning, ultraviolet communication, fire monitoring, vehicle guidance, and
other fields, and got an increasing attraction from the researchers all over the world.
Significant international research into this material is currently underway.

The fabrication of large-scale and high-performance GaN-based ultraviolet focal
plane arrays is an important step for the development of GaN-based detect or to
fulfill the needs mentioned above, while achieving high-quality GaN and AlGaN
material is an indispensable foundation, and AlGaN epitaxial technology thus plays
a crucial role in the whole development. To master the epitaxial technology of
AlGaN material, it is necessary to fully understand the basic principles of epitaxial
growth, the methods of material growth monitoring and the basic physical prop-
erties of AlGaN. There are several major scientific issues to be resolved, such as
how we shall grow high-quality material on a mismatched substrate heteroepitax-
ially and what we should do to reduce the pre-reaction of Al atom and control the
component of Al, as well as the way to increase the surface mobility of Al atoms to
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improve the quality of the material. These issues must be overcome in order to grow
appropriate material.

In this chapter, the main issues of AlGaN epitaxial technology will be introduced
in detail, especifically the two-step epitaxial technology which has been a great
contribution to the use of GaN-based material. In order to make a thorough
explanation of the AlGaN epitaxial technology and mechanism, GaN epitaxial
technology will be introduced first, including the basic characteristics of GaN
material, the basic principles of metalorganic chemical vapor deposition (MOCVD)
epitaxial technology and the in situ monitoring system. Then the AlGaN epitaxial
technology will be introduced accordingly, including AlGaN’s growth on GaN and
the AlN buffer layer, the P doping of GaN, and the analysis of the Alga combination
property. Specific growth parameters will also be discussed, but it should be noted
that these parameters vary with different fabrication tools. So, it is strongly
recommended that attention should be paid to the basic mechanisms, which will
help to give an insight into the material growth, characterization, and analysis.

4.2 Basic Properties of GaN-Based Material
and Preparation Techniques

This section will begin with the introduction of development progress of
GaN-based material, the physical properties of GaN crystal structure, optimum
substrate standards, and the use of GaN in ultraviolet detection. Then the basic
principle and the equipment structure of MOCVD epitaxial technology will be
introduced, as well as the methods of growth monitoring them. A good appre-
hension of these related topics will be a strong groundwork for the understanding of
the epitaxial growth technology of AlGaN material.

4.2.1 The Basic Properties of GaN-Based Material and Its
Use in Ultraviolet Detectors

The earliest report of obtaining GaN material from reaction of Ga and ammonia can
be dated back to 1932 by Johnson [3]. Later, researchers obtained small nitride
crystals through heating GaN or AlN in an ammonia atmosphere [4–7], however,
subsequent progress was slow until the 1960s [8–17]. The development was soon
accelerated by the dawning technology of MOCVD epitaxial GaN [18] and MBE
GaN in 1981 [19]. It was thanks to the use of two-step-growth method that there has
been great progress in the research on nitrides since 1980. The milestone work was
accomplished by Amanoin 1986 [20], who first found that the use of an AlN buffer
layer in low temperature may increase the quality of crystal greatly. Nakamura then
found similar results using a low-temperature GaN buffer [21]. P doping has long
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been another obstacle toward the mature material growth of GaN device. Amano
unintentionally found that Mg acceptor could be activated by a low-energy electron
beam [22]. Nakamura also found that Mg acceptor could be activated by thermal
treatment at 700–800 °C [23]. From then on, the road to GaN device fabrication has
been opened widely, and different kinds of GaN devices have flourished quickly
including high-performance blue light-emitting diode, laser detectors, ultraviolet
detection, etc., [24] with a following commercialization of light-emitting diodes and
laser detectors in particular. Great progress has been attained in solar-blind ultra-
violet detectors as a result of the breakthrough on GaN-based material growth. As
the band gaps of GaN and AlN are 3.4, 6.2 eV, respectively, so the band width of
alloy AlGaN can be tuned continuously between 3.4 and 6.2 eV with corre-
sponding wavelengths of 200–365 nm, which covers the solar-blind area. There are
great differences between the material growth of GaN and AlGaN, for the low
surface migration ability of atomic Al could cause a poor quality of AlGaN material
with respect to both surface topography and dislocation density. After the adoption
of the atomic layer epitaxy (ALE) technique, material quality of AlN and AlGaN
has been improved significantly [25]. Based on these results, Razeghi from
Northwestern University has developed 320 � 256 solar-blind focal plane arrays
[26], and M. Asif Khan and Taniyasu have fabricated AlGaN and AlN deep
ultraviolet light-emitting diodes [27, 28]. Thus, it can be seen that epitaxial growth
technology has greatly pushed the development of high-performance solar-blind
ultraviolet detectors.

GaN is a binary compound semiconductor, which is the most studied material
among III-group nitrides. It has three crystal structures: wurtzite (hexagonal phase),
zinc blende (cubic phase), and halite (NaCl structure) [29]. Only two structures can
be observed in single-crystal GaN: wurtzite (a = 3.189 Å, c = 5.185 Å), zinc
blende (a = 4.52 Å, c � 4.54 Å). The wurtzite structure is more stable than zinc
blende for GaN according to thermodynamics. The crystal structure of GaN is
dependent on the material of the substrate and the symmetry of the substrate sur-
face. Wurtzite GaN can be grown on substrates such as (0001) Al2O3, (111) Si,
(111) GaAs, (0001) 6H–SiC, and (0001) ZnO. Zinc blende GaN can be grown on
substrates such as (001) GaAs, (001) 3C–SiC, (001) Mg and (001) Si, which are
crystalline substrates with a cubic structure [30]. Figure 4.1 is the schematic dia-
gram of these two crystal structures.

Wurtzite and zinc blende structures have the same number of the nearest atoms,
but a different number of the second nearest atoms. So, the two crystal structures
have the similar physical properties. Since zinc blende GaN is difficult to grow and
is metastable, GaN-based material with wurtzite structure is now widely used.
Polish scientists have successfully grown bulk GaN with metal Ga and ammonia
(NH3) in high-temperature (1600 °C) and high-pressure (15–20 kbar) [31] envi-
ronments, although problems still exist to provide large-scale products in a short
time. GaN epitaxial deposition has always been realized on heterosubstrates with
the absence of single-crystal bulk GaN. Sapphire shares the same symmetry with
group-III nitrides and with the wurtzite structure, therefore it is the most popular
substrate up to now, and the C surface (0001) of sapphire is used as the substrate,
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although it has a large lattice mismatch (16 %) and a different thermal expansion
coefficient from the hexagonal GaN epitaxial layer. Owing to a continuous advance
in the process technology, the crystal quality of GaN epitaxial layer on sapphire has
been greatly improved. At present, most GaN-based detectors are fabricated on
sapphire substrates. GaN and AlGaN material with a wurtzite structure can also be
achieved on sapphire substrates [24].

4.2.2 MOCVD Epitaxial Deposition System and In Situ
Monitoring Method

1. MOCVD system introduction and fundamental reaction processes of GaN-based
material

MOCVD is a nonequilibrium growth technology, which originated from the
research of single-crystal GaAs growth by Manaservil in 1986. It depends on the
transportation of the source gases and the thermal cracking reaction of group-III
alkyl compound and group-V hydrogenide [32]. Subsequently, this technology was
introduced into the growth of GaAsPy, GaAsSb, and Al compounds by Manaservil
and Simpson in 1969 and Manaservil and Hess in 1970 [33, 34]. The group-III
organic sources could be liquid such as trimethyl gallium (TMG) or could be solid
such as trimethyl indium (TMIn), which were transported into the reaction room by
carrier gas through adjusting the temperature of the source bottle and accurate
control of the pressure of the source. Group-V sources are generally gaseous
hydrogenide (such as NH3 used for the material growth of GaN). MOCVD tech-
nology has now become the most important epitaxial technology in the research of

(a) (b)

Fig. 4.1 Schematic diagrams of wurtzite (a) and zinc blende (b)
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mesoscopic physics, semiconductor materials and devices, as well as in the field of
massive production.

As a general gas phase epitaxial growth equipment, MOCVD can be divided into
two types: vertical and horizontal. Low/high pressure and hot/cold wall of the
reaction room are other options for MOCVD growth, although high frequency and
radiation heating of cold wall is the most popular method. Due to the facts of
flammable, explosive, and highly toxic sources and the requirement of multicom-
position, large-area, thin, or ultrathin heterogeneous films for MOCVD growth, the
design concept for equipment must contain good system sealing, accurately con-
trolled gas flow and temperature, and rapid composition transition. Generally
speaking, MOCVD equipment is composed of source supply system, off-gas
treatment system, security alarm system, as well as an automatic operation and
electric control system [35].

The dynamics of the reaction during MOCVD growth is determined by the
source, substrate, growth pressure, carrier gas, and the geometry of the reaction
room. Possible chemical reactions and reaction velocity restriction process during
the MOCVD growth of GaN with TMG [Ga (CH3)3] and NH3 are demonstrated in
Fig. 4.2 [36]. As shown in the figure, in spite of the complexity of the growth
process, MOCVD can still be divided into the following steps:

Fig. 4.2 The possible chemical reaction between TMGa and NH3 and velocity restriction stage
during MOCVD growth
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(1) Transportation of the source mixture to the epitaxial growth area.
(2) The diffusion of the gas source: material participated in the reaction diffuse

through the boundary layer to the growth surface (substrate surface).
(3) The physical adsorption process: the physical adsorption of the reactants on

the high-temperature substrate along the surface steps.
(4) Heat decomposition and chemical reaction process: crystal atoms and gas

by-products generated by the chemical reaction between the adsorption
molecules or between the adsorbent and gas molecules.

(5) Chemical adsorption and the incorporation into the lattice process: the atoms
that form the crystal diffuse along the substrate surface to a certain angle of the
lattice or enter the crystal lattice.

(6) Desorption process of the by-products: the by-products gather on the surface
continuously diffuse through boundary layer to the main flow by desorption.

These above steps occur in order. As the rate of each step is different, the overall
growth rate is determined by the slowest step which is named as the rate restriction
step. At low temperatures, the chemical reaction of the adsorption on the surface is
slowest, and it will determine the speed of the whole epitaxial growth. This process
is called the surface control process or dynamic control process. At high temper-
ature, the reaction at the surface is rapid, and the diffusion of the reactants to the
surface carried by the main airflow is the slowest, so the growth rate will be
determined by the mass transportation, and this process is called mass control
process. Epitaxial growth is governed by these steps, depending on the growing
conditions.

2. Configuration of in situ monitoring system and its application in MOCVD used
to grow GaN material

The growth of GaN material by MOCVD is a complex dynamics process which
always contains the high-temperature treatment of sapphire substrate, the nitriding of
the substrate, the growth of a low-temperature buffer layer, and the growth of the GaN
epitaxial layer [37]. In situ monitoring tool was first introduced by Nakamura into the
MOCVD growth of GaN, and it has played a very important role in understanding the
growth mechanism of GaNmaterial [38–40]. An in situ “near normal incidence” laser
reflectance (LR) monitoring system has been established by the semiconductor
Institute of Chinese Academy of Sciences as shown in Fig. 4.3, and a 650 nm laser
was used as the light source in this system with the power <1 mW. The incident
probe laser beam first will pass through a high-frequency heating coil with an inci-
dence angle of about 1° and then through the inner tube window. The light reflected
by the grown sample surface is detected by a Si detector combined with a phase lock
amplifier, and the output signal will be sent to an analysis software program.

It is a simple physical principle behind the LR in situ monitoring in the material
growth The reflectivity of the substrate with a thin film is given by the following
formula [41]:
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R ¼ r2þ r1 exp �idð Þ
1þ r1r2 exp �idð Þ ; d ¼ 4pN2d=k ð4:1Þ

r1 ¼ N1 � N2

N1þN2
; r2 ¼ N2 � N3

N2þN3
ð4:2Þ

Nj ¼ nj � ikj; kj ¼ ajk=4p ð4:3Þ

where a is the absorption coefficient of material at the wavelength k. N1, N2, and N3

are the complex refractive index of the substrate, GaN and the reaction chamber and
d is the thickness of the GaN epitaxial layer.

It can be seen from (4.1) that the reflected intensity varies with the GaN film
thickness for a monochronic incident light. The peak position of the reflected light
is determined by the formula:

n2d ¼ 2mk=4 m ¼ 1; 2. . . ð4:4Þ

And the minimum position of the reflectance is determined by the formula:

n2d ¼ 2m� 1ð Þk=4 m ¼ 1; 2. . . ð4:5Þ

For the air/h-GaN/Sapphire configuration, no light is absorbed in the blue sap-
phire substrate, k = 0, N3 = n3 = 1.77 [42]. The extinction coefficient k of GaN is
0.001 at 650 nm [43]. According to structure shown in Fig. 4.4, the influence of

Fig. 4.3 General view of GaN in situ monitoring system
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extinction coefficient k of GaN on the variation of the reflectivity during GaN
growth is calculated with a GaN thickness of 1.5 lm. It is found from Fig. 4.5 that
the attenuation is negligible for the reflected light caused by the extinction coeffi-
cient variation with film thickness. Therefore, the refractive index of GaN is
N2 = n2 = 2.4. It should be noticed that the contribution of the thin low-temperature
GaN buffer layer (usually *25 nm) to the reflectivity has been ignored in the
calculation.

Fig. 4.4 Calculation mode of in situ monitoring reflectivity

Fig. 4.5 Influence of k(GaN) to reflectivity
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3. Analysis of in situ monitoring curves in MOCVD

A representative in situ monitoring curve for the whole process of intrinsic GaN
epitaxial growth is shown in Fig. 4.6 after parameter optimization, and it can be
obviously divided into nine stages in accordance with the growing process [37, 44]

(1) The temperature of sapphire substrate rises after a heat treatment at a low
temperature (300 °C).

(2) Heat treatment of the sapphire substrate at a high temperature in hydrogen
atmosphere.

(3) The temperature of the reaction chamber is adjusted to 530–550 °C and the
low-temperature buffer layer will be grown when the temperature stabilizes.

(4) The growth of the low-temperature GaN buffer layer. As the refractive index
of GaN is higher than the sapphire substrate, the refractive index of the buffer
layer will increase after the growth of GaN. As the thickness of the GaN
increases, the reflected signal will be enhanced gradually.

(5) Close TMGa and the temperature of the reaction chamber will increase for the
preparation of high-temperature GaN growth. After a stable temperature per-
iod of about 90 s, the growth will begin. Because of the poor crystal quality of
the buffer layer deposited at a low temperature, during the temperature
annealing process the surface will become rough due to the recrystallization of
the buffer layer. Meanwhile, the buffer layer will become thinner because the
decomposition of GaN at temperatures above 830 °C. So the reflectivity in the
monitoring curve decreases quickly.

Fig. 4.6 In situ monitoring curves for the epitaxial growth of intrinsic GaN
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(6) Using the optimized conditions, the high-temperature GaN growth begins in a
three-dimensional island model, that is, a nucleating island grows in both
horizontal and vertical directions at the same time. Due to the growth of the
nucleating island, surface roughening increases, and the reflectivity decreases,
even below the reflectivity of the sapphire substrate.

(7) Owing to the gradual merge of nucleating islands formed at the beginning of
the high-temperature process, the surface tends to become flat which results in
the restoration of surface reflectivity.

(8) Smooth surface of the epitaxial layer is formed as a result of the ending of
merge of the nucleating islands. The high-temperature GaN growth proceeds
in a two-dimensional mode, and the interference fringe appears with a surface
reflectivity oscillation in a stable amplitude and cycle.

(9) Reduce the temperature of the reaction chamber and take out the samples.

Much information important to the material growth can be drawn from the LR
in situ monitoring curves, such as the thickness of the GaN epitaxial layer, growth
rate, the optical constants (n, k), the roughness of the surface, etc. In the following
discussion, the methods of extracting useful information from the monitoring
curves will be discussed.

According to Eqs. (4.4) and (4.5), thickness interference fringes in the moni-
toring curve contain the information of the epitaxial layer thickness therefore the
epitaxial layer thickness as a function of growth rate can be obtained from
the in situ monitoring data. The cyclic D of the thickness interference fringe in the
monitoring curve is

D ¼ k cos hincidenceð Þ
2n

� k
2n

ð4:6Þ

where h is the incident angle of the laser, here cosðhincidence ¼ cosð1�Þ � 1Þ; k is the
wavelength of the incident laser light, 650 nm, n is the refractive index of the
growth temperature, 2.12. It can be seen from Eq. (4.6), that in the experimental
configuration of near-vertical incident light, the thickness cycle of the interference
oscillation stripe in the monitoring curve only relates to the wavelength of the
incident laser light and the refractive index of the epitaxial layer. The thickness of
the epitaxial layer can be obtained after the determination of the thickness of GaN
responding to interference stripe oscillation period multiplied by the cycles of the
oscillation.

d ¼ k
2n

m ¼ 650 ðnmÞ
2� 2:12

� m ¼ 153:3� m nmð Þ ð4:7Þ

Figure 4.7 shows an in situ monitoring curve of the GaN growth process. The
shadow portion of the diagram corresponds to the high-temperature growth of GaN.
If the parameters of intrinsic GaN are changing during the growth process, that is,
the time for growing one cycle thickness is changing. The numbers of the thickness
cycle can be determined quickly by counting the cycle of the oscillation in the

274 4 AlGaN Epitaxial Technology



monitoring curve. If the parameters of the growth process are constant and the
growth rate is constant, the numbers of the thickness cyclic can be determined
quickly by the growth time. Combined with Fig. 4.4, the air/GaN/Sapphire
reflectance curve of an ideal model, it can be concluded that the oscillation cycle of
the high-temperature growing process is 14. Therefore, it can be calculated from
Eq. (4.7) that the epitaxial layer thickness d = 2.146 lm. The average growth rate
of the epitaxial layer can be calculated according to V = d/T.

The surface roughness can also be obtained from the monitoring curve. In
groups II–VI material growth processes, the roughness factor of the epitaxial layer
has been taken into account. Stafford et al. has carried out quantitative analysis on
the surface roughness factor in the growth of CdTe on the sapphire substrate [43].
This work also compared the repeatability of the roughness factor in different
experiments with the material quality. As to MOCVD growth GaN, Stafford used a
semi-quantitative method, such as introducing the coarse factor Frs = Rt/Rm − 1,
where Rm is the reflectivity of the inflection point (peak/valley) of the monitoring
curve, Rt is the corresponding theoretical reflection. It is found that the change rule
of Frs is close to the annealing process before high-temperature growth and the flow
of ammonia. As research on such quantitative analysis is few, there is no common
analytical agreement yet.

The wavelength of the monitoring light source is 650 nm in this experiment.
And GaN is transparent to the incident laser illumination (k is small). Light inter-
ference in the GaN layer forms monitoring system oscillation curves which contain
information of film thickness and optical constants. When the epitaxial layer surface

Fig. 4.7 The epitaxial layer thickness determined by the monitoring curve
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is smooth; the monitoring curve should have constant amplitude. So the observed
attenuation of the oscillation in the monitoring curve is due to the uneven surface of
the epitaxial layer.

When light is incident upon a surface with root-mean-square roughness of r, the
reflectivity is [45]:

Rr ¼ R0 exp � 4prð Þ2
.

k2
h i

ð4:8Þ

where Rr is the practical reflectivity of the surface, R0 is the reflectivity of the
surface when it is flat, r is the roughness of the sample surface, and k is the
wavelength of the incident light (k � r).

In the following discussion, a typical GaN growth process is used to illustrate
obtaining the surface roughness characteristics from an in situ monitoring curve.

(1) It can be seen from Eq. (4.8) that r is related to R(d). So the horizontal axis in
the monitoring curve should change from time to thickness, which is R(t) ! R
(d)

The original in situ monitoring curve is shown in Fig. 4.8a. The starting point of
high-temperature growth in the monitoring curve is tg = 2114 s, and a conversion
of t ← (t − tg) will be needed for the abscissa. From Eq. (4.6), the growth rate of
the epitaxial layer is v = k/2nT = 0.892 nm/s. Then another conversion of
d ← t∙v can transfer R(t) to R(d) in the monitoring curve.

Fig. 4.8 Fit of the monitoring curve a original data, b the calculation of average reflectivity
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(2) Calculation of the average reflected intensity

After the calculation of R(d), position the first oscillation minimum of the curve
at k/2n = 153.3 nm, which is the theoretical first minimum point of reflectivity.
Calculate the average of R(d) at this time using relevant tools and the average
intensity of reflection curve, as shown in Fig. 4.8b.

(3) Normalize R(d) according to its average reflection intensity

Divide R(d) by average reflected intensity and the curve R dð Þ
.

Rmean
dð Þ can be

obtained.
From Eq. (4.1):

R ¼ n0 � n2ð Þ2 cos2 2pn1d=kð Þþ n0n2=n1 � n1ð Þ2 sin2 2pn1d=kð Þ
n0þ n2ð Þ2 cos2 2pn1d=kð Þþ n0n2=n1þ n1ð Þ2 sin2 2pn1d=kð Þ ð4:9Þ

while n0, n1, n2 are refractive index for air, GaN, sapphire respectively, d is the layer

thickness of GaN. To fit R dð Þ
.

Rmean
dð Þ , the following function can be got from

Eq. (4.9):

Rsim  R dð Þ � Rmean
dð Þ

� �

exp �d=að ÞþRmean
dð Þ

h i

� b ð4:10Þ

where R(d) is a function of n1, n2; a is the attenuation factor for the oscillation
curve; b is the product factor, and Rmean

dð Þ � b is the average reflectivity in theoretical

reflectance curve.
The fitting result of Rsim is shown in Fig. 4.9, and the fitting results are in

reasonable agreement with the experimental curve, n1 = 2.1237, n2 = 1.41,
a = 1690, b = 6.196. The fitting result of refracting index for high-temperature
GaN matches closely to the literature reported in 2.12 [43], which also illustrates the
feasibility and accuracy of the experiment data processing method.

(4) Curve fitting to r(d)

The theoretical reflected intensity curve can be calculated with the fitting results
Rsim of step (3). And according to high-temperature fitting result n2, the value of

RSapp
HT is RSapp

HT ¼ 1� n2ð Þ2= 1þ n2ð Þ2 ¼ 0:0289. The reflectivity of sapphire at

high-temperature in the original monitoring curve can be calibrated using this RSapp
HT ,

and then the reflectivity of the actual sample Rr dð Þ with surface roughness infor-
mation can be calculated.
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According to Eq. (4.8):

r dð Þ ¼ k
4p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln
Ro dð Þ
Rr dð Þ

s

ð4:11Þ

Just as Fig. 4.10 shows, the changing information of surface roughness can be
obtained from Eq. (4.11). As can be seen from the changing of r dð Þ, when the
temperature begins to increase, the surface has a coarsening process, but this stage
is very short. Then the GaN surface roughness falls sharply, this process corre-
sponds to the merging of islands during epitaxial growth. When the thickness of
GaN is about 80 nm, the surface roughness decreases slowly and steadily, this
means the end of the island merging and the beginning of the two-dimensional
growth model.

In order to analyze the high-temperature growth phase, three samples were
grown with different thickness of the GaN epitaxial layer: 128, 500, 2000 nm.
Sample surfaces were observed by a NanoScopeIIIa type atomic force microscope
(AFM). The corresponding surface RMS roughness were 49.1, 44.1, 18.7 nm. In
Fig. 4.10, the surface RMS roughness tested by AFM and the surface roughness
fitted by in situ monitoring curve are compared and the two groups of data matches
well. Therefore the accuracy of the analysis processing method on the monitoring
curve is further verified.

Fig. 4.9 Fit result of curve R dð Þ=Rmean
ðdÞ
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4.3 MOCVD Epitaxial Growth Technique of AlGaN
Material

Because of the difficulty of growing bulk single-crystal GaN and the lack of suitable
substrate material, GaN epitaxial film is generally grown on a large mismatched
substrate. But it is difficult to realize hetero-epitaxy. Early GaN growth process
showed that it was difficult to get a smooth surface without film cracks.
Additionally, the film usually has a high background concentration. In 1986,
Amano et al. first improved film quality by using a two-step GaN growth technique
which first grows an AlN buffer layer in a low temperature and then grows GaN in a
high temperature [20]. Further study found that when the growth of GaN was
directly on (0001) face sapphire, the growth mechanism was typically three
dimensional, which experienced the process of isolated islands, three-dimensional
growth and the formation of an uneven surface. But the growth with a
low-temperature buffer layer is similar to nuclear growth forms which contain the
process of isolated islands, lateral growth, island merger and quasi-two-dimensional
growth. Nakumura reported a two-step growth method of firstly growing GaN
buffer layer in low temperature and then growing GaN in high temperature.
Nakumura also found that the optimal low-temperature GaN buffer layer thickness
is about 200–250 Å.

Because of the invention and application of the buffer layer and two-step
technology, breakthroughs in GaN epitaxial technique were achieved. GaN devices
such as blue light-emitting diode, lasers, and detectors were prepared, and some
devices have been commercialized. This section first introduces the basic process of
the two-step method, subsequently the GaN and AlGaN epitaxial technique on a
GaN buffer layer will be introduced; then growth technology and mechanisms for

Fig. 4.10 Surface roughness
changing course during GaN
epitaxial growth
quantitatively processed by
monitoring curve
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GaN, AlGaN, AlN epitaxial layers on an AlN buffer layer are introduced.
Considering that the growth mechanism between GaN and AlGaN materials have
both uniqueness and commonality, GaN epitaxial technology is first introduced,
then AlGaN epitaxial technology is introduced. Finally, P-type doping techniques
of GaN material are introduced. MOCVD material growth in this section is always
on substrates of (0001) face sapphire. Ammonia (NH3), trimethyl aluminum
(TMAl), trimethyl gallium (TMGa) is respectively, sources of N, Al, Ga, and
hydrogen (H2) is a carrier gas.

4.3.1 AlGaN Epitaxial Technology on GaN Buffer Layer

The invention of the buffer layer and two-step technology acted as a milestone in
the development history of GaN-based materials. An understanding of the growth
mechanism of the epitaxial layer on GaN enables the study of the growth mecha-
nism of an epitaxial layer on an AlN buffer layer. This, in turn, enables the
understanding of the fabrication of back-lighted solar-blind AlGaN detectors which
must use an AlN buffer layer. In the following discussion, the two-step growth
technology is first introduced, then GaN and AlGaN epitaxial technology on
low-temperature GaN buffer layer is introduced.

1. Two-step growth technology

Due to the large lattice and thermal mismatch between GaN and sapphire being,
if high-temperature GaN is directly grown on a sapphire substrate, uneven hexagon
pyramid-shaped patterns will appear with a rough surface and poor crystal quality.
In order to prepare smooth and high-quality GaN material on sapphire substrates, a
special process must be used. The two-step MOCVD material growth method is a
typical process for GaN material growth. Figure 4.11 gives the flow chart of time
for a typical two-step process for GaN MOCVD growth.

Fig. 4.11 Flowchart of time
for MOCVD growth GaN
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The basic process for two-step method is described in [20, 21, 45] and usually
adopts a low-temperature deposited AlN or GaN buffer layer. Then the process
finishes the growth of GaN on the buffer layer at a high temperature of 1000 °C. By
this method, the dislocation density is greatly reduced and the quality of the epi-
taxial layer is improved, however the dislocation density of the GaN epitaxial layer
may remain high, usually with an average dislocation density of 108–10 cm−2 [46].

Akasaki et al. [47] first put forward a growth model for GaN: the
low-temperature deposition of an AlN buffer layer, and nucleation and crystal-
lization of GaN grown at high-temperature, then the merging of nucleation islands
by lateral growth, finally the growth of the high-temperature GaN epitaxial layer.
Hiramatsu et al. [48] observed the epitaxial layer interface and the crystallization of
nucleation and pillar structure of high-temperature GaN at the early stage of
high-temperature growth with transmission electron microscopy (TEM). The ori-
entation of the crystal column is slightly different between the two structures, and
dislocation is produced between the crystal boundaries. There are two situations of
producing the non-conforming orientation of crystal columns: first, the column
crystal growth direction tilts (Tilt), deviated from the c axis, which is perpendicular
to the direction of the substrate surface (0001); second, the crystal column in the
c axis torsion (Twist) [49]. Tilt will introduce screw dislocation parallel to the
direction of growth, and twist will introduce edge dislocation parallel to the growth
direction. Most dislocations propagating along the growth direction are pure edge
dislocation, Burgers vector is 1/3 〈11-20〉, and these dislocations will form low
angle grain boundary in the epitaxial layer. Another cause of the dislocation in the
epitaxial layer is thermal stress caused by the different thermal expansion coefficient
between GaN and the sapphire substrate. For the growth of GaN on Si substrate,
edge dislocation was observed during the cooling process after growth. The thermal
stress of GaN at room temperature can be as high as 109 dyn/cm2 [50]. So at the
cooling process after growth, the thermal stress could promote further dislocation.

In the two-step growth process, the technique of creating the buffer layer at a low
temperature is crucial to the crystal quality of the GaN high-temperature epitaxial
layer. The optimization of the growth condition of the low-temperature buffer layer
can effectively reduce the dislocation density in the epitaxial layer. The introduction
of the buffer layer may play roles such as: (1) It provides a nucleation center with
the same orientation as the substrate. (2) It releases the stress coming from the
lattice mismatch between the substrate and GaN and the thermal stress caused by
the thermal expansion coefficient mismatch between the substrate and GaN. (3) It
provides a flat surface of nucleation for further growth, reduces the contact angle of
the nuclear growth, makes the island growth of GaN crystal grain become a plane in
smaller thickness and become a two-dimensional epitaxial growth. It is because of
these effects that a GaN buffer layer significantly improves the material quality of
GaN.
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2. GaN epitaxial layer growth with a GaN buffer layer

In a standard two-step growth method, a low-temperature buffer layer is an
important factor to improve the integrity of GaN epitaxial layer. In the following,
the influence of changing the growth pressure of the low-temperature GaN buffer
layer to the process of GaN MOCVD growth is introduced. In order to study the
effect of the pressure in buffer layer growth stage, four buffer layer samples are
prepared; 21C1, 21C2, 21C3, 21C4 with the reaction chamber pressure in the
growth process being 60, 150, 225, 375 Torr [51, 52], respectively. Figure 4.12
shows the monitoring curves of 21C1, 21C2, 21C3, 21C4 in the growth process.
The stages (1)–(4) in the figure correspond to process of high-temperature treatment
and cooling of the substrate to the temperature of the buffer layer growth, buffer
layer growth, the annealing process of rising to the epitaxial growth temperature,
and finally the 90 s high-temperature annealing process.

As can be seen from the monitoring curve, in the process of high-temperature
annealing of 90 s at 1100 °C, the reflectivity in the monitoring curve first continues
to decrease, and then is gradually restored, and tends to be stable in the end. As
shown in Fig. 4.12(4), when the pressure of the buffer layer growth is small, the
decrease and recovery of the reflectivity is not obvious, and with the increase of
growth pressure, reflectivity of the change process is more and more obvious.

Figure 4.13 shows the AFM images of sample 21C1 and 21C4’s native buffer
layer (as-grown buffer). It can be seen clearly from the table that the buffer layer of
the island is even over the surface of the sapphire substrate. But there are obvious
difference between the images of 21C1 and 21C4. The surface of 21C1 is relatively
rough; the RMS roughness is 0.83 nm. But 21C4 has a relatively flat surface, and
its RMS roughness is 0.67 nm. In addition, it can also be noted that the grain size of

Fig. 4.12 Monitoring curve of buffer layer grown at different pressure
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21C1 is less than the grain size of 21C4. That is, the grain size of as-grown buffer
layer increases with the increase of the pressure of the reaction chamber. Then, scan
electron microscopy (SEM) was used to analyze the buffer layer surface.
Figure 4.14 is the surface morphology of sample 21C1 and 21C4 after annealing. In
Fig. 4.14a, the islands formed after annealing are large volume and low density
(*2.2 lm−2), and the islands spacing is so small that many are connected together.
But for 21C4, the volume of the islands formed after annealing is relatively small,
the distance between the islands is relatively large, and the density of the islands is
increased (*7.3 lm−2).

It is generally believed that when the buffer layer is grown under low pressure,
the nucleation selectivity of GaN on the buffer layer is poor, and the surface is full
of GaN grains. The height of the grain will decrease because of the decomposition
of GaN during the annealing process, which causes the low reflectivity in the
monitoring curve. Due to the spacing of the island being very small, the lateral size

Fig. 4.13 The surface images of GaN as-grown buffer layer grown at different pressure analyzed
by AFM (1 lm � 1 lm)

Fig. 4.14 The surface images of GaN buffer layer after annealing grown at different pressure
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of the island is constant, and the decomposition of the buffer layer is layer by layer,
as shown by the gradual reduction of the reflectivity in Fig. 4.12 stage (3). As the
growth pressure increases, the nucleation selectivity is better and the grain spacing
is larger. Due to the decomposition of GaN during high-temperature annealing, the
height of the grain decreases and the reflectivity of the surface is reduced. As the
lateral size of the islands decreases and spacing between islands increases, the area
of the island and the increase of the platform area decrease. That is, when the
pressure is high, there is a surface coarsening process during the annealing of the
buffer layer. When the ratio of the area of the island to the area of the island
platform is close to a certain value (for example 1:1), the surface roughness of the
buffer layer is the largest, and the reflectivity is a minimum. With continued
annealing, the lateral sizes of the islands continue to decrease, and the platform area
increases, and the surface tends to level off with the reflectivity gradually recov-
ering. So it is observed in Fig. 4.12 that when the pressure of buffer layer growth is
high (21C4), the reflectivity in phase (4) first decreases and then recovers.

In order to study the influence of the buffer layer growth pressure to the quality
of the GaN epitaxial layer, two samples marked as #LP and #HP are grown under
the pressure of 60 and 375 Torr. The two samples have a low-temperature buffer
layer of 25 nm and a 2 lm thick unintentional doping of GaN. Figure 4.15 is the
monitoring curves of samples #LP and #HP. The vertical solid line shows the
high-temperature starting point. In the early stage of high-temperature growth, the
model is three dimensional. The nuclear island grows in both horizontal and vertical
directions at the same time, and the volume becomes larger. When the neighboring
islands begin to merge, the reflectivity recovers gradually and increases to the

Fig. 4.15 Monitoring curves of samples with different buffer layer growth pressure. a #LP, b #HP
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maximum. The corresponding stage in Fig. 4.15 is between the vertical solid line
and dotted line. When the islands completely merge, GaN grows in a
two-dimensional mode, and the reflectivity oscillates with stable amplitude, and
forms a thickness interference fringe. And the corresponding stage in Fig. 4.15 is
after the dotted line.

With a different growth pressure at the buffer layer growth stage, the
low-temperature monitoring curve of the buffer layer growth stage is different, and
high-temperature stage monitoring curve is obviously different. For #LP specifi-
cally, the buffer layer was grown under low pressure and the amplitude of the
monitoring curve reaches a peak value after 14 min of high-temperature growth of
GaN. That is to say, the GaN epitaxial growth process soon realizes the transfor-
mation of growth pattern from three dimensional to two dimensional. The moni-
toring curve begins to achieve maximum amplitude after 21 min high-temperature
growth after the pressure of the buffer layer growth increases to 375 Torr. The
transformation from three dimensional to two dimensional is rather slow. It can be
seen from Fig. 4.15b that at the beginning of the high-temperature growth, the
reflectance of #HP in the monitoring curve does not directly increase as for #LP, but
first shows a sharp drop, then gradually restores to the saturated amplitude.

The difference between #LP and #HP monitoring curves at the high-temperature
stage can be preliminarily explained by the SEM results of 21C1 and 21C4 in
Fig. 4.14. The buffer layer grown under low pressure formed low density, large
volume, and small spacing nucleation islands. After the start of the
high-temperature growth, there is a rapid surface smoothing process, which quickly
fills the gap between the islands. Due to the low-temperature buffer layer growth,
the spacing between the islands is small, and this process quickly fills the gap
between islands, forming a compact GaN epitaxial layer, and achieves a
two-dimensional growth. So, at the early stage of high-temperature growth in
Fig. 4.15, the reflectivity in the monitoring curve rises immediately and soon
reaches the maximum value, realizing the change of three-dimensional growth to
two dimensional. Grains with small size, large spacing and high density will be
formed on the surface after annealing, after the pressure for the buffer layer growth
increases to 375 Torr. The surface filling process after the high-temperature growth
makes the nucleation islands grow in both horizontal and vertical directions, and the
size of the islands increases in both horizontal and vertical directions. An increase
of the lateral size of the island makes the area of the islands increase, due to the
small size of the islands; the area of the islands is far less than the area of the mesa
between the islands. Thus the surface roughness of the buffer layer increases, and
the reflectivity of the surface decreases quickly, and becomes even less than the
buffer layer. The lateral growth of the islands makes the volume of the islands
increase further. The roughness is the largest and the reflectivity reaches the min-
imum value when the area of the islands and area of the mesas between the islands
are equal. This shows when the pressure at the early stage of high-temperature
growth is large, there is a spontaneous coarsening process on the buffer layer
surface. As the lateral size of the islands increases, the surface begins to level off,
and the reflectivity increases. The nearby islands begin to merge, and the gap
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between the islands levels off quickly. So a dense and smooth GaN epitaxial layer
forms and reflectivity quickly recovers, corresponding to the curve of vertical
dotted line in Fig. 4.15b. The process of coarsening first and then recovery at the
high-temperature growth stage explains the phenomenon that #HP needs more time
to recover after the changing from 3 d to 2 d growth than #LP.

#LP and the (0002) and (10-12) faces of #HP were measured by double-crystal
X-ray diffraction (DCXRD). As shown in Table 4.1, when the buffer layer growth
pressure increases from 60 to 375 Torr, half high width (FWHM) of the X-ray
rocking curve for (0002) and (10-12) faces lowers significantly. The full width at
half maximum (FWHM) of the X-ray rocking curve for (0002) and (10-12) faces
indirectly reflects the screw dislocation and edge dislocation density of the epitaxial
layer [53–55]. So it can be determined that the GaN epitaxial layer grown at higher
chamber pressure will have the better structure performance. Because the lattice
mismatch between GaN and the sapphire substrate is large; many penetrating dis-
locations will be generated at the interface. At the stage of lateral growth, the
vertical penetrating dislocations distort to the horizontal direction, which reduces
the density of the dislocations penetrating to the epitaxial layer. Buffer layers grown
under low pressure will result in grains with high volume and small spacing. The
lateral growth of the grain will make the grain merge quickly, and a large number of
dislocations continue to extend to the epitaxial layer by the normal direction. As the
pressure of buffer layer growth increases, the grain spacing is large; and horizontal
grain growth prolongs the time needed for the grains to merge. A large number of
dislocations reverse, which reduces the dislocations extending to GaN epitaxial
layer. Thus the FWHM of the X-ray rocking curve for (0002) and (10-12) faces
narrows and the crystal quality of the epitaxial layer improves.

The photoluminescence spectrum of sample #LP and #HP were measured at
room temperature in the experiments. The photoluminescence spectrum has the
merits of simple sample preparation, high sensitivity, and nondestructive, and is
widely used in the research of the optical properties of semiconductor materials.
The excitation light source used in the PL test is He–Cd laser with 20 mW power
and a 325 nm center wavelength. PL measurements results are consistent with the
results of X-ray measurements. The PL spectrum of #LP and #HP at room tem-
perature is given in Fig. 4.16. There is a strong edge peak at the wavelength of
362 nm (3.43 eV). #HP not only has a significantly higher edge peak luminous
intensity than #LP, but also has a less luminous intensity at deep level. X-ray and
PL spectrum measurement results show that, with the increase of buffer layer
growth pressure, GaN crystal quality was improved at the same time, as well as the
optical quality.

Table 4.1 Half high width
(FWHM) of the X-ray rocking
curve for #LP and #HP
(arcsec)

Sample number (0002) face (10 – 12) face

#LP 482 986

#HP 360 820
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Pressure has a great influence on the GaN epitaxial layer growth mode. To
understand the influence of chamber pressure on the subsequent growth of
high-temperature GaN, low-temperature buffer layers with thickness of 25 nm were
respectively deposited under 60 and 375 Torr, and both of the buffer layers were
annealed at high temperature and for 90 s at 1100 °C. These two samples were used
as templates, with GaN epitaxial layers of different thickness obtained by changing
the high-temperature growth time. The conditions of high-temperature growth are
the same with sample #LP and #HP in this chapter [56]. When the pressure of buffer
layer growth is 60 Torr, the high-temperature GaN deposition time are 0, 2.7, 10.4,
39 min, respectively, and the corresponding thickness are 0, 128, 500, and 2000 nm
(low-temperature series). Low pressure series was marked as #LP1–#LP4. The
high-temperature growth time for high pressure series are 0, 4, 15, 22.5, and
38 min, and the corresponding thickness are 210, 780, 1170, and 2000 nm. High
pressure series was marked as #HP1–#HP5.

Figure 4.17 shows the corresponding monitoring curves for the high and low
pressure series samples. The monitoring curves are normalized by the reflectance of
the sapphire buffer layer after high-temperature heat treatment. Samples #LP1–4
and #HP1–5 are marked in the Figure for each stage. Some research teams have
also observed similar transition delay of growth mode from 2D to 3D in
high-temperature growth stage [57–59]. It is found that the surface topography of
GaN before high-temperature growth is strongly influenced by the carrier gas flow
rate for the low-temperature buffer layer and the pressure of the chamber at the
high-temperature stage. And it is also observed that the decline in reflectivity at the
early stage of high-temperature growth is due to the formation of sparse and large

Fig. 4.16 PL spectrum measurement results of #LP and #HP at room temperature
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grain size of nucleation center on the buffer layer surface. The only growth
parameter change here is the pressure of the buffer layer growth. So the difference
in reflectivity changes at the early stage of high-temperature growth may be caused
by the different surface condition of the buffer layer before high-temperature
growth.

Figure 4.18 shows the scanning electron microscopy (SEM) of high-temperature
GaN at different growth stages with buffer layers grown at low pressure. In the
annealing process from buffer layer growth temperature to high-temperature GaN
growth temperature, decomposition, and recrystallization of the buffer layer make
the surface coarser. The island volume on the surface of #LP1 is large, and the top
of the island is flat with (0001) face. It is similar to a pyramid without a top. As
shown in Fig. 4.18a, the nuclear island densely distributed on the surface of the
substrate, and the spacing between the islands is small. After the start of
high-temperature growth, the islands will quickly merge. With the increase of the
reaction chamber temperature, migration rate of the atoms participating in the
reaction will be very high and the small gaps between the islands will soon be filled,
and a flat top with (0001) face will be formed. When the thickness of
high-temperature GaN gets to 500 nm, as shown in Fig. 4.18c, most nuclear islands
have merged, although there are still many pits on the surface. These growing
hexagonal pits correspond to the unincorporated areas between the merging islands.
The sides of the pits correspond to the {10-11} sides of pyramid nuclear islands,
which are formed in the process of lateral propulsion. As the high-temperature
growth of GaN continues, the islands merge completely, a flat (0001) surface forms,

Fig. 4.17 Different thickness samples of high and low pressure series in the corresponding stage
of the monitoring curve. a LP series, b HP series
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and the growth pattern transforms from two dimensional to three dimensional. As
shown in Fig. 4.18d, when the thickness of GaN is 2000 nm, the surface is smooth
and flat.

There is marked contrast between the surface evolution processes for high
pressure and low pressure. Figure 4.19 is the surface evolution process of
high-pressure samples (#HP1–#HP5). It is found from Figs. 4.18a and 4.19a that
the nucleation density of #HP1 is higher than that of #LP1. The nucleation islands
are distributed on the surface sparsely, and the spacing between the islands is large.
These islands are mostly pyramidal in shape although a few of them are pyramidal
with a flat top. The growth of high-temperature GaN first crystallizes on the
single-crystal island. It can be seen from Fig. 4.19b that the area between islands
may be a buffer layer after annealing or it is formed because of the nucleation of
GaN at high-temperature growth. After the start of the growth, the growth rate of
{10-11} side is fast, and the adjacent islands began to merge to form a larger island.
Thus the island in Fig. 4.19b is bigger than those in Fig. 4.19a. In the process of
lateral growth, the (0001) surface growth rate of the top is slow, so a flat (0001)
surface can be observed in Fig. 4.19b. When the GaN epitaxial thickness is
780 nm, the nucleated islands almost cover the surface of the buffer layer, as shown
in Fig. 4.19c. As for the integration of the islands, the surface coverage of the
nuclear island becomes larger and larger, and the pit between the islands has been

Fig. 4.18 SEM images of low pressure series samples: a #LP1, b #LP2, c #LP3, d #LP4
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reduced, as shown in Fig. 4.19d. When the thickness is 2000 nm, the islands have
been fully merged.

A possible mechanism for reducing the dislocation density in the epitaxial layer
was proposed according to the AFM and SEM images of the low- and high-pressure
sample surface, as shown in Fig. 4.20. The vertical line in the Figure represents the
edge dislocation and the oblique line represents the hybrid penetrating dislocation.
In the actual physical process, the merger of the islands will form a new edge
dislocation, most of which will penetrate the GaN epitaxial layer. As a result of the
existence of mixed dislocations, when they meet with an edge dislocation, dislo-
cation loops can possibly be formed, thus reducing the dislocation density

1 µm 1 µm

2 µm2 µm

4 µm

(a) (b)

(c) (d)

(e)

Fig. 4.19 SEM images of high pressure series samples a #HP1, b #HP2, c #HP3, d #HP4, e #HP5
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penetration to the epitaxial layer, as shown in Fig. 4.20d, e. It is worth noting that
the initial nucleation density in #HP series is much larger than that in #LP series
samples. So a large number of new edge dislocations will be formed in the nuclear
merging process, and the effects of reducing the dislocation density caused by the
lateral growth in the early high-temperature process is inhibited. So a further
optimization of the growth parameters is necessary to reduce the nucleation density
in the annealed buffer layer.

3. AlGaN epitaxial technology with a buffer layer of GaN

AlGaN is an important part of GaN-based UV detectors and its material quality
directly affects the device performance. Compared with Ga atoms, Al atoms show
many different properties, such as: the pre-reaction of Al atom is more serious, and
the surface diffusion length is very small, and so on [60–63]. Because of these
special properties, there is significant difference between the AlGaN growth
mechanism and the GaN growth mechanism. If an AlGaN epitaxial layer is directly
grown on an AlN buffer layer or epitaxial layer, many difficulties will be
encountered due to the relatively weak understanding of the growth mechanism.
But if the growth of AlGaN material on a GaN buffer layer is studied, the AlGaN
material growth mechanism will be understood and the differences of AlGaN
material growth and GaN material growth will be evident. There is great signifi-
cance for improving the AlGaN material quality and related device performance on
an AlN buffer layer.

Fig. 4.20 Schematic of GaN
growth process and the
possible dislocation
mechanism
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The following research is on GaN and AlGaN materials with a low-temperature
GaN buffer layer using the MOCVD system [64]. Five samples are grown with
TMAl flow of 0, 40, 80, 120, 80 sccm (ml/min) in this experiment respectively.
Figures 4.21a–c are the monitoring curves of samples A, B, and C, respectively,
while sample A is GaN material (with a TMAl flow 0), samples B and C are both
AlGaN material (the TMAl flow is 80 sccm for B and 160 sccm for C during
growth process). The growth of AlGaN can be divided into four stages [58, 65]:
(i) the growth of a low-temperature GaN buffer layer and high-temperature
annealing, (ii) the initial stage of high-temperature growth of epitaxial layer, (iii) the
merging of the islands and lateral growth, (iv) quasi-two-dimensional growth of
epitaxial layer. It can be seen that there are great differences among the monitoring
curves of the three samples: (1) for sample A, in the initial epitaxial layer growth of
stage (ii), there are no oscillation interference fringes in the curves. This indicates
that the surface is very rough. But the reflectivity of initial growth of sample B was
increased and weak interference fringes appear. With a further increase of TMAl
flow of sample C, the reflectivity of the initial growth is stronger, and the inter-
ference fringes are more obvious. (2) In the following growth process of stage (iii),
stable oscillation interference fringes formed quickly, while in sample B they can be
achieved only after a long time. Sample C needed a longer time to realize stable
oscillation interference fringe. (3) For the GaN monitoring curve, the spacing of the
oscillation interference fringes is small with a short cycle. While spacing of the
interference fringe of oscillation is larger with a long cycle for AlGaN. With the
further increase of TMAl flow, the spacing of the oscillation interference fringe is
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Fig. 4.21 The monitoring
curves of sample A, B, C
grown by MOCVD, while the
TMAl flow are respectively 0,
80, 160 sccm for sample A,
B, C

292 4 AlGaN Epitaxial Technology



wider than in sample B and the cycle is also longer. The obvious difference between
the monitoring curves of GaN and AlGaN also means the growth mechanisms of
the two materials are quite different.

Material quality of GaN and AlGaN are also characterized by X-ray diffraction
technology [66]. Figure 4.22 shows the relationship between the (00002) and
(10-12) plane half high width of the DCXRD rocking curve and the change of the
TMAl flow. It shows that the half high width of the DCXRD rocking curve of plane
(0002) and (10-12) reflects a screw dislocation and edge dislocation information
[54, 55]. When the half high width is wider, the dislocation density is higher, and
the sample quality is poor. As can be seen from Fig. 4.22, with the increase of
TMAl flow, the half high width of both the (0002) and (10-12) plane increases,
which means the density of the screw dislocation and edge dislocation is increased
and the quality of the sample becomes poor and the quality of samples A, B, and C
is also worse. Generally speaking, the material growth process of GaN is a trans-
formation of three-dimensional to two-dimensional growths. In the early growth,
the surface is rough, and the growth process is three-dimensional island model. As
the epitaxial process continues, the islands begin to merge and the dislocations
begin to steer. And the quality of GaN becomes better [58, 67]. The monitoring
curves in Fig. 4.21a clearly show the growth process. In the early growth stages, the
reflectivity is low and the surface is rough, and there are no interference fringes in
the curve. As the islands began to merge, oscillation interference fringes gradually
formed, and the growth process changes from three dimensional to two dimen-
sional. The quality of GaN grown in this manner is better. But as shown in
Fig. 4.21b, in the early growth stage, there are interference fringes in the moni-
toring curve, and the reflectivity is relatively high. This indicates that the surface is
smooth and there is small amount of island growth. In subsequent growth stages,
many of the dislocations penetrating to the epitaxial layer cannot achieve steering
so the quality of sample B is poor. With the increase in TMAl flow, as shown in
Fig. 4.21c, the surface is smoother and the early interference fringes are also more
obvious. This makes the transition from 3D to 2D growth difficult, and sample
quality is poor. Compared to GaN growth, AlGaN may nucleate between islands
easily, and it is not easy to realize island growth at the beginning of the growth.
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It can also be seen from Fig. 4.21 that there is a great difference among the
intensity of the oscillation interference fringes. This means the surface morphology
is different. Figure 4.23a–c is the surface morphology of sample A (GaN), sample B
(AlGaN), and sample C (AlGaN). There is obviously a great difference between the
surface morphologies. In the morphology of GaN, there are obvious step streams,
and the surface is very smooth with a roughness of only 0.514 nm. This means that
there is an obvious two-dimensional growth. In sample B (AlGaN), the surface is
rough with a roughness of 1.385 nm. And there are many holes in the surface,
which means many islands have not been merged. With a further increase of TMAl
flow, sample C (AlGaN) has an even rougher surface, and the roughness is
5.505 nm and the size of the holes is larger. Combined with Fig. 4.21, it can be
seen that GaN can soon realize the two-dimensional growth. But the AlGaN sample
needs a long time to achieve two-dimensional growth. As the TMAl flow increases,
it takes even longer for sample C to achieve two-dimensional growth. Obviously, as
the TMAl flow increases, it is more difficult to realize two-dimensional growth and
for the islands to merge. Because the bond energy of Al–N is higher than Ga–N, the
surface diffusion length of Al is less than that of Ga. In the material growth process,
it is difficult for Al atoms to achieve horizontal diffusion and so two-dimensional
growth is difficult to be realized and the surface becomes rough. With the increase
of TMAl flow, more and more Al atoms become involved in growth, so it is less
likely to achieve two-dimensional growth. AlGaN samples have an even rougher
surface.

It can be seen from the monitoring curves in Fig. 4.21 that the cycle of the
interference fringes are obviously different. As the TMAl flow increases, the cycle
time is longer. The cycle of the interference fringe reflects the change of the growth
rate. The longer the cycle, the slower the growth rate will be. The growth rate of
GaN and AlGaN are obtained by calculation. The solid line in Fig. 4.24 shows the
relationship between growth rate and TMAl flow. There is an interesting phe-
nomenon in this Figure, namely with the increase of TMAl flow, the growth rate of
AlGaN decreases. In order to understand this phenomenon further, TMAl flow is
reduced to 0 to study the relation of AlN growth rate and TMAl flow. As shown in

Fig. 4.23 Morphology of sample A, B, C (5 lm � 5 lm), the surface roughness is 0.514, 1.385,
5.505 nm
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the broken curve in Fig. (4.24), the growth rate increases with the TMAl flow. This
phenomenon can be explained as follows: during the growth of AlGaN material,
there is a competition process involving Al and GaN atoms. As the bond energy of
Al–N is stronger, Al atoms are more easily bonded to N and this process prevents
the surface adsorption of Ga atoms. With the increase of TMAl flow, more and
more Al atoms will bond with N atoms, but more and more Ga atoms are prevented
to participate in material growth resulting in the decline of the material growth rate.

Al components in AlGaN material were also measured and studied. Figure 4.25
is the relationship between the actual measurements of Al components and Al
components in gas phase (the mole ratio of Al in the source). It can be seen that the
actual Al components in the material are far fewer than the Al components in the
gas phase. The results in Fig. 4.24 show that Al atoms are more competitive to
participate in the growth process, and the actual Al components should be more
than the Al components in the gas phase. MOCVD growth is roughly divided into
two processes: one is mass transportation and the second is surface reaction.
Because of the activity of Al atoms, they will pre-react (also called parasitic
reaction) with N atoms during the mass process. As this process consumes a large
number of Al atoms, Al atoms that migrate to the surface to participate in the
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material growth are greatly reduced in number resulting in Al components in
AlGaN material being fewer than the Al components in the gas phase.

The above experimental results also show that AlGaN material growth is greatly
affected by Al atoms. There are many differences between the growth mechanism of
GaN and AlGaN. The material quality of AlGaN is hard to improve. Mainly
because the surface diffusion length of Al atom is very small, and the migration
ability of Al is low, thus it is not easy to achieve two-dimensional growth. If the
growth temperature is appropriately increased, Al atoms will acquire higher energy
and the surface migration ability of Al atoms can also be increased so that AlGaN
crystal quality and surface topography should be improved. In addition, as the
pre-reaction of Al atoms in MOCVD system influence the components of AlGaN
strongly, this pre-reaction process must be reduced.

Cathode luminescence (CL) tests have been carried out on the above-mentioned
samples A, B, and C. Sample A is GaN material. Sample B and C are AlGaN
materials with different Al components, while the Al component in sample B is
higher in sample C. Figure 4.26 is the CL spectrum of sample A, B, C normalized
by the peak value at 6 K. As can be seen from the chart, there is a simple
light-emitting peak at 352 nm in sample A, which corresponds to the belt edge peak
[68]. While sample B and sample C are completely different, both of them have two
photoluminescence peaks at different positions. For sample B, the position of the
photoluminescence peaks are at 340 and 349 nm, respectively. While photolumi-
nescence peak position is located at 332 and 346 nm for sample C. The energy
differences of the two peaks are 94 and 151 meV for sample B and C, respectively.
With the increase in the Al component, the division of the photoluminescence peak
is more obvious.

In order to study the photoluminescence peak splitting phenomenon in AlGaN
material, cathode fluorescent imagery was used in the experiments. Figure 4.27a is
the CL spectrum of sample C. It can clearly be seen that the two photoluminescence
peaks are at 332 and 346 nm. Figure 4.27b is the surface topography for sample C.
The surface of sample C is rather rough. Cathode fluorescent imaging is used for the
two photoluminescence peaks in Fig. 4.27a. Figure 4.27c, d are the cathode
fluorescent images for wavelength of 332 and 346 nm. As can be seen from the two
figures, the distribution of the light intensity is uneven. And it should be noted that
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the intensity distribution in the Figures has a certain degree of complementation.
A few circles are traced in Fig. 4.27c, d. For these traced areas, if it is bright in (c),
it will be dark in (d). But if it is dark in (c), it will be bright in (d). It can be
understood that the two photoluminescence peaks are from the different areas of the
AlGaN material. The main reason for this effect may be inhomogeneity of Al
components during the material growth process. Both transverse luminescent
properties and longitudinal optical properties of AlGaN material are studied.
Figure 4.28 is the CL spectra under different acceleration voltages. It can be seen
that the CL spectrum appears differently under different acceleration voltages.
When the acceleration voltage is 5 kV, only two photoluminescence peaks were
observed. When accelerating voltage was increased to 10 kV, three photolumi-
nescence peaks can be observed. But when the accelerating voltage further
increases to 15, 20 kV, five photoluminescence peaks were observed. As the
penetration depth of the cathode ray is closely related to the accelerating voltage,
the higher the accelerating voltage and deeper the penetration depth. So it can be
believed that the fluctuation of the Al component is more significant in AlGaN
material near the low-temperature GaN buffer layer.

Generally speaking, the surface migration ability of Ga atoms is far stronger than
that of Al atoms [63, 69]. After the high-temperature annealing of the

Fig. 4.27 a CL spectra of AlGaN sample C, b surface topography of sample C tested by SEM,
c cathode fluorescent image at wavelength of 332 nm, d cathode fluorescent image at wavelength
of 346 nm
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low-temperature buffer layer, the surface is very rough with many islands of
nucleation center. At the beginning of the subsequent epitaxial process, the islands
will grow with many Ga and AL atoms diffusing to the nucleation center and
becoming involved in growth [70]. Because of the strong surface migration ability
of Ga atoms, it is easy for them to spread to the nucleation center and make a large
contribution to the growth of the islands. But for Al atoms with weak surface
migration ability, it is too difficult for them to spread to nucleation centers to make
contributions to the growth of the islands. So there is an uneven distribution of Ga
atoms at the beginning of the growth. Ga content is very high around the islands,
but the content of Al is relatively low. At other region, Ga content is low, but Al
content is relatively high. At this time, the Al component is unevenly distributed in
the material. In addition, at the beginning of the growth, the surface is rough and
many crystal faces are exposed. As different crystal faces have different growth rate,
this also leads to unevenly distributed Al components [71]. So that at the beginning
of the growth, volatility of Al component is very high in the AlGaN material near
low-temperature GaN buffer layer. Many photoluminescence peaks were observed
in the CL spectrum. In the subsequent epitaxial growth process, the surface
roughness will also increase gradually. There are still many hill-shape structures,
and the component inhomogeneity will still exist. But the volatility of Al compo-
nent will be better [72]. After the transition to the quasi-two-dimensional growth
stage, the surface is relatively smooth. The crystal faces exposed are all (0001) faces
and the growth rate is uniform. The difference in surface migration ability of Al and
Ga will still have a weak influence on the volatility of Al component, but the
uniformity of distribution for Al components at this time would be much better [73,
74]. So, the closer to the surface of the sample, the more evenly distributed are the
Al components, and the fewer luminous summits in the CL spectrum. It follows that
for the preparation of high-performance GaN-based detectors, it is better to prepare
AlGaN material on buffers such as smooth GaN or AlN epitaxial layer to reduce the
inhomogeneity of the Al component.
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4.3.2 AlN Buffer Layer and AlGaN Epitaxial Technique

To fabricate large-scale GaN ultraviolet detector focal plane arrays, it is best to
adopt a back-illuminated structure which enables the chips of the device array and
the readout circuits to be interconnected by the flip chip technology. If a
back-illuminated GaN detector is to be prepared, AlN but not GaN must be used as
a buffer layer [75, 76]. As a direct band gap semiconductor material, GaN has a
high absorption coefficient, which will greatly reduce the number of the photons
exposed to the active region, thus greatly reduce the response rate of the device. As
a foundation for the preparation of high-quality AlGaN material, GaN and AlGaN
epitaxial technology on an AlN buffer layer is introduced in this section based on
the GaN and AlGaN epitaxial technology employed on the previously discussed
GaN buffer layer.

1. GaN epitaxial growth with AlN buffer layer

The study of the growth of GaN on AlN buffer layers can enable a more
thorough understanding of the influence of the AlN buffer layer on the epitaxial
layer. It provides a foundation for the further study of the growth of AlN and
AlGaN epitaxial layers on AlN buffer layer [20, 22, 47, 77–80]. The growth of GaN
material on AlN buffer layer is introduced as follows [67]. The growth process is:
first, the low-temperature growth of AlN buffer layer at 540 °C, second, the growth
of a GaN epitaxial layer after the temperature-rising annealing to 1040 °C. The time
of temperature-rising annealing and the effect of low-temperature AlN thickness on
the growth of the GaN epitaxial layer are now discussed.

Figure 4.29a, b are the in situ monitoring curves of sample A and B grown by
MOCVD. The thickness of the AlN buffer layer for both samples is 20 nm, but the
time of the temperature-rising annealing is different with 1000 s for sample A and
300 s for sample B. The monitoring curves can be divided into three parts: (i) the
growth of the low-temperature AlN buffer layer, (ii) the temperature-rising annealing
of the AlN buffer layer, (iii) the GaN epitaxial growth at high temperature. The
growth process and growth mechanism can be studied because the monitoring curve
is sensitive to the change of surface roughness. As can be seen from the two growth
curves, the different temperature-rising annealing times caused a great difference in
the growth process. In the temperature-rising annealing of AlN buffer layer of
sample A, there is no obvious change in the curve. But at the beginning of the GaN
epitaxial growth, the reflectivity is very low. Then the reflectivity of the curve
gradually increases and faint oscillation of the interference fringes began to appear.
Finally, reflectivity reached a stable value and there are obvious interference fringes
in the curve. The growth process of sample B is different. Although in
temperature-rising annealing process (ii), there is no obvious difference between
sample A and B the GaN epitaxial growth process (iii) is completely different. At this
point, a relatively high reflectivity and obvious interference fringes began to appear
in the curve, and in the following growth process, the reflectivity soon reaches a
stable value, and interference fringes are more obvious. There are commonly three
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processes in the growth of GaN: three-dimensional growth, island merger and
quasi-two-dimensional growth. In the early stage of growth, the longitudinal growth
rate is greater than the lateral growth rate, and the growth is three dimensional. In this
stage, the epitaxial layer is an island-shaped structure and the surface is very rough.
As the growth continues, the lateral growth began to be dominant, the islands
gradually merged, and the surface began to flatten gradually. In the end, the islands
were almost entirely merged, the epitaxial layer started quasi-two-dimensional
growth, and the surface is very smooth. In the epitaxial growth of sample A, the
reflectivity is low, which means the surface is very rough and the growth process is a
three-dimensional pattern. As the growth process continues, the reflectivity
increased and weak interference fringes began to appear, which means the surface
gradually flattened, lateral growth began to be dominant and the islands began to
merge. Finally, the reflectivity of the curve reaches a stable value and there are
obvious interference fringes. Now the island merging process was basically com-
pleted and the growth process transformed to quasi-two-dimensional pattern. The
surface is smooth. But for the epitaxial growth of sample B, the reflectivity in the
curve is not as low as that of sample A in the initial stage of the growth. And there are
obvious interference fringes in the curves. This means the time for three-dimensional
island growth is very short, and the lateral growth quickly became dominant and the
island merging process soon appeared and quickly finished. The growth process
became two dimensional. It can be seen from the experiment results that lateral
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epitaxial growth of GaN can be improved by temperature-rising annealing of AlN
for a long time. For sample A and sample B, both the growth process and the crystal
quality are significantly different. As shown in Table 4.2, for the XRD test results of
half high width, the symmetric diffraction on (0002) face and skew symmetric
diffraction on (10-12) face for sample A are narrower than that of sample B.
Generally speaking, for GaN material, half high width of the symmetric diffraction
on (0002) face and skew symmetric diffraction on (10-12) face reflect screw dis-
location and edge dislocation density, respectively. The greater the half high width,
the higher the dislocation density will be. XRD results show that the quality of
sample A is better than that of sample B. On the other hand, carrier mobility of
sample A is also higher than that of sample B, which again illustrates that the quality
of sample A is better than that of sample B.

In addition to the time for temperature-rising annealing, the thickness of the
low-temperature AlN buffer layer also has great influence on the growth of the GaN
epitaxial layer. In order to study the influencing mechanism of AlN buffer layer
thickness on the GaN epitaxial layer, AlN buffer layers with thickness of 45, 30, 20,
and 16 nm numbered as sample C, D, E, F were prepared. Figure 4.30a–d are the
in situ monitoring curves of sample C, D, E, and F. The time of temperature-rising
annealing is 1000 s for these samples. Observing the curves, it can be seen that
there are great differences between the growths of the four samples. In the growth
process of sample C, surface reflectivity soon reaches a stable value and significant
interference fringes appear. This means the island merging process finished quickly
and the growth process soon change to two-dimensional. In the growth process of
sample D, the surface reflectivity in the early stage of growth is small. As the
growth continues, the surface reflectivity soon reaches a stable value and significant
interference fringes appear. It means the growth process is three dimensional in the
beginning. But soon the islands merge and quasi-two-dimensional soon begins.
While in the growth process of sample E, the surface reflectivity is low and there are
only weak interference fringes. With the extension of time, the reflectivity gradually
increased and significant interference fringes appeared which illustrated the tran-
sition from three-dimensional to quasi-two-dimensional growth emerged in sample
E. In the growth process of sample F, the surface reflectivity became lower and
lower, which means the surface is more and more rough. As there were no signs of
leveling of the surface, the growth process was interrupted. That is to say, it was

Table 4.2 Test results and growth parameters of GaN epitaxial layer on AlN buffer layer

Sample AlN buffer layer XRD
FWHM (arc-min)

Carrier mobility
(cm2/V s)

Annealing time (s) (0002) (nm) (0002) (10-12)

A, E 1000 20 6.9 11.2 360

B 300 20 8.1 19.1 142

C 1000 45 10.2 28.6 73

D 1000 30 7.2 13.9 217

F 1000 16 – – –
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always three-dimensional growth in the growth process of sample F. Since the
difference between the growth processes were so significant, so were the difference
of qualities between the samples. As shown in Table 4.2, among C, D, E, and F,
sample E has the best quality. It has not only the minimal dislocation density, but
also the highest carrier mobility. Thus, the quality of the GaN epitaxial layer will be
adversely affected by an AlN buffer layer with a thickness too thick or too thin.
Appropriate thickness is beneficial to the growth of high-quality GaN epitaxial
layer.

The surface roughness of GaN buffer layer is very important for the
high-temperature growth of GaN epitaxial on low-temperature GaN buffer layer.
High-quality GaN epitaxial layer can only be prepared on GaN buffer layer with a
rough surface [38, 39, 58]. But it can be seen from 4.30 (a) and (c), after the
temperature-rising annealing, reflectivity of sample C reduced and the surface was
rough, while reflectivity of sample E changes slightly and the surface topography is
smooth although the quality of the epitaxial layer varies widely. Thus, high-quality
GaN epitaxial layer can be prepared not only on low-temperature AlN buffer layers
with rough surface. This may be the different influencing mechanism for quality
between low-temperature AlN and GaN buffer layers.

In order to further understand the influencing mechanism of an AlN buffer layer
on GaN epitaxial layers, surface morphology of AlN buffer layer after
temperature-rising annealing was studied. Figure 4.31a–c is the surface morphol-
ogy of a low-temperature AlN buffer layer for sample A, B, and C. The samples are
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numbered as a (1000 s annealing and with a thickness of 20 nm), b (300 s
annealing and with a thickness of 20 nm) and c (1000 s annealing with a thickness
of 45 nm). It can be seen from the chart that sample A has the largest grain size and
the minimum nucleation density, while sample C has the smallest grain size and the
largest nucleation density. In the growth process of sample A on buffer layer, there
will be growth processes such as three-dimensional growth, island merge, and a
quasi-two-dimensional. During the island merging process, many dislocations will
steer and annihilation. So dislocation density in the epitaxial layer will decrease and
the epitaxial layer quality will be improved. For the growth process of sample C on
buffer layer c, because of the low nucleation density, the islands will be merged
soon to complete the transition to the quasi-two-dimensional growth and a large

Fig. 4.31 a–d are
respectively the surface
morphology of
low-temperature AlN buffer
layer after annealing. The
sample numbers are expressed
as a–c
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number of dislocations will penetrate the epitaxial layer. Of course, if the nucleation
density is too small, the islands cannot merge. The growth process will remain three
dimensional and the quality of the sample will be poor. Therefore, large grain size
and a small nucleation density in a low-temperature AlN buffer layer are very
important for the high-temperature GaN epitaxial layer growth. A long-time
temperature-rising annealing of AlN buffer layer with appropriate thickness can
achieve this. Of course, there are many differences between the growth of GaN
epitaxial on AlN buffer layer and GaN buffer layer, therefore further research on
various configurations should be done.

2. The pre-reaction of Al atoms and the influence on AlN growth rate

To fabricate the high-performance solar-blind GaN UV detector, it is very
important to achieve the accurate control of Al components in AlGaN materials.
The pre-reaction of Al atoms is serious in the MOCVD growth process [81–86]. As
many Al atoms were consumed before spreading to the surface to participate in the
reaction, it is difficult to achieve high component values for AlGaN material. In
general, if the pre-reaction is weak, more atoms will involve in the reaction and the
growth rate of AlN material will be higher. On the other hand, if the pre-reaction is
strong, more and more Al atoms will participate in the pre-reaction before getting to
the surface and the growth rate of AlN will be slow. In order to study the
pre-reaction mechanism of Al atoms, the relationship between AlN growth rate and
growth parameters in MOCVD system is studied [87].

Figure 4.32 is the relationship between AlN growth rate and growth temperature,
at the same time, the relationship under different pressure of the reaction chamber is
shown. It can be noticed that at a chamber pressure of 50 Torr, AlN growth rate
slightly increased with the increase of growth temperature. But when the reaction
chamber pressure is 200 Torr, the growth rate of AlN obviously decreased with the
increase of growth temperature. When the reaction chamber pressure is 500 Torr,
the growth rate of AlN dropped rapidly. Generally speaking, because of the strong
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bonding energy, it is not easy for NH3 to crack at a low temperature. According to
the normal rules, with the increase of growth temperature, the pyrolysis efficiency
of NH3 increases, and the growth rate should be increased. But the results of the
experiments are opposite at a rather high pressure of the reaction chamber. Even
when the reaction chamber pressure is only 50 Torr, with the increase of the growth
temperature, there is only a weak increase in the growth rate. In the MOCVD
system, the growth of material can be divided into two processes: mass transport
and surface reaction. It is likely that Al and N atoms pre-react during the process of
mass transport, and part of the source is consumed. Consequently, fewer of the Al
and N atoms can spread to the surface to participate in the reaction, which leads to a
loss of material growth rate.

In the MOCVD system, the pre-reaction of Al atoms are as follows:

Al CH3ð Þ3þNH3 ! Al CH3ð Þ3�NH3 ð4:12Þ

Al CH3ð Þ3�NH3 ! Al CH3ð Þ2�NH2þCH4 ð4:13Þ

nAl CH3ð Þ2�NH2 ! Al CH3ð Þ2�NH2
� �

n; n� 3 ð4:14Þ

2Al CH3ð Þ2�NH2 ! Al CH3ð Þ2�NH2
� �

2! AlN particles ð4:15Þ

Al CH3ð Þ2�NH2
� �

3! AlN particles ð4:16Þ

During the MOCVD growth process, AlN particles grown by dimer [Al
(CH3)2�NH2]2 according to (4.15) will be taken away by the air flow and will have
no contribution to the growth. The same condition occurs with trimer [Al
(CH3)2�NH2]3 [60]. As the temperature increases, the possibility for dimer and
trimer to form AlN particles also increases. As a result, when the pre-reaction is
dominant, the growth rate of AlN decreases with the increase in temperature. The
experiment results show that when the pressure of the reaction chamber is 50 Torr,
the growth rate of AlN increases slightly with an increase of temperature. This
means the surface reaction process is dominant at 50 Torr. When the pressure of the
reaction chamber increases to 200 Torr, the pre-reaction process is dominant, and
the growth rate decreases with an increase in the temperature. As the pressure of the
reaction chamber further increases to 500 Torr, the pre-reaction process is more
dominant, and the growth rate of AlN falls even faster with an increase in the
temperature.

From the experiment results in Fig. 4.32, there is a certain relationship between
the growth rate and the pressure of the reaction chamber. As shown in Fig. 4.33,
when the pressure of the reaction chamber increases, the growth rate of AlN drops.
Especially when the growth temperature is higher, the growth rate of AlN drops
quickly. In the chemical reaction process of (4.14), whether the trimer can produce
AlN particles or not, they will have no contribution to the growth. For the polymer,
it is carried away by airflow and has no contribution to the growth [88]. But with
the increase of the pressure of the reaction chamber, the chemical reaction will be
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strengthened, and more and more trimer and polymer will be formed. Strengthening
of the pre-reaction will cause the growth rate of AlN to reduce with an increase in
the chamber pressure. In addition, the reduction of the pressure in the reaction
chamber will increase the velocity of the airflow. Thus the opportunity for Al and N
atoms to meet each other will be weak, and the pre-reaction also becomes weak. If
the growth temperature was increased at the same time, the reaction velocity of
(4.14) will be faster. That is to say, at the same pressure of the reaction chamber, the
pre-reaction will be strengthened by a high temperature, and the growth rate of AlN
will be lower. Thus in the case of growing at a high temperature, the growth rate of
AlN decreases fastly with an increase of the pressure in the reaction chamber. It can
be seen from Figs. 4.32 and 4.33 that, growth temperature and the pressure of the
reaction chamber significantly influence the pre-reaction.

Figure 4.34 is the relationship between the growth rate of AlN and the flux of
NH3. It can be noticed that whatever other growth conditions, with the increase of
flux of NH3, the growth rate of AlN will decrease. The difference of the decrease is
shown in the curve slope. According to the normal rules, the growth rate will fall
with the increase of the flux of source. This also suggests the pre-reaction process
exists in the MOCVD system. The research results show that the energy needed to
form trimer and polymer in chemical reaction Eq. (4.14) can be reduced by NH3.
That is, when the flow rate of NH3 increases, the reaction rate of the pre-reaction
(4.14) will increase and the pre-reaction will be strengthened, and there will be
more and more trimer and polymer. The influence of NH3 flow on the growth rate
relates with other growth conditions. As shown in Fig. 4.34, when the pressure of
the reaction chamber is 50 Torr and the temperature is rather high, the growth rate
of AlN falls faster with an increase of NH3 flux. The pre-reaction is more serious
now. When the growth temperature is 540 °C and the pressure of the reaction
chamber is rather high, the growth rate of AlN will decrease faster. From the
experimental results in Fig. 4.33, with an increase of the pressure in the reaction
chamber, the pre-reaction will be stronger. So the growth rate of AlN will be
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reduced more quickly with an increase in the flux of NH3. Of course, if the flux of
NH3 is too small and enough N atoms cannot be provided, though the pre-reaction
is weak, the growth rate of AlN will decline.

The relationship between the growth rate of AlN and TMAl flux is also studied.
As shown in Fig. 4.35, with the increase of TMAl flow, regardless of other growth
conditions, the growth rate increases according to normal rules. However, it should
be noticed that the increase slope of AlN growth rate is associated with specific
growth conditions. By the experimental results in Fig. 4.33, when the pressure of
the reaction chamber is reduced to 50 Torr, pre-reaction is relatively weak and the
normal material growth process is dominant. So when TMAl flow increases, the
surface reaction is promoted by the rather high temperature and the growth rate of
AlN increases rapidly. When the growth temperature is fixed at 540 °C and the
pressure of the reaction chamber is low, the growth rate of AlN increases fast with
the increase of the TMAl flux. This further illustrates that a rather high-reaction
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chamber pressure will aggravate the pre-reaction. The experimental results in
Fig. 4.35 further prove that the pre-reaction strongly depends on the reaction
chamber pressure and the growth temperature.

It is found in the material growth that the effect of pre-reaction is weak on the
growth process of GaN. It can be inferred that the Al components in AlGaN is
determined not only by the number of moles of Al/Ga, but also by the extent of the
pre-reaction. From the experimental results shown in Figs. 4.32, 4.33, 4.34, and
4.35, a rather low temperature, a rather low pressure of the reaction chamber and a
rather low flux of NH3 are conducive to reduce the pre-reaction. In the actual
material growth of AlGaN, it is found the Al component can be improved by
reducing the pressure of the reaction chamber appropriately. It also illustrates Al
components are greatly influenced by the pre-reaction. Of course, besides the
components of Al in AlGaN material, material quality of AlGaN has a very large
impact on the performance of the device. The reduction of pre-reaction does not
imply an improvement in the material quality. In the material growth process, it is
necessary to combine the control of Al components and the quality increase of the
material to prepare a high-performance device structure.

3. The influence of low-temperature AlN buffer layer thickness on the quality of
AlGaN epitaxial

The following discussion focuses on the influence of different thickness of an
AlN buffer layer on the AlGaN epitaxial layer crystal quality and the surface
morphology, etc. This section will further study the mechanism of AlGaN epitaxial
layer growth [89]. Figure 4.36 is the in situ monitoring curves of three AlGaN
samples grown on the low-temperature (540 °C) AlN buffer layer [90, 91].
Figure 4.36a–c in the figure corresponds to the samples with a buffer layer thick-
ness of 10, 20, and 45 nm. The growth process includes including the pretreatment
of the substrate, the growth of the AlN buffer layer, annealing process, and the
growth of AlGaN epitaxial layer. As the thickness of the low-temperature AlN
buffer layer increases, significant changes have taken place on the crystal quality
and surface morphology. As shown in Fig. 4.36a, when the thickness of the buffer
layer is as thin as 10 nm, the grain size is large and the nucleation density is small
after the annealing process [67]. In the subsequent merging process, the merge is
incomplete because the nucleation density is too small and the lateral surface
migration of Al atoms is too slow. Finally the size of the islands is large. The
surface is very rough when it gets to a certain thickness and the reflectivity will be
attenuated nearly to zero. The grain size decreases and the nucleation density
increases after annealing when the thickness of the buffer layer increases as shown
in Fig. 4.36b. This leads to a rapid merging process and quasi-two-dimensional
growth mode begins after the island merging is completed. As shown in Fig. 4.36c,
when the thickness of the buffer layer increases to 45 nm, the grain size decreases
continuously and the nucleation density increases continuously after annealing.
This leads to an even faster merging process. A large number of dislocations were
produced in this process, which makes the quality of the epitaxial poor and
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quasi-two-dimensional growth mode begins after the complete merging. Surface
topographies of the three samples are shown in Fig. 4.37. When the buffer layer is
thin, the growth process tends to be three dimensional. The surface is rough because
it consists of large hexagonal islands in micron size and these islands have not
merged together to form a film. With the increase of the thickness of the buffer
layer, the growth process of the AlGaN epitaxial layer tends to be
quasi-two-dimensional and a film has been formed in the surface. A large number
of hexagonal islands still appear on the surface because of the small lateral
migration of Al atoms. But the size is far less than the islands on the surface of the
thin AlGaN buffer layer.

The crystal quality of the AlGaN epitaxial layer changes with the thickness of
AlN buffer layer, as shown in Fig. 4.38. The thickness of the low-temperature AlN
buffer layer is 10–45 nm. At first, the crystal quality improves with the increase of
the buffer layer thickness. But as the thickness increases beyond a certain value, the
crystal quality begins to decrease. The main reason for the change of crystal quality
lies in the merging process of material growth. When the buffer layer is thin, it is
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Fig. 4.36 The in situ monitoring curves of three AlGaN samples. The thickness of the
low-temperature AlN buffer layer for a–c is respectively 10, 20 and 45 nm

Fig. 4.37 The change of surface topography of AlGaN epitaxial layer with buffer layer thickness.
The thickness of the low-temperature AlN buffer layer for a–c is respectively 10, 20, and 45 nm
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difficult for nucleation to merge. Dislocations are usually initiated from the interface
between the sapphire and buffer layer and they directly penetrate the epitaxial layer
surface almost without bending or merging, so there are large numbers of dislo-
cations. When the buffer layer thickness increases to between 20 and 30 nm, the
dislocation density is decreased during the islands merging process because of the
small nucleation density and relatively slow merging process and partially bending
and tilting of the dislocations. Thus the crystal quality is improved. As the thickness
of the buffer layer further increases, the density of nucleation center is higher, and
the merging process is very fast. Many dislocations cannot steer and annihilate, so
the quality of crystal decreases.

The cathode fluorescent (CL) technique is used to study the effect of buffer layer
thickness on the optical properties of the AlGaN material [92]. Figure 4.39a is the
CL spectrum for AlGaN epitaxial with buffer layer thicknesses of 10, 20, and
45 nm. The test is finished at a temperature of 6 K. It can be seen that the intensity
of band-edge photoluminescence peak is the highest and the half-width is the
smallest for the sample with a buffer layer thickness of 20 nm while the intensity of
band-edge photoluminescence peaks is rather weak for the other two samples. For
sample A (with the thinnest buffer layer), there is only one peak near the band edge
while there is a weak peak at the low-energy side of the band-edge photolumi-
nescence peak for the other two samples (Perhaps the components are uneven in the
two samples). Figure 4.39b is the spectrum near the low-energy limit, and the
luminescence within 3.2–3.7 eV is labeled as “blue”, the luminescence within
2.2–2.5 eV is labeled as “yellow”. Table 4.3 is the intensity of the photolumines-
cence peak normalized by the intensity of band-edge photoluminescence peak and
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their ratio. It can be found that when the thickness of the buffer layer is thin, the
intensity of the blue and yellow peak is strong. But when the thickness of the buffer
layer is too thick, the blue peak is the strongest. Only when the buffer layer
thickness is 20 nm, the blue peak is too small and the intensity of yellow peak is in
the middle. The origin of the photoluminescence peaks is different, but it relates to
impurities, defects, or deep levels together. It is generally believed that the higher
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Fig. 4.39 CL spectrum of
AlGaN epitaxial layer with
different thickness of AlN
buffer layer. The thickness of
the buffer layer for sample A,
B, and C is 10, 20, and 45 nm

Table 4.3 Crystal quality and optical quality of AlGaN samples with different buffer layer
thickness

Sample AlN buffer
thickness (nm)

X-ray FWHM
(arc-min)

IBL
INBEð1Þ

IBL
INBEð2Þ

IYL
INBEð1Þ

IYL
INBEð2Þ

(0002) (10-12)

A 10 16.68 29.94 0.019 <0.009

B 20 13.5 19.86 �0 �0 0.008 0.007

C 45 17.58 25.5 0.056 0.033 0.009 0.005
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the intensity of the peak, the poorer the quality of the material. It is shown by the
optical test results that when the thickness of the buffer layer is 20 nm, the crystal
quality is best. This is consistent with the result of X-ray diffraction (XRD).

The weak peaks at the low-energy side of the band-edge photoluminescence are
now discussed. For the sample with a buffer layer thickness of 20 nm, at the
position of Fig. 4.40(a), energies of 4.66, 4.22, and 4.02 eV were used to get the
CL images in Fig. 4.40b–d. The three energy levels correspond to the three arrows
in Fig. 4.39. There are some black spots in the middle and boundary of the domain
in Fig. 4.40b, which corresponds to the bright spots in Fig. 4.40c, d. This indicates
that these black spots are caused by the luminescence of the area with low Al
components. It can be seen that there are some black spots in the three CL images at
the same position, it maybe relate to the non-radioactive luminescence of the
defects and impurities.

In order to determine the surface component of the sample, the CL line scan is
used to scan along the white line in Fig. 4.41a from left to right with a step of
200 nm. As shown in Fig. 4.41b, the spectra 1, 2 and 6, 7, 8 recorded the lumi-
nescence of the left and right of the island. Spectra 3, 4, and 5 record the lumi-
nescence of the island. It is found that spectra 3, 4, 5 at a highest energy have the
highest luminous intensity although the spectra for 7 and 8 at the lowest energy have
the weakest luminous intensity. This fully shows that the component of the island is
higher than that of the platform. While the component is the lowest in the pit, that is,

Fig. 4.40 a The secondary electron image of the sample and CL images with different energies,
b 4.66 eV, c 4.22 eV, d 4.02 eV
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lower than that of the platform. Generally, other luminous intensity is related to
material quality and surface topography. It can be seen from Fig. 4.40b–d, most
black spots are located at the boundary of the domain, which explains the luminous
intensity of the platform and sunken place is very low. In general, the pits on the
surface of the sample are connected with the dislocations; this will also reduce
the luminous intensity. Another possibility is that the dislocations may absorb the
impurities, and dislocations with high content of impurities also affect the luminous
intensity.

4. Influence of AlGaN growth parameters to material quality

There are two important factors that influence the quality of the AlGaN epitaxial
layer. One is the pre-reaction between TMAl and NH3. The other is Al atoms have a
lower lateral migration rate at the growth surface. Usually the parameters associated
with pre-reaction are V/III ratio (including NH3 flow, TMAl flow), the pressure of
the reaction chamber, growth temperature, and the structure design of the reaction
chamber, etc. The specific reaction mechanism has been introduced in detail in the
second section of this chapter. The following discussion will study the influence of
the growth parameters on the quality of the epitaxial layer [89].

First, the influence of V/III ratio on AlGaN epitaxial layer is studied. The value
of V/III ratio has an important impact on the AlGaN epitaxial growth. It affects both
the merging and growth rates of the Al atoms, and also affects the surface migration
rate of the Al atoms thus affecting the growth rate of the material, surface mor-
phology, and the crystal quality. NH3 flow is changed here to make the growth of
AlGaN epitaxial layer V/III ratio of 783, 1175, 1958, and 1175, respectively.

Fig. 4.41 Line scan of the sample
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Figure 4.42a is the change trend of the surface roughness with V/III ratio. It is
found that with the increase of V/III ratio, the surface roughness will follow. It is
also found by AFM images that the surface is full of hexagonal islands and the
diameter and height of these components also increases with the increase of V/III
ratio. This is different from the growth of a GaN epitaxial layer. For GaN, the
growth process tends to be lateral and the surface tends to be smoother with a high
V/III ratio. So in the process of AlGaN material growth, besides the fact that
pre-reaction will worsen the surface morphology, a high V/III ratio will restrain the
diffusion rate of Al atoms on the growth surface perhaps because under the con-
dition of a high V/III ratio, more NH3 can reach the growth surface and more N
atoms can be cracked. But as Al atoms that can reach the growth surface are few
and the bond energy of Al–N is high, Al atoms will form AlN with N without
spreading. And this process will lead to a decrease of the lateral growth rate and the
surface will be smoother. Other results show that the surface migration ability of Al
atoms decreases under a high V/III ratio [93]. In addition, AlN powder generated by
the pre-reaction of NH3 and TMAl is not completely taken away by the carrier and
some will fall on the growth surface which will lead to growth and nucleation, and
this will also affect the surface morphology of the material.

Figure 4.42b is the change of crystal quality with V/III ratio. Its rule is consistent
with the relationship between crystal quality and surface morphology. As the V/III
ratio increases, the crystal quality will be poor. Especially for the (10-12) face, the
half-width change is larger. This is still attributed to the influence of two aspects:
one is the pre-reaction, and another is the V/III ratio. Because the surface diffusion
velocity of Al atoms will be influenced by the V/III ratio, Al atoms cannot get to an
energy optimal position, which leads to a large stress. But a means to release stress
is through the generation of dislocations. Because AlN powder will be generated by
the pre-reaction and will fall on the growth surface, it will introduce a large number
of dislocations due to the lattice mismatch. Additionally, with the increase in the
V/III ratio, the reaction will be stronger, and crystal quality will be poorer. At the
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Fig. 4.42 Influence of V/III ratio to surface morphology, crystal quality, and the merge rate of Al
atoms
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same time, a strong pre-reaction will lead to exhaustion of TMAl source, and few
Al atoms can reach the growth surface. This will affect the merging rate of Al
atoms; and make the Al component in AlGaN lower than that in gas phase, as
shown in Fig. 4.42c. It can be concluded that with a high V/III ratio, the low
merging rate of Al atoms will result in bad crystal quality and a rough surface.

For the growth of AlGaN, the pressure of the reaction chamber is another
important factor besides V/III ratio. Here the effect of pressure of the reaction
chamber on AlGaN material is studied. In this experiment, the V/III ratio for the
growth of AlGaN is 783, the pressure of the reaction chamber is 100, 130, and
150 Torr. Figure 4.43 is the influence of pressure of the reaction chamber upon the
surface morphology of AlGaN epitaxial, crystal quality, and the merge rate of Al
atoms.

With an increase in the pressure of the reaction chamber, the surface of the
epitaxial layer will be rougher, and RMS grows, as shown in Fig. 4.43a. The
quality of the epitaxial layer is decreased as the pressure of the reaction chamber
increases. The main reason for this is probably the pre-reaction of TMAl and NH3.
As the pressure of the reaction chamber increases, the pre-reaction of TMAl and
NH3 is strengthened and will result in a reduction of Al atoms reaching to the
growth surface. The merging rate of Al atoms is also affected and Al content in
material will be reduced. In addition, as the pre-reaction is strengthened, there will
be more by-products, which cannot be taken away by the carrier gas. Some of the
by-products will fall on the growth surface and affect the surface morphology and
the crystal quality. The increase in pressure of the reaction chamber will decrease
the diffusion ability of Al atoms, and so will affect the surface morphology and the
crystal quality. In addition, at a condition of low V/III ratio and low pressure in
the reaction chamber, the pre-reaction of TMAl and NH3 will be suppressed and the
surface diffusion ability will be increased, thus material quality and surface
topography will be improved.
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Fig. 4.43 Influence of pressure of the reaction chamber to the surface morphology of AlGaN
epitaxial, crystal quality and the merge rate of Al atoms
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The influences of the inserted layers of trim ethyl indium (TMIn) and super-
lattice on AlGaN epitaxial are discussed in the following section.

During the growth process of Al(Ga) N, TMIn was usually used as surfactant to
increase the surface migration rate of Al and Ga atoms and to release the stress.
Material quality and surface morphology are improved in this way [94–99]. In this
AlGaN growth experiment, TMIn was used as surfactant to increase the surface
migration rate of Al. The material growth process is as follows: first, a
low-temperature AlN buffer layer is grown on the (0001) face of the sapphire
substrate. Then a high-temperature AlN buffer layer is grown. And then an
AlN/AlGaN superlattice layer is grown. The AlGaN epitaxial layer is finally grown.
The superlattice grown here is to decrease the dislocation density and improve the
material quality [100, 101]. In order to study the influence of doping TMIn on the
AlGaN layer, one of the samples has been doped with TMIn, for comparison,
another sample was not doped. The two samples are set as A and B, respectively.

Figure 4.44 is the in situ monitoring curves for the two samples, while (a) is
sample A without any doping, (b) is sample B doped with TMIn. The monitoring
curve is divided into two processes as (i) and (ii), (i) for the complex buffer layer,
including all layers below AlGaN and (ii) the growth process of the AlGaN epi-
taxial layer. It is found in the experiment that the two samples are different in the
growth process (ii). The reflectivity in the doped TMIn curves increased, but for the
sample without doping, the reflectivity attenuated totally. It shows that using TMIn
as a dopant can improve the surface migration rate of Al atoms and improve the
surface morphology. As shown in Fig. 4.45, there are also many small hexagonal
islands on the surface of doped sample. But for the undoped sample, the surface is
rough and the size of the hexagonal islands is large.

The difference of crystal quality is very large between the two samples. X-ray
double-crystal diffraction is used to measure the crystal quality of two samples. It is
found that for the sample without doping, half-width of (0002) is 16 arc-min and
half-width of (10-12) is 18.7 arc-min. For the doped sample, half-width of (0002) is
10 arc-min and half-width of (10-12) is 16 arc-min. XRD data also shows that
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material quality of the doped sample is better than that of the un-doped sample. It
can be seen from surface morphology of the sample and the crystal quality that the
TMIn doping will accelerate the lateral migration of Al atoms on the growth
surface. When AlGaN is grown on a multilevel buffer layer, the surface mor-
phology is improved by promoting the merging of the islands through an increase in
the migration rate of Al atoms which was evidenced by increased surface reflec-
tivity as observed in the monitoring curve. On the other hand, the dislocations will
tilt or bend in the process of merging, which can reduce the dislocation density and
improve the crystal quality of material accordingly.

In the experiment, TEM was used to study the filtering effect of superlattice to
the dislocations. Figure 4.46 is the TEM images of sample A doped with TMIn,
(a) and (b) are for diffraction vectors of (00002) and (10-10) respectively. Many
dislocations were generated at the interface of sapphire and buffer layer. But the
dislocation density falls sharply at 100 nm from the interface. During the dislo-
cation penetration process from high-temperature AlN layer to superlattice, some
dislocations disappeared at the interface, and some dislocations would bend and
merge with other dislocations and be annihilated in the superlattice. And still some
dislocations will extend from the superlattice to the AlGaN layer. It can be seen in
Fig. 4.46b that edge dislocations disappeared in the superlattice. These two figures
indicate the effect of superlattice for filtering dislocations.

The results show that an AlGaN/AlN superlattice can be used to filter the dis-
locations and improve the quality of the material. In the growth process of the
epitaxial layer, the migration rate of Al atoms was effectively improved by the TMIn,
thus surface morphology of the epitaxial and the material quality were improved.

It can be seen from the research results mentioned above that, the quality of AlN
buffer layer must be further improved in order to grow high-quality AlGaN
material. There is a similar situation in the growth of an AlN and AlGaN epitaxial
layer. So it is necessary to find a new way to improve the quality of the material.
Atomic Layer Epitaxy (ALE) was first used by Suntola and Antson for the depo-
sition of ZnSe on glass [102]. Now this method is widely used in the growth of
different compounds by different equipments [103]. Compared with ordinary
MOCVD, many types of reaction sources are transferred into the reaction chamber

Fig. 4.45 SEM images of two AlGaN samples
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in turn for ALE, but not at the same time. Atomic layer epitaxy reduces the rate of
the reaction between the sources and increases the diffusion rate of the metal atoms
on the growth surface. It is suitable for the growth of AlN and high Al components
AlGaN [25, 103–105]. The quality of AlGaN can be improved by the growth of
AlGaN on AlN which was finished by ALE first [89].

4.3.3 The P-Type Doping Technique of GaN Material

One of the problems that limit the development of GaN devices is the doping of
P-type material. Mg is the most popular acceptor in P-GaN. But in MOCVD

Fig. 4.46 TEM image of AlGaN sample doped with TMIn
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growth, it is easy for Mg to form an Mg–H complex [106, 107], and Mg acceptors
need to be motivated. Low-energy electron beam illumination (LEEBI) was first
used to motivate Mg acceptors by Amano [22, 108], and achieved holes densities in
GaN up to 1017 cm−3, and a resistivity of 12 X cm. Then Nakamura used the
method of fast annealing to motivate Mg acceptors [23, 109]. Nakamura also
obtained the low-resistivity P-GaN. Chung used the multistep annealing method
[110], where the thermal load was only half. This method can avoid the generation
of N vacancies (VN), thus avoiding the self-compensating effect. The hole density
he achieved is 1–2�1018 cm−3, which was 50 % greater than the traditional single
step method. The higher ionization energy (*200 meV) of Mg acceptors deter-
mines that there are only about 1 % that can be ionized [111] at room temperature,
which limits the efficiency of Mg doping and causes the high contact resistance
between P-GaN and metal. Another reason that limits the p doping is the com-
pensation of background. As the generation energy of VN in P-GaN is low, VN can
act as donors [112, 113] and cause the compensation of background. Furthermore,
when the density of the doping Mg is high enough, VN also can generate the
complex (MgGaVN) with some of the Mg acceptors. The complex shows donors
features and causes self-compensation [114, 115]. Yoshida also promoted another
method, which is using co-doping to improve the doping efficiency of Mg in GaN
[116, 117], but it was found that the growth window of efficient co-doping was too
thin.

To understand the mechanism of doping and activation in P-GaN better, the
changes of defects/impurities annealed in different temperature in GaN: Mg is now
discussed. Figure 4.47a shows the PL spectra of GaN: Mg measured in room
temperature before and after annealing for 20 min. The peak near 3.5 eV is the
sideband photoluminescence peak of GaN. The wide ultraviolet peak near 3.2 eV
(UVL) is considered to be the luminescence from the low acceptor–acceptor (MgGa)
to (DAP) [118]. After annealing in different temperatures, the intensity of lumi-
nescence declines by at least one order of magnitude and the peak moves to
3.27 eV gradually. The reason for peak’s move is the density of carriers increases
and their shield makes potential fluctuation weaker [119]. The luminescence
intensity changes with the anneal temperature.

To analyze the changes of these peaks’ intensity, Fig. 4.47b shows the respec-
tive intensity of the blue light peak to ultraviolet peak (BL/UVL) changes with
different annealing temperatures. The BL/UVL ratio rises after annealing at 550°C
then decreases with a rise (650–850 °C) of annealing temperature. Continued
increasing of the annealing temperature to 950 °C causes the ratio of BL/UVL to
increase rapidly. The changes of GaN: Mg PL peak with annealing temperature can
be concluded to be due to the differences of defects/impurities that correspond with
these illumination peaks in GaN: Mg. Before annealing, the density of shallow
donors is high, resulting in an ultraviolet peak of a specific value. After annealing in
N2 at 550 °C for 20 min, the shallow donors are eliminated so the intensity of the
ultraviolet peak decreases sharply. The fact that these shallow donors can be
removed at such a low temperature as 550 °C means that, this type of shallow
donor is easily moved and maybe interstitial H [106, 107, 114].
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Figure 4.48 shows the Hall testing result before and after annealing at different
temperatures for 20 min. Before annealing, the GaN: Mg is P type, the annealing at
550 °C has little impact on the hole density and resistivity. As the annealing
temperature changes from 550 to 850 °C, the density of holes rises from 1016 to
8 � 1017 cm−3 and the resistivity decreases from 9 to 0.8 X cm. But as the tem-
perature goes higher to 950 °C, the resistivity rises to 4 X cm again. It can be seen
that a suitable annealing temperature can motivate Mg acceptors effectively,
although too high annealing temperature lowers the P doping level. Longer
annealing time acts like higher annealing temperatures.

Figure 4.49 shows the PL spectra (a) and hole density and resistivity (b) of GaN:
Mg grown with different flow rates of Cp2Mg and annealed in 750 °C for 20 min. It
can be seen from Fig. 4.49b that the density of holes rises with the increase of Mg
doping density but continuing to increase the Mg doping results in the decrease of
hole density. This is mainly because the self-compensation effects of Mg [114]. It
can be seen from Fig. 4.49a that there are two peaks—UVL (strong) and BL
(weak)-in the PL spectra when the sample is lightly doped although for heavy
doping, the UVL peak disappears and the BL peak enhances. With the increase of
Mg doping density, the BL peak increases continuously. Comparing (a) and (b) of
Fig. 4.49, we also can find that the intensity of the blue peak has nothing to do with
the density of holes. It only increases monotonically with the density of doping Mg.
The blue peak can be considered as the recombination illumination from Mg’s

Fig. 4.47 The PL spectral measured of GaN: Mg before and after annealing (a) BL/UVL changes
with anneal temperature (b)
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self-compensation deep donors to Mg acceptors. These deep donors may be the
complex of MgGa and VN. Because there are many VN in P-GaN, and they are easy
to move at the growth temperature about 1000 °C, and they also have the opposite
charge with MgGa. So they tend to combine with MgGa and form MgGa VN.

After annealing at 550–850 °C, MgGa VN decomposes and the self-compensation
becomes weaker, so the BL intensity becomes weaker with the increase of hole
density, as shown in Figs. 4.47 and 4.48. During research, it is found that the MgGa
VN often appears in the GaN: Mg grown by MOCVD, but it rarely appears in the
GaN: Mg grown by MBE [114]. The difference between them is whether there is H
in the growth environment. The GaN: Mg grown by MOCVD must be motivated to
get a higher hole density. But the GaN: Mg grown by MBE, as there is no H, has
better p-type conductivity without motivation. The result from theory [119] indi-
cated that MgGa VN is stable only when its Fermi energy band is near the middle of
the band gap, or it will decompose. This can explain the rest of photoelectric results:
the original GaN: Mg grown by MOCVD has a very low hole density, and Fermi
levels are close to the middle of the band gap therefore MgGa VN is stable. After
annealing at 550–850 °C, the hole density rises, the Fermi level approaches the top
of the valance band, and MgGa VN decomposes. When the annealing temperature
rises from 850 to 950 °C, the high temperature leads to a large increase in the
number of VN. VN compensations, the acceptors and the hole density declines and
MgGa VN was formed again.

According to the results discussed above, the luminous mechanism of UVL for
shallow donors–acceptors pair (DAP) and the mechanism of BL for deep
donors-shallow acceptors pair (DDAP) can be expressed by energy band graph. It is
shown in Fig. 4.50. According to the analysis above, the shallow donors

Fig. 4.48 Hole density and resistivity change with anneal temperature
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contributing to UVL can be considered as the interstitial H, and the deep donors
contributing to blue peak can be considered as the complex of MgGa and VN. Using
this model, we can reasonably understand the experimental results. The results also
indicated that, the hole density is the highest by annealing at 850 °C for 20 min and
can reach 8 � 1017 cm−3. But the resistivity is lowest of 0.8 X cm. The P doping
level declines as the annealing temperature keeps rising.

The P-type doping of AlGaN is more difficult. The main reason is the ionization
energy in AlGaN is much higher than that in the GaN, and the ionization energy
increases with the component of Al rapidly. To improve the motivation efficiency of
Mg, Nakamura found that replacing the uniform doping p-type AlGaN by a
modulation-doped P-type AlGaN/GaN superlattice can improve the Mg ionization
efficiency, thus improving the hole density [120]. The reason for this is that, under a
polarization effect, there is strong built-in electric field in AlGaN/GaN, which
makes the top of valance band looks zigzag. So some Mg impurity energy levels are
below the Fermi level and then ionize. In spite of this, the experiment results of P
doping in GaN are also helpful to the P doping of AlGaN. Furthermore, the new
testing method of P-type density may have advantages to the P-type doping to GaN
and AlGaN [121].

Fig. 4.49 The PL spectral of GaN:Mg with different Mg doping (a); hole density and resistivity (b)

Fig. 4.50 The energy band
of GaN: Mg, D is shallow
acceptors-interstitial H, DD is
deep donors-the complex of
MgGa and VN
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4.4 Overall Performance Analysis of AlGaN Material

To fabricate high-performance semiconductor devices, high-quality material is the
base requirement. Especially for GaN-based devices, the material quality is par-
ticularly important. To grow high-quality material, the basic properties of the
material must be understood in-depth, and research into the growth mechanism
must be accomplished. This section addresses the material used to prepare GaN
ultraviolet detectors, and introduces the testing and analysis of optical and electrical
properties of GaN, AlGaN. This can be helpful to understand the MOVCD epitaxial
growth of GaN, AlGaN.

4.4.1 Effects on Optical and Electrical Properties of GaN
Material from Dislocations

Even though GaN material has been researched for many years, and GaN-based
high-performance blue lasers, LEDs, ultraviolet detectors have been produced, but
many fabrication problems have not been solved completely. In the fluorescence
spectra of GaN material, there is a wide peak at 2.2–2.3 eV. No matter how good
the quality of GaN material is, the spectral peak always exists. Because the spec-
trum is in the range of yellow light, it is known as “yellow peak”. There are many
views about the origin of the yellow peak [122–127]. For example, C impurity and
Ga vacancies were once considered the sources of yellow peak. However, there is a
common view that yellow peak comes from the transition glow from donor–
acceptor pair [88, 128, 129]. In the following section, the source of the GaN yellow
peak enhancement and the relationship between electrical properties and structural
properties of the material are discussed.

Two series of samples are prepared to research the sources of the GaN yellow
peak [130]. Figure 4.51 shows the PL spectral, which is normalized by sideband
peak intensity, of three typical GaN samples in the first series near 3.42 eV. During
the MOCVD growth of these samples, the samples were all lightly doped with the
same density. In the PL spectra, a wider illumination band with a peak at 2.3 eV can
be seen, and there are apparent interference fringes in the band. This illumination
band is the yellow peak. The relative intensities (the ratio of yellow peak integral
intensity to sideband peak illumination integral intensity, IYL/IBE) of samples A, B,
and C are 2.14, 1.20, and 0.27, respectively. Obviously, the yellow peak of A is the
highest, B takes second place and C is the lowest. The testing results of X-ray
double-crystal diffraction (XRD) and Hall examination are shown in Table 4.4. It
can be seen that, there are no differences between the half-height width of sym-
metric diffraction at (002) surface in the three samples. However, there are many
differences between the half-height widths of skew symmetric diffraction at
(102) surface. The half-height width of A is the biggest and that of C is the smallest.
The (002) and (102) surfaces also can be considered as (0002), (1012). What can be
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concluded from these testing results of the samples is that, the intensity of yellow
peak seems to correspond with the half-height width of (102), but has nothing to do
with the half-height of (002). Because the XRD’s half-height width of (002) and
(102) represent the helical dislocation density and edge dislocation density of GaN,
the bigger the half-height width is, the higher the dislocation density [54, 55]. In
other words, the edge dislocation density in A is the highest and is the lowest in C,
but the helical dislocation density of three samples has little difference. Combining
the yellow peak intensity of three samples; it can be seen that the higher the edge
dislocation density is, the higher the intensity of the yellow peak and vice versa.
Therefore it appears that the intensity of yellow peak has nothing to do with the
helical dislocations.

The rectangular solid points in Fig. 4.52 show the relationship between relative
intensity of yellow peak and the XDR half-height width of (102) surface of the first
series GaN material. It can be seen that as XRD half-height width of (102) surface
increases, the relative yellow peak of GaN increases. We also find in the experiment
that the intensity of yellow peak in this series of samples has nothing to do with the
XRD half-height width of (002) surface. In other words, the intensity of yellow
peak of GaN material is closely related to the edge dislocations, and has nothing to
do with the helical locations. As the density of the edge dislocations increase, the
yellow peak also increases.

To take a deeper look into the specific action of edge dislocations in the GaN
material, the Hall testing results were combined. As shown in the Table 4.4, the
carrier density of A, B, C are 8.8 � 1016 cm−3, 2.1 � 1017 cm−3, 2.6 � 1017 cm−3

respectively. The carrier density of A is the lowest, and the C is the highest. During
the growth, these samples are Si-doped with the same density. It can be considered
that the differences of carrier density are caused by the different compensation
processes. The density of edge dislocations in samples A, B, C reduces succes-
sively. The density of edge dislocations may have large effects on the electrical
properties. In Fig. 4.52, the hollow rectangular points represent the relationship

Fig. 4.51 The PL spectral
being sideband normalized of
three samples of A, B, C in
room temperature. The tree
simples have the same doping
level of Si. The yellow peak
intensity IYL/IBE of A, B, C is
2.14, 1.20, 0.27, respectively
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between carrier density and the XRD half-height of (102) surface in this series of
samples. It can be seen that as XRD half-height width increases, the density of
carriers in GaN material decreases. In other words, as the density of edge dislo-
cation increases, the density of carriers in GaN material decreases. Generally, there
are many dangling bonds at the dislocation line of edge dislocations and these
bonds may capture electrons from n-type material and produce acceptors [131,
132]. Intensive discussions have occurred about the action of edge dislocations.
Some researchers even believe that the edge dislocations have no charge and were
electric neutral [132, 133]. But there were experiments conducted which proved
that the penetrating edge location line in GaN material has negative charges that
might be caused by the environment around the dislocation line [134]. In fact, many
researchers have proved that the dislocation lines act as scattering centers because
they have a negative charge [135–137]. It can be shown that, as the edge dislo-
cations can bring acceptors, so they can also bring compensation centers. So in the
condition of different dislocation densities, the carrier density of GaN is different.
The higher the edge dislocation density, the greater the compensation and the lower
the carrier density of n-GaN.

So far, there is a common point of view that the yellow peak of GaN material
comes from the transition of electrons from donors to acceptors. The average
distance between donors and acceptors is important to the illumination efficiency. In
n-type GaN, there are high numbers of positive charges gathering near the dislo-
cation lines, which have negative charges [134]. As the distance between donors

Table 4.4 Characterization results and Si doping condition of the first series n-type GaN sample

Sample XRD FWHM
(arcsec)

SiH4 flux
(nmol/min)

n (cm−3) Mobility
(cm2/V s)

IYL/IBE (a.u.)

(002) (102)

A 428 835 0.72 8.8 � 1016 217 2.14

B 382 605 0.72 2.1 � 1017 412 1.20

C 425 490 0.72 2.6 � 1017 453 0.27

Fig. 4.52 The relationship of
the relative yellow peak
intensity (IYL/IBE) with the net
carrier density and XRD
half-height width of the first
group GaN simples
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and acceptors around the dislocation lines decreases, the wave function of electrons
and holes overlap significantly, which increases the probability of transition. It is
further indicated that the edge dislocations can enforce the yellow peak intensity of
GaN material.

To further investigate the source of the yellow peak, a second series of samples
was prepared. In these samples, the density of dislocation is almost the same, but
the density of Si doping is different. The quality in series 2 is perfect and the XRD
half-height width of (002) and (120) surfaces are only *180 arc-sec, which indi-
cated that the dislocation of material is very small. Figure 4.53 shows the specific
PL spectral in room temperature. Among them, the SiH4 flows are 0, 0.05, 0.22,
0.45 nmol/min for sample D, E, F, G, respectively. The corresponding carrier
density is 5.0 � 1015, 1.5 � 1016, 8.8 � 1016 and 1.8 � 1017 cm−3. To see the
relationship of yellow peak intensity and the Si doping density clearly, the spectra
of yellow peak is amplified 10 times. The relative intensity of yellow peak (IYL/IBE)
of D, E, F, and G is 0.15, 0.23, 0.32, and 0.35. Clearly, the yellow peak increases
with the increase of Si density. It is known that Si acts as a donor in GaN material
and can increase the electron density. So it can be inferred that Si may be one of the
sources of yellow peak. The research results are in agreement with other reports
[138–142]. It should be emphasized that there are many sources of donors that can
lead to a yellow peak, such as O impurity, N impurity, etc. The cause of the yellow
peak is a combined action of all these factors [143]. As the material quality of this
group is very high, the XRD half-height width is narrow and the background
density is very low. The background density is 5.0 � 1015 cm−3 without doping.
The illustrations in Fig. 4.53 include the PL spectra of G at 10 K, the x scanned
rocking curve of XRD at (002) and (102) surfaces. These prove that these groups of
samples are of high quality. The high quality of the samples makes it easy to
observe the enhancement caused by Si doping to yellow peak. It can be seen from
the above results that even though there are many sources for the yellow peak in

Fig. 4.53 The specific PL
spectral of simple D, E, F, G
at room temperature
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GaN, the transition from Si to the acceptors introduced by edge dislocations can
enhance the intensity of yellow peak.

Among them, the SiH4 flows are 0, 0.05, 0.22, 0.45 mol/min for sample D, E, F,
G respectively. To study the relationship of yellow peak intensity and the Si doping
density clearly, the spectra of yellow peak are amplified for 10 times. The illus-
trations indicate the PL spectral of G at 10 K, the x scanned rocking curve of XRD
at (002) and (102) surfaces.

See Table 4.4 again, where the mobility of A, B, and C is 212, 412, and
453 cm2/V s, respectively, but the XRD half-height width of A, B, C at
(102) surface is 835, 605, 490 arc-sec. It can be seen that the mobility of A is the
lowest; the XRD half-height is widest. The mobility of C is the biggest, and the
XRD half-height is narrowest. As the testing results of the three samples show, it
seems the mobility of GaN is related to the XRD half-height width at (102) surface.
The bigger the XRD half-height width the sample, the less the mobility and it has
nothing to do with the XRD half-height width at (002) surface. As the XRD
half-height width at (002) surface and (102) surface represent the helical dislocation
density and edge dislocation density, it is found that the edge dislocation density of
A is the highest but its mobility is the least. The edge dislocation density of C is the
least, and its mobility is the highest. It seems the carrier mobility is related to the
edge dislocation density. Of course, it is also noticed that the mobility seems to
have nothing to do with the helical dislocation.

Figure 4.54 shows the relationship between XRD half-height width at
(102) surface and the carrier mobility of the first group of GaN samples. It can be
seen that as the XRD half-height width at the (102) surface increases, the mobility
of GaN decreases. We also find that, the XRD half-height width at (002) surface has
nothing to do with the mobility of this series of samples. In other words, as seen in
the testing results of this series of samples, carrier mobility is related to the edge
dislocations in GaN material, but is irrelevant to the helical dislocations. As the
density of the edge dislocation increases, the mobility of carriers declines. We know
from the results obtained from Fig. 4.52 that, there are many dangling bands at the
dislocation line of edge dislocations. The dangling bands will introduce acceptors
and then have negative charges. At the same time, they introduce the scattering
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Fig. 4.54 The relationship
between carrier mobility and
XDR half-height width at
(102) surface of the first group
of GaN samples
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centers. This process shows that GaN with different mobility will have different
density of dislocations. In other words, the higher the number of edge dislocations,
the more scattering centers, and the lower the mobility is of the carriers. The edge
dislocations make an importance influence on the electrical properties of the GaN
material. A further study found that the edge dislocations also affect the blue peak
(another deep energy level illumination peak) of GaN [144]. Furthermore, the point
dislocations may make effects to the carrier density of GaN [145].

Due to the discovery of the important roles the edge dislocations play in the GaN
materials, especially the scattering effects of the edge locations, intensive research
was conducted into the MOCVD growing mechanism of GaN and the special
epitaxial methods. This research found that as the density of edge dislocations is
sharply decreased, the XRD half-height width at (002) and (102) surface of the
samples are all 180 arc-sec. Figure 4.55 shows the Hall curve at different tem-
perature of high-quality GaN samples. The testing results in the figure shows that
the mobility of that sample at room temperature is 1005 cm2/V s, and the back-
ground carrier density is about 1.1 � 1016 cm−3. It is one of the best results
reported in the current literature [146]. It is also found that Ga vacancies disloca-
tions can reduce the minority diffusion distance in GaN [147], and then affect the
performance of GaN ultraviolet detectors [148, 149]. As a result of this research, it
is proposed that, during the growth of material, the generation of Ga vacancies
should be reduced.

4.4.2 Measurement of Al Components in AlGaN
and Determination of Its Strain State

Measuring Al components and the strain state accurately is extremely important to
the application and understanding of its physical properties. The PL spectral is one
of the shortcut methods, but it cannot eliminate the influences caused by strain
[150]. However, X-ray diffraction can measure the component and strain together

Fig. 4.55 The Hall testing
results of high-quality GaN
samples at different
temperature, the solid points
represent the carrier mobility
and the hollow points
represent the carrier density. It
can be seen from the testing
results that, the mobility in
temperature is as high as
1005 cm2/V s, the mobility of
carriers is 1.1 � 1016cm−3
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[145]. Generally speaking, the Vegard theorem can be used to calculate the com-
ponent regardless of the relaxation or complete elastic states [151, 152] in epitaxial
layer. If there are partial relaxations in the AlGaN epitaxial layer, the epitaxial index
must be specified and then the Al component can be calculated. Using Rutherford
backscattering (RBS) to measure the Al component can avoid the influence caused
by strain and stain relaxation [153]. But measuring every sample with RBS is not
practical. So if the relaxation is known, then the component can be quickly cal-
culated from the X-ray diffraction results. On the other hand, the relationship
between relaxation and component is helpful for understanding material growth. In
the following section, the Al component was measured with RBS, and the lattice
parameters in AlxGa1−xN plate were measured accurately with a tricrystal X-ray
diffraction method. The relaxation index T was calculated, and the relationship
between relaxation state and component of AlGaN with a thickness of 570 nm was
confirmed [154].

To measure the strain of three-element complex with tricrystal X-ray diffraction,
the direct way is to measure the lattice parameters. But in the actual epitaxial films,
the lattice parameter at complete relaxation a0 must be constrained to confirm the
strain state. So the component should be calculated with the Vegard theorem. But
the Vegard theorem is limited to the strain. If the sample is in the double-axis strain
state, the component calculated by Vegard theorem using an axis lattice parameter
is larger and the component calculated is smaller when using the c axis lattice
parameter. If the relaxation of samples is an elastic process, then it can be solved
using the equations below.

Let the lattice parameters of the complete relax state AlxGa1−xN be a0 and c0,
and the measured value is a and c, then:

a0 � a
a0

� �

� c0
c0 � c

� �

¼ C33

2C13

aAlNþ 1� xð ÞaGaN ¼ a0
cAlNþ 1� xð ÞcGaN ¼ c0

8

>

>

>

<

>

>

>

:

ð4:17Þ

Among them, C33 and C13 are the elastic constants of AlxGa1−xN, and can be
calculated from the elasticity of GaN and AlN by linear interpolation. As there are
great differences between the elastic constants of GaN and AlN [155], the com-
ponent calculated in this way also have some fluctuation.

The AlxGa1−xN material investigated is grown by MOCVD on a GaN epitaxial
layer. The component of Al changes from 0.22 to 1. At first, the component of each
sample was measured by RBS. Sample D is AlN grown on GaN directly, so it is not
measured by RBS. Figure 4.56a–c show the RBS random spectra and channel
spectra of samples A, B, and C. The labels of Ga, Al, and N represent the He+

energy scatted by Ga, Al, and N atoms at the surface. The Al component of A, B,
and C is simulated by random spectra of 0.22, 0.27, and 0.42, respectively. The
thickness of AlxGa1−xN and GaN is 570 and 600 nm. The minimum yields obtained
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from the Ga atoms’ 〈0001〉 channels are listed at Table 4.5. The results shows that,
the crystal quality of A and B is better than C.

Here x/2h scanning of (0002) and (0004) were used to calculate the lattice
parameter c, and the diffraction of (10-12) and (20-24) face were used to calculate
the lattice parameter a [156]. Figure 4.57a, b show a typical TAXRD curve (simple
A) of the measured lattice parameter. The diffractions of GaN and AlGaN separate
clearly with each other. Every low level diffraction peak is narrow and sharp (the
peaks of other samples are similar). This fact indicates that the quality of the
epitaxial layer is good. The lattice parameters of AlxGa1−xN and GaN are calculated
and listed in Table 4.5. It can be seen that all the GaN layers are in the state of strain
compared with the body material. Also shown in the table are the density of edge
dislocations and helical dislocations calculated from the half-height width of
bicrystals scanned at (0002) and (10-12). Figure 4.58 shows the (0004) triaxial
crystal x/2h scan. The curve of D is not listed because D had many surface cracks
which may influence the shape of diffraction. It can be seen from the figure that all
the diffraction peaks are asymmetric, and they are different from each other. The
tails of A and B are at the left side of the diffraction peak, while the tail of C is at the
right side. Furthermore, the tail at A is higher and longer that the tail of B.

The relaxation of extension R can be calculated with the formula (4.18) below:

R ¼ as � a
as � a0

ð4:18Þ

Fig. 4.57 a and b, A typical TAXRD curve (simple A) of measuring lattice parameters
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In the formula, as and a0 are the inner plane lattice parameters of substrate GaN
and complete relaxed AlxGa1−xN epitaxial layer and “a” is the measured value of
AlxGa1−xN. Figure 4.59 shows the changing of R with the Al component. When the
component is less than 0.42, R increases linearly with the Al component and
reaches 70 % when the component is 0.42 and then changes slowly. When the
component is 1 (AlN), the epitaxial layer is totally relaxed.

It can be seen from Table 4.5 that, all the GaN substrates are at strain state. As
the lattice parameters become small, the lattice mismatch between GaN and AlGaN
decreases, and the critical thickness of AlGaN increases. It is known by extrapo-
lation that the AlxGa1−xN epitaxial layer with Al component of 0.16 and with a
thickness of 570 nm can be coherently grown on the GaN layer. Combining
Fig. 4.59 and Table 4.5, it can be seen that R increases with the increase intensity of
edge dislocations. It indicates that the edge dislocations (including the edge com-
ponent in mixed dislocations) play an important role in the strain relaxation of
AlxGa1−xN. In sample D, the cracks at the surface also have great importance on
releasing the strain in addition to the dislocations.

During the growth of AlxGa1−xN, there may be a very thin component AlGaN
transition layer between GaN and AlxGa1−xN. The heterogeneity of the Al

Table 4.5 The structure features of AlxGa1−xNepitaxial layer and the lattice parameters of GaN
substrate

Samples aAlGaN (Å) cAlGaN (Å) aGaN (Å) vmin (%) Helical dislocations
(108 cm−2)

Edge dislocations
(108cm−2)

A 3.179 5.141 3.180 1.7 2.3 73.2

B 3.179 5.134 3.183 1.6 2.9 78.0

C 3.165 5.138 3.182 2.7 4.2 104.8

D 3.113 4.983 3.182 – 3.5 125.2

Fig. 4.58 The (0040) triaxle
crystal x/2h scan of simple A,
B and C
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component may cause the asymmetry of x/2h diffraction peak and form the tail.
But in this experiment, as the Al component increases, the tail goes from the left to
right of the diffraction gradually, so perhaps there is another mechanism that should
be taken into account. It can be seen from Fig. 4.59 that the differences of relax-
ation is one reason that causes asymmetrical diffraction. When the AlxGa1−xN
coherency grows on GaN, it is in a state of tensile strain. The lattice parameter c is
less than the relaxed material. So the distance between the GaN and AlxGa1−xN
(0004) diffraction peaks is greater than that of relaxed material. As the relaxation
increases, the lattice parameter c of the relaxed AlxGa1−xN increases, which causes
the (0004) diffraction peak asymmetry and the tail is at left side of the peak. As the
relaxation increases, the proportion of relaxed AlGaN increases. That causes the tail
to move from left to right, as shown in Fig. 4.58. So we can consider that, when
R = 50 %, (0004) the peak is symmetric. The cracks in sample D are caused by the
greater lattice mismatch between GaN and AlN.

Even if the relaxation is gradual, most of the relaxation is at a very thin layer
near the GaN and AlxGa1−xN interface. In other locations, the relaxation index
R changes little. This can be seen from Fig. 4.57. Even though there is a small tail at
(0002) and (0004) diffraction peaks, the main peak is narrow and strong, indicating
that most of the epitaxial layer is uniform. So the relaxation index we determined
still reflects the state of relaxation state of the AlxGa1−xN epitaxial layer.

The results above show that, when the component is less than 0.42, the relax-
ation of AlxGa1−xN increases linearly with the increase of component, and reached
70 % when the component is 0.42. The relaxation increases slowly when the
component is greater than 0.42 and is totally relaxed when the component is 1. The
changes of relaxation cause the asymmetry and shape changes of (0004) x/2h scan
peak. In this experiment, since GaN is in a state of stress strain, the mismatches
between the AlxGa1−xN and GaN substrate decrease. This allows the AlxGa1−xN
with same thickness and high Al component (or same component and greater
thickness) to grow coherently.

Fig. 4.59 The relaxation
R changes with the Al
component
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4.4.3 Uniformity of AlGaN with High Al Component

Uniformly varying alloy semiconductor material can lead to nonuniform spatial
distribution of band gap, and thus will affect the optical and electrical properties of
materials, so research of the uniformity of ternary nitride material is of great sig-
nificance. There have been some achievements on AlGaN with high Al component
[100, 101], and here investigation of uniformity of AlGaN with high Al component
is discussed as follows [102].

An AlGaN sample is prepared by MOCVD growth, and the process is as follows:
First, an AIN buffer layer is grown at a low temperature, and then an AlN epitaxial
layer is grown at a high temperature, finally AlGaN epitaxial layers with Al con-
stituent about 40 % are formed. Figure 4.60a is a double-crystal x scan of the
sample. It can be seen that there is a stretch on the right side of the diffraction peak,
which could be Gauss fitted for two peaks. There are two possible reasons: one is
probably that there is a two-layer AlGaN with different strain states [242], and
another is that the component of AlGaN is nonuniform. So as to distinguish between
these two cases, we use low temperature (6 K) spatially resolved CL to analysis the
sample. First, we made a wide range spectrum of the sample as shown in Fig. 4.60b.
There is also a stretch in the spectral line on the low-energy side, which could be
fitted by two Gaussian peaks. In order to offer an explanation to the origin of these
two peaks, we made a CL image using the two peak energy as shown in Fig. 4.61.
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Fig. 4.60 XRD rocking curve of AlGaN (a) and the CL spectrum (b)

Fig. 4.61 SEM image of the sample (a) and CL image of photon energy corresponding to
different regions (b) 4.42 eV; (c) 4.12 eV
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Figure 4.61a is the SEM image of the AlGaN sample with a hexagonal-island
surface. Figure 4.61b, c are CL images of 4.42 and 4.12 eV respectively at the same
position of Fig. 4.61a. Figure 4.61b is composed of pieces of bright regions which
are separated by a black border. If the region surrounded by the black border is
considered a domain and the black border considered to be a domain boundary, we
could find that every domain corresponds to a hexagonal island in Fig. 4.61a, which
is just slightly larger than the size of the island. A hexagonal step that is barely able
to be seen within the domain is shown in the SEM image. But there are a large
number of black dots in the middle and above the steps of the domain, which could
be seen in the same position corresponding to Fig. 4.61c. These black dots could be
due to dislocations or defects. In addition, the other places are complemental in
light and shade except for the black dots shown in Fig. 4.61b, c, which indicates
that the AlGaN material used in the experiment is composed of two different Al
components except the region of defects.

Furthermore, we use a CL line scan to analyze the distribution of the compo-
nents in the horizontal direction. As the white line shows in Fig. 4.62a, we scan
every 200 nm along the line from left to right and obtain the spectral data in
Fig. 4.62b. It can be concluded from the series of measured spectral curves that the
peak energy emitted from the island is larger than that between the islands, and the
luminous intensity of the island is stronger than the mesa. Luminous intensity links
directly to the component, which indicates that Al component of the islands is
higher than that of between the islands. While luminous intensity is closely related
to defects, a stronger luminous intensity of an island is because of the presence of
defects between the islands leading to non-luminescence and decreasing of the
emission intensity. Usually in the process of merging, many dislocations will
generate at the boundary of the island to release a large amount of stress.

Fig. 4.62 a SEM image of the sample, b CL Spectrum along the white line of Fig. 4.63a from left
to right
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Nonuniformity of the components can be divided into horizontal and vertical
directions. Figures 4.61 and 4.62 have shown component unevenness of AlGaN
materials in the horizontal direction. In order to study uniformity of the constituent
in the vertical direction (the material growth direction), a cross-sectional image was
taken of the AlGaN samples with different energy and at an oblique angle between
the cross section and electron beam to collect the information from both the surface
and the cross section. Figure 4.63a is a cross-sectional SEM photograph of the
sample, while Fig. 4.63b, c are respectively at 4.42 and 3.75 eV, and Fig. 4.63d is
an enlarged partial area of Fig. 4.63b. Corresponding to the image of the structure
of the material and the thickness of each layer, we find that Fig. 4.63b is a view
corresponding to the AlGaN epitaxial layer, and Fig. 4.63c is the interface between
the AlN layer and AlGaN. First, we can see from Fig. 4.63b that the luminous
intensity of AlGaN in the longitudinal layer is relatively uniform, indicating that the
Al components are uniform in the longitudinal direction. From a further lateral
view, it shows that the light-emitting region of the AlGaN layer is composed of
configurations with columnar structure. While the columnar boundaries are black,
indicating a relatively low component or more defects in the columnar boundaries.

Considering the component unevenness of AlGaN from the growth mechanism,
it is clear to see from Fig. 4.63d a completely columnar growth of AlGaN, with the
columnar size about 1–2 lm. From the surface topography of Fig. 4.63a, the
sample surface is composed of hexagonal layered islands as well as some border

Fig. 4.63 Samples section of energy-selection CL images a Cross-sectional view of SEM, b,
c CL images of 4.42 and 3.75 eV respectively d Enlarged view of (b)

336 4 AlGaN Epitaxial Technology



strip pits. In conjunction with Fig. 4.61, the size of domain boundary in the CL
image is larger than that of the islands in the SEM image, indicating an island
growth process of AlGaN. As the growth continues, the size of the islands reduces
but the components remain unchanged. As we can see from Fig. 4.64, a possible
growth of AlGaN can be inferred from these patterns. A low-temperature AlN
buffer layer is grown on the sapphire substrate and nucleation begins (Fig. 4.64a).
Following the annealing process, the nucleation centers begin to grow and the
nucleation density decreases, and gradually they begin to merge (Fig. 4.64b). Then
the growth begins to be quasi-two-dimensional (Fig. 4.64c). However, due to the
low migration rate of Al atoms in the surface, the subsequent growth of AlN layer
changes to a three-dimensional model gradually. And the surface begins to show a
large number of islands with a relatively large size (Fig. 4.64d). When an AlN layer
is subsequently grown on the AlGaN epitaxial layer, the reflectivity of in situ
monitoring curve increases due to the consolidation process of the large islands
(Fig. 4.64e), and then columnar growth begins. The non-uniformity of the Al
component should begin with the merger of the big islands. Prior to the growth of
AlGaN, the surface is composed of many islands, and when Al atoms and Ga atoms
fall on the surface, due to a larger ratio of surface migration of the Ga atom than Al
atom, Ga atoms migrate more easily than Al atoms to the island border. Due to the
lower rate of surface migration, most of the Al atoms could not find a location with
suitable energy and piled on top of the island, showing columnar growth
(Fig. 4.64f), thus causing uneven components and columnar of the light-emitting
region of AlGaN layer.

A low-energy light-emitting layer appears in Fig. 4.63c, for several reasons: one
is that this is part of the AlGaN and AlN interface, due to the large lattice mismatch
between the two, misfit dislocations also occur at the interface. Dislocations in the
lower buffer layer penetrate to the top. These dislocations will not only reduce the
emission intensity, but may also affect the incorporation of Al atoms. Another
reason may be that before the growth of AlGaN epitaxial layer, due to a very low
surface migration rate of Al atoms, the high-temperature AlN layer surface is very
rough, leaving many hexagonal islands. When growth begins, Ga atoms fill faster to
the island border, leading to a lower Al content of AlGaN layer on the interface. It
was found that this phenomenon may be the result of interaction between the two.
What can also be seen from the above results is that component uniformity of
AlGaN material grown on the AlN layer is much better and more suitable for the
preparation of the device, compared to the AlGaN material on a low-temperature
GaN buffer layer [157].

4.4.4 Oxidation of AlGaN Materials

Oxidation of nitride on the surface has a very important influence for surface
treatment and preparation of the device. It will cause the carrier recombination via
surface states and will create anomalies in the device caused by the Fermi level
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pinning at the surface. There are many reports for the oxidation of GaN materials
[158, 159], but few for AlGaN ternary alloy material [160]. Easily oxidized Al has a
greater influence on the surface characteristics of the AlGaN material and the
subsequent device performance compared to GaN. The oxidation properties of
AlGaN materials are described in the following. [161].

Two AlGaN samples were prepared with different Al components on the GaN
layer, and the thickness is about 400 nm. The Al components of samples A and B
were 8 and 12 %, respectively. First, a small piece of AlGaN sample was cut to test
for surface O content using XPS, then photoluminescence testing for the two
samples and atomic force microscopy (AFM) was used to observe the surface. After
that, the samples were placed in air for photoluminescence test and atomic force
microscopy observation every ten days. Finally, XPS, photoluminescence and
atomic force microscopy were used to test the samples after forty days.

First, the optical properties of AlGaN materials were investigated. The results of
the photoluminescence of the samples obtained have been listed in Fig. 4.65. The
illustration in Fig. 4.65 is one PL spectra with three peaks. They are the GaN
emission peak, the AlGaN emission peak and the laser peak respectively from the
long wave to short wave. The measured AlGaN peak is normalized by the peak
intensity of GaN, and then it was found by linear fitting that the AlGaN sample
emission intensity decreases with time in the air, and luminous intensity reduces for
samples with a high Al component.

AFM surface topography was used to test the sample, and determine the trend
for surface topography of the two samples as a function of air exposure time. Only
the morphology of sample A is selected to be explained. Figure 4.66a–d are photos
of the surface topography test as a function of the time when sample A was grown
and placed immediately in air and every ten days, respectively. The surface
topography of the grown sample is smooth with a step flow. While there are many
irregular spots in the stepped surface of the table placed in the air for ten days and

(f) 
(e)

(d)
(c)

(b) (a) 

Fig. 4.64 A possible AlGaN growth pattern
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the surface becoming rougher, no phenomenon was observed at the step gully.
After twenty days placed in the air, irregular spots of the surface disappear almost
entirely, and step flow on the surface topography was also blurred, although the
surface roughness is smaller. Figure 4.66d is surface topography for the sample
placed in the air after thirty days. The surface undertook a relatively large change,
as is characterized in the steps of the flow, but the surface roughness becomes large.
The results of the surface roughness of the samples are listed in Fig. 4.67. The trend
for surface roughness of the two samples is the same, with both becoming rougher
when placed in the air at the beginning, then a decrease of roughness, then rougher
again to a certain extent.

The chemical property for the surface of AlGaN is also studied. Photoelectron
spectroscopy (XPS) is a convenient means of surface measurements and can detect
the surface chemical component, constituents, band bending, etc. For better com-
parison, an AlGaN sample C (identical to the growth conditions of A) was placed in
a vacuum cavity of XPS test with samples A, B. There is a time of 10 h for sample
C to finish native oxiding. The main consideration is the sample surface oxidation,
and therefore sample surface were tested with energy level of Al 2p, O 1s, Ga 2p, N
1s. The specific data is shown in Fig. 4.68. For the energy level of Al 2p, binding
energy of sample B is 73.15, and 73.4 eV for sample A, however 73.6 eV for
sample C. Normal binding energy of Al–O is 72.9 and 74.4 eV for Al–N. It can be
clearly seen in photoelectron spectroscopy that the Al–N moves to Al–O. The same
phenomenon was observed in the curve of Ga 2p and N 1s energy level. Moreover,
when it comes to the curves of the O 1s energy level, the peak intensity of sample C
is very weak, while those of the other two samples are relatively strong.
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Fig. 4.66 AFM photographs of AlGaN sample placed in air with different times
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A conclusion that can be drawn from these phenomena is that the surface of AlGaN
material placed in the air is covered with a layer of oxide film, and oxidation of
AlGaN will be severe with a longer air exposure time.

After a closer observation of samples A and B, it is found that they have different
binding energy positions. Chemical shift of the sample with high Al content is more
obvious, which means a more serious degree of oxidation of the sample with high
Al content. According to formula (4.19), the approximate relative O content of the
sample surface could be calculated.

Ci ¼
Ii=ai

Pn
i
Ii=ai

ð4:19Þ

Here Ci is the percentage of element i, and Ii is the photoelectron spectroscopy
intensity of element i, and ai is the sensitivity factor of elements. Calculated by the
above formula, the O content of sample A surface is about 10.9 %, and 11.4 % for
the surface of sample B. This value explains that the degree of oxidation of sample
B is more serious than that of sample A.

Combined with the XPS results, the time-dependent nature of the PL results in
air is clearly understood. The degree of surface oxidation of the sample placed in
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Fig. 4.68 XPS test of AlGaN sample before and after placed in the air. a Al 2p, b N 1s, c O 1s,
d Ga 2p
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the air increases with the length of time and increases the intensity of the emission
peak of the impurity, and the intensity of the band-edge emission peaks decrease.
Due to the Al component of sample B being higher than that of sample A, the
degree of oxidation becomes more severe and band-edge emission intensity
decreases faster. This also gives an explanation of changes in surface topography
and roughness. Because Al atoms have a lower surface migration rate than that of
Ga atoms, the Al content of the surface step flow at the stairs is higher than that of
the gully between steps. At the beginning of exposure, the degree of oxidation
above steps is faster than that of the gully when placed in the air. The Fig. 4.66b
shows that irregular top spots appear on the top of stairs, while the gully department
does not change significantly and the surface roughness degree will increase at the
same time and, when it has been placed in air for a long time, the ravines
department also begins to be oxidized. When the degree of oxidation of the top has
reached saturation, the typical surface topography will be smeared out. The surface
roughness becomes slightly smooth, and finally when the oxidation rate at the top
of the steps and gully is almost same, the surface morphology becomes what is
shown in Fig. 4.66d.

The above results show that AlGaN material is easily oxidized in the air, and
oxidation has a significant impact on the optical properties and surface chemistry of
material surface. This is not conducive to the subsequent device fabrication, so
necessary measures to prevent oxidation must be taken in the process of preparing
AlGaN devices.

4.5 Summary

An investigation of the device structures of back-illuminated solar-blind GaN-based
ultraviolet detectors and MOCVD epitaxial growth techniques of GaN, AlGaN
materials were introduced in this chapter. As a breakthrough for GaN-based
materials, the detailed explanations of the two-step epitaxial techniques were spe-
cially introduced. This chapter adopted the method of explaining epitaxial growth
technique gradually from the GaN to AlGaN. First, the basics of GaN materials, the
basic principles of MOCVD epitaxial growth technology and in situ monitoring
systems were introduced. Then AlGaN epitaxial technology, P-type doping of GaN,
integrated performance analysis of AlGaN material and so on were introduced. All
the contents can be summarized as follows:

The characteristics of MOCVD equipment and the basic process of MOCVD
epitaxial growth for GaN materials were briefly introduced. The optical monitoring
methods of MOCVD growth process were elaborated. A reasonable explanation
was given for the curve of in situ monitoring of MOCVD growth combined with the
specific growth process. Through analysis of the in situ monitoring curve of GaN,
growth rate, thickness of the epitaxial layer, the refractive index at high-temperature
growth of GaN and surface roughness of the growth process were all confirmed.
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MOCVD in situ monitoring system is a useful tool for the understanding of the
process and mechanism of epitaxial growth in-depth.

The two-step technique of MOCVD growth of GaN material was investigated.
Using a near-vertical laser reflecting in situ monitoring system, the impact of
growth parameters of a low-temperature buffer layer on the traditional two-step
method was systematically studied; also a microscopic analysis of GaN growth
process was conducted. It is found that the rough and low nucleation density surface
after the buffer layer annealing is most suitable for growing a high-quality GaN
epitaxial layer. Reasonable explanations were made for improving the crystal
quality of GaN as the chamber pressure for the buffer layer growth increases. GaN
and AlGaN growth mechanism on the GaN buffer layer were compared.

Analysis of the growth process and mechanisms for GaN epitaxial layers grown
on low-temperature AlN buffer layer was made. It was found that a larger grain size
and smaller nucleation density in the low-temperature AlN buffer layer is of great
importance for the growth of high-temperature GaN epitaxial layer. It is also found
that reductions of the pressure in the reaction chamber and the flow rate of NH3 tend
to reduce pre-reaction and achieve a high Al component AlGaN material. There are
further studies for epitaxial growth techniques of AlGaN material on the AlN buffer
layer. It is noticed that a small amount of In-doping and a superlattice structure for
the inserted layer in growth process will help to improve the quality of AlGaN
material. Also GaN P-type doping techniques were introduced.

Synthesized performance of the GaN, AlGaN material was studied. It was found
that the introduction of acceptor by edge dislocations in GaN material not only
enhances the luminous intensity of yellow defects, but also affects mobility. Al
component and strain state of AlGaN materials were measured, and there is a larger
relaxation in the case of a relatively high Al component. Possible mechanisms were
explained for the nonuniformity of the Al component in AlGaN material, also a
significant impact on the optical properties and surface chemistry of AlGaN surface
oxidation was found, so that necessary measures to prevent oxidation in the
preparation of AlGaN device process have to be taken.
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Chapter 5
HgCdTe Detector Chip Technology

5.1 Introduction

As a pseudobinary system material with the characteristics of adjustable band gap,
high optical absorption coefficient, long carrier lifetime, high electron mobility, etc.
[1], HgCdTe has always been the preferred material for fabricating infrared
detectors for many years. As the requirements of the infrared systems on the
detector performances increase continuously, the HgCdTe detector technology
has become significant. From single-element, multielement photoconductive/
photovoltaic devices to long linear array scanning focal plane arrays (FPAs) and
large-scale staring FPAs, the detector scale has been enlarged constantly (at present,
the largest scale of medium wave infrared (MWIR) detectors is 4 K � 4 K) [2]
with pixel size decreasing (currently, the minimum size is 15 lm [1]), and the
corresponding chip-making technology has been improved greatly. The classical
chip architectures of HgCdTe detectors include ion-implanted planar junction
detector [1] and ion-etching loophole junction detector [2]. The wet chemistry
treatment technique, photolithography technique, passivation film growth tech-
nique, ohmic contact technique, indium bump preparation technique, and flip chip
bonding technique have been developed and applied successfully in the develop-
ment of HgCdTe detectors.

As mentioned in Chap. 1, the advanced imaging FPA detection technology
requires higher spatial resolution and better capability of target recognition.
Therefore, the advanced infrared FPA system chips are the intelligent imaging
devices that can detect spectral signals on multiple bands simultaneously. The
multiple-band detection of infrared spectra is achieved structurally through the
vertical integration of multilayer HgCdTe films [2–5]. It can realize the full spatial
synchronization of dual-band detection, while a novel direction is applied for the
precise acquisition of target signals, thereby improving the capability of target
recognition. Furthermore, these highly integrated two-color FPAs can greatly reduce
the difficulties associated with the optics and cryogenics of infrared/photoelectric
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two-color detector systems, reduce the size, weight, and cost of system, and improve
the system reliability. In the chip architecture, the photoelectric conversion of
incident infrared signals from different bands should be accomplished in corre-
sponding to HgCdTe films, and the electrical signals could output separately. Thus,
the chip architectures are quite different from the planar structure of classical IR
chips [2, 3]. The fabrication of advanced IR FPA system chips raises new challenges
to IR chip processing technologies [2–5]. Additionally, for advanced IR FPA system
chips, Si-based HgCdTe materials are applied to achieve very-large-scale IR
imaging detection, whereas the chip processing problems, caused by the lattice and
thermal mismatches between silicon and HgCdTe, present new challenges for the
chip fabrication process.

In this chapter, according to the technological features of advanced IR FPA
system chips, the processing principles and methods of HgCdTe multiband chips
with deep mesa structure and vertical integration are introduced. Also, the features
and processing methods of Si-based HgCdTe chips are presented.

In Sect. 5.2, the chip techniques of micro-mesa detectors fabricated by HgCdTe
multilayer materials are presented, including dry etching, passivation, electrode
lead-out, photolithography, and indium bump interconnection for a HgCdTe deep
micro-mesa array.

In the first part of Sect. 5.2.1, the purpose of deep micro-mesa isolation is
introduced, and the main characterization parameters of etching HgCdTe are
demonstrated. Also, different methods of etching HgCdTe are discussed comparing
advantages and disadvantages among them. The micro-mesa array of HgCdTe
multilayer materials is achieved by low-damage etching that accurately transfers the
mask patterns to HgCdTe materials. The key to this process is to form the deep
micro-mesa array with fine surface morphology by the anisotropic etching process
with low or no damage on HgCdTe utilizing low-energy plasma. The inductively
coupled plasma (ICP) etching technique, which can avoid the limitation that the
etching energy and plasma density cannot be controlled independently in traditional
reactive ion etch (RIE), is one of the high density plasma (HDP) techniques. The
HDP-ICP technique is quite suitable for the low-damage etching of HgCdTe
materials [2]. In the second part of Sect. 5.2.1, the ICP etching process of HgCdTe
and the influences of different etching conditions on chips are presented. Moreover,
the optimal methods of etching mask are discussed, and the mask technique with
the etching selection ratio higher than 20:1 is introduced [2–4]; The microcosmic
processes under different chamber pressures and gas proportions are further ana-
lyzed [6–10] by X-ray photoelectron spectroscopy (XPS) analysis and scanning
electron microscopy (SEM) observation of the etching surface microzone under
different technological conditions and the reaction mechanism of ICP etching
HgCdTe is explained preliminarily [2–5, 7]. For loading effect and aspect ratio
dependence effect (ARDE) in deep micro-mesa etching and the resulting uniformity
problems [2, 3], the critical dimension that the etching delay effect causes is
investigated according to the loading effect curves of ICP etching HgCdTe [2, 3, 6,
7, 11]. Based on the experimental results, such as the process gas proportions, RF
power, ICP power, and operating pressure, the control methods of the
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interconversion between physical etching and chemical etching are analyzed [2].
The etching techniques used to provide a clean and smooth surface, good profile,
high etching rate, and low induced damage are presented [2, 3, 6, 7] by investi-
gating the reasonable balance between etching rate, etching profile (including
etching surface), and etching damage The suppression and recovery of etching
damage in a HgCdTe micro-mesa array has become a research hotspot and chal-
lenge [2–5, 11]. In the third part of Sect. 5.2.1, the evaluation methods of sample
damage are discussed, and the corresponding experimental results of LBIC,
I–V test, differential Hall test, etc., are analyzed. In view of the experimental results
based on the relativity between the technological parameters (e.g., RF power,
etching time, process gas and mask) and etching induced damage, the mechanism
of induced damage by ICP dry etching in HgCdTe is demonstrated. Additionally,
for the problems that dry etching causes weak damage layer, the recovery methods
and technologies of etching damage are introduced. The photolithography, surface
passivation, and climbing metallization should be carried out [2–4] after
zero-damage formation of deep micro-mesa array. However, the concave–convex
surface of mesa arrays brings new challenges to whirl coating, exposure, and
developing of photolithography. In Sect. 5.2.2, the photolithographic process for
fabricating a deep micro-mesa array is introduced combining the selection of
photoresist, redundancy design of device size, and optimization of photolitho-
graphic condition.

Surface passivation is an important technological method for reducing surface
leakage current and improving device stability [2–5]. On the formation of deep
micro-mesa array, it is necessary to passivate the sidewall of p-n junction.
Therefore, in order to satisfy the demands of preparing high-performance chips,
sidewall passivation techniques must be improved, and the sidewall passivation
technologies are presented in this section. In Sects. 5.2.4 and 5.2.5, the climbing
metallization and hybridized interconnection are introduced, and the compatibility
of these technologies is analyzed in detail.

In Sect. 5.3, the two-color micro-mesa chips are introduced, and the practical
chip architectures for multiband IR detection are analyzed. Based on the experi-
mental results of deep micro-mesa isolation and dry damage suppression/recovery,
the processing techniques, including photolithography, sidewall passivation, met-
allization, indium bump growth, and hybridized interconnection, are given for a
HgCdTe IR micro-mesa array chip. Accordingly, the experimental results of pro-
totype chip are provided for verifying these key technologies.

Utilizing silicon as an alternative substrate in the HgCdTe chip technology is one
of the key technologies for the third-generation FPAs. Silicon substrate has many
advantages, such as large dimension, high mechanical strength, low cost, and good
thermal matching with ROIC. It makes Si-based HgCdTe epitaxial material become
an effective way to break through the limits of size and cost of CdZnTe substrates
and improve the reliability of large-scale FPAs. The research results indicate that
the HgCdTe FPA techniques based on silicon substrates are imperative to satisfy
the demands of large-scale FPAs and potential IR imaging devices in the future.
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In Sect. 5.4, the structural features and stress analysis of Si-based HgCdTe FPAs
are demonstrated in detail, and the low-damage processing technologies of 3-in.
Si-based HgCdTe chips are presented.

5.2 HgCdTe Detector Chip Processing Technologies

The advanced FPA chips are achieved by the indium bump hybridized interconnec-
tion of HgCdTemultiband photoelectric detector array and matched multiband ROIC
[5, 6, 12–15]. The multiband IR detector chips are realized by employing micro-mesa
processing technologies for small pixels, utilizingHgCdTe two-colormaterials grown
by molecular beam epitaxy (MBE) or metalorganic vapor phase epitaxy (MOVPE)
and in situ doping technique. Here, the micro-mesa processing technology is defined
as the etching formation using high depth-to-width ratio trenches to isolate a small
micro-mesa pixel array, as well as the subsequent dielectric passivation and climbing
metallization on the concave–convex surface of detector chip [6, 14–18].

The multiband HgCdTe micro-mesa processing technologies, similar to the
mature and popular micromechanical machining technologies, are involved in pho-
tolithography, ion implantation, etching, film growth, metallization, etc. However,
due to the disadvantages of weak Hg–Te bonds, worse stability, and low mechanical
strength in HgCdTe materials, the micro-mesa processing of HgCdTe is obviously
different from the conventional microelectronic processing and micromechanical
machining. Thus, in the presentation of small pixel isolation on micro-mesa array
chip, photolithography on concave–convex surface, sidewall passivation and
climbing metallization of deep trenches involved in micro-mesa processing tech-
nologies, the specificities of these technologies will be demonstrated emphatically,
and their differences from conventional semiconductor technologies will be analyzed.

5.2.1 Isolation Technology of HgCdTe Micro-Mesa Array

HgCdTe micro-mesa array isolation technology is employed to separate HgCdTe
multilayer heterojunction materials into individual micro-mesa structures, in order
to isolate the in situ doped p-n junction and keep the connection of a common zone.
For the new generation of HgCdTe IR FPA chips, e.g., two-color, multicolor,
heterojunction long wave devices and avalanche photodiode (APD), an individual
pixel can contain one, two, or more in situ doped p-n heterojunctions, which should
be isolated by micro-mesa array isolation technology. Figure 5.1 shows the profile
structure diagram of n+-p3-p2-p1-n+ HgCdTe two-color detector array chip [6, 12,
13, 19, 20]. As shown in Fig. 5.1, the in situ doped p1-n+ junctions within
micro-mesa array are isolated completely by deep trenches. Meanwhile, the com-
mon zones of n+ layer are still connected to ensure the electrical contact between
isolated pixel array and common electrode.
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1. Main Characterization Parameters and Methods of Etching HgCdTe

(1) Characterization parameters of etching HgCdTe [2, 6, 7, 11]

A technology for precise control of isolation trench depth for micro-mesa array
isolation is required to satisfy the requirement of in situ doped p-n junction isolation
and common zone connection. Furthermore, to ensure high duty cycle of the
micro-mesa array after isolation, it is also necessary that the isolation trenches have
high depth-to-width ratio. On the other hand, the characteristics of weak Hg–Te
bonds and low technological damage threshold in HgCdTe materials should be
taken into consideration Physical or electrical damages should not be introduced
into the detailed technological process, so as to ensure that the pixels have normal
photoelectric characteristics after isolation [6, 7, 11, 12, 15].

Considering semiconductor fabricating techniques, the etching process isolating
micro-mesa pixels involves many technical parameters, such as etching rate,
etching profile, etching deviation, selectivity ratio, uniformity, residues, polymers,
damage induced by plasma, surface roughness, etc. These parameters are directly
related to the quality of the etching process of isolation trenches. So the technical
parameters of the etching process will be demonstrated as follows, especially the
most important technical parameters [2, 7, 21].

a. Etching rate

The etching rate is defined as the rate of removing HgCdTe material from the
surface in the etching process, using nm/min as a unit [21–23]. The depth of the
etching opening is called mesa height. Considering the demands of high yield, short
fabrication period, and equipment efficiency, the etching rate is expected normally
to be high, so it is an important parameter in the monolithic technology. The etching
rate is determined by technologies and equipments, e.g., etching material, structure

Fig. 5.1 Profile structure diagram of HgCdTe two-color detector array chip
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configuration of etching machine, etching gas, and technological parameter setting.
The etching rate can be calculated as

Etching rate = DT=t nm=minð Þ;

where DT is the thickness of removed material (nm), t is the elapsed time of etching
(min).

Usually, the etching rate is proportional to the concentration of etchant. In
addition, the etching rates between different zones and batches could be influenced
by total area of etching zone, dimension of etching opening, surface status of
etching zone, Cd component, etc., even if the identical etching processes are carried
out on the same etching machine. Table 5.1 shows the factors influencing etching
rates in specified etching processes and the related phenomena and effects. These
influence factors and the related effects interact and determine etching rate together.
The effective terminal test is very important for the precise control of the isolation
trench depth in the HgCdTe micro-mesa array etching process.

b. Etching profile

The etching profile is defined as the sidewall profile of etching zone [10, 21, 24].
There are two kinds of basic etching profiles: isotropic and anisotropic. The

Table 5.1 Influence factors of etching rates in specified etching processes and related phenomena
and effects [11, 22]

Influence factor Related phenomena Related effects

Total area of
etching zone

The larger the total area of etching
zone, the more etchant it will
consume, which makes the etching
rate slower; in contrast, the etching
rate will become faster

Loading effect: large area etching
could consume more etchant

Pattern size of
etching zone

If the pattern size of etching zone
is quite small, the etchant cannot
get into etching zone easily and the
etching product cannot leave
etching zone rapidly, which makes
the etching rate slower; in contrast,
the etching rate tends to be normal

Aspect ratio dependence etching
(ARDE), also called microloading
effect

Surface status
and trench depth
of etching zone

With increasing etching time, more
and more polymer product in
etching zone will hinder the
subsequent etching; meanwhile,
with the increase of etching, the
trench depth of etching zone
increases constantly, which makes
the etching rate slower

Time nonlinearity of etching rate:
the etching rate becomes slower
and slower in the course of time

Cd component
x of Hg1−xCdxTe
material

Closely related to the detailed
etching process. Usually, the
higher the component x is, the
slower the etching rate becomes

Vertical nonlinearity: the new
generation of HgCdTe detectors
employ the heterojunction of the
vertical component
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isotropic etching is defined as etching in all directions (transversal and vertical) that
is carried out at the same rate. It results in the undercutting of etching materials
beneath the mask, which could bring the undesirable linewidth loss. In substance,
the wet chemical etching is isotropic. The anisotropic etching can be classified into
moderately anisotropic (small sidewall angle) and highly anisotropic (vertical
sidewall). The anisotropic etchings are mostly achieved by plasma etching, and they
will not bring the undesirable linewidth loss mainly.

In order to satisfy the demand of high duty cycle of a micro-mesa pixel and
complicated functional structure fabrication on the micro-mesa, the isolating tren-
ches should have high aspect ratio (AR), i.e., the etching process is required to have
good anisotropy. It demands that the etching is carried out only in the direction
vertical to HgCdTe surface and the transversal etching is suppressed. It is easier to
acquire high AR etching profile by dry etching through smaller mask patterns [21].

However, for a high AR patterning opening, the etchant is difficult to enter,
while the reaction product is hard to come out. It will lead to obvious ARDE. In
order to solve the problem, it is expected that the plasma could be pushed into the
high AR opening directionally. If the ions in plasma are directional (vertical to
HgCdTe surface), the bottom of patterning opening should suffer bombardment
rather than the sidewall of the etching patterns. Hence, the technological parameters
need to be optimized constantly to force etchant into the high AR opening in the
condition for small undercutting.

c. Selectivity ratio

The selectivity ratio means the comparative difference of etching rate between
two materials under the same etching condition [10, 21, 24]. It is defined as the
etching rate ratio between etching material (HgCdTe) and another material (usually,
the mask). The high selectivity ratio means the etching is only carried out on the
material layer A which needs to be removed. For a high selectivity ratio etching
process A, the etching can stop at the proper depth. Both the electrical connection
layer C and photoresist or mask B are not etched. Commonly, the smaller the size of
patterns to be transferred, the thinner the thickness of photoresist is required to be.
Therefore, to ensure key dimension and profile control, the high selectivity ratio is
indispensable in advanced semiconductor etching process. Particularly, for
micro-mesa trench isolation, the selectivity ratio between HgCdTe etching and
mask material etching is required to be higher.

The selectivity ratio SR between etching material A and mask material B can be
calculated by

SR ¼ EA

EB
;

where EA is the etching rate of etching material, and EB is the etching rate of mask
material. If the selectivity ratio of an etching process, i.e., the SR, is small (e.g., 1:1),
it means the etching material and mask material are etched at the same rate; if the
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selectivity ratio SR of an etching process is large (e.g., 100:1), it indicates that the
etching rate of etching material is hundred times higher than the material not to be
etched.

d. Uniformity

The etching uniformity is a parameter judging the etching capability on one
HgCdTe chip, or one batch, or between batches. And the nonuniformity of the
etching rate can be calculated by the following equation [6, 10, 21, 25]:

Nonuniformity %ð Þ ¼ Rate maxium� Rate minimum
2 � Etching rate mean

� 100%

The uniformity of micro-mesa isolation etching for HgCdTe photoelectric pixels
is one of the critical ingredients ensuring the uniformity of chip performance.
However, the uniformity of the etching process is difficult to be acquired because of
the different densities of patterns on HgCdTe. For example, it is an extreme chal-
lenge to achieve good uniformity on the patterns of high density, large interval, and
high AR.

The reason why the uniformity is difficult to control is that the etching rate is
related to etching profile, pattern dimension, and pattern density. As shown in
Table 5.1, the etching rate could be lowered in small patterning openings, and the
etching may even stop on small high AR patterns. For instance, the etching rate of
micro-mesa isolating trenches with a high AR is lower than that for low AR
trenches, which is called ARDE or microloading effect [21, 23]. Because of the
small dimension of the etching zone, the etchant cannot enter the etching zone
easily and the products also cannot leave the etching zone rapidly, thereby making
the etching rate lower until it actually stops. In order to improve uniformity, the
ARDE on a HgCdTe surface during etching process must be reduced to a mini-
mum. At the same time, when designing the etching patterns of HgCdTe detector
chip, the dimensions and densities of etching patterns should be distributed
uniformly.

e. Residue

The etching residue is the unwanted material remaining on the HgCdTe surface
after etching [6, 10, 11, 21]. It usually covers the chamber inner wall or the bottom
of etching patterns. There are many reasons for the generation of residue, e.g., the
surface contamination before etching, improper proportion of chemical etchant
(e.g., etching rate is too high), the contamination in the chamber, and/or the
impurities distributed unevenly in the films. Etching residues have different names,
including long fine strip, shield, coronal, and grid. The long fine strips are fine
etching material residues not removed completely and have electrical activity,
which can cause undesirable short circuits between patterns. However, the etching
residues can be removed during the removal of photoresist or by wet chemical
etching currently.
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f. Polymer

During the etching process, some polymers could form by the combination of
etching products and carbon in photoresist or chemical etchants. It can cause the
internal components in the chamber of the equipment to be covered with polymers
[6, 10, 11], thus the chamber should be cleaned periodically to remove the polymers
and even the components that cannot be cleaned must be replaced. If deposited on
the chip, the polymer could hinder the further etching, and then the time nonlin-
earity effect of etching rate could become obvious and etching stagnation might
appear. It is undesirable for the technological researchers.

Sometimes, the formation of a polymer is intentional, which is to form a cor-
rosion resistant film on the sidewall of etching patterns thereby preventing
transversal etching. Because the polymer can prevent the sidewall from being
etched, the directionality of etching is enhanced. Therefore, highly anisotropic
patterns can form so that the good control of critical dimension of patterns could be
achieved [10, 21]. However, it is very difficult to realize in etching HgCdTe.

Accordingly, the etching process of micro-mesa isolation in HgCdTe detector
array demands the optimization of type, proportion, and physical etching effect of
etching gas, in order to realize the reasonable control of the balance between
deposition and desorption of polymer, so that the influence of polymer deposition
on etching process can be suppressed.

g. Plasma induced damage

In the process of etching, plasma-induced damages are formed easily on the
surface of HgCdTe etching zone due to the plasma containing ions, electrons, and
excited molecules [6, 7, 11]. The plasma-induced damage of HgCdTe material is
quite different from that of the other semiconductor materials, such as silicon or
GaAs. It contains not only the lattice damage caused by physical collision, but also
the electrical damage caused by physical collision and chemical etchant movement
[6, 7, 11]. This is directly related to the characteristics of HgCdTe material and the
etchant used in dry etching.

The formation of electrical damage is due to the distinctiveness of HgCdTe
material. That is, the Hg vacancy defects are p-type intrinsic dopants, while the Hg
interstitial defects are n-type intrinsic dopants. Therefore, the physical collision
between plasma and HgCdTe material can cause some Hg atoms to diffuse into the
material and then become Hg interstitial, thereby resulting in the transformation of
HgCdTe material from p-type to n-type after etching [7]. Etching of HgCdTe
material must be achieved by plasma based on methane/hydrogen gas in which
there are a large number of H atoms and H ions. Most of H atoms and ions could
react with the atoms on the surface of HgCdTe material and the formed volatile
compound can be removed from the surface of the etching zone and the chamber.
However, after reaching the HgCdTe surface, a small amount of hydrogen may
enter the material even into the deeper portions without reacting with the surface
atoms of HgCdTe material. It is well known that the electrical activity of hydrogen
is good, so the hydrogen could combine with the Hg interstitials, Hg vacancies, and
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other acceptor dopants. Accordingly, the electrical property of the material may
change, which leads to an increase in the thickness of the electrical damage layer
[6, 7, 11, 26].

For the dry etching process of HgCdTe micro-mesa pixels, the etching damage is
undesirable, especially the change of electrical property. Hence, the suppression
and recovery of electrical damage induced by dry etching attracts much attention in
micro-mesa isolation technologies.

h. Surface roughness [21]

The etching surface roughness is usually directly related to the energy of the
etching plasma and the concentration and proportion of etchant. If the etching
surface is too rough, the contact between the dielectric passive film and the surface
of micro-mesa isolating trenches could be influenced so that the dark current,
1/f noise, and detectivity of micro-mesa array chip are also affected [6, 7, 11].
Therefore, during the micro-mesa isolation etching, the plasma energy and etchant
concentration should be reduced to that just required to achieve a smooth surface.

(2) Main methods of etching HgCdTe

HgCdTe is a II-VI group compound semiconductor material, and its detection of
IR energy in different bands can be realized by adjusting the stoichiometric ratio of
Hg in the material [5, 19, 27]. Due to the weak Hg–Te bonds, the Hg in HgCdTe is
unstable and sensitive to external particle bombardment and temperature. Usually,
in the p-type zones in the device, when particles with a certain energy bombard the
material surface, some Hg bonds in the surface layer may be broken and the Hg
atoms displace forming a surface inversion [6, 7, 10, 11]. In addition, the Hg bonds
in the material can be broken at high temperatures so that some Hg atoms could
escape from material surface forming a surface inversion. In virtue of the distinc-
tiveness of HgCdTe material, the dry etching process must satisfy the demand of
ultralow damage to device. So low-damage etching is one of the key technologies
for the fabrication of HgCdTe detector chip.

At present, the IR detectors with novel structures, such as high density FPAs,
APDs, two-color and multicolor devices, are isolated by the high duty cycle tren-
ches with little damage on surface and sidewalls [6, 7, 28]. Accordingly, the etching
process is the precondition for achieving pixel isolation. If the material is damaged
and forms a surface inversion during the etching process, an inverse parasitic diode
will be produced in the surface layer of the pixel [6, 7, 11], resulting in the
degradation of device performance. Therefore, in order to ensure the device per-
formance of micro-mesa array, the etching damage induced by isolation etching
technology should be minimized [7, 29, 30]. Meanwhile, good etching morphology
should be acquired under the precondition of ultralow damage and low processing
temperature. The low damage dry etching technique of micro-mesa devices consists
of low damage dry etching, heat treatment for recovery of etching induced damage,
surface cleaning, etc.

360 5 HgCdTe Detector Chip Technology



The conventional etching process for HgCdTe material includes wet etching and
dry etching. Due to the disadvantages of poor anisotropy, severe undercutting, poor
repeatability of etching depth and bad uniformity, the wet etching process is not
suitable for the formation of mesa devices with fine linewidth. In this section, the
etching techniques adopted in the fabrication of HgCdTe devices are summarized,
and the information on the HgCdTe etching of low energy and high plasma density
will be emphasized [2, 6, 7, 10, 11].

a. Development of HgCdTe devices and etching technique

The fabrication process of HgCdTe devices has been always full of challenges
owing to the frangibility of HgCdTe material [6, 7, 11]. Compared with the wide
band gap semiconductors (Si, GaAs, GaN), the HgCdTe material has the problems
of low damage threshold and high defect density. Each step of the fabrication
process (including etching) for HgCdTe devices should be carefully monitored. In
the fabrication process of devices, the etching that copies the photoresist patterns to
the chip surface is a critical step.

Recently, HgCdTe FPA techniques have developed rapidly. Although the
reduction in the critical dimension of HgCdTe devices may not follow Moore’s law,
not similar to Si memory, the increase in the number of the pixels in HgCdTe
scanning or staring FPAs follows this law similar to Si devices [5, 6, 19, 31]. Dry
etching has high anisotropy, but the etching of HgCdTe material is a complicated
process. In order to understand the mechanism of dry etching, the information in the
fields of chemistry, physics, and electronics is necessary. The ingredients
influencing etching performance include etching rate, selectivity, uniformity,
repeatability, microloading effect, surface roughness, device damage, critical
dimension, and profile control. Therefore, a great number of technological
parameters are related to the etching process, such as activation energy, adhesion
(dynamics in gas phase etching), etching rate, etchant component, surface inver-
sion, and lattice damage are necessary to accumulate through many experiments.

The etching process is an important part in the fabrication of HgCdTe IR FPAs.
Figure 5.2 shows various wet etching and dry etching techniques adopted in the
fabrication of HgCdTe devices up to now [7]. The critical dimension of the first
generation of linear detector arrays is 50–60 lm, so that the conventional wet
chemical etching can satisfy the demands of etching process. Although wet
chemical etching techniques are applied since the growth of materials, so far the
most widely applied wet etchants are only bromine alcoholic solution (Br2/
methanol) and bromine acid solution (Br2/HBr) [7, 32]. Due to the disadvantages of
isotropy and poor uniformity, wet etching is difficult to satisfy the demands of the
manufacturing industry on controllability of etching parameters. The second gen-
eration of photoelectric diode 2-D arrays, high-performance FPAs, and superlattice
structures are realized by the micro-mesa isolation in a pixel array. Also, the
development of the dry etching technique has been promoted by the demands of
high duty cycle, smooth etching surface, and high uniformity for isolating trenches.
Subsequently, a variety of plasma etching techniques appear, such as Methyl glow
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discharge etching based on Cl2, CH4, H2, and F atoms, reactive ion etching
(RIE) based on CH4 and H2, the magnetic enhanced electron cyclotron resonance
(ECR) and electron cyclotron resonance RIE based on H2/Ar. Currently, the
developing third-generation IR detectors, such as two-color detectors, APDs, and
hyperspectral arrays, are required to possess the isolating trenches with high AR
(a pixel isolation of 20 lm needs trenches 15 lm deep). Meanwhile, the etching of
APD loopholes and damage detectors demands very small surface damage. In the
nanostructure devices, the high density patterns with good isotropy and small
damage need to be achieved by the enhanced HDP reactor.

b. Wet chemical etching methods

The information on the etchants adopted in the wet chemical etching of HgCdTe
is rarely reported in literature. The conventional etchants of HgCdTe are Br2-based
chemical solutions [2, 7]. These solutions, such as Br2/methanol, Br2/butanol,
Br2/ethanediol, are usually used for the etching of CdTe and HgCdTe. The process
of wet chemical etching is that the semiconductor elements are first oxidized, and
then the products are dissolved by the proper solutions. The Br2/HBr/ethanediol
etchant is used to etch HgCdTe mesa and can give smooth (the roughness is
2–3 nm) and nondamage surface and sidewalls repeatedly in the vertical and
transversal directions. Wet etching is superior to dry etching with better chip
architecture and no electrical damage. In a large number of papers on wet etching,

Fig. 5.2 Various wet and dry etching techniques adopted in the fabrication of HgCdTe devices up
to now
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the surface analysis results of wet chemical etching acquired by the methods such as
photoluminescence (PL) spectra, XPS, Rutherford backscattering, and Auger
electron spectroscopy (AES) have been reported [7]. In this paper [7], wet chemical
etchants are summarized, and surface features after etching and etching rates of
HgCdTe are discussed. Etching Hg1−xCdxTe materials with given component x re-
quires suitable oxidizing (neutral/acidic) solutions for etching under the strict
controls of technological conditions. The main processing variables are etching
thickness, operating temperature and etching time. Sometimes, the stirring of the
etching solution is an ingredient of the diffusion controlling reaction. However, the
wet etching is usually a rate-controlled reaction. Due to the inhomogeneity and
isotropy of etching, a large etching deviation is easy to occur. Thus, the wet etching
is usually only applied in the surface treatment of HgCdTe.

c. Dry etching and induced damage

(a) Dry etching methods

During the late 1980s and early 1990s, the dry etching technique of II-VI group
compound semiconductors began to develop. It was realized gradually that the
etching of fragile materials by ions with lower energy (*100 eV or lower) is
indispensable for reducing ion damage. At present, the methods adopted in the dry
etching of HgCdTe include IBE, ECR, RIE, and ICP [6, 7, 11, 33]. In fact, the
development of various etching techniques of II-VI group compound semiconduc-
tors is all obtained directly or indirectly from the dry etching techniques of IV and
III-V group compound semiconductors. Most of the etching methods of IV and III-V
group semiconductors are based on the halogen plasma (F2, Cl2, Br2, and I2). The
etchant is required to remove three components of HgCdTe material simultaneously,
but the chemical volatility of the products is inconsistent. Initially, halogen (F2, Cl2)
glow discharge was used to etch II-VI group semiconductor compounds. However,
the vapor pressure of cadmium halide is low, so that the chemical etching of HgCdTe
cannot be completed using Cl2 and F2. Moreover, these etchants and their reactive
products have causticity and toxicity. Subsequently, chemical etchants such as
CH4/H2 and CH4/H2/Ar attracted attention in semiconductor plasma etching.
Although the design of a plasma reactor is different from RF glow discharge, RIE,
magnet enhanced RIE, low-energy electron enhanced etching (LE4) and ECR sys-
tems, in fact the etchant hydrocarbon/H2 has been applied widely [7, 23, 29, 34–36].
All of these plasmas are called low pressure (10−4–10 Torr) or cold plasma, and their
charged ion and free radical densities are lower than that of neutral plasma. Because
the energies of ions and free radicals are very low, these etchants can be applied in
the low-damage etching of II-VI group compounds. The ion beam dry etching
methods include reactive ion beam etching (RIBE), chemistry-assisted ion beam
etching (CAIBE), and ion beam-assisted etching (IBAE). The ion energies of these
etching methods are high (100–1000 eV), but they can be applied in etching fine
patterns of HgCdTe due to good anisotropy.

High AR etching is required in the fabrication of multicolor detectors and APDs,
i.e., the depth of trenches should be 10–15 lm and the width should be only
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3–5 lm. This requires good anisotropy of the etching process to achieve a high
filling factor. Therefore, for the above-mentioned purpose, the plasma etching
techniques such as ECR have been applied extensively.

The problems to be settled in the etching process include [7]:

• Low roughness of sidewall and surface;
• No changes in the chemical proportion and photoelectric characteristics of

etching surface;
• Avoid the excessive deposition of polymers and redeposition of products;
• Avoid the reverse layer in the etching surface layer.

The technological parameters such as gas phase components of plasma, chamber
pressure, input power of ECR or RF source, self-bias, incident ion energy, and chip
temperature can affect the above-mentioned etching standard of HgCdTe. Recently,
Stoltz et al. [37] acquired the experimental results of the influence of photoresist
thickness, sidewall angle, ion angular distribution (IAD), and ion energy distribu-
tion (IED) on the AR of etching trenches.

(b) Dry etching induced damage

In the research of dry plasma etching techniques of HgCdTe, some changes in
material characteristics should be noticed [7]:

• Change in conduction type
• Change in chemical proportion and introduction of defect
• Surface roughness
• Deposition of polymers

Due to weak Hg–Te bonds and poor volatility of CdTe, the damage threshold of
HgCdTe material is very low. In order to acquire anisotropic cross section and
maintain the surface chemical proportion, dry etching requires the assistance of
physical action. Also, to overcome the disadvantages of the low volatility of Cd and
help the surface desorption of assisted etching products, a certain extent
ion-induced reaction is necessary. However, during the dry etching process, the
bombardment of ions can change the electrical and optical characteristics of
HgCdTe materials [7, 11, 18, 20, 25, 28, 33].

During the ECR or ICP etching of HgCdTe, the low-energy Ar ion can produce
a sputtering effect under high DC bias, thereby enhancing the escape of Hg. Under
the operating bias, the damage depth caused by sputtering is less than 10 nm. By
the analysis of reflection high-energy electron diffraction (RHEED) and low-energy
electron diffraction (LEED), it was discovered that the etching surface of ECR for a
crystal surface is different from the noncrystal surface of III-V group semicon-
ductors. However, the twin and small-angle crystal surface can be observed, and all
the other defects can be recombined to form a crystal surface. Although the
chemical proportion and the change in transportation properties for the etching
surface layer can be analyzed comfortably, the features of the sidewall may be
different and difficult to characterize. The issues such as sidewall damage, change in
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n-type doping, and introduction of minority carrier recombination center can reduce
the related device performance. When the trenches are very narrow or the trenches
are very deep and the etching lag effect appears, the I–V characteristics decrease
with breakdown voltage being reduced and the inverse current increased.

Dry etching can reduce pixel size and greatly improve the duty cycle of pixels,
satisfying the demands of preparing high density detector arrays [7]. Hence, for the
design parameters (etching depth, etching width, mesa profile, and etching time) of
specified pixel size, the dry etching process must be optimized to achieve
high-performance photoelectric diode detector arrays.

2. ICP etching process

(1) Low energy with HDP etching equipment

The ECR-enhanced RIE equipment is supplemented with a microwave source
generated plasma on the basic conventional RIE. The ECR plasma arises from the
interaction of the microwave source and a magnetic field. Since entering the
magnetic field from the chamber wall of microwave source, the electrons act a
cyclotron motion under the role of the Lorentz force and collide with gas molecules,
thereby generating plasma. When the motion frequency is equal to the microwave
frequency, the probability of collision increases due to the electron/cyclotron res-
onance, so that the density of the plasma is increased. The energy of the plasma
acting on the etching samples is controlled by another RF source emanating from
the bottom electrode. By virtue of the advantages of high anisotropy, small etching
damage, high etching rate, etc., the ECR-enhanced RIE system has been widely
applied in the isolation etching of micro-mesas in HgCdTe high-density FPAs
[7, 23].

ICP plasma is another HDP technique following the ECR source, using a RF
source connected with a coil instead of the microwave source and magnetic field of
the ECR [23]. The forming principle of plasma is that an RF electrical field is
induced by a RF magnetic field generated from the RF coil in the chamber, which
can accelerate electrons and then produce high-density ICP plasma. Compared with
ECR source, the ICP source has the advantages of no requirement for a high
magnetic field setting, simple structure, operating stability, and better uniformity of
plasma. It makes the ICP-enhanced RIE technique more popular in the plasma
etching of low-energy and high-density material, and is especially applied exten-
sively in the etching of HgCdTe micro-mesa arrays for a new generation of pho-
toelectric devices.

Figure 5.3 shows the structure diagram of a ICP-enhanced RIE system from
Oxford Inc. As shown in Fig. 5.3, the system has two RF sources: one source is
connected with an inductance coil and used for generating ICP plasma and con-
trolling the density of plasma, while another one is connected with the bottom
electrode and used for controlling the energy of plasma during etching. For the
inductive coupling, the electrostatic shielding layer between the cryogenic induc-
tance coil and the chamber is used to avoid capacitive coupling. This is a patented
technique of ICP source presented by Oxford Inc.
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A conventional RIE system has only one RF source. In order to achieve high
density of plasma and high etching rate, the energy of plasma must be increased.
The ICP enhanced RIE system has two RF sources, separating the plasma gener-
ating source from the source controlling the etching energy of plasma. This con-
figuration can realize plasma etching of low-energy and high-density materials.
Accordingly, the ICP-enhanced RIE technique can not only ensure high etching rate
through increasing the density of plasma, but also suppress the etching induced
structure and electrical damage by controlling the energy of plasma. This is
important for the isolation of micro-mesas in high density HgCdTe pixel arrays
achieved by dry etching technique.

(2) Technological process, parameters, and testing methods of ICP etching

a. Technological process of ICP etching

In fact, the RIE process of HgCdTe based on the mixed gas of CH4/H2 is an
inverse process of metal oxide vapor phase epitaxy (MOVPE) used for preparing
the HgCdTe material [2]. This process is very complicated and involves some
dynamic equilibrium issues, such as physical etching effect versus chemical etching
effect, deposition versus desorption of reactive products, deposition versus des-
orption of polymers, etc.

For the etching of II or VI group elements in compounds using CH4/H2-based
plasma, the key process is that the Methyl groups and hydrogen atoms derived from

Fig. 5.3 Structure diagram of ICP enhanced RIE system of Oxford Inc. (provided by Oxford)
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the decomposition of CH4 and H2 molecules colliding with high-speed moving
electrons diffuse to the bottom electrodes and react with Te, Cd, and Hg atoms on
the surface of HgCdTe. Then the volatile products, such as Te(CH3)2, Cd(CH3)2,
Hg(CH3)2, and TeH2, are generated. Moreover, the content of –CH3 group and H
atom in plasma is related directly with the etching rate of HgCdTe.

When the –CH3 groups are derived from the decomposition of CH4 molecules, –
CH2 and –CH groups are also generated, which are the precursors for producing
hydrocarbon polymers. In order to suppress the formation of these precursors, the
CH4 gas enters the chamber through the bottom gas inlet, while the other process
gases enter the chamber through the top inlet. This configuration reduces the dis-
tance between the generated –CH3 groups and the sample surface and lowers the
probability of producing –CH2 and –CH groups from the collision of plasma and
–CH3 groups, thereby suppressing the deposition of polymer. In the development of
equipment, the two-inlet method is applied.

In addition, the introduction of the nitrogen gas as an etching process gas can
also suppress the generation of polymers [38]. This is because the N atoms gen-
erated from N2 gas in plasma can react with –CH2 and –CH groups and suppress the
generation of polymers by reducing the concentrations of polymer precursors.
Meanwhile, the N atoms can also react with H atoms in plasma to produce NH3 thus
reducing the concentration of H atoms in plasma, so that the surface roughness after
the RIE process is reduced and the problem of Cd-rich surface is solved.

Accordingly, the mixed gas of CH4/H2/N2/Ar is used for the RIE process gas in
the etching of HgCdTe by the ICP-enhanced RIE system [2, 7]. CH4 and H2 are
chemical etchants and play a chemical etching role, N2 is used to reduce the
polymer precursors, e.g., –CH2, –CH, C2H4, and C2H2 and optimize the etching
surface, Ar is a diluent which can make plasma stable and physical etching dom-
inant to optimize the equilibrium between deposition and desorption of polymers
and etching products and adjust the relative dominance of physical etching and
chemical etching.

b. ICP etching technological parameters

Similar to the ECR etching technique, ICP etching is also influenced by the
components such as type and proportion of process gas, chamber operating pres-
sure, input power of ICP source, RF power of bottom electrode (self-bias), chip
temperature, selectivity ratio of mask, and the pattern profiles of mask. These
components are quite significant for the micro-mesa etching of HgCdTe and their
influences on etching and corresponding reasons are introduced as follows:

• Components and proportion of process gas: related directly with the type and
volatility of etching products, the roughness and chemical proportion of etching
surface, dynamic equilibrium between physical etching and chemical etching,
and dynamic equilibrium between deposition and desorption of polymers;

• Input power of ICP source: critical component determining decomposition level
and ionization of process gas, which is related directly with plasma density and
can influence type, energy, and angle distribution of particles in plasma;
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• RF power of bottom electrode: critical component determining physical etching
and etching energy of ions in plasma, and is closely related to the etching
induced electrical damage in HgCdTe material. May influence the dynamic
equilibrium of physical etching versus chemical etching, deposition versus
desorption of products, and deposition versus desorption of polymers;

• Operating pressure: directly related to density and etching energy of plasma.
Usually, the high operating pressure could increase plasma density, but reduce
the mean free path of ions, resulting in the reduction in particle energy of
plasma; meanwhile, a high operating pressure could also suppress the
volatilization of etching products, so that the etching products cannot be
expelled and redeposited;

• Etching selectivity ratio of the mask: related directly to the etching deviation. If
the selectivity ratio of etching material and mask is low, the mask layer should
be very thick. It results in the ARDE effect and rough sidewall;

• Pattern profile of mask: it is related to the incident angle of ions, and its
influence changes constantly during etching;

• Substrate temperature: related to the chemical reaction rate of etchant andHgCdTe,
the volatilization rate of etching products, and the deposition rate of polymers.
Meanwhile, the substrate temperature is also related with levels of etching induced
damage, which is because the H atoms entering the material surface without
reaction with HgCdTe and the Hg interstitials generated from etching can diffuse
deeply into HgCdTe, thereby inducing a very thick damage layer.

In fact, the above technological parameters are interactive and belong to a
complicated technological system. During etching process, DC bias is a very
important etching state parameter [6, 11, 28]. It can not only reflect the etching
energy of plasma related with technological parameters such as ICP input power,
RF power, and operating pressure, but also can be used to estimate etching state
such as polymer deposition, etching product deposition, and etching rate according
to its change during etching.

c. Test methods of ICP etching

The process of ICP etching for HgCdTe is complicated, and there are many
factors influencing the process. Therefore, in order to acquire dry etching process
for micro-mesa isolation of HgCdTe FPAs, its technological conditions must be
optimized through a large number of experiments, in which the surface chemical
proportion, surface morphology, trench profile, and electrical damage need to be
tested. The specific experimental methods are:

• Surface chemical proportional

– Microzone XPS: used to determine type, chemical proportion, and per-
centage of elements existing on the surface of etching zones;

– AES: the functional relationship between component and depth of samples
can be determined by auger electrons with characteristic energies emitted
from the sample surface. It is sensitive to C and O elements.
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• Surface morphology

– Scanning electron microscopy (SEM): check surface morphology of etching
sample and observe whether the etching residuals or polymers are left;

– Atom force microscopy (AFM): check surface roughness of etching zone.

• Optical characteristics

– Room temperature PL: check energy levels of dopant defects introduced by
etching;

– X-ray diffraction (XRD): check the dry etching influences on the physical
properties of crystals, e.g., lattice constant, double crystal diffraction peak
half width.

• Electrical characteristics

– I–V characteristics test: estimate the surface layer of etching zone transforms
(including inverse) by checking the I–V characteristics of etching zone and
non-etching zone;

– LBIC: to acquire the transverse distribution of etching damages or etching
damage induced inverse zones by checking the LBIC signal from the surface
of etching samples;

– Differential Hall: to acquire the longitudinal distribution of etching damage
induced inverse zone by checking the dependence of the Hall concentrations
on etching samples in depth;

– Microzone surface potential method (SPM): check the surface potentials of
etching induced electrical damage zone and nondamage zone.

• Etching rate

– Profilometer: only check the etching patterns with low ARs;
– Confocal microscopy: check the etching patterns with high ARs.

Since most of these test methods are the common techniques, there is no need
to illustrate them here. Based on material chip technologies, the laser beam induced
current (LBIC) checking of etching induced electrical damages and the I–V char-
acteristics measuring methods will be presented in detail.

(a) LBIC measurement

LBIC is a nondamage, high resolution, facile-measuring method which can
acquire the spatial distribution of the electrical field in the entire sample [6, 11, 26,
30]. When the laser beam is focused on the sample surface, photon-generated
carriers are created, and then are separated by the local electrical field or the field in
the other locations through diffusion. The local LBIC signal is collected by two
remote electrodes. Thus, by linear or planar laser beam scanning, the relationship
between laser-induced current and spatial location of the sample is obtained, and the
spatial distribution of the electrical field on the surface of sample is determined. The
detailed operating principle of LBIC method is mentioned in Sect. 2.3.
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Figure 5.4 shows the structure diagram of experimental LBIC test system. The
system is composed of a laser, chopper, x-y movable platform, CCD monitoring
system in the test location, a phase lock amplifier and signal collector of LBIC
signals, and computer system for processing and displaying. In the system, the laser
is a 632.8 nm He–Ne laser, and the diameter of the laser spot is approximately
0.5 lm The EG&G Model 650 chopper system is adopted, with the chopping
frequency set to 1000 Hz. The stepping precision of the x-y movable platform is
0.1 lm. In the measurement, the phase-locked measuring equipment (SR830 DSP
lock-in amplifier) detection sensitivity is on the order of femtoampere. A low noise
current amplifier may be needed to amplify the signal in the primary step.

The electrical damages induced by dry etching can produce a strong electrical
field distribution at the interface between the damage zone and the nondamage zone
in the surface layer, while there is no electrical field distribution in the other zone.
Therefore, the LBIC method can be applied to measure the electrical field distri-
bution induced by etching, and the spatial location of interface between damage
zone and nondamage zone can be obtained indirectly.

(b) Measuring method of I–V and R–V characteristics of electrical damage

The damages induced by dry etching are classified as lattice damage and elec-
trical damage. It is necessary to avoid electrical damage for the micro-mesa iso-
lation of high-density FPAs. In order to assess the dry etching process without
electrical damage, the characterization of electrical damage induced by etching is
indispensable. Thus, the visualized and reliable measuring method is the mea-
surement of I–V and R–V characteristics of etching induced electrical damage layer
and nondamage layer [6, 11].

Figure 5.5 shows the diagram of a measuring method used for checking the
thickness of etching induced electrical damage layer. The material chip technique is

Fig. 5.4 Structure diagram of LBIC measuring system
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well adopted in this method. As shown in Fig. 5.5, the photoelectric diode arrays
with different thickness of damage layers and no damages are prepared on the same
etching sample, and the thickness of electrical damage layer is estimated by mea-
suring the I–V and R–V characteristic curves. The thickness of different damage
layers in the array is controlled by wet chemical etching with no electrical damage.
When the electrical damage layer is removed completely by wet chemical etching,
that is, the electrode of the photoelectric diode is located at the interface between
electrical damage layer and nondamage layer, the I–V characteristic curves of this
location should be linear. Accordingly, the thickness of the electrical damage layer
is the etching depth of the damage layer, which can be obtained by profilometer or
confocal microscopy.

Because the photoelectric diodes are acquired through dry etching of the same
batch of material and the measured I–V characteristic curves are obtained from the
etching damage layer and non-etching zone, the method is visualized and cred-
itable. This method has a good potential for measuring the p-n junction depth of ion
implantation, the longitudinal distribution of in situ p-n junction, etc. [6, 11, 28].

(3) Research on etching condition of HgCdTe

a. Influence of etching process parameters on DC bias

The plasma-induced damage is most concerned in many evaluation parameters
of etching techniques. For the ICP-enhanced RIE technique, the etching energy of
plasma is estimated by the state parameter of DC bias. Therefore, the influences of
various technological parameters on DC bias are investigated in this section.

Figure 5.6 indicates the influences of various technological parameters on DC
bias. As shown in Fig. 5.6, the DC bias changes obviously with the variation of RF
power of bottom electrode and increases rapidly at a high rate. However, the DC
bias changes slowly with RF power, when the RF power of bottom electrode is

Substrate

Interface between electrical damage layer 
and non-damage layer

P type zone

n type inverse zone

Array electrode Common electrode

Fig. 5.5 Diagram of measuring method of I–V and R–V characteristics for dry etching induced
damage
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8–10 W. Figure 5.6a shows the influence of different chamber operating pressures
and RF powers of the bottom electrode on the DC bias at the same ICP input power.
As shown in Fig. 5.6a, there are three curves intersecting under some identified RF
power of the bottom electrode, which indicates that the influence of operating
pressure on DC bias is complicated. However, the general trend is that the higher
the operating pressure, the lower the DC bias. This is because the mean free path of
excited plasma decreases with the increase of operating pressure and the collision of
ions in plasma could lead to the loss of plasma energy.

In Fig. 5.6a, it indicates that the DC bias reduces with an increase in operating
pressure, however, the operating pressure cannot be too high in plasma etching.
When the operating pressure is too high, both the density of plasma and the
chemical etching rate become very high. This causes the etching products to not
volatilize promptly and then be deposited on the etching surface under high
operating pressure. In fact, it not only makes etching residuals increase, but also
prevents the next etching step.

Figure 5.6b illustrates the influences of different ICP input powers and RF
powers of the bottom electrode on DC bias under the same chamber operating
pressure. As shown in Fig. 5.6b, the influence of different ICP input powers on DC
bias is very obvious, that is, the higher the ICP input power, the lower the DC bias.
This is due to the fact that if the ICP input power becomes higher, the density of
ICP plasma will increase, and then the same RF power of bottom electrode can be
obtained under smaller electrical field intensity of bottom electrode, thereby
reducing the DC bias.

Also, Fig. 5.6b shows that the high ICP input power leads to the reduction of DC
bias. However, the ICP input power cannot be set too high, on the one hand,
because excessive ICP input power could lead to the –CH3 group being broken into
–CH2 and –CH groups forming polymer precursors, which aggravates the
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Fig. 5.6 Influences of various process parameters on DC bias. a Influences of chamber operating
pressure and RF power of bottom electrode on DC bias; b Influences of ICP input power and RF
power of bottom electrode on DC bias
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deposition of polymer and affects etching rate. On the other hand, it is because the
excessive ICP input power could lead the –CH3 groups to be ionized to CH3

þ ,
thereby decreasing the etching rate.

b. Etching surface and corresponding etching mechanism

The mixture of methyl compounds and hydrides (CH4 and H2 commonly),
which can react with HgCdTe material and form volatile products, is usually used
for process gas etching HgCdTe. Additionally, some Ar is added for diluting
process gases and stabilizing the plasma.

In the reaction, CH4 and H2 are cracked into methyl groups (–CH3), H atoms and
H+ ions, which react with Te, Cd, and Hg and generate different volatile products,
respectively [7, 38]:

Hgþ 2 CH3 ! Hg CH3ð Þ2
Teþ 2 H ! TeH2

Cdþ 2CH3 ! Cd CH3ð Þ2
Teþ 2CH3 ! Te CH3ð Þ2

Under different proportions of process gases, the etching morphology and
etching rate are quite different. The experimental result indicates that the increase in
Ar proportion could reduce etching rate significantly. Ar ions usually play a role of
physical bombardment, so the etching morphology becomes poor when the Ar
proportion increases. The chemical reaction rate of H+/H and HgCdTe is relatively
low, while the reaction of methyl groups (–CH3) produced by the pyrolysis of
methane and HgCdTe is drastic. The etching rate and morphology can be changed
by adjusting the proportions of CH4 and H2: with the proportion of methane
increasing, the reaction rate could increase and the bottom morphology of mesa
patterns can be improved. However, when the proportion of methane is very high, a
large number of reaction products can remain on the sidewalls of the mesa patterns.
The experimental result indicates that flat bottom morphology can be obtained
under the high proportion of methane, but obvious products will accumulate on the
sidewall. When the proportion of methane is low, the sidewall is clean and the
bottom morphology is rough [2].

By microzone XPS and SEM, the influences of various ICP process parameters
on the morphology of etching surface can be investigated. It is helpful for the
investigations on the reaction mechanism of ICP etching HgCdTe and its micro-
cosmic process under different chamber pressures and gas proportions.

Here, a QUANTUM 2000 Scanning ESCAMicroprobe XPS system produced by
American PHI Inc. is adopted. The base pressure of the analysis chamber is better
than 5 � 10−8 Pa, and the excitation source is a monochromatic Al anode (the
energy is 1458.6 eV). The beam spot size and the power of the X-ray are 10 lm and
2.5 W, respectively. The sputtering condition is that the energy of Ar+ is 1 kV, the
sputtering time is 1 min, and the area is 2 mm � 2 mm. The surface morphologies
of samples are observed by SEM (TS5136, Tescan Inc.). The experimental sample is

5.2 HgCdTe Detector Chip Processing Technologies 373



the p-type HgCdTe film grown by MBE. The mask materials of etching patterns
include photoresist and SiO2, and the etching gas is CH4/H2/N2/Ar. The details of
etching samples, processes, and conditions are provided in Table 5.2.

Because the samples for XPS analysis are maintained in air for a while, the
contaminations of C and O on the sample surface are serious. In order to acquire
precise information, the data after the sputtering of Ar+ at 1 kV for 1 min are
adopted. For Si, surface material of *2 nm thick is sputtered under the same
condition. The sputtering rate on the HgCdTe sample can be estimated by the
calibration of sputtering rate with a Si sample under the same condition. Therefore,
it can be considered that the data after sputtering still represents the surface con-
ditions of the samples. In microzone XPS analysis, the X-ray beam spot is 10 lm
and the beam is focused on the surface etched by ICP. Hence, the obtained data
represent the information of HgCdTe surface after etching.

c. Influences of process parameters on etching surface

(a) Chamber pressure [6, 10, 11]

For the samples in Fig. 5.7, photoresist is used for the etching mask, and the
etching gases are CH4:H2:N2:Ar = 1:0:5:20. When the chamber pressure is higher
(10 mTorr), a large number of etching products are redeposited on the etching
surface after desorption, resulting in surface blackening (as shown in Fig. 5.7a).
When the other conditions are identical and the chamber pressure is lower
(3 mTorr), the surface of samples is bright and the etching result is good (as shown
in Fig. 5.7b). It can be seen from SEM images that when the chamber pressure is
high, there are residuals on the etching zone, while when the chamber pressure is
low, there are no residuals left.

The samples with black surface are analyzed by microzone XPS. According to
the bonding energy of C element, the deposit on the surface is deduced to be
C6H5(CH3). Because there is no H2 content in the etching gases of this sample, it is
deduced that CH4 may react with photoresist generating C6H5(CH3). In the XPS
spectra of bright surface samples (Fig. 5.7b), there are no obvious peaks for C1s
and O1s, and the percentage compositions of C and O are 2.6 % and less than
0.1 %, respectively; nevertheless, the percentage compositions of Hg, Cd, and Te
are 33.7, 16.9, and 46.7 %, respectively. It indicates that the etching surface is
HgCdTe rather than polymer deposits under low chamber pressure.

Although only chamber pressure is changed in all process parameters under the
above etching conditions, the etching results are quite different. When the chamber
pressure is low, the products can be expelled without the redeposition of etching
products on the surface. Moreover, the etching particles possess a longer mean free
path under low operating pressure, so that the dominant physical etching is helpful
for the desorption of etching products, resulting in the bright and clean etching
surface. However, when the chamber pressure is high, the etching products cannot
be expelled promptly and are redeposited on the sample surface, preventing the
subsequent etching process. When the surface of etching zone is covered
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completely by the redeposited products, the –CH3 groups in the plasma cannot react
with HgCdTe surface layer, but react with photoresist mask, so that the polymers
are generated and deposited. Thus, the influence of chamber pressure on the surface
morphology of etching samples is very obvious.

(b) Different etching gases

i. Influence of the reaction between H2 and photoresist

Figure 5.8 shows the ICP etching results when photoresist is used for a mask and
the etching gas includes H2 rather than CH4. The proportions of etching gases are
CH4:H2:N2:Ar = 0:2:5:20. As shown in SEM images of Fig. 5.8a, there are many
nets in the etching zone. In Fig. 5.8b, some peaks of C1s are discovered by
microzone XPS analysis, and the C element exists in the form of organism by
analyzing the bonding energy of C. Due to no CH4 presence in the process gas, and
only photoresist and vacuum grease (used for adhering sample on the sample
platform) in the chamber, it can be deduced that the C element should be generated
by the reaction between H2 and photoresist or vacuum grease. In the experiment of
run51, it is found that if H2 reacts with vacuum grease, the O content in XPS spectra
should be high; however, the O content is very low in this experiment. Hence, it can
be deduced that the polymers on the surface may be generated from the reaction
between H2 plasma and photoresist [6, 10, 11].

Fig. 5.7 SEM images of sample surfaces under different chamber pressures. a Chamber pressure
is 10 mTorr; b Chamber pressure is 3 mTorr
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ii. Influence of CH4 introduction

Figure 5.9 provides the XPS spectra of O1s in all etching samples. As shown in
Fig. 5.9, the O content of the etching surface in run51 samples is very high, and the
bonding energy is 532.6–533.1 eV. It is probably due to the generation of methyl
silicone (532.6 eV) and phenyl silicone (532.7 eV). Since the device contains C
element, the bonding energy of C should be measured in order to analyze further the
products in run51. Figure 5.10 shows the C1s spectra of the run51 sample. The C
bonding energy is 284.85 eV, consistent with the C bonding energy in C–H bonds
of polyester film. Therefore, it is likely that the vacuum grease for adhering samples
is exposed to the plasma and reacts with CH4 resulting in the deposition of
polymers.
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Fig. 5.8 Experimental results of H-based etching. a SEM images of etching surface; b XPS
spectra of C1s

Fig. 5.9 XPS spectra of O1s
in all etching samples
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(c) RF power of bottom electrode

The RF power of bottom electrode determines the self-bias of etching process,
that is, the energy of ions and active groups arriving at the sample surface. It is a
significant parameter for estimating the etching process damage to the material. The
roles of self-bias include: (1) providing kinetic energy for physical bombardment in
the reaction process; (2) providing energy for active groups and chemical reaction.

When the self-bias is high, the physical bombardment becomes strong and the
sidewall is abrupt, but the bottom morphology is poor and the damage is obvious.
When the self-bias is low, the chemical effect is dominant and the bottom mor-
phology is better, but the abruptness of sidewall is not good, probably forming
undercutting, however, the damages are reduced.

(d) ICP power

The ICP power of the inductance coupling coil around the reaction chamber
determines the density of plasma in chamber. The density of the plasma becomes
higher and the etching rate increases under a high ICP power, while the etching rate
becomes lower under a low ICP power.

(e) Substrate temperature

In this process, there are many components affecting substrate temperature,
including bottom electrode power, ICP power, He pressure of back surface cooling
of the bottom electrode, etc. The substrate temperature is an important parameter in
ICP etching process, and its influences on etching rate and morphology are
remarkable. The reaction products are not easy to volatilize at low sample tem-
perature and redeposited into the contact hole. A higher substrate temperature can
promote the rapid volatilization of products and avoid the redeposition of products.
Owing to the limited tolerance of HgCdTe to temperature, the process temperature
should be controlled below 80 °C. Through the comparison of etching results at
different temperatures, it is found that the morphology of etching patterns becomes

Bonding Energy/ev

c/
s

Fig. 5.10 XPS spectra of
C1s in run51 sample
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better at 45–55 °C. Figure 5.11 provides the etching results at low substrate tem-
perature. It can be seen from this figure that there are a large number of residuals on
the sidewall and bottom of patterns because of the lower volatility of products.

d. Surface residuals and their origin

In the exploration for an optimized ICP etching process, a series of experiments
are carried out through varying some parameters, such as etching gas, mask
material, chamber pressure, etc. According to the morphology of residuals, they
could be classified into: ball, net, grass, and pimple. The analysis indicates that they
are generated from the reaction of H2 and photoresist, high roughness of etching
surface and reaction residuals [6, 10, 11].

(a) Ball

As shown in Fig. 5.7a, there are a large number of balls accumulating on the
surface of etching zone, so that the etching sample appears black. When the
chamber pressure is high, the products cannot be expelled promptly and redeposit
on the sample surface, so that the subsequent etching process is hindered. When the
redeposited products cover completely the surface of etching zone, a large number
of –CH3 groups react with photoresist rather than HgCdTe, and the generated
polymers redeposit. Therefore, when the chamber pressure is too high, the balls are
coated by polymers on the etching surface, which appears black.

(b) Net and grass

Figure 5.8a illustrates that there are many grainy residuals on the etching zone
surface of sample run25. In Fig. 5.8b, by analysis of microzone XPS, some peaks
of C1s and no peaks of the O element are observed, and the C element exists in the
form of organic matter according to bonding energy. Because there is no CH4

Fig. 5.11 SEM image of etching sample at low substrate temperature
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content in process gas, the grainy residuals shown in Fig. 5.8a are probably related
to the reaction of H2 and photoresist.

In order to determine the relationship between grainy residuals and the reaction
of H2 and photoresist, the samples with SiO2 mask and no mask are adopted to
repeat the same experiment as sample run25. Figure 5.12 provides the SEM images
of etching samples with SiO2 mask and no mask. It can be seen that their mor-
phologies after etching are identical and quite different from that with photoresist
mask, though both of them have white grasses (shown in Fig. 5.8a). Accordingly,
the residuals on the surface of sample run25 are indeed related to the reaction
products of H2 and photoresist.

In the reaction of H2 plasma and photoresist, the plasma etchant containing H
etches the Te element in HgCdTe first. Due to good volatility of Hg, the rough
Cd-rich layer appears on the etching surface. With the increase in the thickness of
the Cd-rich layer in the entire etching zone, the reaction between the H plasma and
the Cd-rich surface can be weakened, while the probability of the reaction between
the H plasma and photoresist forming polymers could increase. Moreover, the
polymers deposit on the surface of etching zone constantly, so that the etching
surface is covered by black nets.

However, the etching surfaces with SiO2 mask and no mask are quite different
from that of photoresist mask. As shown in Fig. 5.12, there are sparse white grasses
on the surface of etching sample, and the surface appears bright. This is due to the
appearance of Cd-rich layer on the local regions of etching zone caused by the
plasma etchant containing H. These tiny Cd-rich layers prevent the subsequent
etching, equivalent to micro mask.

Fig. 5.12 SEM images of etching sample surfaces with different masks. a SiO2, b no mask
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(c) Pimple

Figure 5.13 provides the morphology of etching samples utilizing a SiO2 mask
and double flow of CH4. From the quantitative analysis by XPS, it is obtained that
the percentage compositions of C, O, Hg, Cd, and Te atoms are 13.1, 1.7, 22.8, 7.5,
and 44.9 %, respectively. This indicates that the surface residuals contain some C
element and little O element. The sample without a mask was used to repeat the
experiment of sample run53, and the acquired morphology of the etching surface is
identical with that of run53. Although the etching surface of sample run53 appears
good by eye measurement, there are a large number of similar pimples existing on
the etching surface in the SEM image shown in Fig. 5.13. In this case, the etching
rate is high, *386 Å/min.

Figure 5.14 provides the surface morphology of etching samples with a reduced
CH4 proportion, ICP input power of 600 W, chamber pressure of 5 mTorr, and
bottom electrode RF power of 8 W. In comparison with the sample run53, only the
CH4 proportion and the ICP input power are different. Although the flow of CH4

gas is lower than sample run53, the increase in ICP input power causes the plasma
density to increase, thereby improving the etching rate. As illustrated in Fig. 5.14,
the surface morphology of the etching sample is better, and there are a few pimples
similar to those in Fig. 5.13.

The size of residuals in Figs. 5.13 and 5.14 is similar, and these residuals should
be the residuals that are to be desorbed and expelled out of chamber. The etching
rate in run53 is high, so that the residuals that can prevent subsequent etching are
not generated on the surface of etching zone. It is shown that the surface residuals

Fig. 5.13 Surface
morphology of etching
sample with the increase in
CH4 proportion
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are the etching products generated by the reaction of Hg, Cd, Te, and CH4 by
quantitative analysis of XPS. The pimple residuals in Fig. 5.14 are obviously fewer
than that in Fig. 5.13. On the one hand, this is because that the CH4 proportion is
lower so that the etchant concentration becomes low; on the other hand, it is due to
the fact that the ICP concentration is higher so that the concentration of Ar+ in
plasma increases, which is helpful for the rapid desorption of etching products.

e. Etching surface and its etching mechanism

Five types of surface morphologies were discovered from the experiments on the
influences of various process parameters on etching surface and the analyses on
surface residuals and their origin. These morphologies represent five different
microcosmic reaction processes [6, 10, 11]. A summary of these processes follows:

(a) Bright etching surface

In this case, the ICP etching process possesses a normal etching rate, neither the
redeposition of etching products nor serious polymer deposition appear on the
etching surface. During the etching process, the plasma formed by the process gases
of CH4/H2/Ar reacts with HgCdTe, and then the etching products can be rapidly
desorbed and expelled by vacuum system. The deposition and desorption of
polymers and etching products are in a dynamic equilibrium. Meanwhile, the
physical etching effect under this process condition becomes obvious, which is
helpful to accelerate the desorption of etching products and polymers and acquire a
bright etching surface.

Fig. 5.14 Surface
morphology of etching
sample with reduced CH4

proportion and the ICP input
power of 600 W
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(b) Surface with pimples

In this case, the ICP etching process has a relatively normal etching rate.
Although the etching surface seems bright, there are some etching products, such as
Hg, Hg(CH3)2, Cd(CH3)2, Te(CH3)2, etc., not desorbed completely and adhere to
the etching surface, as shown in Fig. 5.13. That is, the generation rate of etching
products is higher than that of desorption, so that some pimple products are
accumulated on the surface of the etching zone. They are remarkably different from
the deposition of polymers.

(c) Surface with grass

In this case, the ICP etching process has a relatively normal etching rate, and the
etching surface is bright but with obvious grasses. These grasses are caused by a
micro mask. The micro mask introduced in the fabrication process of mask patterns
can be avoided by improving the fabrication process of the mask, however, those
micro masks produced in the etching process are difficult to avoid. For the etching
sample in Fig. 5.12, the plasma etchant containing H leads to the Cd-rich layer in
local regions of the etching surface, and these tiny Cd-rich zones prevent subse-
quent etching as micro masks.

(d) Surface with balls

In this case, the etching rate of the ICP process is low, and the etching surface
appears black. As illustrated in Fig. 5.7a, when the chamber pressure is high, the
etching products are redeposited on the surface of samples after desorption and
prevent subsequent etching. On the other hand, a large number of –CH3 groups
react with photoresist mask to cause the deposition of polymers rather than
HgCdTe. Therefore, the balls are covered by polymers on the etching surface, and
the sample surface appears black.

(e) Surface nets

In this case, the etching rate of ICP process is obviously lower, and the etching
surface appears black. As shown in Fig. 5.8a, due to H plasma, the rough Cd-rich
layer could appear on the etching surface. When the thickness of Cd-rich layer in
entire etching zone increases, the H plasma could react with photoresist constantly
to generate polymers, which are deposited on the rough etching surface. Hence, the
black net-shaped surface with polymer coating appears.

(f) Etching process for good surface

From experiments on different process gas proportions, chamber pressures, and
ICP input powers, a stable etching technological condition for clean and smooth
etching profiles is acquired. The process gas proportion is CH4:H2:N2:
Ar = 1:0:5:20, the ICP input power is 400 W, the RF power of bottom electrode is
8 W, the chamber pressure is 3 mTorr, and the temperature of sample platform is
20 °C. The parameter setting is usually adopted in the etching process mentioned

5.2 HgCdTe Detector Chip Processing Technologies 383



later. Figure 5.15 shows the SEM images and surface roughness of etching surface
in the above-mentioned etching condition. As shown in Fig. 5.15a, when the
etching opening is 10 lm, a clean and smooth etching profile could be obtained.
However, as illustrated in Fig. 5.15b, when the etching opening is 4 lm, grasses
appear on the surface of the etching zone. They are likely introduced during the
fabrication of the etching mask with very small linewidth. Furthermore, it is found
that the trenches approach “V” shape, preventing subsequent etching, that is, they
are influenced by the ARDE effect [6, 7, 10, 11]. Accordingly, the linewidth
minimum of etching process is around 4 lm.

Fig. 5.15 SEM images and roughness of etching surface of different etching patterning openings
under stable technological condition. a Etching opening of 10 lm; b Etching opening of 4 lm;
c The surface roughness of less than 1.5 nm
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(4) Etching rate of ICP-enhanced RIE

The etching rate of ICP-enhanced RIE is influenced by the etching process
conditions, as well as total area of etching zone, etching opening size, surface
morphology of etching zone and Cd component [37, 39, 40]. It is also related to the
loading effect, the ARDE effect, and nonlinearity of RIE and the selectivity of the
etchant to compound semiconductor materials. In order to improve the uniformity,
repeatability, and controllability of dry etching HgCdTe, an investigation on
etching rate must be carried out. The relationship between dry etching rate and
etching time, etching area opening size, as well as uniformity of etching rate, is now
introduced.

a. Nonlinearity of etching rate with time [6, 7, 10, 11]

Here, the dependence of etching rate in an empty chamber (called etching rate
later) on etching time is introduced. The optimized process condition is used to
acquire a clean and smooth profile. The specific gas proportion is CH4:H2:N2:
Ar = 1:0:5:20, the ICP power is 300 W, RF power is 8 W, chamber pressure is
3 mTorr, and temperature of sample platform is 20 °C.

Figure 5.16 illustrates the dependences of etching rate and depth as a function of
processing time. As shown in Fig. 5.16, the etching rate decreases linearly at the
rate of 0.34 Å/min with time, so that the dependence of etching depth on time is not
linear. The nonlinearity of the etching process is related to the pattern dimension
and other technical parameters. On one hand, along with etching, the AR of the
pattern opening increases constantly, so the etching rate could decrease because the
etchant is more difficult to enter and the products are more difficult to be expelled.
On the other hand, in the etching process, there could be more and more polymers
and residuals deposited on the surface of the etching zone, thereby influencing the
subsequent etching.

b. Loading effect [6, 11, 21, 22]

The loading effect refers to the influence of etching area on etching rate. The
larger the etching area, the lower the etching rate becomes in the same process

180

200

220

240

260

20 40 60 80 100 120 140 160
Etch time (min)

0.0E+00

5.0E+03

1.0E+04

1.5E+04

2.0E+04

2.5E+04

3.0E+04

3.5E+04

0 20 40 60 80 100 120 140 160
Etch time (min)

Etch rate Vs Etch time Etch Depth Vs etch time

E
tc

h
ra

te
 (

A
/m

in
)

E
tc

h
 D

ep
th

 (
A

)

Fig. 5.16 Dependences of etching rate and depth on time

5.2 HgCdTe Detector Chip Processing Technologies 385



condition. This can significantly affect the controllability of the plasma. It is
because of the difference of etching areas between different batches of samples that
a change in etching rate, thereby resulting in the disagreement of practical etching
depth and designed etching depth can occur. Since the etching rate of the samples of
different dimensions, batches and amounts could become uncertain in the same
etching condition due to loading effect, the dependence of etching rate on etching
area can be given as follows [6, 7, 10, 11]:

EtchRate ¼ EtchRate0 � m � EA;

where EtchRate is the etching rate of practical sample, EtchRate0 is etching rate in
an empty chamber (it can be measured by samples with tiny etching area), EA is the
practical area of etching zone, and m is a constant related to specified etching
condition. Therefore, as long as EtchRate0 and m are obtained by experiments, the
etching rate can be calculated according to the area A of etching zone.

In order to acquire the m value in the equation (e.g., the dependence of etching
rate on etching area) and the role of loading effect on etching, the layout that the
etching area can control precisely is designed for a series of etching experiments.
Finally, the dependence of etching rate on etching area is provided in Fig. 5.17.

As illustrated in Fig. 5.17, the etching rate decreases linearly with increasing
etching area. The plasma density in the etching zone decreases because the increase
in etching area demands more etchant. By linear fitting on experimental data, the
formula of etching rate on etching area can be given by

EtchRate ¼ 372:92� 0:69 � EA

where EcthRate unit is Å/min, EA is etching area, mm2. The coefficient of deter-
mination of this formula is 0.98013. This formula represents the dependence of
etching rate on the etching area in experimental etching conditions and only reflects
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an experimental result of loading effect in this condition. For the other etching
conditions, the values of EtchRate0 and m need to be determined by a series of
similar experiments.

c. ARDE [6, 11, 21, 22]

The ARDE is contrary to the loading effect, that is, the smaller the linewidth of
etching zone, the lower the etching rate becomes. Because the linewidth of the
etching zone is smaller, the products are difficult to be desorbed and the plasma
etchant is difficult to enter. With the same linewidth, the etching delay effect
becomes more obvious with increasing etching depth. That is, the etching delay
effect depends on the AR of etching trenches, which is called the microloading
effect [6, 7, 10, 11, 28].

The ARDE also significantly influences the controllability of the plasma etching
process. It is due to the effect that the etching delay could make the etching depths
of trenches with different linewidths on the same chip different. Furthermore, when
the AR of the etching trenches reaches a certain value, the etching will
stop. Therefore, in the design of etching patterns, the linewidth of etching openings
that is smaller and bigger than the critical value should be avoided for improving
the uniformity of etching HgCdTe.

In order to understand the influence of the linewidth of etching trench opening
on etching rate, a special mask is fabricated. The patterns on mask are mesas of
50 lm � 50 lm, and the spacing of the mesas are 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
14, and 16 lm, respectively. In the etching process, the SiO2 layer with high
selectivity ratio is applied for mask.

Figure 5.18 provides SEM images of the etching patterns fabricated by the
above-mentioned mask. The etching process required 240 min. It can be seen that

Fig. 5.18 SEM morphologies of top view and section of etching samples with different opening
widths
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when the opening width of the etching patterns is less than 4 lm, the profiles of
etching trenches are “V” shape. This proves the influence on the limit of linewidth
minimum of the above-mentioned etching condition.

In the experiment, the etching times for the samples are 240, 300, and 360 min,
respectively. Due to the small linewidth of the etching trenches, the profiler cannot
be used for measurement. Thus, the confocal laser scanning microscope (CLSM) is
utilized to measure 3D surface profile and AR of etching trenches.

Figure 5.19 shows the CLSM images of surface and section of etching samples
with different opening widths. Figure 5.20 shows the profile of an etching sample
acquired by CLSM measurement. As shown in this figure, the etching depth
decreases with decreasing linewidth. Moreover, when the opening width is less than
4 lm, the profile of etching trenches begins to appear as a “V” shape, which is
consistent with SEM morphology images in the etching sample section. It indicates
that the CLSM system can be applied for the nondamage measurement of the
etching profile for HgCdTe samples and the precise acquisition of significant
parameters of etching trenches, such as opening width, bottom width, and etching
depth.

Figure 5.21 shows the dependencies of etching depth on opening width of
etching patterns as measured by the CLSM system. In the figure, the three curves

Fig. 5.19 CLSM images of surface and section of etching sample with different opening widths

Fig. 5.20 Section profile of etching sample acquired by CLSM measurement

388 5 HgCdTe Detector Chip Technology



correspond to the etching periods of 240, 300, and 360 min. When the opening
width is large, the etching depth is constant basically with the change in opening
width. However, when the width is less than a certain value, the etching depth
reduces with the decreasing opening width. That is, when the opening width is less
than the value of inflection point, the etching delay effect begins to act.

Nevertheless, the values of the inflection points for different etching periods are
not fixed and increase with increasing etching period. As shown in Fig. 5.21, the
etching depth of different etching periods and the values of inflection points on the
opening width curves are almost on the same line D. Therefore, the opening width
of etching patterns is not the only factor causing etching delay.

In order to investigate the critical condition of etching delay effect appearance,
the curves of etching depth on opening width are transformed to the curves of the
AR of etching trenches on etching rate. Figure 5.22 provides the relation curves of
AR of etching trenches on etching rate as measured by experiments. As shown in
this figure, when the AR of etching trenches is less than the critical value of 1.1, the
etching rates for different opening widths are basically constant, while when the AR
is greater than 1.1, the etching rate decreases promptly with the AR increasing.

The differences of experimental conditions corresponding to each data point,
such as chamber cleanliness, also make the etching rate different. Hence, to reflect
the role of this critical condition, the etching rates are normalized [6, 7, 10, 11].
Figure 5.23 provides the normalized relation curves of AR of etching trenches on
etching rate. As shown in this figure, the inflection points of the curves at different
etching periods are quite consistent. So it can be considered that the critical value of
etching delay is determined by the AR of etching trenches. The reason for this is
that when the AR of etching trenches is increased to a certain value, the plasma
etchant cannot reach the etching zones and the reaction products cannot be desorbed
promptly.

Fig. 5.21 Dependences of
etching depth on opening
width of etching patterns

5.2 HgCdTe Detector Chip Processing Technologies 389



However, for different etching process conditions, the critical values of ARs are
different. When the physical etching effect of ICP-enhanced RIE etching is
strengthened, the critical dimension AR0 will increase. On the contrary, when the
chemical etching effect is strengthened, AR0 could reduce. At present, the critical
AR measured by experimental (AR0 = 1.1) is less than the critical dimension of dry
etching for silicon. It indicates that in the etching process of HgCdTe, in order to
reduce the electrical damage of materials, the physical etching effect of plasma
should be relatively weakened, while the chemical etching effect should be
enhanced.

d. Uniformity of etching rate

Since the ingredients influencing the etching rate of dry etching have been
analyzed, the uniformity of large area or different batches is introduced here.
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Table 5.3 provides the experimental results of uniformity within the range of
2 in. in diameter [6, 7]. In the experiment, five samples are placed on north, south,
west, east, and center of the sample platform within the range of 2 in., respectively.
By measuring the mean etching rate on each point of sample, the etching rate on
each point can be obtained. By the uniformity formula

nonuniformity ¼ Max�Min
2 � Average � 100%;

The nonuniformity within the range of 2 in. can be calculated to be 9.98 %. If
the minimum on the north point is ignored, the uniformity is 5.79 %. The low
etching rate on the north point is likely due to the designs of chamber and inlet of
etching gas. By increasing operating pressure and RF power of bottom properly, the
etching uniformity within large area can be improved further.

Table 5.4 shows experimental results of etching uniformities in different batches.
In this table, the experiments of run2, run3, and run4 satisfy the preconditions of the
same sample dimension, the same location on sample platform, the same process
parameter setting and equal etching time. According to the mean etching rates, the
etching nonuniformity of different batches is obtained to be 2.53 % using the
above-mentioned calculation method of uniformity. The etchings of different bat-
ches have good uniformity, which indicates that the etching process condition has
good repeatability and stability.

(5) Selectivity of mask and influence of its profile on etching

The trench profiles of HgCdTe achieved by dry etching could be influenced by
the selectivity of the mask and etching sample and the profiles of patterning mask.
The reason is that the magnitude of etching selectivity can affect the etching
deviation. On the other hand, because the etching plasma is in angular distribution,
the profile of the mask pattern has a significant influence on the shape of etching
trenches. Therefore, the influence of mask selectivity on etching deviation is
introduced, and the influence of the profile of pattering mask on trench profile is
analyzed in depth next.

a. Influence of mask selectivity on etching [6, 7, 10, 11]

Figure 5.24 provides the SEM images of etching pattern morphology with dif-
ferent etching selectivity. Figure 5.24a is obtained from the photoresist mask with a
selectivity of less than 0.75:1, where the etching sidewall is not vertical and appears
to be a zigzag ladder. This is because low etching selectivity leads to the contraction
of the ambient pattering mask during etching process. In this case, the highly
vertical sidewall can be not only acquired, but also can result in the loss of line-
width and large etching deviation. Figure 5.24b is obtained from the SiO2 films
grown by magnetron sputtering, of which the selectivity is more than 20:1. It can be
seen in Fig. 5.24b that the sidewall has good vertical extent. Although the etching
conditions of Fig. 5.24a, b are the same, their sidewalls have a great difference.
Accordingly, a high etching selectivity is a significant factor to achieve good
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etching profiles and small etching deviations. When the selectivity is high, the
etching deviation will decrease; on the other hand, the etching deviation will
become large with low selectivity. In fact, the etching deviation represents the
extent of contraction of patterning mask during etching process, which can be
calculated by Eb ¼ We �Wr ¼ 2 � L, where Wr is the width of trench bottom of
patterning mask, We is the width of the top of trench (correlated to the fill factor of
pixels in the detector), and L is the distance of the contraction of trench sidewall.

In that way, the key to fabricating a mask pattern of high selectivity is to control
the growth process of mask material. Due to the poor temperature stability of
HgCdTe material, the growth process of the mask must satisfy the demand of low
temperature growth. Thus, the magnetron sputtering method where the growth
temperature can be controlled in the lower range is selected to prepare a SiO2 mask.
Moreover, the technical damage of HgCdTe material induced by the mask growth
by magnetron sputtering can be reduced through decreasing the RF power of
magnetron sputtering system.

Electrical damages of HgCdTe material induced in the mask growth under the
RF powers of 200 and 20 W are provided next. The technical damages are

Table 5.4 Experimental results of etching uniformities in different batches

Sample run2 run3 run4 Mean 2.57

Measured value 1 2.67 2.58 2.53 Max 2.64

Measured value 2 2.65 2.56 2.57 Min 2.51

Measured value 3 2.6 2.51 2.43 Max–min 0.13

Mean 2.64 2.55 2.51 Uniformity 2.53 %

Fig. 5.24 SEM images of etching pattern morphologies with different selectivity. a Selectivity
<0.75:1, b selectivity >20:1
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estimated by measuring the I–V and R–V characteristics of the HgCdTe surface in
both the mask zone and the nonmask zone. When the R–V characteristic curve is a
line, it indicates that no technical damage is introduced during mask growth. On the
other hand, when the R–V characteristic curve appears to have diode characteristics,
it indicates that the technical damages are introduced. Figure 5.25 provides I–V and
R–V characteristic curves of mask zone and nonmask zone. As shown in Fig. 5.25,
the electrical damages are introduced for the mask grown at the RF power of
200 W, while there is rarely electrical damage at the RF power of 20 W.

b. Influence of mask pattern profile on etching trench profile

The geometrical profile of an etching trench depends on the etching selectivity,
thickness and mask sidewall angle, and the bottom electrode power [6, 7, 10, 11,
28, 39]. Figure 5.26 shows the schematic of the influence of the mask pattern
geometrical profile on the etching trench profile. As shown in this figure, the ICP
plasma has a specific IAD and IED. The IAD is typically a Gaussian distribution
with the maximum at the center (h = 0). Here, hc is defined to be twice the half
peak width of the IAD. Meanwhile, the AR of the trenches is defined as
Ar ¼ D=We, where We is the top width of etching trench, and D is the vertical depth
of trench. For a fixed etching time, D is actually a function of We due to the etching
lag effect which is actually limited by the amount of etching ions that could pass
through the trench and reach the desired depth. As shown in Fig. 5.26, the AR
value can be calculated by ð2 � tg/Þ�1, where / is the steepness angle of sidewalls
in etching trenches. When hc < /, the ions of the plasma can reach the bottom of
etching trench without etching lag effect in most directions. However, when hc > /,
only the ions in a very few directions (in vertical directions) can reach the bottom of
the trenches to take part in the etching reaction, resulting in the etching lag effect.

Notably, the IAD of plasma is affected by the DC bias. If all the other parameters
remain constant and the DC bias increases, then the range of IAD and hc will
decrease. Therefore, with an increase in the bottom electrode power, the AR of the
etching trenches is correspondingly increased. However, due to the increase in the
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RF power of bottom electrode, the electrical damages induced by dry etching must
also increase. Accordingly, for optimizing the etching process, the contradiction
between the decrease in the electrical damages induced by dry etching and avoiding
etching lag effect should be balanced.

Moreover, in order to improve the duty cycle of pixel mesas, the etching lag
effect necessarily exists in the etching of mesh trenches for micro-mesa isolation.
The reason for is that the section of trenches for micro-mesa isolation is desired to
be a “V” shape satisfying the design requirement of trench depth in order to acquire
the highest duty cycle when designing the etching process. Furthermore, during dry
etching, the high AR mask pattern of is usually needed to reduce the influence of
the long duration bombardment of the etching ions deviating from the vertical
direction to the sidewall of the etching trenches [7, 10, 39]. Figure 5.27 provides
the schematic of the thick mask pattern with high AR used to suppress the sidewall
damage of etching trenches. As shown in this figure, when the mask is thin, the
etching ions deviating from the vertical direction could bombard the sidewall of the
etching trenches for a long time and induce the electrical damage, thereby
influencing the performance of the micro-mesa array device. On the other hand,
when the mask is thick, only the etching ions in the vertical and nearly vertical
directions can pass through trenches and reach the bottom of trenches to complete
the etching reaction, while those etching ions with the incident angles deviating
from the vertical direction obviously only bombard the sidewalls of the masks or
take part in the reaction, rather than bombard the sidewalls of etching trenches. This

Fig. 5.26 Schematic of influence of mask pattern geometrical profile on etching trench profile
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can not only reduce the sidewall damage in dry etching, but also can improve the
anisotropy of etching trenches.

3. Etching damage of HgCdTe and its estimation

(1) Mechanism analysis of etching damage

Usually, it is considered that the plasma induced damage of HgCdTe is closely
correlated to the physical effect in dry etching [41]. Due to the weak Hg–Te bonds
in HgCdTe material, the bonds can be broken to generate free Hg. Because the
surface temperature of the etching sample is high, a portion of free Hg can diffuse
into the material in the form of Hg interstitial atoms and cause the induced damage.
According to the literature [41], for MWIR HgCdTe material, an Hg interstitial
atom could be generated after etching 48,000 HgCdTe molecules. On the one hand,
these Hg interstitial atoms could cause lattice damages and form donor defects
similar with the ion implantation of HgCdTe; on the other hand, they can react with
metal vacancies and generate equivalent n-type dopants. For Hg vacancy doped
p-type HgCdTe materials, the Hg interstitial atoms can diffuse into HgCdTe and
neutralize the vacancies in HgCdTe, and equivalently the Hg interstitial atoms
annihilate the Hg vacancies in HgCdTe.

Hgþ
i þ V�

Hg ! Hg0Hg

Due to the annihilation of Hg vacancies, the results are equivalent to n-type
dopants electrically. However, for As-doped or Au-doped p-type HgCdTe, similar
electrical-induced damages also appear during dry etching. Generally, it is con-
sidered that the Hg interstitial atoms generated from the etching surface diffuse into
the material and drive the donor dopants to form the displacement in the lattice,
which is called the “kick out” inversion mechanism [41].

It has been proved in many experiments that the diffusion of Hg interstitial atoms
induced by physical effect is the main factor in generating induced inversion
damage for RIE or Ion milling dry etching of HgCdTe. However, the physical

Fig. 5.27 Schematic of the mask pattern with a high aspect ratio used to suppress the sidewall
damage of etching trenches. a Thin mask; b Thick mask
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damages in the ICP etching of HgCdTe are small, so the influence of the selection
of chemical etchant in dry etching process on etching damage becomes very
significant.

The etching mechanisms of CH4 and H2 etching HgCdTe start from the
decomposition and ionization, and the reaction equations are given by [41–43]

CH4 þ 4:4 eV ! CH3 þH

CH3 þ 3:8 eV ! CH2 þH

CH2 þ 4:0 eV ! CHþH

H2 þ 4:5 eV ! 2H

Hþ 13:6 eV ! Hþ þ e�

H2 þ 15:4 eV ! Hþ
2 þ e�

The decomposition and ionization of H2 only generate H, while CH4 mainly
generates –CH3 and H. As known that the etching damage of H2-based process gas
is remarkably more than that of CH4-based process gas, the H ions in plasma may
play an important role on the etching damage. The H element in plasma, especially
H ions (protons), has strong penetrability and activity, due to tiny volume and high
speed. The H element may diffuse into HgCdTe and react with the other atoms to
lead to the change in the electrical properties of the material, thereby forming thick
induced damage layers [6, 33, 34, 44, 45].

(2) Test methods of etching induced damage

a. Measurement of I–V and R–V characteristics [6, 11]

It is well known that ion beam milling, traditional RIE- and HDP-type
ECR-enhanced RIE can result in a change in the electrical properties of HgCdTe
surface layers, and even induce the transformation of p-type to n-type, which is
called inversion phenomenon. The electrical measurement of inversions induced by
etching is one of the investigations on dry etching. Measuring the I–V characteristics
of etching zone and non-etching zone can be used to estimate the inversion of
material after etching. An example is used to estimate if the low-energy
ICP-enhanced RIE leads to the transformation of the etching surface layer of
HgCdTe material from p-type to n-type as the etching energy of plasma is lower than
100 eV or even lower than 50 eV.

A series of 50 � 50 lm2 holes arranged regularly are fabricated on the sample,
and then the sample is etched. The etching conditions are: the process gas pro-
portion is CH4:H2:N2:Ar = 1:0:5:20, the ICP input power is 400 W, the RF power
of bottom electrode is 8 W, the chamber pressure is 3 mTorr, and the sample
platform temperature of bottom electrode is 20 °C. During etching, the etching state
parameter DC bias is 70 V. After etching, for measuring the electrical properties,
ohmic contact electrodes are fabricated on the etching zone and non-etching zone,
respectively. If the etching really leads to the inversion, the structure is quite similar
to ion-implanted n+-on-p planar photovoltaic detectors.
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Figure 5.28 provides the I–V and R–V characteristic curves of the etching zone
and non-etching zone of p-type HgCdTe material (x = 0.223) at liquid nitrogen
temperature after plasma treatment. As shown in this figure, the I–V and R–V curves
have diode characteristics, which indicate that there is a p-n junction structure
existing between etching zone and non-etching zone. The result indicates that even
if the DC bias is controlled to be 70 V, the etching plasma still induces some
damage to HgCdTe, so that the surface layers in the etching zone of p-type material
are transformed to n-type. Therefore, the etching condition cannot be applied
directly in the forming process of HgCdTe micro-mesa array.

b. Measurement of transverse distribution of electrical damage by LBIC

The measurement results of the above-mentioned I–V and R–V characteristics
indicate that the low-energy ICP-enhanced RIE still leads to severe electrical
damage induced by dry etching, so that the inversion layer occurs in the surface
layers in the etching zone of p-type material. Accordingly, the distribution of the
inversion layers induced by plasma in this etching condition is investigated further
based on the LBIC measurement.

Figure 5.29 provides the SEM morphology of the LBIC test sample and the
measurement results of its electrical damage after dry etching. The etching condi-
tion of the sample is the same with that of I–V and R–V characteristics test samples.
Figure 5.29a shows the SEM morphology of the LBIC test sample and the locations
of measuring electrodes after dry etching. As shown in Fig. 5.29a, after
ICP-enhanced RIE etching, two remote LBIC measuring electrodes A and B are
extracted from the non-etching surface on the edge of the sample of p-type HgCdTe
(x = 0.482). A series of square etching mesas arranged periodically (the spacing is
42 lm and the sidelength is 50 lm) is fabricated between the electrodes A and B.

Fig. 5.28 I–V and R–V characteristic curves of etching zone and non-etching zone at liquid
nitrogen temperature
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Figure 5.29b, c provides LBIC line scanning and area scanning results of dry
etching samples [6, 11, 41]. As shown in this figure, the peak at 295.7 lm and the
trough at 348.2 lm correspond to the two sidewalls of an etching mesa. It can be
observed that there are two small peaks at the main peak, while there are two
troughs at the main trough. In the range from 295.7 to 348.2 lm, the small peaks
and small trough inboard correspond to the interfaces of p-n junctions (comprised
of the n-type inversion zone of etching induced damage and p-type zone of
non-etching at the two sidewalls of a mesa), and the spacing between them is
approximately 45.4 lm; while the pit at the peak and the bump at the trough
correspond to the two sidewalls of a mesa, and the spacing between them is about
49.2 lm. The spacing between two sidewalls of a mesa is less than 50 lm of layout
design, which is due to over development during the developing of the pho-
tolithographic patterns. According to the mesa sidelength of 49.2 lm and the
spacing between p-n junction interfaces of 45.4 lm, it can be determined that the
etching plasma induces the transversal damage inversion layers of *1.9 lm on
each sidewall of a p-type HgCdTe mesa.

Two small peaks and two small troughs shown in Fig. 5.29b have been not
reported yet. Of the two small peaks, one peak corresponds to the location of the
etching induced p-n junction; another peak occurs in the etching zone with a

(a)

(b)

(c)

Fig. 5.29 SEM morphology of the LBIC test sample and its measurement results after dry
etching. a SEM morphology of the LBIC test sample and measuring electrodes; b LBIC line
scanning results; c LBIC area scanning results
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distance of *1.5 lm to the mesa sidewall, and its cause is not well known. The
probable explanation is that narrow and shallow accessory trenches are caused by
the etching process on the both sides of the trench bottom for micro-mesa isolation,
resulting in the appearance of the maximum LBIC signal at these locations.
However, it can be seen in SEM morphology that the above-mentioned small
trenches are not discovered. Hence, the mechanism of the double peaks and double
troughs is not clear, and it should be analyzed thoroughly according to the physical
mechanism of LBIC signal generation and the geometrical structure features of the
etching samples.

c. Measurement of longitudinal distribution of electrical damage layer by differ-
ential Hall methods

The Hall mobility and Hall concentration at room temperature and 77 K can be
obtained by the differential Hall measurement based on van der Pauw theory. The
change in the Hall concentration (77 K) of the etching sample as a function of depth
is measured [6, 11, 45]. The samples of differential Hall measurement are obtained
by preparing ohmic contact electrodes on the four corners of p-type HgCdTe
material etched by plasma. The four ohmic contact electrodes are connected to the
etching damage inversion layer, as well as the non-etching zone inside the sample.
The fractional removal of layers in differential Hall measurement is achieved by wet
chemical etching with a specified concentration of Br2/HBr solution. The removed
thickness of each layer is obtained by measuring Fourier infrared transmission
spectra and fitting calculation and determined in comparison to the estimated value
of the product of empirical etching rate and etching time. Figure 5.30 provides the
results of differential Hall measurement of etching samples with different bottom
electrode RF powers and different Cd components. Figure 5.30a shows the mea-
surement results of p-type HgCdTe materials (Cd component is 0.319 and doping
concentration is 9.45 � 1015) with bottom electrode RF powers of 8 and 20 W.

(a) (b)

Fig. 5.30 Results of differential Hall measurement of etching samples. a Different bottom
electrode RF powers; b Different Cd components
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The other parameter settings of the etching conditions in the experiment are the same
as those for measuring sample I–V and R–V characteristics. As shown in Fig. 5.30a,
when the RF power of the bottom electrode is 8 W, the longitudinal thickness of the
etching induced inversion layer is approximately 1.0 lm. When the RF power of
bottom electrode is 20 W, the longitudinal thickness of etching induced inversion
layer is about 2.3 lm. This indicates that the higher the RF power of bottom elec-
trode, the thicker the inversion layer induced by plasma etching becomes.

Figure 5.30b provides the results of differential Hall measurement of etching
samples (x = 0.474, 0.319 and 0.2122). The three samples were etched in the same
batch, and the parameter settings of the process conditions are the same as those of
samples for I–V and R–V characteristics measurement. As shown in Fig. 5.30b, the
damage inversion layer of p-type HgCdTe material (x = 0.2122) becomes very
thick and is not removed completely after the wet etching for 5.0 lm. The thickness
of the inversion layer of short wave material (x = 0.474, doping concentration is
3.7 � 1017) is approximately 2.0 lm; while the thickness of the inversion layer of
medium wave material (x = 0.319, doping concentration is 9.47 � 1015) is
approximately 1.0 lm. The etching inversion layer of p-type short wave HgCdTe is
thicker than that of medium wave, which is contradictory to the fact that the
HgCdTe material with high Cd component is usually considered to have low
damage. However, the cause is not well known.

d. Measurement of longitudinal distribution of damage by material chip technique
[6, 11, 45]

For the measurement method of dry etching HgCdTe introduced in the above
section, the mechanism and features of measuring the thickness of etching induced
electrical damage layer by material chip techniques have been presented in detail.
The photodiode array between the damage zones of different thicknesses and the
nonelectrical damage zones is fabricated on the same etching sample. By measuring
the I–V and R–V characteristics of this array, the thickness of electrical damage
layer can be estimated precisely according to the change in these curves. With the
decrease in the thickness of damage layer, the I–V and R–V characteristics of
photodiodes become more and more obscure. When the electrodes of the photo-
diodes are located at the interface between the electrical damage layer and non-
damage layer, the I–V and R–V characteristic curves of this location should be a
line. Accordingly, the thickness of electrical damage layer is the etching depth of
damage layer, which can be measured by the profiler or confocal scanning laser
microscope. Since the photodiodes are obtained from the same batch and the same
dry etching process and the I–V characteristic curves of etching damage layer and
non-etching zone are measured, the method is intuitive and the acquired data are
reliable. Therefore, the method is commonly adopted in the experiment on the
longitudinal distribution of electrical damages undertaken later.

Figure 5.31 provides measurement results of the etching induced electrical
damage by the material chip technique. The sample in this figure is long wave
HgCdTe material (x = 0.215), and the dry etching condition is the above-mentioned
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stable etching process offering good etching surface. As shown in Fig. 5.31, when
the electrical damage layers induced by dry etching are not removed or removed for
0.5 lm, the etching zone and the non-etching zone still represent remarkable diode
characteristics. When the electrical damage layers are removed for 1.5 lm, the
etching zone and the non-etching zone do not possess diode characteristics. This
indicates that the longitudinal thickness of electrical damage layer induced by dry
etching is less than 1.5 lm for long wave materials.

e. Measurement of longitudinal distribution of damage by microzone SPM

Although the measurement of longitudinal distribution of electrical damages by
material chip techniques has high creditability, the preparation of measuring sam-
ples based on this method has many processing steps, involving cleaning, dry
etching, passivation, contact electrode, and indium bump preparation. These pro-
cesses almost include all the fabrication technologies of monochromatic FPA chips,
so that there are many factors influencing the experimental results and the exper-
iment period is also prolonged. Additionally, the microzone SPM applied in the
semiconductor (Si, GaAs) field can be adopted to measure the longitudinal distri-
bution of electrical damages induced by dry etching. The specific method is that the
etched HgCdTe is cleaved and then coated with a thin passivation dielectric layer
on the cleavage surface to prevent the oxidization of the cleavage surface, which
could affect the measurement accuracy of surface potential.

Figure 5.32 shows the measurement results of etching induced electrical dam-
ages using the microzone SPM [11], where the sample #13 is not etched by plasma,
while the sample #12 suffers the dry etching of plasma. The Cd component and
etching condition here are identical as shown in Fig. 5.31. As shown in Fig. 5.32,
no obvious inflection points are discovered mainly on the surface potential curve of
the sample #13 longitudinally, except for the small zone in the surface layer; while
the notable inflection point occurs at a distance of 1.5 lm on the surface potential
curve of sample #12. Accordingly, it can be estimated that the dry etching induces

Fig. 5.31 Measurement
results of the etching induced
electrical damage by material
chip technique
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these electrical damages near the surface, which is consistent with the measurement
results of material chip technique.

(3) Research on the reduction of etching induced damage

By these comparison experiments and precise measurement of induced damage,
the generating mechanism of etching damage is preliminarily achieved. Here,
starting from the main parameters of etching process, the mechanism of damage is
analyzed in order to achieve an ICP etching condition with low damage.

a. Relationship between self-bias modulating RF power and damage layer thick-
ness [11]

Regarding the aspect of physical etching damage, the high-energy ions can break
the weak Hg–Te bonds in HgCdTe material and produce free Hg interstitial atoms,
which diffuse into the material, thereby causing the p-to-n induced damage. For
chemical etching damage, the energetic H+ ions have a strong penetration and result
in the deeper induced damage layer. Hence, the higher the ion energy in dry
etching, the worse the etching induced damage becomes. In the research on the
reduction of damage, first, the relationship between the etching induced damage and
etching energy should be explored for the ICP etching technique with high density
and low energy.

Figure 5.33 provides the thickness of damage inversion layer obtained from the
measurement of I–V and R–V characteristics of p-type HgCdTe material
(x = 0.2325) etched by ICP etching at different RF powers. The role of self-bias
modulating RF source is to modulate the DC bias of the ion-directional acceleration
voltage in the chamber, and its power depends on the ion energy in plasma. In the
experiment, only the RF power is varied, while the other process parameters such as
process gas proportion, ICP power, and chamber pressure remain constant. Although
the variation range of RF power is 0.1–0.6 W/cm2 (still in the scope of low-energy
etching), the change in etching damage becomes remarkable (the thickness of

Fig. 5.32 Measurement
results of etching induced
electrical damages using
microzone surface potential
method

5.2 HgCdTe Detector Chip Processing Technologies 403



induced damage layer increases from 0.5 to 5 lm, for one order of magnitude). The
reason is considered that on the one hand, the physical damage increases; on the
other hand, with RF power increased, the concentration of H+ ions generated from
the decomposition of chemical etchant increases continuously as well as the kinetic
energy of H+ ions for the low-energy etching process. The latter causes the infusion
of more H+ ions with higher energies into the material, and the strong penetration
and deep penetrating depth of H+ ions enhances the obvious etching induced elec-
trical damage and increases the damage depth.

b. Relationship between ICP power and damage layer thickness [11]

In order to reduce the damage to HgCdTe material induced by ICP etching, the ion
energy of plasma must be lowered. Furthermore, one of the features of ICP etching
technique is tomake up the influence of low energy on etching rate through improving
the density of plasma. Therefore, increasing plasma density and reducing ion energy is
an effective way to reduce etching damage without the loss of etching rate.

In the same conditions, increasing ICP power can generate higher density of the
plasma. So, if the RF power remains constant, the energy of individual ions in
plasma will decrease. A significant process parameter characterizing the energy of
individual ion is DC bias. Figure 5.34 provides the relationship between DC bias
and ICP power with constant RF power.

The DC bias determines directly the energy of ions in the chamber longitudinally
(e.g., in the etching direction). In Fig. 5.34, the DC bias decreases with the
increasing ICP power, except for a certain increase at the beginning. That is,
increasing the ICP power can reduce the DC bias under high ICP power. In other
words, decreasing the kinetic energy of ions in the etching direction can reduce the
plasma induced damage effectively in theory.

Figure 5.35 shows the relationship between the ICP powers measured in the
experiments and the thicknesses of induced damage inversion layers. With the ICP

Fig. 5.33 Relationship
between self-bias modulating
RF power and induced
damage layer thickness
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power increasing, the thickness of damage inversion layer decrease gradually. It
indicates that an increase in ICP power can reduce the etching damage effectively.
Meanwhile, according to the results of etching profile optimization, improving the
plasma density can increase the etching rate as an effective way of achieving good
dry etching process for HgCdTe.

c. Influence of chamber pressure on etching damage [11]

The variation of chamber pressure and gas flow also can change the plasma
density in the etching system. In theory, improving the chamber pressure can
increase the plasma density in the chamber and the ion density correspondingly. So
the kinetic energy of etching ions will decrease under the constant RF power.

However, the measurement results of I–V and R–V characteristics indicate that
the change in the thickness of inversion layer with chamber pressure increasing is

Fig. 5.34 Relationship
between DC bias and ICP
source power

Fig. 5.35 Relationship
between ICP power and
induced damage inversion
layer
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not obvious, and even the phenomenon of damage increasing occurs, as shown in
Fig. 5.36. By analysis of experimental results, the reason is that the increase in
chamber pressure can reduce the energy of etching ions but also lead to the
reduction in the mean free path of ions in the chamber while H+ ions in the plasma
have very low probability to collide with other atoms and reach the sample surface
more easily due to small volume and high speed. That is, the increase in the
proportion of H+ ions taking part in etching reaction aggravates the etching damage.
The Ar/H2 plasma ratio in ECR etchant was analyzed using Langmuir probe by
Stoltz et al. [43]. It was discovered in the measurement that the proportion of
Ar+/(Ar+ + H+) could decrease with the chamber pressure increasing. The experi-
mental results verify the above-mentioned analysis. Although improving the
chamber pressure can increase the plasma density and lower the ion energy, the
increase in the proportion of H ions does not decrease the induced damage with
the plasma density increasing.

d. Relationship between concentrations of H+ and H and the thickness of damage
layer

In the above sections, the optimization of process parameters has been intro-
duced to reduce the induced damage. The H ions in the etchant gas of H2/Ar could
have a significant influence on etching damage. The origin of H ions is the ion-
ization of H2 gas in ICP chamber. The probable decomposition of H2 gas occurring
in plasma could be [11, 42, 46]:

H2 þ 4:5 eV ! 2H

Hþ 13:6 eV ! Hþ þ e�

H2 þ 15:4 eV ! Hþ
2 þ e�

Fig. 5.36 Relationship
between chamber pressure
and induced damage
inversion layer
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The H ion is actually a proton, with high speed and strong penetration. However,
it can be seen that the products of H2 molecules in the plasma are also H atoms and
H2 ions, except for H

+ ions, and all of them can be used as chemical etchants for
HgCdTe. The H atoms not only have larger volume than H+ ions, but also have no
charge. Therefore, they cannot be accelerated directionally in the accelerating
electrical field, and the plasma-induced damages generated longitudinally are also
fewer.

(a) Suppression of H+ ion etching

From the Bohm’s equation in plasma physics, the proportional relationship
between ionization potential and electron temperature can be given by Eq. (5.1)
[7, 11, 41, 46, 47]:

Vf � Vp ¼ kTe

2q
ln 2p

me

mi

� �

� 1
� �

ð5:1Þ

where me is the electron mass, mi is the ion mass, and the electron temperature kTe

and the ionization potential Vf − Vp are interactive. The relative atomic mass of the
ion is set to beM, as the proton mass is 1836 times more than that of electron, it can
be obtained [7, 11, 41, 46–48] that:

ER ¼ qðVf � VpÞ
kTe

¼ 1
2

ln 2p
1

1836 �M
� �

� 1
� �

; ð5:2Þ

where ER is the energy rate of ions presented by Elwenspoek; for H+ ions, M = 1,
and its energy rate (ER)H = −3.34; for Ar+ ions, M = 40, and (ER)Ar = −5.18.

From Eq. (5.2), it can be obtained that ER is closely correlated to the atomic
mass. By assuming that the plasma of H2/Ar has only H+ ions and Ar+ ions, the
concentration distribution of ions can be achieved by analyzing ER. It is because
[7, 11, 41, 46, 47]

CAr � ERð ÞAr þ 1� CArð Þ � ERð ÞH¼ ERð ÞMeasured; 0\CAr\1; ð5:3Þ

where CAr = N(Ar+)/N(Ar+ + H+) represents the percentage of Ar+ ions in the total
amount of ions in plasma. Equation (5.3) is applicable to all the binary ion systems,
especially the case of two ions with a great difference in mass. Substituting the ERs
of the H+ ions and Ar+ ions into the equation, the percentage of Ar+ ion concen-
tration in the plasma of H2/Ar for dry etching HgCdTe can be given by [46]

CAr ¼ ðERÞMeasured þ 3:34
�1:84

ð5:4Þ

The ER of ions in the plasma can be acquired by Langmuir probe measurement.
The measurement results of plasma etching for HgCdTe reported by Storltz et al.
indicate that even if the H2 gas enters the chamber from the inlet at the bottom of
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the chamber, the CAr value of H2-based plasma is still proportional to the proportion
of Ar in the process gas. If the H2 molecules in the plasma are dissociated mainly
into H atoms, the CAr value should be a constant approaching to 1 and invariable
with the change in gas proportion. The experimental results indicate that even if the
H2 gas enter the chamber from the inlet at the bottom, the H2 molecules in the
plasma are still dissociated into H+ ions. Similar results are also presented in other
research work. Based on the modeling calculation presented by Neyts et al. [35], it
was given that the main components of ions in the plasma of H2/Ar are ArH+ and
H+ at the plasma pressure of 100–250 mTorr. The results of mass spectrometric
analysis presented by Lee et al. [48] indicate that the main components of ions in
the plasma of H2/Ar are H+, H2

+, Ar+, and ArH+ at the low plasma pressure of
1–10 mTorr. Even if the H2 gas enters the chamber from the bottom of the chamber,
the generation of H+ ions is difficult to suppress. Also, the measurement results of
etching damage indicate that the etching damages induced by H2-based etchants are
still significant with the H2 gas entering the chamber from the bottom inlet.

(b) Introduction of hydrogen consumption etchant and related experiments

Because the etching damages caused by H2-based etchants are not avoided, CH4-
based etching process attracts more attention. In fact, the CH4-based etching pro-
cess gases also generate a large number of H+ ions in the plasma. The ionization
process of the CH4 gas in plasma is given as follows [7, 11, 41, 46, 47]:

CH4 þ 4:4 eV ! CH3 þH

CH3 þ 3:8 eV ! CH2 þH

CH2 þ 4:0 eV ! CHþH

And the H atoms produced from the dissociation of CH4 may be ionized in the
plasma:

Hþ 13:6 eV ! Hþ þ e�

Under the same etching conditions, the amount of H+ ions in the CH4-based
process gas may approach that of the H2-based process gas. However, the results of
etching damage are greatly different, which indicates that the content of H+ ions in
the CH4-based process gas is very low. In comparison with their gas proportion,
there is N2 gas existing in the CH4-based process gas, except for CH4 (as etchant)
and Ar (as plasma stabilizer). Adding N2 into the CH4-based process gas is to
suppress the generation of polymer precursors (C2H4, C2H2, CH2, and CH) for
reducing the deposition of polymers on the etching surface. In order to explore the
role of N2 on the etching damage, the N2 gas is added to the H2-based process gas.
Accordingly, the following results are achieved.

The HgCdTe material of x = 0.2325 is used in the etching experiment in
Fig. 5.37, and the ICP power is 600 W. The relationship of the measured thickness
of etching induced damage layer and the RF power indicates that the damage

408 5 HgCdTe Detector Chip Technology



induced by the H2-based etchant containing N2 decreases remarkably. However,
this etchant could not satisfy the requirement of the device fabrication process. The
influences of adding N2 gas to the process gas include two points: (1) The N2 gas
could not affect the H2 etching reaction, but it serves as the stabilizer and diluent of
plasma like Ar+, so that it can reduce the energy of etching ions in a matter; (2) The
introduction of the N2 gas can change the concentration of H+ ions in the etching
plasma. For the first point, since the flow of N2 is lower than that of Ar, its role of
diluting plasma cannot be obvious. Next, the influence of the N2 gas on the H+

concentration in etching plasma is analyzed.
The dissociation of N2 in the plasma is [7, 11, 41, 46, 47]:

N2 þ e� þ 9:46 eV ! NþN�

N2 þ e� þ 6:17 eV ! N�
2 þ e�

where N�
2 is the activated N2 molecule. And the H2 molecules in plasma can also be

dissociated to H atoms and H+ ions [7, 11, 41, 46, 47]:

H2 þ 4:5 eV ! 2H

Hþ 13:6 eV ! Hþ þ e�

Regardless of either H atoms or H+ ions, both can react with N− ions and N�
2

activated molecules in the plasma to generate NH3 or NH4
þ , so that the content of

H element (including H atoms and H+ ions) in the plasma decreases and the etching
damage can be reduced correspondingly. It can be seen from Fig. 5.38a that the rate
of etching ZnS using H2/N2/Ar is far lower than that of H2/Ar and rarely changes
with the RF power increasing. This indicates that the H content in the process
plasma of H2/N2/Ar is very low, and the N2 gas plays a role of H consumption
etchant in the etching process. However, the H element is the only chemical etchant

Fig. 5.37 Relationship
between the thickness of
plasma induced damage
inversion layer and the RF
power
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in the process gas of H2/N2/Ar, so the decrease in the H content (including H atoms
and H+ ions) could lead to the reduction of etching rate directly, which is verified by
the experimental results. Figure 5.38b provides the comparison of the etching rates
of the H2-based process gas with and without N2. The two rates have a great
difference at the same RF power, and the rate difference could increase with the RF
power increasing. This is because the H content in the H2-based process gas con-
taining N2 gas is very low, and even with increasing RF power, the etching rate in
this process remains very low in the low-energy etching condition due to the
absence of chemical etchant.

For the H2-based process gas containing N2, the existing problem is that the rate
of etching HgCdTe is excessively low. However, the CH4-based process gas is
different. The chemical etchants in the CH4-based process gas include two free
radicals: –H and –CH3. The radical –CH3 can serve as a chemical etchant in the
case that the radical H is suppressed. Therefore, at the same RF power, the damage
induced by the CH4 etching process are significantly less than that of the H2-based
etching process without N2, while its etching rate is higher than that of the
H2-based etching process containing N2. Accordingly, the CH4-based etching
process, in which the N2 gas proportion increases to acquire the desired reduction of
etching damage, is mainly applied for the dry etching technique of HgCdTe.

e. Etching process for reducing damage

According to the above research results of induced damage reduction, the ICP
etching isolation technique of reducing damage for HgCdTe micro-mesa arrays can
be achieved by decreasing RF power, increasing plasma density and introducing the
H consumption etchant. Figure 5.39 summarizes the thicknesses of plasma induced
damage inversion layers caused by different etching process gases. It can be seen
that the CH4-based process gas with the enhanced N2 gas proportion is a preferred
etching process. On the one hand, it produces least etching damage and can be used
for the preparation of HgCdTe mesa junction devices; on the other hand, its RF
power is more suitable. The lower RF power could lead to a low etching rate and
low duty cycle, so that the demands of preparing HgCdTe micro-mesa IRFPAs are

(a) (b)

Fig. 5.38 Relationship between the etching rate of H2-based process and RF power
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difficult of satisfy. The measurement of I–V and R–V characteristics indicates that
the thickness of electrical damage inversion layers in this process is less than 1 lm,
so this process can be used for the dry etching of HgCdTe mesa junction devices.

(4) Electrical damage repair

Considering the features of plasma dry etching process and HgCdTe material,
the damages are difficult to eliminate merely by improving etching process, and
there are always induced damage layers remaining on the etching surface. Next, the
investigations on the repair of weak damage layer on the etching surface using high
temperature annealing treatment are introduced (Fig. 5.40).

The high temperature annealing treatment could repair the lattice damage
induced by dry etching and reduce the defect density, so it can be used to repair the
damages caused by plasma etching. It was reported [43] that baking can make the
unbounded H atoms escape from the material surface. Thus, the heat treatment has

Fig. 5.39 Relationship
between different process gas
proportions and thicknesses of
damage layers

Fig. 5.40 Schematic diagram
of high temperature annealing
treatment
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an important role on reducing the thickness of dry etching induced damage
inversion layer.

Sun et al. studied the influence of heat treatment on the performance of
HgCdTe IR detectors. The optimal heat treatment process was used to anneal
HgCdTe samples etched by plasma dry etching. The samples were the HgCdTe
material of x = 0.239. The etched samples were annealed using SRO-702 meltback
furnace (ATV Inc.) in the N2 atmosphere. The annealing condition is shown in
Fig. 5.43.

The damage measurement results are provided in Fig. 5.41. The high tempera-
ture annealing has a certain effect on damage repair, especially in the case of severe
damages. However, the effect is not remarkable for the H consumption CH4/N2/Ar
process, in which the plasma induced damages are less. It indicates that the existing
high temperature annealing processes have a remarkable repair effect on etching
damages caused by H etchant, but its effect on etching damages caused by Hg
interstitials is not good.

Nevertheless, the measurement results of I–V and R–V characteristics indicate
that the high temperature annealing process leads to a change in the material
properties of HgCdTe, that is, the ohmic contact resistances increase. Figure 5.42
illustrates that the R–V curves of the samples that underwent wet chemical etching
for a short time after high temperature annealing present a resistance property, while
the unannealed samples still present a p-n junction property. This indicates that the
etching damage inversion layer becomes thinner. After annealing, the dynamic
resistance increases by an approximate order of magnitude. The reason may be that
the performance of ohmic contact to HgCdTe material becomes poor after high
temperature annealing. To apply the high temperature annealing process in the dry
etching fabrication process of HgCdTe, the influence of high temperature on pas-
sivation layer is required to be studied. Therefore, although the high temperature
annealing treatment has a certain effect on repairing plasma etching damages,
further exploration and optimization are still required of the annealing process.

Fig. 5.41 Influence of high
temperature annealing
treatment on etching damage
of HgCdTe
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4. Wet chemical process for micro-mesa array

The wet cleaning and etching are the processes of exposing semiconductor
wafers to liquid chemicals to remove unwanted material (film or defect) from the
surface. The wet chemical process for HgCdTe micro-mesa array includes many
technologies, such as cleaning, etching, and removing of photoresist, especially
various wet chemical processes after the formation of mesa. Due to the existence of
trenches, these processes are quite different from the conventional planar wet
chemical processes. By the experimental analysis of mesa devices and cleaning
processes, it is found that since the sidewalls and surface junctures suffer from the
wipe force due to the existence of mesa structure, the surface passivation layer is
easy to lift off, thereby resulting in the large area abscission of surface passivation
layer and poor process results.

Next, taking the cleaning and etching processes before passivation of
micro-mesa device as examples, the differences between them are demonstrated.
Before the passivation of a micro-mesa array device, the cleaning process is used to
clean up the polymers residing on the surface of mesa device after dry etching,
while the etching process is an effective way to properly eliminate the physical
damage layer generated by mesa etching. In the specific process, it is discovered
that the phenomenon of liftoff and abscission of surface passivation layer could
occur as the mesa device is cleaned using the planar cleaning process (shown in
Figs. 5.43 and 5.44).

In the specific process, the liftoff of surface passivation layer can be reduced by
wiping softly, and the previous ZnS layer is removed after cleaning and the new
ZnS layer is grown again to overcome the above problem. Bromine methanol and
hydrochloric acid are used to etch the pattern films, respectively. Photoresist is used
to protect the front surface, and then the bromine methanol is used to etch the
HgCdTe and the ZnS layer is etched with hydrochloric acid. In this way, the
damage layers on the sidewalls and bottom surfaces are etched by bromine

Fig. 5.42 Variation in the
R–V curves before and after
high temperature annealing
treatment
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methanol, and the CdTe/ZnS composite layers on the front surface are protected by
photoresist. After removing the photoresist, the ZnS layer is etched by hydrochloric
acid, and a good process effect can be achieved.

Currently, due to the small size and irregular shape of HgCdTe chips, no
automatic wet chemical equipment can satisfy the process requirement of HgCdTe
micro-mesa devices. Therefore, it is more feasible to select the wet chemical
equipment with corresponding functions in association with a suitable manual
operation.

5. Prototype chip of dry etching

A stable, dry etching process offering good etching surface and its etching rate,
loading effect, ARDE, uniformity, and electrical damage has been introduced and
now, based on this etching process, a long wave prototype chip is prepared and
analyzed [11].

Figure 5.45 provides the electrical and spectral characteristic curves of the
prototype chip etched by dry etching. The samples are based on p-type long wave
HgCdTe material of x = 0.215, and the condition of dry etching is as mentioned
above. After the formation of n+-on-p structure through large area ion implantation,
dry etching and wet chemical etching techniques for removing weak damage layers
are used to isolate the micro-mesa array and open the common zone, respectively.
After passivation, metallization, and indium bump preparation, the prototype chip is

Fig. 5.44 Mesa device
surface

Fig. 5.43 Planar device
surface
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complete. According to the concept of the material chip technique, five test
structures with wet chemical etching for 1, 1.5, 2, 3 lm and no etching are inte-
grated on the same chip.

As shown in Fig. 5.45a, in the prototype chips, the diode property of the pho-
todiode becomes very obscure without removal of damage layer, while the I–V and
R–V characteristic curves of photodiodes with etching surface removal of 1 and
1.5 lm are normal. However, after removing the etching surface for 2 lm or more,
the performances of the photodiodes are not improved but reduced. The reason is
likely that when the etching depth for removing surface damages caused by dry
etching using wet chemical etching is more than 2 lm, crescent-shaped trench
sidewalls of micro-mesa will occur due to the isotropy of wet chemical etching, and
the passivation film is difficult to coat the crescent-shaped sidewalls. Figure 5.45b
shows the spectral response curves of the prototype chip, and it can be seen that the
cutoff wavelength of this device is 10.7 lm.

The measurement results of the prototype chip indicate that the micro-mesa array
isolation using dry etching cannot achieve desirable device performance.
Nevertheless, after the surface is etched by dry etching and is removed to a depth of
1–1.5 lm, the device provides well in I–V and R–V characteristics. It indicates that
the dry etching process indeed results in the electrical damage layer of 1–1.5 lm
thick on etching surface. It is in agreement with the measurement results of the
thickness of dry etching induced electrical damage layer.

5.2.2 Micro-Mesa Photolithography

1. Uniform coating technology of photolithography for deep micro-mesa

The chief problem of the photolithography technology for high-accuracy
micro-mesa array is the uniform coating technology of photolithography on the top

(a) (b)

Fig. 5.45 Measurement results of prototype chip fabricated by dry etching. a I–V and
R–V characteristic curves; b Spectral response curves
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of mesa, trench bottom, and sidewall [6]. Because the sidewall is very steep and the
trench is very deep, the thickness uniformity of the photoresist on these locations is
difficult to ensure. Usually, the photoresist is accumulated in the trenches, while
there is rarely photoresist covering the top edge of the sidewall. This could make
the exposure time and developing time difficult to control during the photolithog-
raphy process. In order to ensure the integrity of patterns, the exposure time and
developing time should be prolonged. However, this could cause the overdevel-
oping and loss of photoresist mask on the top and sidewall of micro-mesa, so that
the areas of mesa surface regions protected by photoresist reduce and the thickness
of photoresist on the sidewall becomes very thin or nonexistent. Finally, when the
electrode isolation process is performed, the photoresist cannot effectively protect
the passivation films on the top and sidewall of micro-mesa array.

The photoresist is difficult to coat on the surface and sidewall of the mesa
structure using the conventional coating method. So, in the same exposure, some
regions with thicker photoresist cannot be developed completely due to insufficient
exposure, and, as a result, the desirable patterns could not be achieved. Moreover,
after the subsequent processes such as etching, photoresist accumulated in the
trenches may be difficult to remove (shown in Fig. 5.46). In view of the existing
difficulties of photoresist coating technique for climbing metallization of
micro-mesa array, the process should be optimized in the aspects of the fluidity
performance of different photoresists, the shape feature of micro-mesa and pho-
toresist coating rate.

The distribution of photoresist on the mesa top, the bottom, and sidewall of
trenches becomes uniform after optimization of coating process shown in Fig. 5.47,
especially, the proper thickness of photoresist is obtained on the mesa top and the
top corner on the slope surface. It is not only helpful for the control of exposure
time and developing time in different regions, but also ensures that the passivation
films are destroyed when opening contact holes.

There are two technical approaches to adopt in order to solve the problems in the
photolithography of deep micro-mesas using a conventional spin-coating method:

Fig. 5.46 Distribution of photoresist obtained from conventional spin-coating process
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• Surface planarization processing technique: a film is grown to reduce the surface
roughness, and then the photoresist coating and the subsequent exposure and
developing processes are carried out. This method is more complicated
technologically.

• Photoresist spray coating technique: using the photoresist spray coating
equipment, uniformly coated photoresist on the uneven surface can be achieved
(as shown in Fig. 5.48), and the uniformity of exposure and developing pro-
cesses is ensured. The method is relatively easy and feasible.

Fig. 5.47 Distribution of photoresist obtained by optimizing spin-coating process

Fig. 5.48 Coating
photoresist on the uneven
surface
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In the spray coating system, the photoresist is sprayed out of the jet with a
certain pressure after which the photoresist does not possess high fluidity. This
effectively reduces the local (edge) accumulation of photoresist using spin-coating
method due to the chip morphology.

Based on the photoresist spray coating technique, research work is performed in
the aspects of the fluidity performance of different photoresists, the shape feature of
micro-mesa, photoresist coating rate, curing temperature, etc. In this way, the
distribution of photoresist on the mesa top and the bottom and sidewall of trenches
can be uniform, especially if the thickness of photoresist on the surrounding areas
of micro-mesa top becomes very thick. It is not only helpful for the control of the
exposure time and developing time in different regions, but also ensures that the
passivation films are destroyed when opening contact holes.

2. Exposure technique for photolithography of deep micro-mesa

For the uneven surfaces on the mesa top and the bottom and sidewall of trenches,
if the photolithography is required to be performed at the same time, the linewidth
could change for the existing contact exposure method, and the contact at lower
locations is unable to be good for exposure, thereby leading to distortion of pat-
terns. In this case, the performance of the stepper should be improved. The
advanced noncontact stepper could be used to achieve favorable patterns, which is
helpful for the improvement of total uniformity of the mesa devices.

For HgCdTe micro-mesa devices, the more advanced direct write stepper can be
selected except for the noncontact stepper. The comprehensive photolithography
techniques involving the direct write continuous scanning and the step printing with
different scaling factors are adopted in the nonmask stepper based on a digital
micromirror device (DMD), and smooth pattern profiles can be developed. Also,
the exposure efficiency can be improved. The light from the 405 nm (or 365 nm)
LED source is projected onto the DMD array after the calibration of a group of
optical beam splitter systems. The DMD array can provide the projecting patterns
for exposure according to the exposure requirement, and the patterns are projected
onto the wafers in a certain scaling factor through the optical projecting system to
achieve the transfer of patterns. The conversion of scaling factors is achieved by
selecting projecting lens with different magnifications. The projected patterns are
obtained by the segmentation of wafer layout and data processing without the
preparation of photo mask.

5.2.3 High-Quality Sidewall Passivation Technique
of Micro-Mesa Arrays

After the formation of deep micro-mesas, the vertical passivation of micro-mesa
FPA chips becomes a technical challenge, because it involves film growth in both
vertical and horizontal directions, the distribution of bond stress and reliability.

418 5 HgCdTe Detector Chip Technology



The sidewall passivation is as important as the surface passivation, and both of
them have a significant impact on the performance of detectors.

The performance of HgCdTe devices is closely correlated to the passivation
process. A good passivation process of the surface and sidewalls can reduce surface
damages, interface states, surface leakage current, surface recombination velocity,
and 1/f noise on the surface of HgCdTe devices. The process can also increase the
dynamic resistance and the reverse breakdown voltage of detectors, thereby
improving the device performance. Accordingly, it is required to prepare a compact
and high-resistance passivation layer in HgCdTe device technology.

Higher growth temperature and energy are required for the growth of compact
and high-resistance passivation films, however, the HgCdTe material cannot endure
long duration heating at temperatures higher than 80 °C, and the higher growth
energy also causes new surface damages to HgCdTe devices. Thus, four aspects of
investigations are required as follows:

1. Design of composite film system

For HgCdTe detectors, there are some passivation films reported early as follows:

Film system Advantage Disadvantage

ZnS Energy gap = 3.9 eV (77 K), good insulation Poor matching with
HgCdTe

CdTe Energy gap = 1.6 eV (77 K), good matching
with HgCdTe

Poor insulation

CdZnTe Perfect matching with HgCdTe Poor insulation

CdTe/ZnS
composite film

Perfect matching with HgCdTe Good insulation

With the development of HgCdTe technology, the CdTe/ZnS composite passi-
vation film is the most widely applied technique for HgCdTe. The lattice mismatch
between CdTe and HgCdTe is small and fewer interface charges are obtained by a
CdTe passivation film, which is helpful for the achievement of the surface flat-band
condition. The CdTe film makes a graded layer form at the interface of HgCdTe and
CdTe, while the ZnS film can serve as a good insulation layer.

2. Ultralow damage surface passivation technology

At present, the main methods applied in the passivation technology for HgCdTe
devices include: thermal evaporation, sputtering, magnetron sputtering, MBE, etc.

The thermal evaporation technique is one in which the source material is heated
to melt sufficiently and then evaporate. The passivation technology contains three
stages:

1. Material evaporation (evaporation stage)
2. Transportation of particles to the substrate in vacuum (transportation stage)
3. Condensation on the substrate (condensation stage)
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The feature of this technology is that a high vacuum is required in the vacuum
chamber, so that the evaporated particles have long mean free paths and reach the
sample surface effectively, thereby improving evaporation efficiency. Hence, the
vacuum pump of evaporation system is usually connected to the main vacuum
reaction chamber through a pipeline with a large cross section (shown in Fig. 5.49).

For equilibrium pressure or saturated vapor pressure, the evaporation rate and
the condensation rate of source material are equal. The saturated vapor pressure is
given by

ps ¼ Ae �BTð Þ;

where A is the integration constant, B is the parameter closely correlated to the
evaporation process. Very small temperature changes can lead to a great change in
evaporation rate. For evaporation, either the resistance heater or e-beam (in the case
of e-beam evaporation) can be applied to the heating source material. For evapo-
ration systems applied in the HgCdTe device passivation technology, control of
substrate temperature must be carefully maintained.

The sputtering technology is a plasma process. During sputtering, inertial gas
ions (usually Ar ion) are accelerated and bombard the target (cathode), and the
emergent particles from target form a vapor column and then deposit on the sub-
strate. The sputtering process includes four stages:

• The plasma is generated by the collision and ionization of the gas atoms
(Ar) with high-energy electrons

• The plasma bombards the target
• The bombarded target atoms are transported onto the substrate
• The emergent target atom groups are deposited on the substrate

In order to achieve the maximum deposition rate of target atoms on the substrate,
the distance between the substrate and the target is usually 5–10 cm (up to 35 cm in
some sputtering systems). The atoms arriving at the substrate have higher energy
(3–10 eV) than that in the evaporation technique (0.2 eV). The collision between
target atoms and gas atoms causes the atoms to arrive at the substrate from different

Fig. 5.49 Schematic diagram of vacuum thermal evaporation
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directions. Therefore, the passivation process is largely isotropic, and the step
coverage of sputtered films is better than that of evaporated films. Sputtering
provides for a stronger particle collision to the substrate surface than evaporation,
so that the lattice of substrate material is easier to destroy.

The ions are generated by the plasma discharge between two electrodes, that is,
they are caused by the inelastic collision between free electrons and gas molecules
(Ar mostly). The required ionization energy (15.7 eV for Ar) comes from the
electron kinetic energy. The kinetic energy of Ar+ ions is in the range of 10 and
1000 eV due to the acceleration by the electric field between the cathode and the
anode. During collision with the substrate, the Ar+ ions transfer a part of their
kinetic energy to a finite (around 1000 atoms) lattice through a series of quasi
elastic collisions. If the energy is higher than the surface bonding energy, then these
atoms will escape from the lattice. The mean amount of bombarded atoms or the
sputtering yield S is given by

S ¼ Amount of bombarded target atoms=Amount of colliding ions

The sputtering yield is determined completely by the angle of Ar+ ions bom-
barding the target. When the incident angle is 0°, the ions fly parallel over the target
surface, so the probability of ejecting atoms out of the target is very low. When the
collision angle is 90°, the momentum of ions is transferred onto the target, but
cannot eject atoms from the target. Usually, the maximum sputtering yield is
achieved at an incident angle of approximately 60°. Meanwhile, S is also deter-
mined by the mass relationship of ions (Ar) and target atoms and the bonding
energy between atoms.

In the conventional sputtering systems, only a few electrons collide with Ar
atoms, causing ionization. Most electrons accumulate on the anode so that the
substrate is heated, which has a significant impact on HgCdTe devices. On the basis
of common sputtering, the amount of electrons used for Ar+ ionization is increased
by the applied electromagnetic field in magnetron sputtering (shown in Fig. 5.50).
The electrical field and the magnetic field cause the charged carriers to move in a
circular motion in the plasma, where the deflection radius of electrons is more than
that of ions. Accordingly, the electrons are collected near the target, so that a higher

Fig. 5.50 Schematic diagram
of magnetron sputtering
system
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ionization probability and sputtering rate are obtained. The (E � B) trend makes the
electrons flow onto the anode rather than the substrate, so the heating of the sub-
strate is reduced. However, the mismatch of the stoichiometry in the grown com-
pound films needs to be noticed.

The MBE process is a technique where molecular/atomic beams form the film on
the substrate in a high vacuum environment (shown in Fig. 5.51). The main feature
of MBE is that the motion of atoms or molecules with sufficiently long mean free
paths causes them to have essentially ballistic characteristics, but without gas phase
reaction. The adhesion coefficients of the elements with low vapor pressure tend to
be consistent, while the elements with high vapor pressure need to be used
excessively to make up for the low adhesion coefficient, so that the surface
dynamics and diffusion energy satisfy the two-dimensional growth. However, the
growth temperature of MBE is high, which has a significant impact on long wave
HgCdTe material.

During the bombardment, the HgCdTe material is easily damaged and surface
defects are produced, so that the device performance is reduced. On the other hand,
the performance of the HgCdTe material is sensitive to temperature. So investi-
gation into low damage surface passivation technology is critical. At present, the
magnetron sputtering system is usually used for passivation. Magnetron sputtering
has an advantage of low bombardment to the substrate, as a result of plasma
constrained near the target. The process is helpful for reducing the damage to the
substrate and lowering deposition temperature and is suitable for the passivation
process of HgCdTe.

3. Difficulty analysis and technological method of passivation for HgCdTe
micro-mesa devices

For the HgCdTe mesa devices, the surface passivation technique needs not only
to solve the problem of surface leakage current in the planar monochromatic
devices, but also to reduce the leakage current of mesa sidewalls through passi-
vating the sidewalls of exposed HgCdTe mesas by growing high-quality passiva-
tion layers after deep micro-mesa etching.

Fig. 5.51 Schematic diagram
of molecular beam epitaxy
system
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(1) Low temperature and low damage composite layer passivation technique

For the exposed HgCdTe surface, the composite passivation film of CdTe/ZnS is
required to be applied. The CdTe film is grown directly on the surface of HgCdTe,
and it has a good lattice matching with HgCdTe and is helpful for reducing the
surface state of HgCdTe while the ZnS film can provide favorable optical and high
resistance properties. Considering the requirement that HgCdTe cannot endure high
temperature and the collision of high-energy beam current, the following aspects
should be studied:

• Low damage passivation method of CdTe film: the low temperature and low
damage growth method of CdTe films is explored to reduce the damage caused
by the CdTe passivation process to the HgCdTe surface and ensure the inter-
facial and high resistance properties of passivation layers;

• Temperature-change passivation method of ZnS film: for the problems that the
low temperature growth of the ZnS film brings poor adhesion force and loose
film structure and the HgCdTe devices cannot endure the temperature higher
80 °C for a long time, the temperature-change growth method of ZnS film at
high initial temperature is studied, and a compact ZnS film with high resistance
and good adhesion is achieved to improve the reliability of devices without the
reduction in device performance;

• Component control technique of CdTe film: for the problem of the proportion
mismatch of Cd and Te, the external high-purity Te technique and the secondary
electron energy spectrum monitoring are applied to achieve Te-rich CdTe
passivation film. This method can effectively reduce the Hg-rich defect state
density on the HgCdTe surface caused by the heat treatment and greatly reduce
the dark current, thereby improving the dynamic resistance of detectors.

(2) Optimal design of micro-mesa passivation technological flow

For the layered mesa devices, the micro-mesa passivation technology is divided
into two steps: (1) the problem of surface leakage current can be solved based on the
CdTe/ZnS composite film technique in the planar monochromatic device processing;
(2) the problem of the uniform distribution of the passivation film on the sidewall of
mesa devices is solved. Figures 5.52 and 5.53 provide the passivation of planar and
mesa devices, respectively. The sidewall of mesa is covered by the CdTe/ZnS
composite film with the thickness similar to the surface passivation film. If the film
on the sidewall is too thin, the passivation effect becomes poor thereby influencing
the device performance; if the film is too thick, it could result in a large change in the
surface passivation film structure, so that the reliability of the device is affected.

On the basis of the existing passivation technique for HgCdTe planar
monochromatic devices, the magnetron sputtering system or thermal evaporation
system is selected, and the low temperature and low damage fractional passivation
method is applied combined with wet chemical process. Also, the proper passi-
vation film for sidewall is selected to achieve mesa devices with good surface and
sidewall passivation.
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(3) Optimization technique of surface and sidewall mesa coating

The sidewall passivation of deep micro-mesa is more difficult than that of planar
devices for the micro-mesa passivation technique of HgCdTe devices. Regarding
the growth of passivation layer on the sidewall of mesa, the nonuniformity of the
thickness of passivation layers on surface and sidewall is easily caused thereby
influencing the passivation quality due to the shadow effect. Specifically, a fracture
at the juncture of sidewall and surface likely occurs, so that the exposed HgCdTe
surface could generate remarkable surface leakage current.

So far, the conventional sidewall passivation methods for HgCdTe include
magnetron sputtering passivation and thermal evaporation passivation. And the
optimization methods of magnetron sputtering passivation process are given:

• Increase the sputtering pressure to enhance the scattering of sputtered particles
colliding with Ar+ ions, in order to improve the directivity of grown films;

• Reduce the distance between the target and the sample, in order to increase the
incidence angle of sputtered particles entering the trenches;

• Confocal sputtering growth method: the magnetron sputtering method of
focusing growth is performed on the sample using adjustable angle multiple
targets. It has the advantage that the growth directivity is easy to control, as well
as the disadvantages of large bombardment intensity to sample and high tem-
perature rise.

The optimization of thermal evaporation methods is given:

• Planet carrier of sample platform: the sample holder has a planet orbiting
structure, so that the sample can revolve around the bearing and on its own axis.
It has the advantage of good uniformity of film, as well as the disadvantages of
complicated loading and poor mechanical stability.

• Reducing the distance between the sample and the evaporation boat can increase
the incident angle of evaporated particles entering the trenches, thereby
improving the uniformity of the thickness of surface and sidewall passivation
layers.

Fig. 5.52 Passivation of
planar devices

Fig. 5.53 Passivation of
micro-mesa sidewall
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At present, the magnetron sputtering method and the thermal evaporation
method could also be optimized further. In order to reduce or avoid the problem on
the shadow of film growth, the planet carrier can be designed, and the thickness
distribution of passivation layers on the surface and sidewall can be measured by
SEM. Therefore, the thickness ratio of passivation layers on the surface and side-
wall could be improved effectively.

(4) Evaluation of passivation effect on the surface and sidewalls in HgCdTe
micro-mesa devices

The surface passivation on deep trench micro-mesas is more difficult than that in
the planar device process. Due to the shadow effect, the phenomena of poor
adhesion, too thin thickness, and loose structure occur easily in the growth of
passivation layers on the sidewall of a mesa, thereby influencing the passivation
effect significantly. Accordingly, it becomes quite important to evaluate the pas-
sivation effect of surface and sidewall precisely.

First, the thicknesses of passivation layers on surface and sidewall are observed
applying SEM, shown in Fig. 5.54. The aim of the passivation process is to grow
the CdTe/ZnS composite films and make the thicknesses of both films equivalent.
However, in fact, the thicknesses of the composite films on sidewalls and at the
juncture of surface and sidewall are relatively thinner. The distributions of the
passivation layers on the top of the mesa and the bottom and sidewall of the trench
are investigated using the SEM analysis of the cleavage profiles. Figure 5.55
provides the cross-section view of the distribution of passivation films in the
HgCdTe micro-mesa detector array. It can be seen that the distribution of the
passivation layers on the top of mesa and the bottom of trenches is uniform, and the
thickness of the passivation layer on sidewall is more than 45 % of that on the mesa
top. In other words, the passivation effect can be achieved effectively.

Next, in order to optimize the technical condition, the interfacial properties of
passivation layers are investigated by the C–V measurement and the component is
analyzed by photoelectron energy spectrum. The surface passivation device with a
MIS structure is fabricated (shown in Fig. 5.56), and the C–V curves at high and

Fig. 5.54 SEM images of sidewall passivation
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low frequencies are measured by semiconductor parameter analyzer. Finally, the
fixed and movable charges at the interface of passivation layer can be analyzed
further.

5.2.4 Metallization of Micro-Mesa Array

The electrode fabrication is an important step in the HgCdTe IRFPA process. The
common port of micro-mesa detectors is required to be extracted from the bottom of
trenches, which is more difficult than that of planar detectors in the small scale. Due
to the specificity of HgCdTe material, the special requirement is brought to the
electrode fabrication. That is, on the one hand, damage from technical processes to
the material should be avoided; on the other hand, good thermodynamic contact
with HgCdTe should be formed on the premise of ohmic contact formation. Next,
the layer selection of deep micro-mesa signal and the climbing metallization
method of lateral extraction of selected zone are introduced.

1. Ohmic contact of electrode

In the electrode fabrication, it is very significant to form an ohmic contact
between metal and the semiconductor. If the metal and the semiconductor are
connected simply, the work function difference between them could cause the

Fig. 5.55 Cross-section view of the distribution of passivation layers in a micro-mesa pixel array

Fig. 5.56 C–V measurement
structure of surface
passivation
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redistribution of carriers, so that a barrier is created at the interface forming the
rectification characteristics. This additional unilateral conductivity leads the p-
n junction to work abnormally. Therefore, the semiconductor surface layer should
be treated to eliminate rectification effects. The ohmic contact should satisfy two
conditions electrically: (1) the I–V characteristics at the contact interface present
linear symmetry, (2) the contact resistance should be as low as possible.

In the MS contact theory of ideal semiconductors, it indicates [49] that the ohmic
contact can be formed by selecting a metal with suitable work function (for n-type
semiconductor, Wm < Ws; for p-type semiconductor, Wm > Ws). However, a large
number of experimental measurements [50] demonstrate that the contact barrier is
not determined by the work function of the metal due to massive surface states
existing on the semiconductor surface. In the practical fabrication of chips, the
ohmic contact is usually formed by tunneling effect.

Taking n-type semiconductor as an example, the rectification contact can be
formed when the metal is contacted with the low-doping n-type semiconductor.
When the doping concentration becomes higher, the rectification characteristics
degrade and the I–V characteristic curves trend to be symmetric forming the ohmic
contact. In the energy band theory, when the doping concentration is low, the
barrier at the interface becomes wider and the electron transportation is based on the
thermionic emission over the barrier. In the forward bias, the electrons can cross
over the barrier into the metal; in the reverse bias, the electrons in the metal should
cross over the barrier (the barrier height is UB) into the semiconductor, so the I–
V characteristics appear asymmetrical. When the doping concentration is high, the
barrier becomes narrow and the probability of electron tunneling increases, so the
electron transportation is based on the field emission effect caused by electron
tunneling and the thermionic emission can be ignored. Hence, the I–
V characteristics appear linearly symmetric (Fig. 5.57).

In general applications (x � 0.5), the energy gap of Hg1−xCdxTe is narrow.
Many research papers indicate that the ohmic contact is formed easily between
metal and n-type HgCdTe, while the p-type HgCdTe is difficult to form an ohmic
contact. The theoretical calculation presented by Spicer [51] indicates that the Fermi
energy levels at the metal/Hg1−xCdxTe interface are pinned in the forbidden band
(x > 0.4) or in the conduction band (x < 0.4). So the intrinsic ohmic contact is
difficult to form between metal and p-type HgCdTe. A very thin barrier is required
to form at the interface of metal and HgCdTe, so that the carriers could tunnel. For
the specific forming methods, each laboratory has its own optimal recipe. The
reported metals that can form good ohmic contact with p-type HgCdTe include Sn,
Cr, Au, etc. [52–54].

In many devices, there is an n+ region of 1 lm thick in the surface layer of
n-type implanted zone, and the doping concentration is 5 � 1017–2 � 1018 cm−3.
The formation of the n+ region is closely correlated with the surface damage of ion
implantation and the distribution of implanted B element. The n+ region of HgCdTe
in high doping concentration could form a good ohmic contact with metal. The
distribution of doping concentrations at the p-n junction is shown in Fig. 5.58. The
distribution can be demonstrated by secondary ion mass spectroanalyzer (SIMS):
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Fig. 5.57 Energy band diagram of ohmic contact formation

Fig. 5.58 Schematic diagram
of doping concentration
caused by ion implantation
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According to the relationship between doping concentration and barrier width, in
the high doping concentration of n+ region, the barrier width becomes narrow, and
the tunneling effect has dominated the electron transportation, that is, a good ohmic
contact can be formed between HgCdTe and metal.

2. Multilayer electrode

During the fabrication of HgCdTe detectors, Hg loss or surface damage are easy
to occur. Moreover, the detector is sensitive to temperature and doping. When the
dopants of a deep energy level, especially Au, are introduced in the device process,
the detector performance could be reduced.

The preparation of an electrode should satisfy the following requirements:
(1) the process brings low damage to material; (2) the introduction of impurities
should be avoided in the electrode material itself and the fabrication process;
(3) deep interdiffusion should not occur between electrode material and HgCdTe;
(4) the electrode has good adhesion and thermal matching to the substrate. In the
device process, the fabrication of a metal contact requires good step coverage
capability. Additionally, the adhesion of the electrode layer to the ZnS layer on the
surface of devices is required to be good, and the obvious atomic interdiffusion
influencing the performance of the passivation layer cannot occur between them.
Above all, a good ohmic contact should be formed between metal and HgCdTe.

In the electrode structure, multilayer metal electrodes are adopted in HgCdTe
devices. Functionally, the electrode system can be divided into four layers; ohmic
contact, adhesion, barrier, and conduction. For the electrode structure in HgCdTe
devices, the Au layer is used as a conduction layer, the Cr layer is used as ohmic
contact, adhesion, and barrier layers, and the Pt layer is also used as a barrier layer
to prevent the deep interdiffusion between Au and In in the interconnection process.

Au is a good conductor and its conductivity is 0.452 � 106/cm X. Au has soft
texture and good ductility. The Au layer with a certain thickness can play a role of
relieving stress. Therefore, it serves as the conduction layer and the stress relief
layer. The disadvantages of Au are that it is easy to interdiffuse with HgCdTe and
then forms a deep energy level influencing the device performance, and the
adhesion of Au layer to HgCdTe is poor and easy to break off. So, between Au and
HgCdTe, a barrier layer is required to prevent the interdiffusion, and the adhesion
layer is used to enhance the adhesion strength.

Taking Cr for an example, Cr is also a good conductor and its conductivity is
0.0774 � 106/cm X. In the low current IR detectors, it could not produce the
electromigration and can serve as an ohmic contact layer. Cr has an adhesion to
nonmetal material, so it is usually used as a transition layer between the other metal
and the nonmetal. The Cr atom has no strong diffusion into other materials. Usually,
after the diffusion of several atomic layers (<100 À) on the contact interface with
the other material, the interatomic bonding reaches a stable value and the deep
diffusion is stopped. Particularly, Cr is easy to react with other atoms such as
oxygen (O) and sulfur (S) and the bonding energy is high, so a compact layer of
several atoms thick could form thereby preventing the further diffusion between
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materials. Thus, the Cr layer is difficult to diffuse deeply into ZnS and HgCdTe and
can serve as an ideal barrier material. Hundreds of angstroms thick Cr film can play
a good barrier role. The favorable barrier performance of Cr can be verified by
SIMS. On the other hand, the chromium breaks away from the target surface in the
form of an atom or ion during sputtering, so the Cr film has high compactness and
good step coverage and is suitable for the filling process for high AR.

The disadvantage of the chromium is that it is easy to be oxidized so that its
conductivity becomes poor. During sputtering, a high vacuum must be achieved
near the substrate. The Cr film in the electrode can be covered by the Au film to
prevent oxidization. In consideration, the chromium in the electrode can serve as
the ohmic contact layer, adhesion layer, and barrier layer.

The flip chip interconnection technique is usually applied in HgCdTe detectors.
As an interconnection material, indium can interfuse with Au to form an alloy. The
shallow interfusion can make the interconnection more stable, while the deep
interfusion could reduce the conductivity of Au. Therefore, the Pt layer is prepared
on the Au electrode to prevent the interfusion between Au and In, and the thin Au
film on the Pt film is used to form a shallow interfusion with In for the enhancement
of firmness (Fig. 5.59).

3. Preparation and evaluation of electrode

In general, the deposition of metal electrodes in the HgCdTe device includes
thermal evaporation, RF/DC sputtering, and ion beam sputtering.

The thermal evaporation process has the features of high evaporating rate and
simple equipment configuration. Because of operating in the high vacuum, the films
prepared by the thermal evaporation process have advantages of high compactness
and small surface graininess. However, due to the long mean free path of particles
in this process, the thermal evaporation has a poor coverage for the steps of high
AR patterns. For micro-mesa devices, the poor step coverage can make the elec-
trode thickness on the sidewall thinner and even create an incomplete electrode with
the electrode climbing, thereby resulting in the failure or poor reliability of the
electrode. Moreover, due to the low accuracy control of evaporating rate, the
evaporating rate is not stable during thermal evaporation, which could make the
control accuracy of the sample temperature poor. Accordingly, a high evaporating
rate and long duration evaporation could cause a drastic increase in sample tem-
perature. For HgCdTe devices sensitive to temperature, the excessively high sample

Fig. 5.59 Schematic diagram
of the electrode in the
HgCdTe device
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temperature could lead to failure, while an excessively low sample temperature
could also cause a reduction in the adhesion of film and even the abscission of the
electrode. Considering these various issues, the thermal evaporation process is not
suitable for the electrode preparation of HgCdTe micro-mesa devices (Fig. 5.60).

The RF/DC sputtering process is also a conventional technology for preparing
metal electrodes. In the sputtering process, the RF power is applied on the target to
generate a HDP in the chamber. During the process, the target is subjected to the
continuous bombardment of plasma and the target atoms are sputtered out of the
material surface to deposit on the sample.

The major feature of the sputtering process is good film adhesion. Because the
particles are subjected to the continuous bombardment of plasma during the
deposition on the surface of substrate, the energy of deposited particles is very high
and the combination of the particles and the substrate surface is better. Additionally,
the sputtering rate is more stable and the technological temperature during depo-
sition is low, so it could not cause thermal damage to the HgCdTe material.

In the ion beam sputtering process, a high-energy ion beam is used to bombard
the target causing the target particles to break off from the target and deposit on the
substrate surface. The critical part of the ion beam sputtering equipment is the ion
beam generator—ion source. The ion source generates the HDP in the chamber by
RF discharge, and then Ar+ ions are extracted from the discharge chamber using the
beam extractor to form the directional beam with a certain energy and speed
bombarding the target, thereby producing the secondary particles. These particles
are sputtered into the chamber directionally. If the sample is placed within the mean
free path of the secondary particles, the particles could be deposited on the sample
surface to form the film.

The technological parameters of the ion beam sputtering consist of beam pres-
sure, beam current, and sample temperature. The beam pressure is the plasma
potential in the chamber and determines the energy of ions bombarding the target.
The beam current is the electrical quantity of Ar+ ions emitted from the ion source
per unit time. Moreover, the equipment provides the sample pallet with accurate
temperature control.

Fig. 5.60 Diagram of electrodes covering the micro-mesas
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The technological feature of ion beam sputtering is that the high vacuum can be
achieved near the substrate (due to the Ar gas supplied during operating, the vac-
uum near the ion source is low, however, the distance between the substrate and the
ion source is large, so the high vacuum of 10−4–10−7 Pa can be also achieved near
the substrate). The reduction in residual gases improves the film purity, compact-
ness, uniformity, and step coverage and decreases defects. Advantages include:
(1) suitability for the high AR and small aperture metallization processes such as the
deposition of metal contacts; (2) the temperature rise and physical damages caused
by the bombardment of plasma to the substrate placed in the plasma discharge
environment for conventional sputtering are avoided; (3) the thermodynamic
properties could be controlled by adjusting the film growth temperature, which
determines the stress and adhesion of the film. Additionally, constant sample
temperature could reduce the thermal damage caused by the heat accumulation
during deposition of particles. Hence, ion beam sputtering can satisfy a series of
stringent requirements such as low damage, high density, high purity, and high step
coverage and has been extensively applied in the electrode preparation of HgCdTe
devices.

The diffusions between metal and nonmetal and between metals are analyzed by
SIMS. The distributions of the concentrations on time are provided in Fig. 5.61.

From the distribution curves of the concentration on sputtering time for
MCT + CdTe + ZnS + electrode (Fig. 5.61a), the conclusions can be achieved as
follows:

a. The concentration of Cr in Zn element and the concentration of Zn in Cr element
are low, both of the concentration curves are steep at the junction. This indicates
that the interdiffusion between ZnS and Cr is weak, and the thickness of the
interdiffusion layer can be estimated to be on the order of dozens of angstroms.

b. From the interface of Au and Cr, the interdiffusion between them is also thin.
This proves that the barrier effect of Cr to Au is remarkable. By the blocking of
Cr, the concentration of Au in ZnS approaches to zero, which verifies the barrier
properties of Cr layer.

c. At the interface of ZnS and Cr, there is a small drop occurring in the SIMS
profile curve of the Cr atom concentration, as well as that of Zn. This indicates
that the sputtering rate of the SIMS beam decreases so it can be estimated that
the interatomic bonding energy here is high and the bonding between atoms is
compact. It also verifies the properties that Cr atoms and S atoms are easy to
bond firmly and there is a compact atom layer existing at the interface of ZnS
and Cr. From the range of the curve drop, it can be seen that the small drop only
occurs within a very small range, which indicates that the compact atom layer is
very thin.

From the distribution curves of the concentration on sputtering time for
MCT + electrode (Fig. 5.61b), it can be seen that: (a) the concentration of Au in
HgCdTe is very low. By blocking Cr, the concentration distribution in HgCdTe
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approaches to zero. It verifies the good blocking role of Cr layer. (b) the concen-
tration of Cr at the interface of Cr and HgCdTe decreases to a very low value, which
indicates that the diffusion of Cr to HgCdTe is very shallow. (c) the concentration
of Hg in the Cr layer falls gradually, which indicates that Hg has a certain depth of
diffusion in the Cr layer. This diffusion forms the low concentration of doping,
which is helpful for the formation of an ohmic contact.

Fig. 5.61 SIMS profile results of the concentration versus the sputtering time. a The distribution
curves of the concentration on sputtering time for MCT + CdTe + ZnS + electrode; b The
distribution curves of the concentration on sputtering time for MCT + electrode
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5.2.5 Indium Bump Preparation and Hybridized
Interconnection of Micro-Mesa Array

The main role of flip chip interconnection is to connect the prepared detector chip
and the corresponding Si-based readout circuit electrically [55–57]. The flip chip
technique is a packaging technology pasting the chip to the base with the active
surface facing the base (that is, different from the wire bonding technology, as chip
with indium bumps is flipped over, and the active surface is placed downwards—so
it is called flip chip) [58–60]. The flip chip is pasted onto the base using the
alignment bonding equipment, and the solder bumps on the chip are positioned on
the corresponding contact pads on the base. Usually, by heating air and applying a
little pressure, the electrical and physical connections between the chip and the base
are formed after the reflowing of solder bumps, which is a conventional packaging
technology in the field of integrated circuits (IC) at present. In general, the epoxy
resin filling technique is applied to improve the reliability of the flip chip [60].

1. Welding technique of flip chip

The IRFPA chip and the ROIC are welded together using the flip chip technique.
However, the IRFPAs fabricated at ambient temperature operate at the temperature
of 80–90 K, and the device suffers from hundreds and thousands times of thermal
cycling, so the Sn/Pb alloy used usually in the IC industry cannot be selected for the
bump material of FPAs. Because Indium (In) has good ductility at high, low, and
ambient temperatures, and the large-scale array of tiny In bumps are prepared at
ambient temperature, indium becomes the most ideal solder material for FPAs
[61–63].

The flip chip technique of IRFPAs usually includes cold welding and reflowing
self-alignment because the reflowing pulling welding technique is difficult to
realize, its practical application has not been reported. These three welding tech-
niques are introduced in detail as follows [64–67].

(1) Flip chip cold welding [65]

As a conventional welding technique applied in IRFPAs, the flip chip cold
welding is the mainstream technology adopted by American IRFPA manufacturers.
In this technique, the FPA chip with indium bump array and the ROIC with the
same indium bump array are aligned using the alignment bonding system firstly and
then are welded together by applying a certain amount of pressure. Although the
method is simple and practical, there are some disadvantages of large extrusion
force, low welding accuracy, uncontrollable weld shape and height, poor spacing
uniformity, and some shortcomings in the electrical and mechanical connectivity.

The top area of the micro-mesa in a high density array is limited. Especially for
the two-color and multicolor IRFPAs, so it is very difficult to prepare two indium
bumps on the micro-mesa of limited area and ensure that two indium bumps on the
same mesa will not be extruded to touch each other after the hybridized
interconnection.
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(2) Reflowing self-aligning welding [65, 66]

The detector chip and the ROIC are aligned first and welded together by
applying a certain pressure, and then a reducing agent is introduced into the
meltback furnace to cause the reflowing of the indium welds. Finally, the reflowing
self-aligning welding of the detector chip and the ROIC is achieved under the action
of the surface tension between the reflowing indium welds and the contact pads.
The requirement of this method to the process is low, and it can be achieved in the
most welding techniques. However, the accuracy control of the indium weld shape
and height cannot be realized with this method.

A good electrical connection between the detector chip and the Si-based ROIC
can be achieved under the proper interconnecting pressure and temperature, and the
interconnected indium bumps can endure the temperature shock of the detector
operating. Additionally, the reflowing can lead the melted indium and the metal
electrode to form some alloys, thereby making the interconnection between the
ROIC and the detector more firm.

A thrust damage experiment is performed on the IRFPA analog devices inter-
connected by reflowing self-aligning flip chip technique, and the contact between
indium balls and welds is analyzed. Figure 5.65 provides the SEM images of the
surface of a chip without indium bumps after splitting the chip and the ROIC. As
shown in this figure, the indium traces are distributed on the contact pads of the
surface without indium welds, and most of sections are neither on the contact pads
nor on the under bump metallurgy (UBM) sites of indium welds, but they appear
within the indium welds. It indicates that the indium balls have good wettability to
the contact pads to ensure the electrical and mechanical connectivity of indium
bump interconnection and the better reliability [6, 59] (Fig. 5.62).

Fig. 5.62 SEM images of the surface of a chip without indium bumps after splitting the chip and
the ROIC
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(3) Reflowing pulling welding [68, 69]

The detector chip and the ROIC are aligned, and the shape and height of the
melted indium balls can be controlled by regulating precisely the distance between
the chip and the ROIC. Finally, the reflowing pulling welding is achieved after
lowering the temperature. For the height h of indium bumps in the reflowing pulling
welding, there are three state control parameters: the height of connecting h0, the
height of extruding h1, and the expected height after welding h2. Accordingly, if it
is to be realized that h2 > h1, the pulling operation is necessary, so it is called
reflowing pulling. In theory, it is feasible and helpful for improving the reliability of
FPAs and the electrical and mechanical connectivity, but there are many difficulties
such as the control of technological parameters, and the fabrication of samples.

2. Evaluation of flip chip welding

The flip chip welding for FPAs not only provides the electrical and mechanical
connectivity between the pixel of the detector chip and the input terminal of the
corresponding ROIC, but also relieves the stress caused by the mismatching of the
coefficients of thermal expansion between the detector chip and the Si-based ROIC
after the thermal cycling. Therefore, the flip chip welding technique can be esti-
mated in the aspects of welding resistance, mechanical connectivity, weld height
(interplanar spacing), and reliability [60, 63, 65, 68, 69].

(1) Welding resistance

The welding resistance is the series resistance between the chip and the ROIC,
and it includes the contact resistance between the indium weld and the pixel, the
self-resistance of indium weld and the contact resistance between the indium weld
and the ROIC. The welding resistance is one of the critical parameters estimating
the performance of welding.

A high contact resistance can influence directly the coupling between the pixels
and the ROIC, and the influence becomes more notable in the LWIR and MWIR
FPAs; moreover, the uniformity of the welding resistance can also influence the
uniformity of the FPA performance.

However, due to the active properties of indium, a compact oxide dielectric layer
could be formed on the surface of the prepared indium ball. Thus, in the flip chip
reflowing welding, the key to achieve the low and uniform welding resistance is
how to crack the oxide layer for the high wettability of the indium balls to the
contact pads and how to prevent the further oxidization of the indium bumps.

(2) Mechanical connectivity

Mechanical connectivity is the premise of the electrical connection of the flip
chip. Its magnitude is a mechanical parameter representing the welding firmness of
the chip and the ROIC.

For the flip chip reflowing welding technique, the main issues influencing the
mechanical strength of welding include the wettability of the indium weld to the
contact pads, the contact area between the indium bump and the pad (related to the
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alignment), and the wettability of the indium bump and its self-metal pedestal
(UBM).

Accordingly, for the flip chip reflowing welding technique, by increasing the
wettability of the indium bump to the pad and the UBM and improving the accuracy
of welding alignment, the high mechanical strength can be achieved and the
capability of enduring the thermal cycling impact and the mechanical vibration of
FPAs can be improved.

(3) Weld height (interplanar spacing)

The weld height is actually the interplanar spacing between the detector chip and
the ROIC, as another significant parameter of FPAs.

After undergoing hundreds to thousands of thermal cycles or rapid thermal
cycling, the fatigue damage of the indium weld is caused by the mismatching of the
coefficients of thermal expansion between the detector chip and the ROIC, until the
mechanical and electrical connectivity between them cannot be guaranteed, thereby
leading to the failure of IRFPAs. The number of times of the thermal cycling that the
indium weld could endure is proportional to the square of the height of the indium
bump after flip chip welding, and the relational expression is given [6, 62, 68]:

Nf � 1
2
� Dc

0:65

� ��2

¼ 1
2
� ð0:65h=LDaDTÞ2; ð5:8Þ

where Dc is the tangential displacement of the indium weld during the thermal
cycling, Nf is the times of thermal cycling, h is the height of the indium bump, L is
the distance between the indium weld of the chip and the center of the FPA, Da is
the mismatching of the coefficients of thermal expansion, and DT is the temperature
range of thermal cycling. In addition to the variable parameters in the expression, L,
Da and DT are constant, so the times of the thermal cycling that the welded chip can
endure can be only increased by improving the height h of the weld.

Therefore, the height of the weld is another significant technical parameter in the
estimation of the flip chip reflowing welding technique.

(4) Reliability

The optimization of the mechanical strength and the weld height is also required
to solve the problem of the reliability of the flip chip reflowing welding. Thus, the
aim of the reliability optimization is to improve the welding technique in the aspects
of the sample fabrication and the technical parameter controls of welding, so that
the main issues resulting in the failures of the FPAs (the failures of the electrical and
mechanical connectivity between the chip and the ROIC) are minimized.

3. Preparation of indium ball array

In the reflowing pulling welding or the reflowing self-aligning welding, the
preparation of the indium ball array is a key first step. A fluxing agent is required in
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the previous preparation technique of the indium ball array, but the conventional
fluxing agent has a corrosion effect on the indium bumps and the other parts of the
FPAs, thereby influencing significantly the storage and lifetime of the FPAs.
Accordingly, the preparation techniques of the indium ball array without fluxing
agent are introduced as follows:

(1) Meltback technique of indium ball without fluxing agent [6, 62, 68]

Figure 5.63 shows the SEM morphology of the indium bump array. The indium
bump array is achieved by the processes such as the photolithography of the indium
bump hole, the thermal evaporation growth of indium film and liftoff of photoresist.
In the indium bump array prepared by thermal evaporation, every indium bump is
formed by the accumulation of indium grains with the grain boundaries existing
between grains.

The existence of these grain boundaries results in that the indium bump cannot
be melted into a ball at the melting temperature or higher temperature. Therefore, in
order to achieve the transformation from indium bump to indium ball, these grain
boundaries between indium grains must be eliminated apart from satisfying the
temperature requirement.

Hydrogen gas is a good reductant, but it presents reducing properties only at
high temperatures, which is disadvantageous for the connection between the indium
weld and its UBM pedestal and the performance of the ROIC.

However, as a weak reductant, formic acid (HCOOH) can eliminate the grain
boundaries during the meltback treatment of the indium bump and make the indium

Fig. 5.63 SEM morphology
of the indium bump array
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grains join together at the melting temperature. This is because the formic acid can
react with the oxide (In2O3) at the indium grain boundaries (In2O3 + 6HCOOH =
2In(HCOO)3 + 3H2O) and the products of In(HCOO)3 and H2O can be expelled
with the gas flow containing formic acid.

When the temperature is rising in the meltback process, the oxides at the grain
boundaries are eliminated continuously with the reaction between the formic acid
and the oxide at the grain boundaries. It enhances the cohesion between indium
grains and makes the indium bump melted into a ball at the melting point of indium
due to the action of the surface tension.

Therefore, in the preparation of indium ball, formic acid is selected as the
reductant of In2O3 for the melting of indium bump at lower temperature.

(2) Preparation of indium ball array and estimation of height h

In the preparation of an indium ball array, the indium bump array is placed into
the meltback furnace with a certain gas and the accurate control of temperature and
time, and formic acid is used as a reductant. Finally, the indium ball array can be
achieved after high temperature treatment. A mechanical vacuum pump should be
adopted in the equipment to avoid the corrosion effect of the formic acid gas flow
on the vacuum system. During meltback, the nitrogen gas flow containing the
formic acid is introduced into the chamber continuously; meanwhile the sample is
heated rapidly to the melting point of indium and maintained for several minutes to
make sure that all the indium bumps are melted into balls. Then, the large flow of
nitrogen gas is introduced rapidly to expel the residual formic acid and the products
in the chamber and rapidly lower the sample temperature.

Figure 5.64 provides the SEM morphologies of the indium ball array achieved
by the meltback treatment. As shown in this figure, the height of indium ball is
around 16.5 lm, and the diameter is about 19.5 lm.

The height h of the indium ball depends on the radius r1 and the height h1 of the
indium bump before meltback treatment, as well as the radius r2 of the UBM
pedestal. Because the amount of indium is constant before and after the meltback
treatment, that is, the following equation is satisfied [6, 59]:

Fig. 5.64 SEM morphologies of the indium ball array achieved by the meltback treatment
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V ¼ p
6
� h � 3 � r22 þ h2

� � ¼ p � r21 � h1 ð5:9Þ

From Eq. (5.9), by increasing the radius r1 and the height h1 of the indium bump
and reducing the radius r2 of the UBM pedestal, the height of the indium ball can be
raised up.

5.3 Two-Color Micro-Mesa Detector Chip

5.3.1 Selection of Two-Color Detector Chip Architecture

1. Structure type of two-color detector chip

As previously mentioned in this chapter, the FPA is an advanced imaging sensor
with the integration of acquisition and processing of an IR signal. The integrated
two-color IRFPA is comprised of the detector chip responding to two bands of IR
radiation separately and the compatible Si-based ROIC. The detector architectures
of two bands are integrated in the longitudinal direction.

According to the literature [70], there are six structure types existing in the
back-illuminated integrated two-color IRFPAs (seen in Chap. 2). Their structural
features are summarized in Table 5.5. From the numbers of extracted electrodes,
they are divided into unipolar and bipolar. In the unipolar two-color IRFPAs, two
back-to-back photodiodes are integrated longitudinally. The structure of this FPA is
simple relatively. However, the operating band is selected and the photoelectrical
properties on each band are optimized by applying bias during operation, and the
operations on the two bands are asynchronous sequentially. For the bipolar
two-color FPAs, either two photodiodes in the same direction or two photodiodes
with opposite directions are integrated longitudinally. The architecture of the
bipolar two-color IRFPA is obviously complicated. However, the photoelectrical
properties on two bands can be optimized and equilibrated, respectively, and the
temporal synchronization can be achieved in the bipolar two-color IRFPAs.

From thedirection of two longitudinal photodiodes, the photodiode architecture can
be divided into equidirectional diodes and back-to-back diodes. For two-color IRFPAs
with equidirectional diodes, two photodiodes in the same direction are integrated
longitudinally only based on the bipolar structure. Nevertheless, for two-color IRFPAs
with back-to-back diodes, two photodiodes in opposite directions are integrated lon-
gitudinally in the back-to-back manner, using the bipolar or unipolar structure.

2. Features of two-color detector chips with different structures

(a) n-p-n type two-color HgCdTe IR detector with unipolar mode back-to-back
diodes

This FPA is an n-P+-N type sequential two-color detector based on MBE
technology presented by the former HRL laboratory [29, 33], and the pixel is
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actually comprised of two back-to-back photodiodes. Because each pixel has only
one indium bump, a bias is applied to select the operating photodiode. When the
bias >0, the MW photodiode is in the reverse bias and the SW photodiode is in the
front bias, the loop current is mainly determined by the MW photoelectric current
and the MW photodiode works; when the bias <0, it is opposite. This structure
presents high spatial reading characteristics and the duty cycle close to one hundred
percent and makes the pixel smaller than 40 lm feasible.

(b) n-p-n type two-color HgCdTe IR detector with bipolar back-to-back diodes

This FPA is an n-P+-N type simultaneous two-color detector based on MBE
technology presented by the former HRL laboratory, and it can overcome the
disadvantages of the sequential detector that two photodiodes cannot work in the
optimal operating bias simultaneously and the MW spectral cross talk becomes
remarkable. However, each pixel requests two contact electrodes to be welded with
the indium bump and some reading structures to realize the current isolation and the
simultaneous reading. Thus, the detector chip technique and the design of ROIC
present a significant challenge.

(c) n-p-P-P-N type two-color HgCdTe IR detector with unipolar and bipolar
back-to-back diodes

This FPA is an n-p-P-P-N type two-color heterojunction IR detector with
unipolar and bipolar diodes produced by Leti/LIR in France. In this FPA, the MW
photodiode is a planar implanted junction, while the SW photodiode is the in situ
mesa junction. This structure has high quantum efficiency, small spectral cross talk,
and high duty cycle.

(d) p-n-N-N-P type two-color HgCdTe IR detector with unipolar and bipolar
back-to-back diodes

This FPA is a p-n-N-N-P type two-color simultaneous IR detector based on the
MOCVD technique presented by Lockheed Martin. A component barrier of n-N-N
structure is introduced between two photodiodes to block the interdiffusion of
minority carrier holes on each band thereby reducing the MW spectral cross talk.

(e) Two-color HgCdTe IR detector with bipolar equidirectional diodes

This FPA is a Simultaneous Unipolar Multispectral Integrated Technology
(SUMIT) type simultaneous two-color IR detector. For each pixel, the As+ ion
implantation is performed twice on the n-N-N type heterojunction material to
achieve two longitudinally integrated p+-on-n planar diodes. Because the diodes on
two bands are equidirectional, their photoelectric signals are not required to be
isolated. As long as each reading unit contains two individual single band reading
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structures, the simultaneous operating mode can be achieved. Therefore, its ROIC
structure is relatively simple, and the two-color FPA has better device performance.

(f) Two-color HgCdTe IR detector with two bipolar equidirectional monochro-
matic chips integrated longitudinally

The normal incidence structure (SW detector on top and MW detector below) is
applied in this two-color FPA produced by DRS Corporation. The device includes
two longitudinally integrated HgCdTe monochromatic FPA chips adhered onto the
two-color Si ROIC. The SW diode is connected to the Si-based ROIC through the
isolated paths in the MW diode. Both of the monochromatic detector chips are
fabricated based on the p-type HgCdTe material grown on CdZnTe substrate using
the LPE process. The devices are fabricated through ion implantation via hole
etching and climbing metallization. They have a low generation–recombination
current. Since the two band photodiodes are equidirectional, its ROIC is similar
with that of SUMIT-type two-color detector presented by Rockwell and is less
complex than the other back-illuminated ROIC. Accordingly, this device has good
performance.

3. Selection of two-color detector preliminary chip architecture

Based on the theoretical calculation of the performance of two-color detectors
with different structures in Sect. 2.2 and the feasibility of current technological
realization, the back-to-back bipolar mode is selected as the two-color detector
preliminary chip, and the configuration of the pixel and the common port is similar
to an IR triode structure.

The advantages and disadvantages of this two-color FPA structure include
simultaneous operating mode on SW and MW bands because there are two signal
outputs within each pixel. Moreover, according to the theoretical calculation, this
bipolar back-to-back two-color detector has higher quantum efficiency than other
designs. However, there are certain technical challenges on the preparation of the
SW and MW output electrodes and the indium bump on the same micro-mesa. On
the other hand, in the triode structure of each pixel, the individual MW photo-
electric signal is transported to the MW port, while the superposition of MW and
SW signals is transported to the SW port. Thus, in the design of the ROIC, the
dual-input reading design for two signals within the individual pixel and the
accuracy separation technique of MW and SW mixed signals must be determined.

Although there are remarkable challenges in the aspects of two-color material
growth, chip processing, and two-color ROIC for the bipolar back-to-back
two-color IR FPA, this device has advantages of high quantum efficiencies on two
bands and simultaneous operation. Therefore, the bipolar back-to-back two-color IR
detector chip is selected as a starting point for the investigation on the fabrication of
two-color detector chip.
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5.3.2 Fabrication of Two-Color HgCdTe Micro-Mesa
Preliminary Detector

1. Fabrication of two-color detector preliminary chip

Figure 5.65 provides the cross-section view and top view of the fabricated
SW/MW integrated HgCdTe two-color detector chip. In the fabrication of the
n-p-P-N type Hg1−xCdxTe two-color detector preliminary chip, the n-P-N type
multilayer heterojunction material is grown by MBE, and the chip processing
techniques such as selective B+ ion implantation, mesa etching formation,
micro-mesa photolithography, sidewall passivation, and climbing metallization are
carried out to fabricate the device [6, 12, 13, 49, 50].

For the fabrication of Hg1−xCdxTe two-color detector chip, the p-P-N type
multilayer heterojunction material is prepared on the GaAs substrate by MBE and
in situ doping. As shown in Fig. 5.65, the P-on-N homojunction responding to SW
radiation is grown first, and the Cd components of two layers are 0.4. The thickness
of the N-type material for the common port is 2 lm and the doping concentration of
in situ indium is 5�1017 cm−3,while the thickness of the p-type material for the

Fig. 5.65 Pixel structure of integrated SW/MW HgCdTe two-color detector chip
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absorption layer for SW radiation is 6 lm; then, the 8 lm thick p-type layer
responding to MW radiation of x = 0.285 is grown. In the prepared p-P-N type
multilayer heterojunction material, the N-type layer is doped with in situ indium,
while both of the p-type layers are doped with Hg vacancies obtained from the heat
treatment after MBE growth.

As shown in Fig. 5.65, the photodiode array responding to MW radiation is
fabricated through the surface treatment and selective B+ ion implantation (in the
region of ‘L’ shape with the 3/4 of the square area of a pixel) performed on the p-P-N
type multilayer heterojunction material, while the photodiode responding to SW
radiation is formed during the in situ doping of the growth process. The isolation in
the two-color micro-mesa array is achieved by the ICP RIE and a wet etching with
automatic rotating. The contact electrodes for the MW photoelectric current signal
are prepared on the B+ implanted n+ regions within the square micro-mesa pixels,
and the contact electrodes for SW photoelectric current signal (the common elec-
trodes of MW and SW photodiodes) are prepared on the nonimplanted p region on
the top of pixel. The common electrode of the entire device is extracted from the
n layer nearest to the substrate through the climbing metallization. The micro-mesa
pixel is the longitudinal back-to-back integration of the SWmesa photodiode and the
MW planar photodiode, and it can respond to the IR radiation on SW and MW bands
simultaneously. Specifically, the individual optimal operating bias can be selected
independently to output photoelectric current signals.

Figure 5.66 provides the SEM morphology of a HgCdTe two-color IR detector
chip. As shown in this figure, each pixel has two indium bumps, which output the
photoelectric current signals of the SW and MW photodiodes, respectively, espe-
cially for bipolar IR FPAs. Because the area of the micro-mesa top is limited, the
diameters of the indium bumps must be very small to ensure that two indium bump
cannot be squeezed to touch each other after hybridized integration.

The individual two-color micro-mesa pixels are arranged periodically in a
one-dimensional or two-dimensional array on the planar space to achieve the
two-color HgCdTe detector chip. After the chip is welded with the corresponding
ROIC by flip chip welding, the linear array or large format two-color FPAs can be
achieved. Here, the two-color FPAs of 256 � 1 linear array and 128 � 128 area
array are fabricated.

2. Test and estimation of HgCdTe two-color micro-mesa detector

Figure 5.67 shows the I–V and R–V characteristic curves of two longitudinal
photodiodes of a SW/MW HgCdTe two-color detector chip. As shown in Fig. 5.67,
the I–V curves of the SW and MW photodiodes in each pixel have good repeata-
bility at T = 78 K, and the corresponding mean R0A values are 3.852 � 105 and
3.015 � 102 X cm−2, respectively. The I–V curves present obvious photodiode
characteristics, which indicates that the material and the chip architecture design are
reasonable, and the chip processing technologies such as the growth of multilayer
heterojunction material, the isolation of micro-mesa array, the sidewall passivation,
the climbing metallization, and the preparation of dual indium bumps with a pixel
are feasible.
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Fig. 5.66 SEM morphology of HgCdTe two-color IR detector chip of 256 � 1 linear array

Fig. 5.67 I–V and R–V characteristics of SW and MW photodiodes in the two-color detector
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The photoelectric current signals and dark current noise of the SW and MW
photodiodes in a HgCdTe two-color detector chip are measured at liquid nitrogen
temperature under 800 K blackbody radiation. The peak wavelength detectivity of
the SW and MW photodiodes is calculated to be 9.3 � 1010 and 5.1 � 1010 cm
Hz1/2/W, and their standard deviations are 25.30 and 18.85 %, respectively. These
properties approach the photodiode properties of HgCdTe monochromatic FPAs on
the corresponding band.

Figure 5.68 provides the spectral response of the two-color FPA. From the
figure, it is seen that the cutoff wavelengths of two band photodiodes are 2.70 and
3.8 lm, respectively. The cutoff wavelength of the SW photodiode is approxi-
mately equal to the cut-on wavelength of the MW photodiode (the influence of the
atmospheric window absorption on the spectral response test of the MW photodi-
ode, that is, the hollow of the MW spectral response at the wavelength of 3.0 lm is
ignored). According to the shape of the spectral response curve, the MW spectral
cross talk can be calculated to be 5 %, and the spectral cross talk of the SW
photodiode can be basically ignored. The SWIR spectral response peak of the
two-color FPA using the SWIR in situ heterojunction becomes wider indeed, and
the n layer plays the window role of filtering the shorter wavelength part of the IR
radiation [6, 12, 13].

5.3.3 Simultaneous 128 � 128 Two-Color HgCdTe IRFPAs
Detector

High temporal and spatial coherent simultaneous long-wavelength/mid-wavelength
(LW/MW) two-color FPA infrared detection is the cutting-edge technique for
third-generation infrared remote sensing. HgCdTe LW/MW two-color infrared

Fig. 5.68 Spectral response
of the two-color FPA
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detectors were designed and fabricated. The top long-wavelength and bottom
mid-wavelength infrared planar photodiodes were processed by selective B+-
implantation after etching the long-wavelength epilayer into a curvature and exposing
the mid-wavelength layers for the implantation of the n region of theMWphotodiode
by a micro-mesa array technique (shown in Fig. 5.69). A 128 � 128 MW/LW
HgCdTe infrared FPA detector is fabricated photolithographically by simultaneous
nonplanar B+-implantation of the LW and MW photodiodes, passivation and met-
allization of the sidewalls, mesa isolation, and flip chip hybridization with a readout
integrated circuit. The inner mechanisms for suppressing the cross talk and improving
photoresponse have been carried out by combining experimental work with numer-
ical simulations [14].

As shown inFig. 5.70, it canbeobserved that the cutoffwavelengthof theMWdiode
is close to the turn-onwavelength of theLWdiode, ingoodagreementwith theproposed
structure and parameters. This effectively enables theMWdiode to not only absorb and
respond to the MW radiation but also acts as a window for any LW radiation.

Fig. 5.69 SEM image of the
128 � 128 LW/MW HgCdTe
two-color infrared FPA
detector

Fig. 5.70 Experimental
(dotted) and simulated (solid)
spectral photoresponse of the
LW/MW HgCdTe two-color
infrared detector with cutoff
wavelengths of k1 cutoff
4.8 lm and k2 cutoff 9.7 lm
for the LW and MW diodes,
respectively. A voltage of
0.01 V is used in the
simulation and experiment
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The simulated spectral photoresponse is also compared to that of experimental
results showing that the simulation and experiment are self-consistently in good
agreement. The calculated peak detectivity is 3.2 � 1011 and 4.3 � 1010 cm Hz1/2 for
the MW and LW photodiodes, respectively. From Eqs. (5.1) and (5.2), LW-to-MW
cross talk of 1.25 % and MW-to-LW cross talk of 0.7 % are obtained.

Figure 5.71 is the infrared image from the 128 � 128 LW/MW HgCdTe
two-color infrared FPA detector. It is shown that the proposed two-color HgCdTe
infrared FPA detector is very promising for the intelligent identification of infrared
objects.

In summary, a 128 � 128 HgCdTe LW/MW two-color infrared FPA detector is
fabricated with the cutoff wavelengths of 4.8 and 9.7 lm, and peak detectivity of
3.2 � 1011 and 4.3 � 1010 cm Hz1/2, respectively. Ultralow LW-to-MW cross talk
of 1.25 % and MW-to-LW cross talk of 0.7 % are obtained showing that the
LW/MW two-color HgCdTe infrared FPA detector is very promising for
third-generation intelligent infrared imaging.

5.4 Si-Based HgCdTe Processing Technology

The development of modern infrared system requires higher detectivity and
recognition capability to rapidly detect, recognize, and monitor the dynamic change
on the battlefield for the effective treatment of emergencies. In order to satisfy the
military requirement, the third-generation IRFPA technologies acquire a great
development and application. The Si-based HgCdTe FPA technique is one of these

Fig. 5.71 Infrared image from the 128 is very promising two-color infrared FPA detector at 77 K.
A MW optical filter is used to stop MW infrared radiation. The heated electric soldering iron
behind the filter is invisible for the MWIR detector (middle) while visible for the LWIR detector
(left)
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technologies. In order to satisfy the high resolution and large area monitoring
capability of IR systems, the high-performance large-scale and very-large-scale
HgCdTe FPAs are indispensable. With the continuous expansion of array size, the
problems on the size limit and the cost of the conventional substrate CdZnTe
become increasingly prominent. The photovoltaic detector array prepared based on
the HgCdTe material on Si substrate attracts great attention. The Si substrate has the
advantages of large size, high mechanical strength, low cost, and good thermal
matching with ROIC, which make the Si-based HgCdTe an effective way to break
the limit of the CdZnTe substrate and realize the very-large-scale multicolor IR
imaging detection [71, 72].

In this section, the new technologies of Si-based HgCdTe IR FPAs are intro-
duced. Due to large lattice and thermal mismatch existing between Si and HgCdTe,
the Si-based HgCdTe FPAs have different features from the conventional substrate
devices in the aspects of thermal stress distribution, chip architecture, and chip
preparation. In Sect. 5.4.1, the Si-based HgCdTe material and the stress distribution
of the device are analyzed, and the chip architecture is optimized. In Sect. 5.4.2, the
low damage processing technology of 3-in. Si-based HgCdTe chips is introduced,
and the performance of the chip is analyzed.

5.4.1 Stress Analysis and Structure Design of Si-Based
HgCdTe

1. Stress distribution analysis of Si-based HgCdTe FPAs

Selecting silicon as the epitaxial substrate of HgCdTe material has many tech-
nical difficulties. First, the nonpolar silicon surface could result in the polarity
problems such as antiphase domain, twin, and surface crystals. In Sects. 3.2 and 3.3
, the surface polarity control technique and theoretical model of silicon surface have
been shown. It is considered that As passivation is an effective way to acquire B
surface polarity control and avoid the generation of an antiphase domain.

Second, the lattice mismatch between CdTe and Si is 19.3 % (Table 5.6 shows
the comparison of lattice constants and coefficients of thermal expansion of some

Table 5.6 Comparison of lattice constants and coefficients of thermal expansion of some
materials [76, 77]

Material Zn0.05Cd0.95Te GaAs Si CdTe Hg0.7Cd0.3Te

Lattice constant 6.465 5.6537 5.4309 6.4827 6.4663

coefficient of
thermal expansion
(K−1)

5.0 � 10−6 5.7 � 10−6 2.5 � 10−6 4.96 � 10−6 4 � 10−6
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materials), and, therefore, could introduce high density perforation dislocations
(they become carrier scattering centers and recombination centers in the material)
into the active layer, thereby reducing the carrier mobility and carrier lifetime. With
the progress of dislocation suppression technique and HgCdTe epitaxy technique
on the Si-based CdTe composite substrate, the dislocation density in the Si-based
HgCdTe is effectively suppressed. However, in comparison with the HgCdTe
material grown on the CdZnTe substrate, the dislocation density is 1–2 orders of
magnitude higher (106/cm2). Therefore, the improvement of the device performance
is affected to some extent.

Third, the difference of coefficients of thermal expansion between Si and
CdTe/HgCdTe is very large, 2.5 � 10−6 and 4.96 � 10−6 K−1,respectively. When
the material is cooled from the epitaxy temperature (near 200 °C) to the ambient
temperature (*25 °C), and then from the ambient temperature to operating tem-
perature (around −193 °C), the huge thermal mismatch between Si substrate and
HgCdTe epitaxial film introduces a large internal stress in the material. Repeated
temperature cycles could lead to increased material defects, thereby resulting in the
degradation of device performance.

Thermal stress is one of the significant issues affecting the performance and
uniformity of IRFPAs and also one of the critical difficulties in the modularization
of FPAs. The stress distribution of Si-based HgCdTe FPAs is investigated based on
finite element analysis method [73], and the chip architecture and FPA structure can
be optimized according to the analysis results.

The structure of the FPA is given in Fig. 5.72. The stress distribution of the
Si-based HgCdTe FPA is calculated by a one-dimensional model and finite element
analysis. In the calculation, the indium bump is equivalent to the scale indium slices
with the same height and Young’s modulus. In the one-dimensional model [74],
each layer material is supposed to be infinite, only the thickness is taken into
consideration, and it is assumed that the coefficient of thermal expansion (CTE) and
Young’s modulus of each layer are constant with temperature, as shown in
Table 5.7. In the finite element analysis, the change in CTE of HgCdTe and Si with
temperature is considered as shown in Figs. 5.73 and 5.74; the CTE of the epoxy
glue is 62.6 ppm/K ,and the vitrification temperature is considered to be constant.
For Young’s modulus of HgCdTe and Si, the anisotropy of the material and its
change with temperature are taken into consideration. The Young’s modulus of the
wire base plate is 335 GPa (the Young’s modulus of sapphire plate).

Sapphire

Si ROIC 

In 

Si substrate

Wire base plate

Epoxy glue

HgCdTe 

Fig. 5.72 Si-based
HgCdTe FPA structure
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First, considering the Si-based HgCdTe dual layer structure, the low temperature
deformation and internal stress of Si-based HgCdTe film are calculated as shown in
Figs. 5.75 and 5.76. The result indicates that when the thickness of Si substrate
increases, the concave curvature of HgCdTe decreases, but the internal stress of
HgCdTe film increases slightly.

Table 5.7 Coefficients of thermal expansion and Young’s modulus in finite element analysis

Material CTE (ppm/K) Young’s modulus (GPa)

MCT 5 50

Si 2 80

Sapphire plate 5.5 335

Epoxy glue 62.6 38

Fig. 5.73 Change in
coefficient of thermal
expansion of HgCdTe with
temperature

Fig. 5.74 Change in
coefficient of thermal
expansion of Si with
temperature
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For the Si-based HgCdTe FPA structure shown in Fig. 5.72, when the thickness
of Si substrate is reduced gradually from 500 to 0 lm, the stress conditions of each
layer in FPA is calculated, as shown in Fig. 5.77. Changing the CTE of wire base
plate and the Young’s modulus of assembly glue, the stress change of each layer is
calculated, as shown in Figs. 5.78 and 5.79.

A finite element analysis is performed for verification of the calculation results,
and the results are compared as shown in Fig. 5.80.

The analysis results indicate that 100 MPa thermal stress exists in the HgCdTe
film. The Si substrate thickness, Young’s modulus of assembly glue, and the CTE
of wire base plate affect the stress on the HgCdTe film to varying degrees, and the
influence of the CTE of the wire base plate on the stress on the HgCdTe film is the
most remarkable.

Fig. 5.75 Change in
curvature of materials with
temperature difference on the
Si substrates of different
thicknesses

Fig. 5.76 Calculated stress
conditions of Si and HgCdTe
with Si substrates of different
thicknesses when the
temperature difference is
200 K (from the ambient
temperature to the liquid
nitrogen temperature)
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Fig. 5.77 Change in subjected thermal stress of each layer with the thickness of Si substrate

(a) (b)

Fig. 5.78 Change in subjected stress of each layer with the CTE of wire base plate. a Linear
coordinate, b logarithmic coordinate
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Fig. 5.79 Change in subjected stress of each layer with the Young’s modulus of assembly glue.
a Linear coordinate, b logarithmic coordinate
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2. Chip stress state analysis and temperature stress experiment

It can be concluded from the calculation results that, although the selection of
structure layer material in FPAs can affect the stress in the HgCdTe film to varying
degrees, the location of thermal mismatch maximum is between the Si substrate and
HgCdTe epitaxial film. Using finite element analysis, the internal stress distribution
of the HgCdTe film on heterogeneous substrate is simulated, and the stress is found
to concentrate on the middle position, as shown in Fig. 5.81. The Si-based HgCdTe
chip is cooled to the liquid nitrogen temperature, and the low temperature defor-
mation of the chip is measured by the profiler. During measurement, the chip
temperature rebounds gradually. For the same position on the chip, the deformation
curves of the liquid nitrogen temperature LT, T1, T2, and the ambient temperature
RT (LT < T1 < T2 < RT) are measured successively, as shown in Fig. 5.82.

3. Effect of Thermal Stress on the Performance of Si-based HgCdTe Diodes and
FPA

In the last section, the thermal stress existed in the Si-based HgCdTe materials
and FPA was calculated and the distribution was analyzed. In this section, the
performance of the HgCdTe/Si material, diodes, and FPA under different thermal
stress condition were studied.

(a) (b)

(c) (d)

Fig. 5.80 Stress analysis of HgCdTe. a Mesh segmentation of finite element analysis for Si-based
FPAs, b influence of coefficient of thermal expansion of wire base plate on Mises stress of
Si-based HgCdTe, c influence of Si substrate thickness on Mises stress of Si-based HgCdTe,
d influence of different assembly glues on Mises stress of Si-based HgCdTe
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In order to change the stress in the HgCdTe film, many materials are tried to tie
to the devices whose thermal expansion coefficient is different with the reference
material. The experimental measurements of HgCdTe/Si material, diode, and FPA
performance are performed utilizing these different structures.

Fig. 5.81 Stress distribution in the Si-based chip
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(1) Effect of thermal stress on material properties

For assessing the quality of the Si-based HgCdTe layers, a van de Pauw test
structure is processed and the carrier mobility and concentration under different
temperatures are estimated before and after a sapphire layer is attached to the back
of the Si substrate.

Figure 5.83 shows the temperature dependence of carrier mobility and con-
centration for the HgCdTe/Si material before and after a sapphire layer applied to
the back of the Si substrate. By comparing two different stress structures, it is
shown that p-HgCdTe/Si material with sapphire layer tied to Si substrate has higher
hole mobility and lower carrier concentration and the effect of stress on material
performance is much more obvious at lower temperature.

(2) Effect of thermal stress on diodes performance

Diodes are fabricated by the Si-based HgCdTe material, diode’s current–voltage
(I–V) characteristics under IR illumination and nonillumination are evaluated,
respectively, at 77 K. After a Kovar layer is tied to the back of the fan-out, the
electrical characteristics are retested. In order to confirm the experiment results, the
Kovar is removed, then reapplied and the diode performance is retested. Results of
I–V under IR illumination and nonillumination are shown in Fig. 5.84. Table 5.8
provides photo current and dark current values at −100 mV versus the diodes with
or without Kovar. As shown in Fig. 5.84a, b, the photo currents are dramatically
increased while the dark current changed slightly. Experiment results indicate that
the quantum efficiency of the diode increases after Kovar is applied to the back of
the sapphire fan-out. Comparing the diode’s performance after the removal and
reapplication of the Kovar, it is shown that the effect of the stress on the perfor-
mance can be duplicated and recoverable.

(a) (b)

Fig. 5.83 Temperature dependence of carrier mobility (a) and concentration (b) for the
HgCdTe/Si material before and after stress changed
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(3) Effect of thermal stress on FPA performance

The cross-section view of the HgCdTe/Si FPA is shown as Fig. 5.72. After the
Si substrate is thinned from 540 to 150 lm, and then to 98 lm, FPA performances
are measured.

Table 5.9 shows the performance parameters of the 320 � 256 HgCdTe/Si FPA
with different substrate thickness. All results are obtained at the same test condition
(tint: 2000 ls, f/2.7). It is clear that the mean responsivity and detectivity increase
while the root mean square (rms) values decrease. That is to say, the sensitivity and
response uniformity of the FPA increase with substrate thinned to 150 and 98 lm,
respectively.

By the experiment results, we can see that the performance of the Si-based
HgCdTe material, diodes, and FPA regularly changes with the thermal stress and all
results can be duplicated and recoverable.

Table 5.8 Photo current and dark current values at −100 mV versus the diodes with and without
Kovar

Photo current at −100 mV (A) Dark current at −100 mV (A)

Diodes without Kovar 1.3 � 10−8 3.66 � 10−11

Diodes with Kovar 4.1 � 10−8 2.2 � 10−11

Fig. 5.84 I–V under IR illumination (a) and I–V in dark field (b) of HgCdTe/Si diodes with and
without Kovar tied to the back of the sapphire fan-out

Table 5.9 Performance parameters of the FPA with different substrate thickness

Thickness of substrate (lm) 540 150 98

Responsivity mean (V/W) 1.44E+07 1.54E+07 1.60E+07

Responsivity rms (V/W) 2.13E+06 1.84E+06 1.78E+06

Mean detectivity (cm/Hz1/2 W) 1.46E+09 1.67E+09 1.94E+09

Detectivity rms (cm/Hz1/2 W) 2.80E+08 2.77E+08 3.09E+08
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(4) Theoretical residual films stress and discussions

The thermal stress along different direction in the Si-based films are calculated
by the finite element analysis software ABAQUS. Figures 5.85, 5.86, and 5.87
show the simulation results of the thermal stress in the HgCdTe film for the
material, diodes, FPA before and after the structure changed. The signs of the stress
components are indicative of relative changes in the film. The positive values
indicate the tensile stress, while negative values indicate the compressive stress.
The unit of the stress value is MPa. The material parameters used in the calculation
are shown in Table 5.7.

By comparison, the simulation results in Fig. 5.85 show that the stress in the
HgCdTe is tensile, and the tensile stress decreases for the HgCdTe/Si material with
sapphire tied to Si substrate. Figure 5.86 shows that the specified direction stress is
compressive stress, and the stress is decreased until it changes to tensile stress for
the diode with Kovar tied to the back of the sapphire fan-out. Figure 5.87 shows
that, when Si substrate is thinned from 540 to 150 and 98 lm, the specified

Fig. 5.85 Simulation results of average stress in HgCdTe film for material before (a) and after
(b) stress changed

Fig. 5.86 Simulation stress of the HgCdTe film along the vertical direction to the HgCdTe film
for the diodes without (a) and with (b) Kovar
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direction stress is compressive stress and the stress is decreasing until it changes to
tensile stress which has the same change tendency as diodes. At the same time, the
uniformity of the film stress is improved.

For the zinc blend compounds such as HgCdTe film, energy band under different
thermal stress can analyze using the energy band theory, shown as Fig. 5.88.

In summary, the HgCdTe film with tensile stress exhibits higher electron
mobility and lower hole mobility than that of the bulk HgCdTe crystal. For com-
pressive uniaxial stress, the energy band of the HgCdTe changes inversely and
results in hole mobility improvement and electron mobility decrease.

So based on energy band theory for HgCdTe under different uniaxial stress, the
change of the performance with the thermal stress can be explained. Improvement
of hole mobility in HgCdTe/Si material is found to be caused by a reduction of
tensile in HgCdTe film. For HgCdTe/Si diodes, the mobility of electrons increases
with increasing of tensile stress along the vertical direction to the HgCdTe film.
Similar to diodes, improvement in FPA performance is found to be caused by the
tensile stress increasing and improvement of the uniformity. In conclusion, the
performance of the material, diodes, and FPA can be improved by optimization of
thermal stress.

Fig. 5.87 Simulation stress of the HgCdTe along the vertical direction to the film for the FPA
with different substrate thickness: a 540 lm; b 150 lm; c 98 lm

(a) (b)

Fig. 5.88 Energy band of HgCdTe under different stress condition: a no stress; b uniaxial tensile
stress
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4. Structure design of Si-based HgCdTe chip

The stress analysis result indicates that themaximum thermal stress is located in the
interface layer between Si substrate and HgCdTe epitaxial film, and the thermal stress
of HgCdTe film is concentrated mainly in the center of chip. Thus, two different chip
structures are designed, one is to introduce local stress releasing point onto the chip
and the other is to apply the deep mesa etching to release or relieve the thermal stress.

In order to check the reliability of material in different chip structures, a cycle is
defined by taking the Si-based HgCdTe chip with different chip structures and
different thicknesses of epitaxial films from room temperature to liquid nitrogen
temperature within 20 s, then back to room temperature within 10 min. The
experiment result indicates that the capability of resistance to temperature cycles of
the epitaxial film is enhanced after deep mesa etching, so the structure with the
shallow and deep mesas is suitable for the Si-based HgCdTe chip.

5.4.2 Low Damage Stress Chip Processing Technology
of 3-Inch Si-Based HgCdTe Wafer

1. Low damage processing technology

The Si-based HgCdTe FPA has an advantage of low cost. One reason is the low
substrate cost; the other is that the large Si-based HgCdTe can take advantage of
automated silicon processing equipment for increasing efficiency in device
fabrication.

According to the chip structure mentioned in the above section, the Si-based
HgCdTe FPA is divided into many periodic microzones by the crisscrossed deep
trenches, and each microzone contains a number of micro-mesa pixels. The
incomplete closed configuration of the deep trenches surrounding each microzone
provides the electrical connecting narrow paths between the base region and the
common electrode (seen in Fig. 5.89). During the thermal cycling, the shallow
trench segmentation of micro-mesa pixel in the Si-based HgCdTe FPA can release

Fig. 5.89 Optimized micro-mesa FPA structure hybridizing deep and shallow mesas
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partially the thermal mismatching stress of each microzone, and these connected
microzones can also release or relieve the thermal mismatching stress in the
large-scale IR FPA through free expansion. The above-mentioned chip architecture
can be obtained by the mesa formation technique presented in Sect. 5.4.1.

The Si-based HgCdTe breaks through the size limit, so the device fabrication can
draw on the experience of the Si microelectronic process for large wafers. However,
due to the particular HgCdTe material characteristics such as fragility, poor thermal
reliability, etc., and the existence of residual stress, the tools for the ion implan-
tation, passivation, metallization, and tiny indium bump preparation of Si-based
HgCdTe large area chips require a particular design. The large mismatching
between the HgCdTe epitaxial layer and the Si substrate should be taken into
consideration in the design of the process flow to avoid the increase in dislocations
during the technological process. Additionally, the uniformity and reliability of wet
chemical etching for the electrode hole should also be considered.

Through the successful development and confirmation of the chip processing
technologies for the 3-in. Si-based HgCdTe on heterogeneous composite substrate
wafers, the fabrication efficiency of IRFPAs can be improved and the development
cost can be reduced. Figure 5.90 provides the picture of 3-in. Si-based HgCdTe
detector chip, where nine 640 � 512 FPAs, eight 320 � 240 FPAs, and twelve
128 � 128 FPAs are achieved. It lays a solid foundation for the fabrication of
large-scale, low-cost, and high-reliability IR FPAs.

2. Measurement and analysis of Si-based chip

Since huge lattice and thermal mismatching exist between the Si-based HgCdTe
film and the substrate, the defect density and electrical properties of the material
may be different from that on a conventional substrate. Therefore, it is necessary to
investigate the performance of the detector prepared by the Si-based HgCdTe and

Fig. 5.90 Chip distribution
on the 3-in. Si-based HgCdTe
wafer
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the performance changes after the thermal cycling between the ambient temperature
and the liquid nitrogen temperature.

The n-on-p type photovoltaic detector is prepared based on the Si-based HgCdTe
film. The I–V characteristics are measured [75], and the typical curves are shown in
Fig. 5.91. The spectral response of the device is measured by the Fourier spec-
trometer as shown in Fig. 5.92. In comparison with the corresponding properties of
HgCdTe epitaxial film on the conventional substrate, it indicates that the perfor-
mance of the Si-based HgCdTe individual pixel is the same with that on the
conventional substrate, but its uniformity and blind pixel rate is worse than the
conventional substrate.

In order to investigate further the electrical properties of Si-based HgCdTe
devices, the electrical measurement below 77 K is carried out on the device, and the
measurement structure is shown in Fig. 5.93. The varying temperature
I–V measurement is performed on the Si-based device, and the measurement results
are shown in Figs. 5.94 and 5.95.

Fig. 5.91 I–V and R–V
characteristic curves of the
Si-based HgCdTe detector

Fig. 5.92 Spectral response
of the Si-based HgCdTe
detector
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The electrical test data of the device are fitted by the I–V model of p-n junction,
and the results are provided in Fig. 5.96 and Table 5.10.

The analysis results [75] indicate that in the positive bias, the dark current of the
device depends mainly on the generation–recombination (G-R) current at low
temperature and is determined partly by the G-R current and diffusion current with
the increase of the temperature. In zero bias and small reverse bias, the dark current
depends mainly on the trap assisted tunneling (TAT) current at low temperature and
is determined partly by the TAT and the G-R current, especially the G-R current

Fig. 5.93 Structure diagram
of the varying temperature
I–V characteristics
measurement system
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plays a dominant role completely. In the medium reverse bias, the TAT current is
dominant and the direct tunneling current rarely has contributions to the dark
current. At the operating temperature of 80 K, the current mechanism near zero bias
includes TAT current, G-R current, and surface leakage current. In order to improve

Fig. 5.95 The I–V and R–V characteristic curves at different temperature of Si-based HgCdTe
detector

Fig. 5.96 Fitting analysis on the R–V experimental characteristic curves

Table 5.10 Fitting parameters of I–V characteristic curves

Sample Nd/cm
−3 □0/ns Et/Eg Nt/cm

−3 Rs/X Rsh/X

L197-60K 2.3 � 1016 0.012 0.68 9.6 � 1011 4.0 � 106 1.9 � 108

L197-80K 2.3 � 1017 0.51 0.57 2.8 � 1013 2.0 � 103 1.1 � 108

L197-110K 8.1 � 1016 0.05 0.54 6.4 � 1013 1.2 � 103 5.8 � 107

S016-78K 2.2 � 1016 0.12 0.56 1.3 � 1010 5.6 � 103 2.8 � 108
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the device performance, the contributions of TAT current, G-R current, and surface
leakage current to the dark current must be reduced.

The deep levels of the mid-wave infrared HgxCd1−xTe diodes (x = 0.31), which
were fabricated on Si substrates have been studied using the varying temperature
I–V measurement. The I-1/kT relationship is fitted when the reverse current is
dominated by generation–recombination process, and the deep level 0.05135 eV
(1/4 Eg) is calculated at the reverse bias 0.01 V. Figure 5.97 is the I-1/kT rela-
tionship of Si-based HgCdTe diodes under reverse bias 0.01 V. Figure 5.98 is the
simulation results of the deep level.

Using the same method, the deep levels at different reverse biases are also
investigated and shown in Fig. 5.99. The experimental observation that the deep

Fig. 5.97 The I-1/kT
relationship of Si-based
HgCdTe diodes under reverse
bias 0.01 V

Fig. 5.98 The simulation
results of the deep level at
different temperature range
120–140 K
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level at the 0 reverse bias was 0.2 Eg which is related to the effect caused by ion
implanting at the deep level with a reverse bias of −0.1 to −0.3 V and was 0.3 Eg.
The deep level at the reverse bias of 0.5 V was 0.45 Eg which may be caused by the
defect energy related to the TAT current. So the source of these deep levels cor-
responds well with the reverse current mechanisms (Fig. 5.100).

The minority carrier diffusion length at different temperatures can be obtained by
fitting the relationship between the product of zero-bias resistance and area
(R0A) and p/A. It shows that the minority carrier diffusion length increases with
increasing of temperature below 200 K, while the minority carrier diffusion length
decreases with increasing of temperature above 200 K. The minority carrier lifetime
of Hg vacancy p-type HgCdTe on Si substrate was calculated by the minority
diffusion length at different temperature. The magnitude and relationship with the
temperature of HgCdTe/Si minority carrier lifetime is same with the
HgCdTe/CdZnTe material by comparing the minority carrier lifetime in HgCdTe
material grown on CdZnTe substrates.

3. Some results of Si-based HgCdTe staring FPAs

Recently, the Si-based HgCdTe epitaxy technology and the chip design and
fabrication technologies have made progress. And the design technologies and
technological processes mentioned above are applied to the development of MW
Si-based HgCdTe FPA. Large format staring HgCdTe IRFPA based on Si is
developed from 320 � 240 to 640 � 512 and 1024 � 1024, shown in Figs. 5.101
and 5.102. The 640 � 512 Si-based HgCdTe FPA IDDCA (Integrated Detector
Dewar Cooler Assemblies) is shown in Fig. 5.103. The images taken by the
640 � 512 Si-based HgCdTe FPA IDDCA are provided in Fig. 5.104.
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Fig. 5.101 640 � 512
Si-based device
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Fig. 5.100 The minority
carrier diffusion length
(a) and lifetime (b) of
Si-based HgCdTe material
versus temperature
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Fig. 5.103 640 � 512 Si-based HgCdTe IDDCA

Fig. 5.102 1 K � 1 K Si-based device
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Fig. 5.104 Images taken by
the 640 � 512 Si-based
HgCdTe IDDCA
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5.5 Summary

In this chapter, parts of the core technologies of the third-generation IR FPAs are
introduced. The important aspect of advanced IR FPAs is that the very-large-scale
FPA chips are applied to improve the spatial resolution and the multiband detection
are achieved by multilayer heterojunction structures to improve the recognition
capability of the target. The fabrication of the multilayer heterojunction structure
detector chip involves the semiconductor technologies such as corrosion, etching,
photolithography, and film growth, but different from that of the conventional
chip. The difficulty of using the conventional technologies needs to be overcome,
and the new processing technology for the deep micro-mesa HgCdTe chip should
be further developed. In this chapter, the deep micro-mesa chip processing tech-
nologies are demonstrated systematically, mainly including ICP etching of mesa
isolation, mesa passivation, metallization, and indium bump preparation and
interconnection. Meanwhile, with the continuous expansion of the detector scale,
Si-based HgCdTe is applied in the very-large-scale FPAs to solve the problems of
the conventional substrate size limit and high cost. Here, in view of the material and
chip features of Si-based HgCdTe and the problems on the fabrication of the stress
chip, the technological process of the Si-based HgCdTe device is described.

For the development of the multilayer heterojunction small pixel devices, the
processing technologies of deep micro-mesa chips are introduced, involving the
etching formation of the high AR trenches for isolating micro-mesa array, the
photolithography technique of micro-mesa array, the passivation of the concave
surface in mesas, the fabrication of the climbing metal films, the preparation of
indium bumps and flip chip welding. As these key technologies are introduced, the
uniqueness of HgCdTe technologies is analyzed, and the differences from the
conventional semiconductor process are discussed. In the isolation techniques of
micro-mesa arrays, the feature that the Hg–Te bond is relatively weak in the
HgCdTe material should be taken into consideration, and the physical damages and
electrical damages must not be introduced in the specified technological process to
ensure the normal photoelectric properties of the pixel after mesa isolation.

For the isolation technology of micro-mesa arrays, first, the main etching
methods and the characterization parameters of HgCdTe are introduced. The
technical requirements of isolating in the HgCdTe micro-mesa arrays are analyzed,
and the conventional semiconductor etching techniques and the reported HgCdTe
etching techniques are summarized. The limitation of the wet chemical etching
technique is demonstrated, and then the ICP enhanced RIE etching methods suit-
able for HgCdTe are introduced, as well as the etching parameters for the char-
acterization of the etching process, including etching rate, selectivity ratio,
uniformity, surface morphology, etching damage, etc.

Second, the HDP-ICP etching process is introduced, including the high selec-
tivity ratio mask technique of ICP process, analysis of the influencing factors of
etching rate, selection of etching condition, and the technological process, param-
eter, and test method of ICP etching. Based on the current advanced ICP etching
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technique, the research status of HgCdTe micro-mesa isolation technologies is
introduced. The ICP enhanced RIE etching for HgCdTe is achieved based on the
plasma of CH4 and H2, and the key process is that the plasma formed by CH4/H2

reacts with Te, Cd, or Hg of HgCdTe surface, and the volatile products such as
Te(CH3)2, Cd(CH3)2, Hg(CH3)2, and TeH2 are generated. The optimization of
etching rate is described, as well as loading effect, microloading effect, and uni-
formity. The selectivity ratio of the mask and the influence of its profile on etching
are discussed. When optimizing the etching process, the contradiction between
reducing dry etching induced electrical damages and avoiding etching lag effect is
required to be balanced properly. Meanwhile, in order to improve the duty cycle of
micro-mesa, it is proposed that in the design of etching process, the section of the
trenches for mesa isolation is expected to be “V” shaped with satisfying the design
requirement of trench depth, and the sizes of etching patterns should not be more
than and less than the critical dimension simultaneously.

Then, the etching damages of HgCdTe and their estimation methods are intro-
duced. The mechanism and estimation methods of ICP etching induced electrical
damages in HgCdTe micro-mesa isolation are analyzed, as well as the weakening
condition of etching induced damages and the repair treatment of the electrical
damages. By measuring the thickness of electrical damages, it is found that the ICP
etching induced damages caused by H+ and H are obviously more than that of the
physical etching induced damages in the same condition. Therefore, the mechanism
of the ICP etching induced electrical damages is investigated further. The influences
of CH4 the based process gas and the H2 based process gas on the polymers and the
etching damages produced by etching are compared. Based on the measurement
methods such as I–V, LBIC, differential Hall, XRD, and microzone surface
potential, the distribution and heat treatment repair technique of the electrical
damages induced by dry etching p-type HgCdTe material are obtained. In the
optimization of the etching process, it is presented that the high AR mask patterns
are applied to reduce the long duration collision of the etching ions deviating from
the vertical direction to the sidewall of trenches, thereby decreasing the etching
induced electrical damages on the sidewalls.

Photolithography, sidewall passivation, climbing metallization, and hybridized
interconnection after the formation of deep micro-mesa array are introduced in
detail. These technologies are the core technologies for developing the third gen-
eration of FPAs. As an integrated application with these technologies, the devel-
opment results of prototype two-color HgCdTe micro-mesa detector chips are
provided.

In the aspect of Si-based HgCdTe FPAs, the HgCdTe epitaxial material grown
on Si substrates and the features of the fabricated detector are introduced, and the
stress structural distribution of Si-based FPAs is analyzed. In view of the feature of
the stress structure, the chip architecture combining deep mesa and shallow mesa is
adopted for the design of detector. The electrical measurement results for MW
Si-based HgCdTe devices indicate that the R0 values of the devices on different
substrates are comparative in magnitude, but the homogeneity of R–V curves of
Si-based HgCdTe devices is worse than that of the GaAs-based devices.
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The analysis results indicate that this is due to the problem of the internal stress in
Si-based HgCdTe devices at cryogenic temperatures. The performance parameters
of the devices, such as response, noise, and detectivity, are compared, and the
results show that the performance of the pixels in the Si-based HgCdTe detector is
comparable to the detectors prepared on conventional substrates. The measurement
and analysis of the varying temperature I–V characteristics are performed on the
MW Si-based HgCdTe device, and the results show that the main dark current
mechanism near zero bias at the operating temperature of 80 K includes TAT
current, G-R current, and surface leakage current. To improve the device perfor-
mance, the TAT current, the G-R current, and surface leakage current are reduced to
lower the dark current. Accordingly, in order to lower the dark current of Si-based
HgCdTe devices, the minority carrier lifetime and surface passivation are improved
and the surface recombination velocity is reduced to lower the G-R current and
surface leakage current. The material quality is improved and the trap concentration
of p-n junction is reduced so as to reduce the contribution of TAT current.

The stress analysis result indicates that the location of thermal mismatch max-
imum is between the Si substrate and HgCdTe epitaxial film, and the internal stress
of HgCdTe film is concentrated mainly on the middle position. Thus, different chip
structures are designed, and two methods of introducing a local stress releasing
point onto the chip and the deep mesa etching are applied to release or relieve the
thermal stress.

In order to check the capability of resistance to the cleavage of material in
different chip structures, the temperature cycle shock experiment (cooled rapidly to
80 K with liquid nitrogen within 20 s, heated rapidly up to 300 K within 1 min) is
performed on the Si-based HgCdTe chip with different chip structures and different
thicknesses of epitaxial films. The experimental result indicates that the capability
of resistance to temperature shock of the epitaxial film is enhanced after deep mesa
etching, so the structure combining the shallow and deep mesas is suitable for a
Si-based HgCdTe chip.
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Chapter 6
Chip Technique of AlGaN Focal Plane
Arrays

6.1 Introduction

After infrared and laser detection techniques were developed, ultraviolet detection
techniques become another important photoelectric detection tool used in both
military and civilian fields. As a complement of infrared technique, the ultraviolet
detection technique is widely used in missile warning, precise guidance, secure
communication, biochemical analysis, fire detection, biomedical analysis, ozone
monitoring, oil contamination monitoring, solar illumination monitoring, and public
security surveillance [1–3].

Photomultiplier tubes and some vacuum devices have been used as ultraviolet
detectors with a high sensitivity for quite a long time. The UV-enhanced photo-
diode based on Si material was also used as one representative of UV solid state
detectors. Along with the development of growth technique of wide band gap
semiconductor material, intrinsic UV photoelectric detectors based on wide band
gap semiconductor material became a new development direction. Among these
detectors, the GaN detector is one with the best development potential. As a rep-
resentative of third generation semiconductor materials, GaN-based thin film
materials have many advantages, such as a direct band gap with a large changeable
range, high electron drift velocity, small dielectric constant, and so on. Because
wide band gap materials have excellent physical and chemical stability, the
GaN-based detectors can work in harsh conditions, especially for AlGaN thin film
materials. The band gap of AlGaN material can be adjusted by the composition of
Al in a range from 3.4 to 6.2 eV. The corresponding cutoff wavelength is in a range
from 200 to 365 nm. Therefore, AlGaN is an ideal material to fabricate UV
detectors [4].

Because GaN detectors have high responsivity, high reliability, and the fabri-
cation process is compatible with Si processes, GaN-based photoelectric detectors
usually use back-illuminated p–i–n structure and can be integrated to form
large-scale array detectors [5, 6]. The detection waveband of UV detectors can be
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divided into two wavelength bands corresponding to visible-blind (300–365 nm)
and solar-blind (240–280 nm), respectively. In some papers, 250–280 nm or
260–280 nm are also defined as the solar-blind waveband. In the visible-blind
waveband, the responsivity of GaN-based p–i–n UV detectors can exceed 0.20
A/W [7]. Because the solar-blind waveband has important applications in military
use, AlGaN solar-blind detectors have become the research hotspot of UV detec-
tors. In 2004, the UV detector with a responsivity of 0.136 A/W and a cutoff
wavelength of 282 nm was achieved at zero bias by McClintock et al. [8]. The
external quantum efficiency of the detector exceeds 60 %. A resonant-cavity-
enhanced (RCE) GaN UV detector was proposed by Selim et al. [9].

The wide band gap of the material brings a series of problems in GaN UV
detector processing, such as mesa etching, Ohmic contact, interface passivation, and
so on. In this chapter, the response model and design of AlGaN p–i–n solar-blind
UV detectors will be introduced in Sect. 6.2. In Sect. 6.3, the structure design and
detector fabrication process of resonant-cavity-enhanced (RCE) GaN UV detectors
with a precisely controlled cutoff wavelength are introduced. In Sect. 6.4, the
fabrication processes of the detectors, such as micro-mosaic etching, passivation,
and Ohm contact are introduced. As an important aspect of the detectors in aero-
space application, adaptability, and reliability of the detectors under irradiation
(including proton irradiation, electron irradiation, and gamma irradiation) are ana-
lyzed in Sect. 6.5. At the end of this chapter, some applications of GaN-based UV
focal plane assembly are presented.

6.2 AlGaN P–I–N Solar-Blind UV Detectors-Model
and Design

The current research of UV detectors focuses on the solar-blind spectrum.
Photovoltaic devices, especially p–i–n structures, have several advantages, (i) fast
response; (ii) both the cutoff and cut-on wavelength can be tuned through changing
the composition and doping of the AlGaN layers, (iii) relative small capacitors, low
noise, and excellent response uniformity, (iv) large fill factors and excellent
reproducibility. Therefore, AlGaN p–i–n detectors have become the technology of
choice for linear and area UV focal plane arrays. It is very important to study the
theoretical model of optoelectronic response for material and device design.

A photodetector usually does not respond to light with a wavelength outside of
its working wavelength bands as determined by the material structures. Within the
working band, their characteristics, such as quantum efficiency, background noise,
operation speeds, feasibility for integration for wide view field, and multi-spectrum
closely depend on the material properties. The same characteristics apply to a UV
detector [10, 11]. Therefore, the design of AlGaN UV detectors should start from
the structural and electrical parameters of the materials and devices. Then calculate
and simulate their optoelectronic properties, such as quantum efficiency, noise,
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band width, responsivity, and sensitivity. In this chapter, we will follow the general
theories of optoelectronic devices with special attention to the characteristics of
wide band gap materials, to derive the response model of AlGaN p–i–n detectors.

6.2.1 Material Parameters of AlGaN Thin Films

The band gap Eg of AlxGa1−xN varies with its composition x, which at room
temperature (300 K) can be express as follows [12]:

EgðxÞ ¼ EgðGaNÞð1� xÞþEgðA1NÞx� bxð1� xÞ ð6:1Þ

where Eg (GaN) = 3.4 eV is the band gap of GaN, Eg (AlN) = 6.2 eV the band gap
of AlN and b = 1.0 eV, a bowing parameter.

The AlxGa1−xN absorption coefficient and minority diffusion length depends on
epitaxial techniques and processes and its reflectivity on the refractive index and the
flatness of the surface layers. The reported absorption coefficients are not consistent
in the literature to date and the reported minority diffusion length varies from 50 nm
through 3.4 lm. Muth et al. [13] demonstrated the relationship of the absorption
coefficient, refractive index on incident light energy of AlxGa1−xN. For intrinsic
absorption, the coefficients are usually higher than 105 cm−1.

6.2.2 Response Model and Design of AlGaN P–I–N
Detector

1. Band diagram of back illuminating AlGaN p–i–n heterostructures

The analysis of back illuminating AlGaN p–i–n detectors usually adopts the
Anderson model. In experiments, the i-AlGaN layers are weakly n-doped, and
therefore, a back-illuminated AlGaN p–i–n detector actually has a p–n–N+ structure
(Here “N” means a layer with higher Al composition, i.e., the p-AlGaN and the
i-AlGaN form a p–n homojunction, while the i-AlGaN and the N+-AlGaN window
layer form an n-N+ heterojunction). Since it is difficult to obtain an analytical
solution of the space charge contribution for an iso-type heterojunction and its
barrier height is much smaller than that of a p–n junction, the n-N+ barrier will be
ignored for further analysis. Based on the above assumption, the structure of a
back-illuminated detector is similar to a front-illuminated GaN p–i–n detector. In
order to include the factor of Al composition and apply to a general case, we
employ formulas for heterojunction structures. It is obvious that when the detectors
have an identical Al composition in all layers, the above formulas will be the same
as that of the homojunction devices.
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Two sides in Fig. 6.1, the band diagram of two semiconductor materials with
different band gaps is shown before they reach thermal equilibrium,

With an external bias, the band diagram of an abrupt p–n junction is shown in
Fig. 6.2.

For a p–i AlGaN heterojunction (Here the band gap of i-region is wider than that
of p-region, p corresponds to “1” in Fig. 6.3 and i to “2”). The width of the space
charge region at the p-side Xp and i-side Xi can be expressed, respectively, as
follows,

Xp ¼ 2epeiNi

qNaðepNa þ eiNiÞ ðVD � VaÞ
� �1=2

ð6:2Þ

Xi ¼ 2epeiNa

qNiðepNa þ eiNiÞ ðVD � VaÞ
� �1=2

ð6:3Þ

(a) (b)

EC1

EF1

EV1

E
Eg1

EC2
EF2

E

EV2

Eg2

Fig. 6.1 Band diagram of two semiconductor materials with different band gaps, a semiconductor
material with band gap Eg1, b semiconductor material with band gap Eg2

Eg1 qVD1

qVD2

Eg2

qVa2

qVa1

0X1 X2

Fig. 6.2 Band diagram of an
ideal abrupt p–n with external
bias
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Where VD is the built-in potential, Va external bias, q electron charge, ep and ei,
respectively, the dielectric constants of the p-AlGaN and i-AlGaN, Na and Ni,
respectively, the doping concentration of p and i-AlGaN.

VD ¼ Up � Ui ¼ vp � vi þEgp � EFp � EFi ð6:4Þ

where U is the material working function, v electron affinity potential, Eg band gap,
and EFp (relative to valence band top) and EFi (relative to conduction band bottom)
Fermi energy levels. The ratios of the built-in potentials and the external biases on
the p-AlGaN and i-AlGaN can be expressed as

VD1

VD2
¼ Va1

Va2
¼ eiNi

epNa
ð6:5Þ

2. Internal quantum efficiency of AlGaN p–i–n heterojunction

The band diagram of an AlGaN abrupt p–i–n heterojunction is shown in
Fig. 6.3, where p, i, and n represent, respectively, the thickness of p-, i-, and
n-AlGaN layers. Based on the assumption and analysis in other works and ignoring
the barrier of the i–N junction, with incident light of energy higher than the band
gap of the N-AlGaN window layer, the window layer can contribute diffusion
currents but not drift currents.

The internal quantum efficiency (QE) of a p–i–n structure consists of the fol-
lowing components.

Drifting QE in p-AlGaN

QE11ðkÞ ¼ expð�a3NÞ � expð�a2iÞ � ð1� expð�a1XpÞÞ ð6:6Þ

Diffusion QE in p-AlGaN

0Xp Xip i n

Fig. 6.3 Band diagram of an
abrupt AlGaN p–i–n
heterostructure
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QE12ðkÞ ¼ a1Lnp
1þ a1Lnp

expð�a3NÞ � expð�a2iÞ � expð�a1XpÞ ð6:7Þ

Drifting QE in i-AlGaN

QE21ðkÞ ¼ expð�a3NÞ � expð�a2iÞ � ðexpða2XiÞ � 1Þ ð6:8Þ

Diffusion QE in i-AlGaN

QE22ðkÞ ¼ expð�a3NÞ

� a2Lpi
1� ða2LpiÞ2

a2Lpi þ sinh
i� Xi

Lpi

� �

= cosh
i� Xi

Lpi

� �� �

expð�a2ði� XiÞÞ

� 1= cosh
i� Xi

Lpi

� �

a2Lpi

2

6

6

6

4

3

7

7

7

5

ð6:9Þ

Diffusion QE in n-AlGaN

f 1 ¼ sinh
iþN � Xi

LpN

� �

þ SLpN
DpN

cosh
iþN � Xi

LpN

� �

ð6:10Þ

f 2 ¼ cosh
iþN � Xi

LpN

� �

þ SLpN
DpN

sinh
iþN � Xi

LpN

� �

ð6:11Þ

QE3ðkÞ ¼ a3LpN
1� ða3LpNÞ2

ða3LpN þ f 1=f 2Þ expð�a3ðiþN � XiÞÞ

� 1
f 2

SLpN
DpN

þ a3LpN

� �

2

6

4

3

7

5

ð6:12Þ

The overall quantum efficiency of the p–i–n device is

QEðkÞ ¼ QE11ðkÞþQE12ðkÞþQE21ðkÞþQE22ðkÞþQE3ðkÞ ð6:13Þ

Therefore, the responsivity of the device is,

RðkÞ ¼ ð1� RÞ � QEðkÞ � qk
hc

ð6:14Þ

k is the wavelength of incident light and R the reflectivity at the sapphire/air surface.
a1, a2, and a3 are the absorption coefficients in, respectively, the p-, i- and n-AlGaN
layers, and Lnp, Lpi, and LpN are the diffusion length in each layer. DpN is the hole
diffusion coefficient in the n-AlGaN and S the recombination rate at the interface of
n-AlGaN/Sapphire substrate. h is Plank constant and c speed of light in vacuum.
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Based on the basic principle of AlGaN p–i–n heterojunction detectors, the Al
composition and the optical constants in the AlxGa1−xN materials for the two
operation windows, 300–365 nm visible-blind and 250–280 nm solar-blind can be
determined. Then, based on the formulas of the key parameters, we can theoreti-
cally simulate the effects of composition, thickness, and doping concentration of
each layer on the quantum efficiency, responsivity, and response time in an AlGaN
p–i–n UV detector. In our simulation, defect-assisted carrier recombination is not
considered. Table 6.1 lists the parameters in simulation.

Figures 6.4, 6.5 and 6.6 show the simulated dependence of the quantum effi-
ciency and responsivity on the thickness of, respectively, n-, i-, and p-AlGaN layers
of a back illuminating AlGaN p–i–n detector in the wavelength band of
250–280 nm. One can see that the optimal thicknesses of p-, i-, and n-AlGaN are

Fig. 6.4 Simulated dependence of a quantum efficiency and b responsivity on pn-AlGaN thickness

Table 6.1 Parameters used in simulation

Parameter Value Remark Parameter Value Remark

S 10 cm/s Reference [14] NC(GaN) 4.3 � 1014 � T3/2

cm−3
Reference [17]

T 300 K Room temp. NV(GaN) 8.9 � 1015 � T3/2

cm−3
Reference [17]

c 2.998 � 108 m/s Speed of light in
vacuum

e(GaN) 9.5 e0 Reference [18]

h 6.626 � 10−34 J�s Plank’s constant e(AlN) 8.5 e0 Reference [17]

k 1.381 � 10−23 J/K Boltzmann’s
constant

mn(GaN) 0.2 m0 Reference [17]

n Reference [15] mn(AlN) 0.4 m0 Reference [17]

q 1.6 � 10−19 C Magnitude of
electronic charge

mp(GaN) 1.5 m0 Reference [17]

tpN 10 ns Reference [14] mp(AlN) 7.26 m0 Reference [17]

a Reference [16] v(GaN) 4.1 eV Reference [17]

Eg(GaN) 3.4 eV Reference [17] v(AlN) 0.6 eV Reference [17]

Eg(AlN) 6.2 eV Reference [17] b 1.0 eV Reference [12]
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about, respectively, 300, 200 and 500 nm. If the n-AlGaN is to be used as a filtering
layer its thickness should be at least 500 nm.

The effect of the carrier concentration in the p- and i- region on the quantum
efficiency and the response time can be obtained by analyzing the energy band.
Figure 6.7 shows the energy band and electric field distribution, by the theoretical
calculation, of a solar-blind (250–280 nm) back-illuminated heterojunction AlGaN
p–i–n detector with carrier densities of 1 � 1017 cm3 in the p and n region. Since
the depletion layer extends toward the p-region, a built-in electric field does not
exist in the area close to the substrate of the i-region, where photon-generated
carriers transport through diffusion but not drifting. This mechanism does not favor
quantum efficiency and response time in the back-illuminated devices. Therefore, it
is important to increase the hole density in the p-region and decrease the electron
density of the i-region.

The dependence of the response time on the p-layer concentration and specific
contact resistance can be also obtained. The resistance-capacitor product (RC) is the
main parameter to determine the response time. The p-layer carrier concentration in
the AlGaN is usually at the range of (1–3) � 1017 cm3, which results in high bulk
resistance. There also exists large contact resistivity between the p-layer and the
metal. These are the main factors to restrict the response speed. Figure 6.8 shows the

Fig. 6.5 Simulated dependence of a quantum efficiency and b responsivity on i-AlGaN thickness

Fig. 6.6 Simulated dependence of a quantum efficiency and b responsivity on p-AlGaN thickness
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simulated relationship of the response time with, respectively, the p-layer doping
density (Fig. 6.8a) and contact resistivity (Fig. 6.8b) for the back-illuminated p–i–n
GaN detector within the wavelength range of 300 to 365 nm.

Because there are strong polarization electric fields at the GaN-based hetero-
junction interfaces, polarization will affect the detector’s response spectrum
[19, 20]. Figure 6.9a is the calculated energy band diagram and electric field dis-
tribution in a front-illuminated (wavelength range: 300–365 nm) GaN-based p–i–n
heterojunction detector under 100 % polarization, and (b) photo response spectra
under a different polarized situation. The results show that gradient composition
interfaces can reduce the effect of polarization on the response spectrum. However,

Fig. 6.7 Energy band and electric field distribution of a solar-blind (250–280 nm)
back-illuminated heterojunction AlGaN p–i–n detector

Fig. 6.8 Simulated relationship of response time with a the p-layer density and b contact
resistivity of a back-illuminated p–i–n GaN detector within the wavelength from 300 to 365 nm
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polarization has little effects on the responsivity of the back-illuminated hetero-
junction p–i–n detector and can be ignored.

3. Optimal designs of back- and front-illuminated p–i–n detector structures

p–i–n is the most used structure for depletion-type photodetectors. Its response
wavelength and frequency is optimized under the condition that the intrinsic layer
thickness is equivalent to the depletion layer width under the reverse bias. The
intrinsic layer has the following functions,

1. Compared with the n and p regions, the intrinsic layer has high resistivity.
Therefore, the reverse bias is imposed on the intrinsic layer. This increases the
depletion layer width, extends the effective volume for photoelectronic con-
version and improves the device sensitivity.

2. For the conventional diffusion-type p–n photodiodes, it is essential to use highly
resistive materials to increase the breakdown voltage, which results in high
series resistance and RC constant. On contrary, by introduction of the intrinsic
layer, the breakdown voltage in a p–i–n detector is no longer restrained by the
resistivity of the base material. This allows a significant reduction in the series
resistance and time constant but still maintains a high breakdown voltage by
using low resistivity base materials.

3. The photoelectronic conversion mainly takes place in the intrinsic layer and a
region in the n- or p-layer within one diffusion length from the intrinsic layer.
Since strong electric fields in the intrinsic layer can accelerate minority carrier
transportation, properly increasing the intrinsic layer width hardly affects the
transition time.

4. p–i–n photodiodes usually operate under zero bias or high reverse voltage
(avalanche photodiode). The depletion layer is much wider than that of the
conventional diffusion-type p–n photodiodes resulting in smaller capacitance
and higher response speed.

Fig. 6.9 a Simulated energy band of a front-illuminating 300–365 nm GaN p–i–n heterojunction
detector under 100 % polarization and b photo-response spectra under different polarized situation

486 6 Chip Technique of AlGaN Focal Plane Arrays



5. As the thickness of the intrinsic layer increases, the drift current of photogen-
erated carriers in the depletion region increases as well. However, a too thick
intrinsic layer will affect the transition time and the response frequency. The
optimal depletion layer width (intrinsic layer thickness) is chosen in such way
that the transition time equals half of the modulation frequency.

In design, optimization and fabrication of UV photodetectors, attention must be
paid to the following items,

1. Reducing the junction depth so that the p–i–n junction is closer to illumination
face. This can reduce the recombination loss of photogenerated carriers during
the diffusion toward depletion region of the p–n junction.

2. Selecting proper dopants and surface concentration to avoid stress and dislo-
cations induced from impurities diffusion. Removing the very short lifetime
‘dead-layers’ near surface caused by diffusion.

3. Improving the surface properties and reducing the surface recombination rate
through passivation and other technologies.

4. Optimizing the interface region between the p–i–n structure and the substrate to
release stress and decrease dislocation density as much as possible. Enhance the
optoelectronic performances of the p–i–n structures by releasing stress and
improving material quality.

During optimization, it is necessary, taking the specific issues of material growth
and device process into account, to study the relationships of the detector perfor-
mance with device structures, material defects, and processing conditions. This
helps to develop a more practical design of the front-and back-illuminated p–i–n
detector structures in both visible-blind and solar-blind spectra. Through feedback
from experimental results, the theoretical model can be further revised. In
solar-blind p–i–n detectors (including the RCE detector), the key factors that affect
quantum efficiency are defects due to high Al composition in the AlxGa1−xN,
accurate control of Al composition and layer thickness, p-type doping and its
activation, p-and n-type Ohmic contact resistivity, and so on. Figure 6.10 shows the
typical structures of a front-(a) and a back-illuminated (b) solar-blind AlGaN
heterojunction p–i–n UV detector. Figure 6.11 presents the theoretical quantum
efficiency (a) and response spectrum (b) of a back-illuminated detector. The highest
theoretical response value 0.18 A/W can be observed.

6.3 AlGaN Resonant-Cavity-Enhanced UV Detectors

Because a conventional AlGaN UV detector usually does not possess in a single
device all the necessary characteristics, such as high-quantum efficiency, suitable
bandwidth, fast response, and insensitivity to light with wavelength outside of the
working band, it may have difficulty meeting some practical application require-
ments. This partly limits the development of UV detection technology. Fortunately,
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through hard work of many researchers, a new type of device, the
resonant-cavity-enhanced (RCE) photodetector associated with its theoretical basis,
was invented. The RCE photodetector was realized after the break through of the
Fabry–Perot resonant-cavity epitaxy technology.

In this section, we first briefly introduce the basic structure of a RCE UV
detector. Then, we describe the design and fabrication of GaN-based distributed
Bragg reflectors (DBR) as well as single-and dual-color RCE UV detectors.

Fig. 6.10 Typical structures of solar-blind front- (a) and back-illuminated (b) AlGaN
heterojunction p–i–n UV detector

Fig. 6.11 Theoretical quantum efficiency (a) and response spectrum (b) of a solar-blind
back-illuminated AlGaN heterojunction p–i–n detector
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6.3.1 The Basic Structure of Resonant-Cavity-Enhanced
UV Detectors

Kishino et al. [21] from Department of Electrical Science and Engineering of
Sophia University, Japan started to study the AlGaN-based RCE
metal-semiconductor-metal (MSM) detector in 2000. The device had a
back-illuminated structure. The bottom reflector was made of six pairs of high
reflectivity SiO2/ZrO2 DBR and the top mirror eight pairs of Al0.14Ga0.86N
(34.4 nm)/AlN(40.5 nm) DBR. The GaN absorption layer thickness was about
40 nm and the cavity length about 0.33 lm. The responsivity spectrum has FWHM
of 15 nm with a significant enhancement at the wavelength 353 nm.

Li et al. [22] from Department of Electronics and Computers of Texas University
started to study GaN-based RCE p–i–n detectors in 2001. Their device was
designed to work at a wavelength of 330 nm. The DBR peak reflectivity was
measured to be 57 %. However, due to p-type Ohmic contact issues, the RCE p–i–n
device was not finally realized. Detailed properties were not reported as well.

Biyikli et al. [23] from Department of Electrical Science and Engineering of
Bilkent University, Turkey reported a GaN-based RCE Schottky detector in 2003.
The bottom mirror was made of 20 pairs of AlN/Al0.2Ga0.8N DBR. The peak
responsivity at the wavelength of 337 and 350 nm is 0.153 and 0.046 A/W,
respectively. The pulse width is shorter than 77 ps at the wavelength of 357 nm.
The bandwidth at 3 dB is 780 MHz.

The structure of an RCE detector, as shown in Fig. 6.12 mainly consists of two
parts. One is the reflectors on the two sides of the cavity which will realize the
reflection resonance. Another part is the cavity composed of an absorption layer and
an isolation layer to tune the cavity length. The active layer in the F–P resonant cavity
has the function to absorb and detect light. RCE can be MSM, Schottky, p–i–n or
other detector types.

Top DBR Mirror

Active Region Lactive

Bottom DBR Mirror

Buffer

Substrate

L1

L2

Fig. 6.12 The structure
sketch of RCE detectors
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In RCE detectors the active layers are inserted into the F–P cavity encompassed
by the two DBRs. They can enhance the photoresponse of light with wavelength in
resonance with the F–P cavity and suppress the response of light off-resonance.
Therefore, they can achieve the function of wavelength-picking and
spectrum-narrowing. Since light reflects back and forth many times in the cavity,
high quantum efficiency can be attained even using a thin absorption layer, which
reduces the transportation time of photogenerated carriers and improves the
response speed and bandwidth-efficiency product. Additionally, the F–P resonant
cavity can selectively respond to a predetermined narrow band due to its inherent
property of frequency selection.

DBRs are the important components of a RCE detector. The materials to
compose the DBRs could be GaN-based semiconductors, dielectric, or metal. If
using GaN-based semiconductors the DBRs and the absorption layer can be grown
successively within the same equipment. However, due to increasing difficulty in
growing high Al composition GaN-based material, it is hard to fabricate high
reflectivity reflectors. The dielectric materials systems have relatively mature
manufacturing processes, and can be grown directly by plasma-enhanced chemical
vapor deposition (PECVD). Two factors should be considered in choosing a
UV DBR material, (1) a low absorption coefficient in the operation wavelength
range from 250 to 365 nm, (2) easy preparation. The dielectrics that can meet the
two requirements are SiO2, HfO2, Al2O3, MgF2, CaF2, ZrO2, ITO, etc. Metal
materials can select Al, Au, Ag, etc. A metal mirror can achieve a reflectivity of
90 % in UV band independent of wavelength. These metals are suitable for the top
mirror in a Schottky-type RCE detector.

Design of GaN-based DBRs is in accord with the following processes, (1)
determine the cutoff wavelength of the RCE UV detector (The target visible-blind
wavelength is 330 nm, the target solar-blind wavelength 270 nm), (2) choose the
material parameters and optical constants, such as absorption coefficient and
refractive index, from the literature, or measure the parameters by experiment,
(3) determine the Al composition in AlGaN. The structures can be calculated by
transfer matrix method (TMM) and be grown by metal organic chemical vapor
deposition (MOCVD). The structural and optical properties of the grown samples
can be characterized by scanning electron microscopy (SEM), atomic force
microscopy (AFM), transmission electron microscopy (TEM), high resolution
X-ray diffraction (HRXRD), and optical reflection. By analyzing and comparing the
differences between the measured reflection spectrum and the theoretical simula-
tion, one can understand the factors that affect the DBR properties. The relation-
ships of the DBR’s center reflection wavelength, reflectivity at center wavelength
and the reflection bandwidth with the refractive index, individual layer thickness,
period number, interface roughness, stress, and defects can be extracted. Through
such a process the DBR’s theoretical model can be optimized.

Refractive index is a key parameter in design of the DBR layer thickness. The
techniques of measuring refractive index are a prism coupler, transmission spec-
trum, reflection spectrum, and ellipsometry. Though the prism method is simple it
can only measure the refractive index at a single wavelength and cannot obtain the
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dispersion relation of the refractive index. The transmission spectrum can determine
the refractive index by the interference fringes but can only apply to photon
energies less than the material band gap (E < Eg). The reflection spectrum can not
only determine the refractive index by the interference fringes, but also can
determine the refractive index and the extinction coefficient by the measured
spectral reflectivity and Kramers–Kronig relation. Ellipsometry obtains the refrac-
tive index through a fitting process. Xiaoli et al. [24], using the prism coupler
method (the light source is a He–Ne laser with a wavelength of 632.8 nm), mea-
sured the ordinary refractive index in TE mode of an AlxGa1−xN film grown on
(0001) sapphire substrates by MOCVD. The measured refractive index of GaN,
Al0.26Ga0.74N, and AlN are, respectively, 2.35, 2.27, and 2.04. They also calcu-
lated, through the transmission spectrum, the dispersions of refractive index of GaN
in the energy range of E < Eg. Their results were consistent with the reported data
from literature [25].

Through an optimization process between simulation and experiments [26–31]
solved many issues in growth of multi-period AlxGa1−xN/AlN DBRs by MOCVD,
such as stresses caused by lattice mismatch and thermal mismatch, selection of
buffer layer material, precise control of Al composition, and layer thickness
(<1 nm). They successfully grew visible-blind AlxGa1−xN/AlN DBRs with excel-
lent repeatability and high reflectivity, and measured the refractive index of the
DBR samples.

6.3.2 Design and Fabrication of RCE Ultraviolet Detectors

1. Design of RCE detectors

For a high-performance RCE detector, the absorption coefficient of the active
layer in the operation wavelength range must be far bigger than that of the
non-absorption region materials (the isolation layers and the reflecting mirror
DBRs). The absorption coefficient of the absorption layer in the operation band
should be appropriate (1 � 103 cm−1 < a < 5 � 104 cm−1). If the absorption
coefficient is too small, the absorption layer thickness has to be thick, which will
cause long carrier transportation time and degrade the device’s speed performance.
If the absorption coefficient is too large, the absorption layer has to be very thin,
with which the standing wave effects on device performance will be significant. In
design of multilayer mirrors, in order to avoid defects in the absorption region, one
can choose two materials with good lattice-constant matching and larger refractive
index differences to form the reflection mirror, and thus reduce the number of
mirror layers, and thereby simplify the growth process and reduce device series
resistance.

RCE detectors can be classified into single-color and dual-color RCE UV
detectors according to the number of detecting wavelength bands in a single device.
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Zheng et al. [32–34] have reported the designs of the two kinds of RCE UV
detectors.

1. Design of single-color RCE UV detectors

(i) Design of the layer structures of RCE UV detectors

Single-color RCE UV detectors can be classified as Al-containing or Al-free
detectors. At present, Al-containing RCE UV detectors are the most reported
GaN-based RCE UV detectors [21–23]. The top reflection mirror of an
Al-containing GaN-based RCE Schottky UV detector can be made by transparent
electrodes or other mirror materials. The device structure is grown in the following
sequence, an AlN buffer layer on a sapphire substrate, six pairs of
AlN/Al0.35Ga0.65N DBRs, an Al0.35Ga0.65N isolation layer, and finally a GaN
absorption layer, as shown in Fig. 6.13a. The Al-free RCE UV detector structure
consists of an AlN buffer layer and a GaN absorption layer grown by MOCVD on
two sides of the polished sapphire substrates. Then a SiO2 isolation layer is grown
using PECVD. Finally, the top and bottom reflection mirrors composed of periodic
HfO2/SiO2 are grown, as shown in Fig. 6.13b.

(ii) Design of RCE UV detector

Single-color Al-containing GaN-based RCE UV detectors have different types,
such as photoconductive, Schottky, and MSM structures. Figure 6.14 shows the
profile and the top view of a single-color Al-free RCE photoconductive UV
detector. Figure 6.15 shows the profile and top view of a single-color Al-free RCE
Schottky UV detector structure. Figure 6.16 shows the profile view and top view of
a single-color Al-free MSM RCE UV detector. The structures of single-color
Al-containing GaN-based Schottky and p–i–n RCE UV detectors are shown in
Fig. 6.17.

40 nm GaN absorption layer

Al0.35Ga0.65N isolation layer

6 pairs of AlN/Al0.35Ga0.65N DBR

AlN buffer layer

Sapphire substrate

(a) (b)

Fig. 6.13 Material structures of single-color a Al-containing b Al-free GaN-based RCE UV
detectors
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Fig. 6.14 a The profile and b top view of single-color Al-free RCE UV photoconductive detector

Fig. 6.15 a The profile and b top view of single-color Al-free Schottky RCE UV detector

Fig. 6.16 a The profile and b top view of a single-color Al-free RCE UV MSM detector
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2. Design of dual-color RCE UV detectors

Although its design and fabrication are much difficult than that of a single-color
RCE UV detector, a dual-color RCE UV detector can not only synchronously
obtain in space two band information of a target but also suppress complex
backgrounds, and thus can greatly enhance the efficiency of detection and the
accuracy of target recognition. Therefore, it is very important in some special
application fields.

The material structure of a dual-color RCE UV detector is shown in Fig. 6.18.
The epitaxial growth is as follows. An AlN buffer layer and a GaN absorption layer
are first grown on one side of a double-side polished sapphire substrate by
MOCVD. An AlN buffer layer and Al0.34Ga0.66N absorption layer are then grown
on the other side of the substrate. Part of the area of GaN absorption layer is then
etched away. After that, a SiO2 isolation layer is grown by PECVD. Finally, the top
and bottom reflection mirrors composed of repeated HfO2/SiO2 layers are grown.

Let us calculate the material parameters assuming the two detection bands are
320–365 nm and 250–280 nm. For the 320–365 nm band, GaN is used as the
absorption material. According to the previous discussion, the reflectivity of the top
and the bottom mirrors should be, respectively, R1 = 0.7 and R2 = 0.99, to achieve
a quantum efficiency of 0.99. The absorption coefficient aGaN = 1.25 � 105 cm−1

and the refractive index nGaN = 2.7 at 340 nm are from the literature. From the
equation R1 = R2e

−2ad, the theoretical thickness of the GaN absorption layer can
be determined to be � 14 nm. Similarly, for 250–280 nm band, Al0.34Ga0.66N is
used as the absorption material. The absorption coefficient of Al0.34Ga0.66N at
265 nm is 1 � 105 cm−1. The reflectivity of the top and the bottom mirror should
be, respectively, 0.7 and 0.99 to achieve a quantum efficiency of 0.99. From the
equation R1 = R2e

−2ad, the theoretical thickness of the Al0.34Ga0.66N absorption
layer can be determined to be � 17 nm.

Ohmic

contacts

40 nm GaN absorption layer

Al0.35Ga0.65N isolation layer

6 pairs of AlN/Al0.35Ga0.65N DBR

AlN buffer layer

Sapphire substrate

Schottky

contacts

(a) (b)

Fig. 6.17 a Schottky and b p–i–n single-color Al-containing GaN-based RCE UV detector
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Dual-color RCE UV detectors can also employ a photoconductive structure, a
Schottky structure and a MSM structure. Figure 6.19 shows the profiles of (a) a
photoconductive, (b) a MSM dual-color GaN-based RCE UV [32] detector.

A dual-color RCE ultraviolet detector operates as follows. Light penetrates into
the structure from Al0.34Ga0.66N layer side. Since the top and the bottom mirrors
work in the wavelength band of 250–365 nm, when the incident wavelength is
longer than 365 nm or shorter than 250 nm, the amounts of photogenerated carriers
is negligible in the resonator. However, when the incident wavelength is in the
range of 250–365 nm, it will be reflected back and forth through the absorption
layers in the resonator by the top and bottom mirrors, until most of light is
absorbed. Light in the wavelength range of 250–280 nm is absorbed by the
Al0.34Ga0.66N layer to produce strong photogenerated signals since the photosen-
sitive area of the Al0.34Ga0.66N layer is 8–10 times larger than that of the GaN
absorption layer. It will also generate weak photo signals in the GaN layer because
some light goes through the Al034Ga0.66N and is absorbed in the GaN layer. But
these signals are so weak they can be ignored. When the incident wavelength is in
the range of 320–365 nm, almost all the light will pass through the Al0.34Ga0.66N
layer without absorption and be absorbed by the GaN layer. Therefore, the light
does not generate photo signals in the Al0.34Ga0.66N layer but produces strong
photo signals in the GaN layer. When the incident light consists of wavelengths

Fig. 6.18 Material structure of dual-color GaN-based RCE UV detector
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both in the range of 250–280 nm and of 320–365 nm, most of the light in the
wavelength of 250–280 nm will be absorbed by the Al0.34Ga0.66N layer and most of
the light in wavelength of 320–365 nm will be absorbed by the GaN layer.
Therefore, they will generate strong light signals on both sides. Table 6.2 sum-
marizes the conditions of a dual-color RCE detector to detect and recognize light
with different wavelength.

2. Experiments on single-color RCE UV detectors

In order to verify the designs, He et al. [32–35] reported experimental results of
single-color RCE ultraviolet detectors. Starting from the basic principle and
according to the targeting wavelength, they did a series of studies on RCE UV
detectors, such as selection of the absorption and isolation layer materials, the effect
of layer thickness on quantum efficiency and response time, the optimal position of
the absorption layer in the RCE cavity by considering the standing wave effect.
They also studied the effects of cavity length on quantum efficiency, spectral width,

Fig. 6.19 Profiles of a a photoconductive, b a MSM dual-color GaN-based RCE UV detector

Table 6.2 Light with different wavelengths detected by dual-color RCE detector

Light wave band/nm Signal at GaN layer Signal at Al0.34Ga0.66N layer

<250 No No

250–280 Very weak Very strong

250–280, 320–365 Very strong Very strong

320–365 Very strong No

>365 No No
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and response line width as well as the number of the resonant modes. They grew a
variety of RCE samples by MOCVD with MSM, p–i–n and Schottky structures for
different targeting wavelength of 320 and 330 nm. They measured the samples’
reflectance and response spectrum. By analyzing the deviation between measure-
ments and the designs, they determined the key factors to achieve high-performance
GaN UV detectors. In addition, they also initiated the material and device process
studies of a novel 270 nm GaN RCE ultraviolet detector. The results were a the-
oretical design for the DBR and RCE detector structures with a central wavelength
of 270 nm and fabricated solar-blind DBRs by MOCVD.

According to theoretical calculation, the quantum efficiency of a RCE detector
shows periodical variation with thickness of the SiO2 isolation layer. Hence, the
thickness of SiO2 should be strictly controlled in order to maintain a high-quantum
efficiency of the RCE detector.

Figure 6.20a is the design diagram of a GaN-based p–i–n RCE detector with
targeting wavelength of 320 nm (bottom mirror consists of 40.5 pairs of
Al0.3Ga0.7N/AlN DBRs and top mirror is the air/GaN interface). Figure 6.20b is the
measured response spectrum with the central peak at 315 nm, a slight deviation
from the design wavelength. Figure 6.20c is the simulated reflectance and
absorption spectrum. By comparing Fig. 6.20b and c, the response and absorption
spectrum coincide well to each other.

Figure 6.21(a) shows the layer structure of a GaN-based p–i–n RCE detector
with targeting wavelength of 330 nm, (b) a SEM picture of the device in fabrica-
tion, and (c) the response spectrum. The response spectrum shows the peak
wavelength of 329 nm, the line width 5.5 nm and the responsivity 6.3 mA/W
(under the 0 V bias). The response spectrum shows the peak wavelength of
329 nm, the line width 5.5 nm and the responsivity 6.3 mA/W (under the 0 V
bias).

Figure 6.22(a) shows the layer structure of a GaN-based Schottky mesa type
RCE detector employing an Al top mirror with a targeting wavelength of 330 nm,
(b) a SEM picture of the device, and (c) the response spectrum. The spectrum shows
the response central peak at 331 nm, responsivity of 24 mA/W (under 0 V bias).
The measured peak response wavelength precisely coincides with the targeting
wavelength of 330 nm. The spectrum shows the response central peak at 331 nm,
responsivity of 24 mA/W (under 0 V bias).

Figure 6.23 shows the response spectrum of a MSM type GaN-based RCE
detector with targeting wavelength of 330 nm. The detector has a short cavity.
Ni/Au is employed as the metal electrodes. The spectrum shows the response peak
at 329 nm, responsivity of 4.3 A/W (under 6 V bias). This type of all-nitrides
MSM RCE detectors is difficult to be fabricated. The response peak is 329 nm,
peak responsivity 4.3 A/W (under 6 V bias).

6.3 AlGaN Resonant-Cavity-Enhanced UV Detectors 497



6.4 AlGaN Detector Chip Fabrication

Devices of certain novel semiconductor develop and bloom, always initially orig-
inated from the maturity of the semiconductor material and doping (n-type and
p-type) technology. It is also true for a wide band gap GaN device. In the 1990s,
Shuji Nakamura successfully demonstrated high-quality GaN film growth tech-
nology by using a two-way gas configuration and by a low temperature buffer layer
method [36]. Professor Amano demonstrated the p-type dopant active technology
using the e-beam irradiation method, while Nakamura used rapid thermal annealing

p+-GaN 15 nm

p-GaN 25 nm

n-Al0.38Ga0.62N 50 nm

Al0.3Ga0.7N/AlN DBR (×40.5)

GaN buffer 2 µm

(0001) Sapphire

(a) (b)

(c)

Fig. 6.20 RCE detector structure sketch diagram of target wavelength 320 nm GaN Base
(a) measuring response spectrum (b) and light reflection spectrum and light absorption spectrum of
the theoretical simulation of the detector structure (c)
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in N2 atmosphere [37, 38]. Thus, the solid foundation formed for III-nitride material
and devices. Since then, the device fabrication and process study has become the
main focus in the research of various devices.

In this section, AlGaN detector chip fabrication technology is discussed,
including mesa technology, passivation and Ohmic contact. In mesa technology
study, dry etching (mainly using inductively coupled plasma), and wet chemical
treatment are discussed. The SiO2 passivation and n-type, p-type AlGaN Ohmic
contact are also discussed.

Fig. 6.21 a Layer structure of a GaN-based p-i-n RCE detector with targeting wavelength of
330 nm, b a SEM picture of the device in fabrication and c the response spectrum
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6.4.1 Mesa Formation Technology

GaN-based material has the advantage of being stable to chemical corrosion,
because of its high bond energy. Compared with other semiconductor material,
III-nitride wide band gap materials have much stronger chemical bonds. The bond
energies of GaN, InN, and AlN were 8.92, 7.72, and 11.52 eV/atom, respectively.
While for GaAs it is 6.52 eV/atom. This fact gives III-nitride many special features,

Fig. 6.22 a Layer structure of a GaN-based Schottky mesa type RCE detector employing an Al
top mirror with a targeting wavelength of 330 nm, b a SEM picture of the device and c the
response spectrum
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such as wide band gap, good thermal stability, and suitability for high-temperature
work. It is used for optoelectronic devices from UV to yellow light and
high-temperature, high-frequency, and high-power electronic devices [39]. But, on
the other hand, it also leads to the requirement of much higher activation energy in
etch reaction compared with other semiconductors. This made III-nitride dry
etching and chemical etching difficult at room temperature, when all known acids
etch GaN very slowly. Most alkali also etches GaN very slowly. Electrochemical
etch or photo-enhanced chemical etch may give larger etch rates. But chemical wet
etching process is low precision for pattern transfer. The surface and side walls are
rough. Wet etching process is difficult to control. These issues made it difficult to
use in practical fabrication. Etching processes with low damage and smooth side
walls are desired in the mesa formation process of high-performance AlGaN
devices, especially in large format high-performance GaN-based UVFPA devices.

1. Inductively coupled plasma etching

In recent years, inductively coupled plasma (ICP) etching, which is high density
plasma etch technology, is under very intensive research. It is widely used in the
III-nitride etch process. Compared to reaction ion etch (RIE), ICP has many
advantages, especially for the ability of separate controlling of plasma density and
energy. Plasma density can be achieved with 2–4 orders of magnitude higher
density than that of RIE, which makes it easier to break the chemical bonds between
III elements and N atoms by effective bombardment of the surface. Nitride material
etch rate is enhanced by ICP. At the same time, ion energy is relatively low and
adjustable (at about 20 eV). One can obtain anisotropic and low damage etched

Fig. 6.23 Response
spectrum of a MSM
GaN-based RCE detector with
targeting wavelength 330 nm
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surfaces with a high etch rate. ICP can maintain a stable glow discharge in low
pressure. It guarantees the ion bombardment uniformity and collimation.

Shul et al. [40, 41] studied the GaN etch using ICP and Cl2/H2/Ar gases. A high
etch rate could be achieved to 6875 nm/min. Very good results were demonstrated
with ICP and Cl2/Ar gases in etching III-nitride. A smooth side wall and a
roughness of less than 20 nm of the etched surface were obtained. It is believed that
the process is suitable for GaN/InGaN/AlGaN heterojunction laser diode vessel
fabrication [42].

ICP etching of III-nitride has advantages of high etch rate, anisotropy, good
aspect ratio, low etching damage, large area of good uniformity, etch profile con-
trollability and smooth etched surface, and so on. So it is widely used in III-nitride
devices of large-scale production and manufacturing [43–45]. Studies for the gases
recipe choice, different gas ratios, ICP power, and DC bias on ICP etching of
AlGaN were carried out. By using scanning electron microscopy (SEM) and atomic
force microscopy (AFM), etching morphology was characterized. By using X-ray
photoelectron spectroscopy (XPS), the chemical changes were studied on the
material surface before and after etching. The transmission line model
(TLM) method was also used for material sheet resistance change characterization
which may be associated with damage. While rapid thermal annealing was also
studied to remove the etching damage.

In our ICP etching experiment, n-Al0.33Ga0.67N, n-Al0.47Ga0.53N, n-Al0.45Ga0.55N
samples are mainly used, grown by theMOCVDmethod with double-sided polishing
of 2 in (0001) orientation of sapphire substrates. Samples were grown with a buffer
layer of AlN and the epitaxial layer thickness is about 1 lm. For n-type material the
dopant is Si, while the dopant isMg for p-type. In order tomeasure the three properties
in a single run, namely the changes of material sheet resistance, etching rate, and
surface morphology, a square-shaped transmission line model (TLM) structure was
used in the etching experimental, with a pad length of 250 lm and width of 120 lm
and the distance between pads changes linearly from 10 lm by 2 lm step until to
28 lm.

Ti/Al/Ni/Au metal layers with thickness 200Å/300Å/100Å/100Å were deposited
for Ohmic contact and thermal annealing of 40 s in N2 atmosphere was accom-
plished. Then, a photoresist mask was made. The ICP etching machine is an
ICP-98C high-density plasma unit. An AMI BOIS XP-2 stimulus profiler was used
for the measurement of mask height and etching step depth (5 points average).
A probe stage and Keithley 236 Source Meter were used for resistance measure-
ment. The surface morphology was observed by using a Vega-Tescan TS5136MM
scanning electron microscope, because the material resistivity is high and the
substrate is not conductive, about 120 Å Au were deposited on the sample surface
by electron beam evaporation before SEM observation. Etching the surface
roughness was measured using DI Nanoscope IIIa atomic force microscope with
scanning area of 10 lm � 10 lm.
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(1) The choice of ICP etching gases

In the choice of the etching plasma, the reaction product boiling points are an
important factor to consider. For Al, Ga, In elements, their methyl or halide
compound is a better choice. Table 6.3 gives the boiling point [46, 47] of several
reaction products and some related compounds. The etching process is a dynamic
process of evaporation and deposition of etching products. As shown in the table,
the best volatile etching product for GaN-based materials is a methyl compound,
especially since the (CH3)3 in boiling point is much lower than indium halide.
Therefore, in the etching of GaN-based materials with high. In composition, CH4 is
very helpful. But the chemical activity of neutral methyl groups is much lower than
for the neutral halogen atom. It is easy to form polymers which are often deposited
on the surface and the side walls thus affecting the etching quality. On the other
hand, the side wall effect can be used for better control of anisotropy. The polymer
deposition on the surface will make the etching rate requirements difficult to meet.
Another problem in methyl-based plasma is the presence of H+ ion, which has a
large penetration depth in GaN-based material. Simulations of Ar+, Cl+ and H+ ions
injection into GaN were done using TRIM by Singh [46]. The results are shown in
Table 6.4. In addition, H in the GaN-based materials often affects the impurity
properties, especially the p-type material, by the formation of a Mg-H complex
which dramatically decrease the conductivity of materials [48].

For GaN-based material etching, except for very high In content material,
Cl-based plasma is a good choice. The etching gases commonly used are Cl2, SiCl4,

Table 6.3 Boiling point of products in etching GaN based material using methyl or halide plasma

Etching products Boiling point (°C) Etching products Boiling point (°C)

AlCl3 183 InCl3 600

AlF3 NA InF3 >1200

AlI3 360 InI3 NA

AlBr3 263 InBr3 Sublimation

(CH3)3Al 126 (CH3)3In 134

GaCl3 201 NCl3 <71

GaF3 1000 NF3 −129

GaI3 345 (sublimation) NBr3 NA

GaBr3 279 NI3 Explosive

(CH3)3Ga 55.7 NH3 −33

(CH3)3N −33 N2 −196

Table 6.4 TRIM simulation
of ion implantation depth of
different ions in GaN (ion
energy 1.0 keV)

Ion species Projected range (nm) Straggling (nm)

Ar+ 1.8 1.0

Cl+ 1.9 1.0

H+ 14.0 7.3
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and BCl3. The physical etching effect can be enhanced by adding an inert gas. For
high Al content AlGaN material etching, adding some amount of BCl3 is necessary
[46]. Due to the more active Al atom, it is easy to react with O atoms, which are
absorbed by the vacuum chamber or gas pipeline, by forming Al2O3 which is very
difficult to etch away from the surface of the material. This is the “micro mask”
effect. This effect leads to a “needle” etched surface. BCl3 can effectively remove O
atoms in the atmosphere of plasma.

To sum up, Cl2 and BCl3 are better choices for chemical etching gases, while Ar
and He are better physical etching gases generally. Since the rate of chemical
etching is much faster than the physical etching. Usually chemical etching gases are
more effective than physical gas. It consists of six processes: gas ionization, reactive
group arrival at the material surface, reactive groups diffusion onto the material
surface, reaction with material, reaction product desorption, reaction product is
pumped out of the reaction chamber.

(2) DC bias Influence on AlGaN etching

For different DC bias voltages, the n-Al0.45Ga0.55N and i-Al0.45Ga0.55N etching
rates are shown in Fig. 6.24. The etching gases were He, Ar, and Cl2with a gas flow
rate of 10 sccm, 6 sccm, and 15 sccm. The reaction chamber pressure of about
0.65 Pa. ICP main power was 350 W. While the DC bias voltage changes. The
etching time was 4.5 min or 6 min (i-AlGaN). The larger the DC bias, the more
energy of the ions which are incident to the sample surface and the physical etching
effect is more obvious. The large energy of incident particles is also better for the
etching product volatilization. Therefore, from the figure, we can see that the
etching rate increased with ICP DC bias. For the n-type material, the etching rate at
−60 V is 407 Å/min; and it increased to 1654 Å/min at −200 V. Under the same
bias condition the n-type material etching rate is lower than that of i-type material.
Figure 6.25 shows the etching selectivity of AlGaN and Ni mask at different DC
bias voltages. With an increase of the incident ion energy, Ni mask anti-erosion

-40 -80 -120 -160 -200

500

750

1000

1250

1500

1750
n-AlGaN (Al%=45%)
i-AlGaN (Al%=45%)

E
tc

hi
ng

 r
at

e/
(A

ng
st

ro
m

/m
in

)

Dc Bias/V

Fig. 6.24 Etching rate of
Al0.45Ga0.55N vs. dc bias

504 6 Chip Technique of AlGaN Focal Plane Arrays



ability gradually becomes poor. But the selectivity is still good and larger than 15
even at −200 V.

Figure 6.26 is the etching rate of n-Al0.33Ga0.67N and n-Al0.47Ga0.53N varied
with dc bias voltage. From this figure, we can see that the etching rate of AlGaN
increase monotonically with dc bias voltage. At −80 V, the etching rate of
Al0.33Ga0.67N is 312 Å/min, at same time, for Al0.47Ga0.53N it is 281 Å/min. While
at −200 V, the etching rate of Al0.33Ga0.67N is 830 Å/min, for Al0.47Ga0.53N it is
683 Å/min.

There are both physical and chemical processes in ICP dry etching. Compared
with pure wet etching, ICP etching has an inevitable damage problem which tends
to degrade the device performance [39]. Figure 6.27 is a relationship between TLM
resistance and gap distance on the n-type material under different etching condi-
tions. In Fig. 6.27a the gas flow rate is Cl2/Ar/He (10/6/15 sccm), the ICP power is
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350 W. Since the graph is in exponential scale, gap resistance, and square resis-
tance is increased by orders of magnitude. The sheet resistance is about 10 times
bigger after etching at −100 V. The sheet resistance increases about 100 times at
−120 V. In Fig. 6.27b, the gas flow rate of Cl2/Ar/BCl3 is 8/2/20 sccm, ICP power
is 350 W. This figure used a linear scale. Obviously, the sheet resistance of the
latter is much smaller, so the etching damage is much less.

Using the data points in Fig. 6.27a, through linear fitting method, the sheet
resistance value obtained. The change ratio of the sheet resistance (Re) before and
after etching is shown in Fig. 6.28. In Fig. 6.28, the sheet resistance changes more
and more obviously with the increase of dc bias. For the n-type material the change
ratio is up to 107 at −200 V.

The sheet resistance increase after etching is likely due to etching introduced
deep levels. These deep levels may capture free electrons, and not be ionized at
room temperature, so as to compensate for donors which may account for the sheet
resistance increase [49]. These deep levels will not only make the sheet resistance
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larger, but also enhance carrier recombination, making the p–i–n junction leakage
current increase, and degrade device performance [47]. The plasma components
contribute differently to damage which is difficult to determine [50]. For the tra-
ditional III–V materials, such as GaAs, InP, reactive-ion etching of the material
carrier loss has been studied more detailed [47, 50]. While for GaN-based semi-
conductor, it still needs further research.

Figure 6.29 is SEM photograph of n-type and i-type Al0.45Ga0.55N mesa after
etching. (a–c) is n-type Al0.45Ga0.55N and (d–f) is i-type Al0.45Ga0.55N.

Figure 6.30 is AFM typical photograph of n-type Al0.45Ga0.55N etched at dif-
ferent dc bias. Figure 6.31 is the AFM photograph of virgin n-Al0.45Ga0.55N sur-
face. Figure 6.32 depicts the RMS roughness of etched surface vs. dc bias voltage.

From the above test results it can be seen that, along with the increase of dc bias
of etching, the etched surface becomes smoother. Larger ion energy leads to a more
obvious bombardment which is conducive to the etching product volatility and a
smooth etched surface can be obtained. In the SEM photos we can see that, for the
etching of i-type material at the dc bias of −150 V the surface has been relatively
smooth, as shown in Fig. 6.29e. But for the n-type materials it is at a bias of
−200 V when the surface became smooth, see Fig. 6.29c. Considering the n-type
and i-type material etching rate discussed above, Si-doped n-type material is dif-
ficult to etch and etched surface tend to be rough compared with i-type material
which is unintentionally doped. However, with the increase of dc bias, a stripe
structure gradually appears on mesa side wall; see Fig. 6.29c and f, which is due to
erosion of the mask edge. This will lead to an increase of device reverse leakage
current. At the same time, when the dc bias is high, the scattered ions from the
etching surface bombard the side wall will become more numerous. This is also
likely to cause damage to the device on the side wall which causes the reverse
leakage current to increase [50]. However, if the dc bias is too small, the role of
physical etching reduces, anisotropic etching will become poor, and prone to the
undercutting phenomenon, which also reduces the performance of the device. In
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this experiment, the undercutting phenomenon was not found to be apparent. This
may be due to the relatively high bond energy and strong corrosion resistance of the
GaN-based material.

Figure 6.33 shows the SEM photographs of n-Al0.33Ga0.67N after etching at DC
bias voltages of −120 and −160 V with a constant Cl2/Ar/BCl3 gas flow
8/2/20 sccm and 350 W ICP power. From Fig. 6.32 we can see that, for this
material, at a DC bias of −80 V, the roughness is much bigger than that at −120 V,
while, at −160 and −200 V, it remains small but shows a increasing trend with bias.
From the SEM photograph we can see that some pits and hillocks exist. The pits
appeared after etching are most likely to due to pores forming in the process of
growth. The hillocks may be caused by the second phase inclusions and are difficult
to remove in the etching process.

In conclusion, considering high-performance GaN-based UV detectors, the
lowest level of damage is certainly preferred. But if dc bias was set too low, the
etching rate will be too slow. Meanwhile, changing the composition of the etching
gas may ruin the process. Therefore, the dc bias voltage value should be chosen
carefully, balancing with other issues in certain processes. Generally, we recom-
mend choosing a voltage of −100 V.

Fig. 6.29 SEM photo of mesa etched at different dc bias: a n-Al0.45Ga0.55N, −100 V;
b n-Al0.45Ga0.55N, −160 V; c n-Al0.45Ga0.55N, −200 V; d i-Al0.45Ga0.55N, −100 V;
e i-Al0.45Ga0.55N, −150 V; e i-Al0.45Ga0.55N, −200 V
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(3) The ratio effect of physical etching gases on AlGaN etching

Both He and Ar gases contribute to the physical etching effect in processes. The
Ar/He ratio selection problem was studied by using etched surface roughness
measurement. By using Ni Film as the etching mask, Chen [43] investigated the
i-type Al0.45Ga0.55N etching results with the gas flow rate of Ar/He at 9/0 sccm, 6/3
sccm, 3/6 sccm, while the Cl2 gas kept at a flow rate of 20 sccm and the total gases
flow rate remain unchanged at 29 sccm. The pressure of the reaction chamber was
maintained at about 0.65 Pa. The main ICP power is 350 W. The dc bias voltage is
−100 V.

Figure 6.34 depicted the etching rate versus He/Ar ratio. Figure 6.35 gives the
surface roughness measurement results under different conditions. As the He ratio
increases, the roughness of etched surface increases. These results show that maybe
Ar is better than He in the AlGaN etching process.

Fig. 6.30 The AFM photograph etched at different dc bias voltage: a −100 V, b −120 V,
c −180 V, d −200 V
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(4) Effect of physical /chemical etching gases ratio on AlGaN etching

Pure chemical wet etching will give almost zero damage to the lattice. It is
believed that the same situation will hold in dry etching. Chemical etching gases,
where the etching effect is mainly obtained by chemical reaction, will lead to less
damage. Physical etching gases, which are accomplished by ion bombardment, tend
to cause more damage. But, if etching is carried out with too much chemical gas,
the results tend to be homogenous in three directions and cause rough surfaces. That
is, undesirable in device fabrication. At the same time, the etching rate may be also
undesirable. Experiments of chemical/physical etching gases ratio were carried out,
focusing on the etching rate and surface roughness [43]. In these experiments, the
Cl2/Ar ratio changed while the total gas flow rate remains constant at 30 sccm. The
chamber pressure was about 0.5–0.65 Pa (The pressure went a little higher with Cl2

Fig. 6.31 The AFM
photograph of virgin
n-Al0.45Ga0.55N surface
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content increase). ICP main power was 350 W. The dc bias was −100 V. Ni metal
film was used as etching mask on p-type Al0.45Ga0.55N.

Figure 6.36 showed the etching rate vary with different Cl2 content percentage.
Figure 6.37 showed the surface roughness vary with different Cl2 content per-
centage. Figure 6.38 are AFM photographs of different Cl2/Ar gases ratio etched
surfaces.

From Fig. 6.36 we can see that the etching rate goes high with Cl2 content
percentage increase; and it reach a maximum at Cl2 content of 50 %. After that, the
etching rate decreases with increasing Cl2 content. From Figs. 6.37 and 6.38 we can
see that roughness of the etched surface is the smallest also at a Cl2 content of
50 %. These results may be explained as follows. When the Cl2 content is small
(<50 %), the chemical etching effect increases with Cl2 content, and at the same
time, the products of chemical reaction can be effectively removed from the surface.
So, as etching rate increases, the surface becomes smoother. When the Cl2 content
is large (>50 %), Ar content is relatively small, chemical reaction is overwhelming

V061V021

Fig. 6.33 SEM photograph of etched surface at different dc bias voltage: a −120 V b −160 V
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which leads to a slow removal of reaction products. Reaction products deposited on
the surface hinder the reaction. Therefore, the etching rate becomes slow and the
etched surface becomes rough. These experiments show that there is an optimized
content ratio at about Cl2/Ar = 1:1. Generally, we choose a Cl2/Ar ratio at 1:1.

(5) Effect of BCl3 content on AlGaN etching

The Al atom in AlGaN is thought to be more active. It is intended to be oxidized
by an O atom absorbed by ICP chamber surface or gas venting vessel surface. The
product is Al2O3 which was a type of a micro mask, which led to a rough etched
surface. Usually, BCl3 is used to minimize this effect in the AlGaN etching process.
Experiments were done to study the effect of BCl3 content on AlGaN etching. The dc
bias was −100 V, Cl2/Ar ratio was 1:1, ICP main power was 350 W, total gases flow
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rate was 30 sccm, and the pressure of reaction chamber was 0.6–1.0 Pa (increased
with BCl3 content). Ni metal film mask was used and n-type Al0.45Ga0.55N was used.

The chemical etching effect of BCl3 is lower than that of Cl2, because of its
lower capability of forming Cl− [46, 51]. As depicted in Fig. 6.39, according to the
increasing of BCl3 content, the etching rate decrease. From both Figs. 6.40 and
6.41, we can see that the roughness goes high and then decreases with BCl3 content
increasing. At 80 % of BCl3 content, the roughness reaches a minimum.

From Fig. 6.42 we can see that, the change ratio of sheet resistance, etched
surface samples over virgin samples (Rshe/Rsho), also gives a minimum at 80 %.
This indicates that, etched at this condition, the surface damage may be smallest.
Tripathy et al. [53] results of ICP Cl2/BCl3 plasma etching of GaN showed that, the
intensity of the PL illuminated peak at the band edge decreases with Cl2 content
increase. This may be caused by Ga vacancy. The higher Cl concentration will lead
to more Ga vacancies on the GaN surface. The same situation holds for AlGaN.
AlCl3, as a reaction product, has a lower boiling point than GaCl3, which should be
increase volatilization. But the bond energy of Al-N is higher than that of GaN.
From Fig. 6.42, the obvious results that the sheet resistance change ratio decreases
with BCl3 content increase. This may be explained by the Cl- concentration effect
on surface damage or surface carrier traps. The influence level on sheet resistance is
low compared with the dc bias.

(6) Effect of Cl2/Ar/BCl3 content on AlGaN etching

In order to optimize the ICP etching recipe, systematic experiments of Cl2/
Ar/BCl3 content effect on AlGaN etching were carried out [43]. AlGaN ICP etching
characteristics depend on many factors such as plasma density, ion energy, and
chamber pressure. Moreover, the etching rate was also affected by substrate tem-
perature, because temperature will affect the desorption process of etching products.

20 30 40 50 60 70

2

4

6

8

10

12

14

R
m

s 
ro

ug
hn

es
s 

(n
m

)

Cl
2
% in Cl

2
+Ar plasma

Total flux 30sccm

6 8 10 12 14 16 18 20 22

2

4

6

8

10

12

14

Cl
2

flux / sccmFig. 6.37 The etched surface
roughness with different Cl2
content percentage

6.4 AlGaN Detector Chip Fabrication 513



Fig. 6.38 AFM photograph of etched surface with different Cl2/Ar ratio a Cl2/Ar = 1:4; b Cl2/
Ar = 1:2; c Cl2/Ar = 1:1; d Cl2/Ar = 2:1
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Fig. 6.41 AFM photograph of etched surface with different BCl3 content: a BCl3 % = 20 %;
b BCl3 % = 40 %; c BCl3 % = 60 %; d BCl3 % = 80 %
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Figure 6.43 shows AlGaN etching rate varies with the BCl3 percentage of Cl2/
Ar/BCl3. The materials are n-type Al0.33Ga0.67N and Al0.47Ga0.53N. ICP main
power is 350 W. The dc bias is −120 V. Reaction chamber pressure is 1 Pa. Total
gases flow rate is 30 sccm. The gas flow rate of Cl2/Ar/BCl3 is 4/1/25 sccm, 8/2/20
sccm, 12/3/15 sccm, 16/4/10 sccm, and 20/5/5 sccm, respectively. From this Figure,
we can see that etching rate depends on the gas recipe. As the BCl3 composition
increases (that is Cl2/Ar percentage goes low), the etching rate of AlGaN almost
goes low linearly except for the first condition.

From Fig. 6.43 we can see that the etching rate increases by adding a certain
amount of BCl3. This is mainly because BCl3 gas creates a protection effect. It
prefers to react with an O atom and hinder the process of Al reacting with O. But
further increasing the BCl3 content will cause the etching rate to slow. The BCl3 gas
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effect on etching rate is far below pure Cl2. BCl3 will generate fewer Cl- active
groups than pure Cl2, neutral Cl is also far less than Cl2. Neutral Cl is critical to the
etching rate. Moreover, from Fig. 6.43 we can see that the etching rate of
Al0.53Ga0.47N is always higher than Al0.33Ga0.67N. This is caused by the Al and N
combination energy which is higher than Ga and N [53].

Figure 6.44 is the etching rate. The figure shows the etching rate varying with
ICP etching power. In etching, the Cl2/Ar/BCl3 gas flow rate is 8/2/20 sccm. From
Fig. 6.44 we can see that, for those two samples (Al0.33Ga0.67N and Al0.47Ga0.53N),
the same trends result. The etching rate goes up slowly. After a maximum is
reached, the etching rate goes down. For Al0.33Ga0.67N maximum the etching rate
of 529 Å/min is obtained at 550 W. While for Al0.47Ga0.53N at 550 W, the max-
imum etching rate is 423 Å/min. ICP power has the dominant influence on plasma
density, because determines the ionization rate of the etching gas. When the ICP
power is relatively low, the gas ionization rate increases. The population of effective
etching ion particles, known as neutral Cl atom, Ar+ ion, Cl2

+, and BCl2
+, increases

with ICP power. That leads to a growth of etching rate. When ICP power keeps
increasing up to a certain level, the Cl2/Ar/BCl3 ionization will be saturated. At this
condition, the thermal kinetic process dominates. Recombination between charged
particles increases. Meantime, the neutral Cl particles collide more with the wall of
reaction chamber, which also participated in the growth of recombination of neutral
Cl particles. So, when ICP power goes even higher, the effective etching particles
which can react with sample surface actually decrease. The etching rate will go
down with ICP power. In fact, in this experiment, ICP power shows a small
influence on the etching rate, which means that the dominant factor (the population
of neutral Cl particle) changes little. Considering that high plasma density can be
obtained at low ICP power, 350 W is thought to be an appropriate setting. Etching
experiments at that condition may also avoid some bad side effects, such as
overheating the substrate by large ICP power (i.e., 650 W).
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Figure 6.45 shows the surface roughness of Al0.33Ga0.67N and Al0.47Ga0.53N vs.
ratio of gas flow rate. Cl2/Ar keep at 4:1, total gas flow rate is 30 sccm. BCl3
percentage increase.

Figure 6.45 shows that the Al0.33Ga0.67N sample has a better surface than
Al0.47Ga0.53N. This may be due to different crystal quality. As the BCl3 percentage
increases, the surface roughness goes down. That means the BCl3 contributed to
surface smoothing. The results coincided with Tripathy’s report [52].

XPS studies on the surface of samples before and after etching, respectively,
acquired percentage measurements of C, O, N, Al, Ga, Cl, along with the deduced
ratio of (Al + Ga) over N, and are shown in Table 6.5. Carbon percentage shows
that the sample surface may suffer a severe contamination. After etching this per-
centage decrease a little. Oxygen percentage goes a little bit higher after etching,
which show oxidation of surface was under control. For the Al, Ga, N components,
the ratio of (Al + Ga) over N is 1.20 before etching. It becomes 1.43 after etching.
It shows that etching process gives a surface with more N vacancies. That means, in
ICP etching of AlGaN surface, N atoms are removed more effectively than Ga and
Al atoms. This leads to a Ga and Al rich surface. Cl2, as a main part of etching
chemical gas, shows only a traceable concentration. That again coincided with
Tripathy’s report [52], except for the small N vacancy in our results. The smaller N
vacancy may indicate that our etching recipe gives better results in term of surface
damage. Since Cl2 etching tends to give a N-rich surface [54], while Ar etching
gives N-deficient surface. By combining Cl2 and Ar in the etching recipe, a better
etched surface with normal stoichiometry can be obtained.
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Table 6.5 XPS measured content of different elements on surface

Element C (%) O (%) N (%) Al (%) Ga (%) Cl (Al + Ga)/N

As grown 41 15.1 20.4 11.6 12.9 4.40 � 105 1.20

Etched 36.4 18.8 18.4 11.2 15.2 7.61 � 105 1.43
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2. Wet etching

At room temperature, a III-nitride compound shows a very slow etching rate in a
wet etching solution. Pearton et al. [55] found a 2 nm/min etching rate of GaN in a
30–50 % NaOH solution, 3 nm/min of AlN in an HF solution, 1 nm/min of InN in
an HCl/HNO3 solution. At higher temperatures with highly chemical active etch-
ants (KOH or NaOH), the etching rate becomes larger. At 60 °C in KOH or NaOH,
InN the etching rate will be in range of 30–60 nm/min [56].

Chemical etching can eliminate the damage caused by the ion beam etching.
Device performance may be improved. For UV detectors, AlGaN material chemical
etching was studied at high temperatures with high concentrations of KOH solution.
Devices were alsomade to compare the leakage current and spectral response [57–59].

In order to study the wet chemical etching effect on AlGaN, a n-type
Al0.63Ga0.37N material sample was made by MOCVD epitaxy on sapphire substrate
with a AlN buffer layer. The AlGaN film thickness was 0.6 lm, carrier concen-
tration is about 1.0 � 1017 cm−3, the etching masks were made by e-beam evap-
oration and photolithograph with a structure of Ni/Au/Ni/Au (20/20/20/20 nm),
followed with 550 °C RTA in air. This metal alloy mask on the surface provides a
shield from KOH attack. After the etching process, a step structure will form which
is used to measure the depth of etching. A 20 % wt KOH water solution was used.
It was heated up to a temperature of 85, 95, and 102 °C, respectively. The heater is
an oil bath controlled by a PID controller and a Pt resistor sensor. The temperature
can be exactly set within ±1 °C. The experiment results show the wet chemical
etching rate is 0.48, 0.64, and 0.96 lm/min, respectively. Figure 6.46 shows the
relationship of etching depth with etching time at different temperature.

Figure 6.46 shows the relationship of etching depth with etching time at different
temperatures. At the start period, the etching rate shows little difference for the three
temperatures. But after 20 s, it diverged. The higher the temperature is, the faster

Fig. 6.46 Wet chemical
etching curve of
n-Al0.63Ga0.37N at different
temperature
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the etching rate. It is learned that, in GaN chemical etching, OH- reacts with Ga.
The equation is written as following:

2GaNþ 3H2O ! Ga2O3 þ 2NH3

Similar to AlGaN, Al oxidation will form. AlxGa2−xO3 film will form on the sample
surface according to the Al composition. This film will hinder the reaction from
going further. But KOH will dissolve this film. The higher the temperature, the
faster is the dissolving speed and, therefore, the etching rate increases. At the start
period, the low change of etching rate between different temperatures may due to
the natural oxidation film already formed on the sample surface which should be
dissolved first.

We should not expect that only chemical wet etching was used in device fab-
rication. Some difficulties are encountered in wet etching, such as the uniformity
issues, dependency on material quality, and Al composition. By combining the dry
etching and wet chemical treatments, device fabrication will be improved. Dry
etching, such as Ar ion milling and ICP processing, always tends to form some
damage on etched surface and the side walls, which may introduce more leakage
current in devices and degrade the device performance. Experiments were carried
out to show that wet chemical etching of the Ar+ ion milled surface can reduce the
damage and leakage of device. Figure 6.47 shows the SEM photos of Ar+ ion
milling of a sample surface before and after wet chemical treatment. The virgin
sample is p–i–n multilayer structure Al0.63Ga0.37N material. A dry etching process
was done to reach the n-layer. Those two samples are prepared with surface carbon
spray for better electrical conductivity. The sample stage is tilted at a 60° angle to
better view pits on the surface. By comparing the two photographs, it is obvious
that the chemical treatment is effective in the removal of surface damage caused by
dry etching.

Fig. 6.47 SEM photograph: a surface after Ar+ ion milling; b after Ar+ ion milling, then 105 °C
20 % KOH solution treatment for 15 s
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AES studies give the same conclusion as shown in Fig. 6.48. After wet chemical
etching, oxidation of Al and Ga was removed. Al, Ga, and N surface composition
percentage and the ratio are almost restored to the bulk characteristics.

In order to study the electrical property influence of the wet etching process,
single element visual-blind p–i–n devices were made with a material structure
shown in Fig. 6.49.

Some device samples were made using a wet chemical 20 %KOH treatment at
106 °C and in 15 s, while other samples were fabricated without that process.
Current–voltage (I–V) measurement shows that, at −5 V bias voltage, the leakage
current of the wet treated sample is about 5.09 � 10−9 A. while it is about
3.49 � 10−8 A for the untreated one. The results are shown in Fig. 6.50. Almost a
decade degree improvement was obtained by the wet chemical treatment.

UV spectral response is another important feature of devices. The experiment set
consisted of a 350 W xenon lamp and a computer controlled monochromator.
Device response spectra under front and backside-illumination are shown in
Fig. 6.51a and b, respectively. Comparison of wet chemical treated sample spectra
with untreated ones was shown with different color and symbols. In both front
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Fig. 6.48 AES measurement data: a before wet etching; b after 20 % KOH wet chemical etching
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Fig. 6.49 Material layer
structure
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illumination and backside-illumination conditions, wet chemical treated samples
show larger response over untreated ones.

For backside illumination, the treated sample has a peak current responsivity of
0.10 A/W. While the untreated one is 0.03 A/W for front illumination, it is 0.05
versus 0.02 A/W. We can see that wet chemical treatment can help to improve the
device responsivity.

Fig. 6.50 I–V curves of wet chemical treated sample and untreated one (absolute value of reverse
current)
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6.4.2 Passivation of the Chip

A passivation process is widely used in fabrication of UV detectors. Usually, UV
detectors use a mesa structure. Surface leakage and side wall leakage current may
be reduced by introducing a layer of passivation on the chip surface and side wall. It
is not only better for device electrical properties but also for quantum efficiency and
signal-to-noise ratio. SiO2 or Si3N4 films were commonly used for GaN/AlGaN
heterojunction device passivation.

SiO2 film is used for leakage current reduction, for reliability improvement, and
for radiation hardening [60, 61]. The passivation of HEMT was also reported [60,
62]. For UV detector passivation, especially the thermal annealing effects on SiO2

were studied [63, 64].
We know that a SiO2 passivation layer will change the device optical properties

such as reflectance and transmittance of the chip. Thus, device external quantum
efficiency will also change. PECVD SiO2 film was deposited on a double-side
polished sapphire substrate. It is thermally annealed in oxygen gas at different
temperatures. Figure 6.52 shows the transmittance measurement results.
Transmittance of the sample decreased at UV wavelength range. The shorter the
wavelength, the more the transmittance value is decreased compared with the pure
substrate. At the same time, thermal annealing also influences the SiO2 passivation
film transmittance in the UV spectral range. The 550 °C thermal annealing
improved the transmittance by about 5 %. But the 750 °C annealing and the 650 °C
annealing results show transmittance little improved. While for 900 °C annealing
the SiO2 transmittance decreased about 15–20 %. The shorter the wavelength is the
greater decrease in SiO2 transmittance.

Figure 6.53 shows sample reflectance measurement results. Unlike the trans-
mittance, the value of reflectance changes only about 2–8 %. These results show
that a SiO2 passivation layer can reduce the reflectance to a certain degree.
Therefore, considering the transmittance and reflectance results, a SiO2 layer can be
used for the 300–365 nm wavelength band without significant loss of light energy.
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While for 200–300 nm wavelength band usage one should take care of the trans-
mittance lost. This may be caused by light scattering in the film.

6.4.3 Ohmic Contact

1. Ohmic contact on n-GaN

Compared with Si and GaAs, n-GaN has a high work function of 4.2 eV.
According to the thermionic emission theory, metals with work function lower than
or around 4.2 eV are preferred for fabricating Ohmic contacts on n-GaN. These
possible metals are Ti, Al, Ta and W, etc.

It is generally believed that the conditions and mechanisms for forming good
Ohmic contacts are as follows: first, during metal deposition the ratio of Ti and Al
should meet a certain value, then in the subsequent annealing treatment, a portion of
Ti remains after the formation of the Al3Ti alloy, finally an Al3Ti/Ti/GaN structure
is formed. Additionally, itis found that Ti can react with N in GaN and generate
TiN. TiN is a semimetal and conductive layer, which can reduce the specific contact
resistance [67]. Furthermore, reactive-ion-etching (RIE) before metal deposition
can produce a low contact resistance for Ohmic contacts on n-GaN. The possible
mechanisms are: (a) removal of surface oxides. (b) Creation of a donor-like layer in
the plasma-induced damage area. (c) Forming a donor-like N vacancy. A surface
analysis technique should be used to further identify the c) mechanism.

Figure 6.54 shows the current–voltage (I–V) curves of Ti/Al contacts on i-GaN
at 10 lm spacing under different annealing temperatures. Figure 6.55 shows the
measured specific contact resistance as a function of the contact gaps. The specific
contact resistances are calculated using a transmission line model. The I–V mea-
surements clearly indicate that the rectifying contact forms at Ti/GaN interface
before annealing, then the contact shows linear I–V characteristics after annealing at
higher than 600 °C. The experiments show that with increasing annealing
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temperatures, the specific contact resistances decrease from 1.66 � 10−1 X cm2 to
3.03 � 10−4 X cm2.

Moreover, to further investigate the effects of carrier concentration on the
Ohmic contact, the same Ti/Al contacts are fabricated on i-GaN and n-GaN, then
the contacts on i-GaN are annealed at 600 °C under N2 ambient, and the contacts
on n-GaN are not annealed. Figure 6.56 compares the space resistance of the two
samples as a function of the space gaps. The two samples both show linear I–V
curves, indicating that the Ti/Al/i-GaN and Ti/Al/n-GaN both form Ohmic con-
tacts. For the annealed Ohmic contact at 600 °C on undoped i-GaN with a carrier
concentration of 1.19 � 1017 cm−3, the specific contact resistance can reach
3.03 � 10−4 X cm2. While for the unannealed Ohmic contact on Si-doped n-GaN
with a carrier concentration of 5.88 � 1018 cm−3, the specific contact resistance is
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up to 4.03 � 10−4 X cm2, after annealed at 600 °C, the specific contact resistance
can reach 2.3 � 10−6 X cm2.

As far as the material is concerned, the carrier concentration of the i-GaN is
1.19 � 1017 cm−3, and the depletion layer width of the unannealed Ti/GaN inter-
face is around 600 Å. The tunneling parameter is about 4.06 meV, kT/E00 = 6.4
illustrates that for undoped i-GaN before annealing, thermal electron emission is the
main transportation mechanism and the interface shows a Schottky contact. The
interface reaction induced N vacancy after annealing can generate a heavily doped
region, which may facilitate electron tunneling. The carrier concentration of the
n-GaN is 5.88 � 1018 cm−3 and the depletion layer width is around 85 Å. The
tunneling parameter is about 32.7 meV and kT/E00 = 0.8 illustrates that before
annealing the doping concentration in Si-doped n-GaN is high. The depletion layer
becomes narrower, then the electrons can tunnel through the barrier, and thermal
electron emission is the main transportation mechanism.

2. Ohmic contact on p-GaN

Compared with n-GaN, the successful preparation of an Ohmic contact on
p-GaN is always a huge challenge and problem in developing GaN-based ultravi-
olet detectors. In fact, the high contact resistance to p-GaN is one of the major
technical obstacles to realize long life and continuous working GaN-based devices.

The main reasons for the difficulty in fabricating Ohmic contact on p-GaN are as
follows: first, compared with Si and GaAs, the work function of p-GaN is even
higher than n-GaN (n-GaN:4.2 eV, p-GaN:7.5 eV [68]). The band gap of GaN is
3.4 eV, the electron affinity is 4.1 eV, and the largest work function of Pt is only
5.38 eV. It is difficult to find a metal with sufficiently high work function for
fabricating low-resistance Ohmic contact. Second, it is difficult to grow heavily
doped p-GaN, which is ascribed to the low activation efficiency of p-GaN. The
doping concentration of Mg is 1020 cm−3, and Mg can produce deep acceptor levels
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and the ionization energy of Mg is rather high (*170 meV). According to Fermi–
Dirac statistics theory, the ionization rate of Mg dopant should vary from 29 % (the
concentration of Mg is 1017 cm−3) to 1 % (the concentration of Mg is 1020 cm−3),
resulting in the hole concentration being difficult to reach 1018 cm−3. The low hole
concentration causes a high Schottky potential barrier at the metal/ p-GaN interface,
limiting the tunnel current required for the formation of low-resistance Ohmic
contact. Additionally, metallization processes, such as surface treatment, metal
deposition, alloying processing, and conditions also affect the contact resistance to
p-GaN. Not only is the adhesion of contact metal with p-GaN generally poor, but
also the process is likely to cause the generation of N vacancies at GaN surface so
that the surface of p-GaN might convert to n-type conductivity, thereby, seriously
affecting the Ohmic contact on p-GaN.

Therefore, in order to obtain low contact resistance, reliable, high-quality Ohmic
contact on p-GaN, we need to reduce the effective barrier height or realize heavy
doping at the interface, which requires research on material structure and device
process techniques. In terms of material, heavily doped p-GaN is preferred. The
higher the dopant concentration, the thinner the barrier, the easier it is to achieve
Ohmic contact. But this mechanism has its inherent defects, limited by the material
growth process and device performance, the doping concentration at interface
cannot reach too high, making it difficult to obtain low contact resistance. We
generally use surface treatment and annealing to increase the doping concentration
at interface, but these methods are limited. Another method is trying to reduce the
barrier height or completely eliminate the barrier, such as epitaxial growth of a
narrow band gap semiconductor layer (InGaN, etc.) on p-GaN by band gap engi-
neering, or the use of a superlattice to lower surface barrier [69]. In terms of the
device process, we usually use metal systems with high work function to produce
electrode on p-GaN, such as Pt/Ni/Au, Pd/Au, Ni/Au, Co/Au, Cr/Au, Pt, Pd, etc.
Moreover, annealing is necessary for fabricating Ohmic contacts on p-GaN, and the
annealing temperature, time, ambient all have effects on the contact resistance [69,
70]. Also improving the hole concentration by using superlattice structures,
removing the oxides at the metal/semiconductor interface by surface treatment,
reducing the surface N vacancies, and increasing Ga vacancies are all effective
methods used to reduce the contact resistance [71, 72].

The researchers have tried various metallization schemes, including Au, Ni, Ti,
Pd, Pt, W, WSi, Ni/Au, Pt/Au, Cr/Au, Pd/Au, Au/Mg/Au, Ti/Pt/Au, Pd/Pt/Au,
Ni/Cr/Au, Pt/Ni/Au, Ni/Au-Zn, Ni/Si, Ni/Mg/Ni/Si, etc. Generally, Ni/Au is a good
choice for the preparation of low Ohmic contacts and is widely used in LEDs and
photodetectors. It is found that the clean surface of GaN and the presence of oxygen
during annealing facilitate the formation of Ohmic contact. In earlier reports, the
specific contact resistances of Ni/Au on p-GaN are usually 10−4 X cm2 of mag-
nitude [71, 73, 74]. Suparna Pal and Takashi Sugino fabricated Ni/Au contacts on
Mg-doped p-GaN (NA = 1 � 1020 cm−3), then obtained the lowest qc of 10−2

X cm2 after the sample was annealed at 700 °C for 30 s. They also pointed out that
the contact resistance increased with increasing annealing temperature, which is due
to the high-temperature-induced surface N vacancies. The donor-like N vacancies
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give rise to the qc. Compared with the alloyed Ni/Au contacts, the oxidized Ni/Au
contacts exhibit lower resistance and more transparency, Ho et al. [75] reported that
for the oxidized Ni (10 nm)/Au (5 nm) contacts on p-GaN (NA = 2 � 1017 cm−3),
the contact resistance was lower than 1.0 � 10−4 X cm2 and the transparency
increased from 65 to 80 % at 450–550 nm. They pointed out that the N vacancies
and the interstitial O of NiO at the interface are manifested as a p-type semicon-
ductor, and the hole concentration in NiO could reach 1.3 � 1019 cm−3, which was
about one to two orders of magnitude more than the normal p-GaN and more easily
to form an Ohmic contact. Jang et al. [76] used Pd (3 nm)/Ni (7 nm) to prepare
low-resistance Ohmic contacts on p-GaN, after annealing at 500 °C in oxygen, the
obtained minimum specific contact resistance was 5.7 � 10−5 X cm2. The analysis
showed that NiO formed at the surface prevents out diffusion of Pd atoms and
formation of Ga2Pd5 and Ga5Pd, and the Ga vacancies account for the reduction of
contact resistance. Since Pt has the highest work function of 5.65 eV, a series of
Pt-based metal stacks have been extensively studied as p-type contacts. Arai et al.
investigated and compared the stability of electrical properties and microstructures
of Pt, Pt/Au, Ni/Au, and Ta/Ti contacts.

Four kinds of contacts were fabricated on the Mg-doped p-GaN epitaxial layer,
the hole concentration is 6–7 � 1017 cm−3, and was annealed in O2 and N2

ambient. The results showed that Ta/Ti provided the lowest contact resistance, but
the performance was unstable. The contact resistances of Pt (O2) and Pt/Au (O2)
are 10−3 X cm2 of magnitude, which cannot meet the requirements of blue LD
(<10−4 X cm2), but they exhibit the most stable electrical properties under electrical
injection. Zhou et al. investigated the Ti (15 nm)/ Pt (50 nm)/ Au (80 nm) contacts
on p-GaN (NA = 3 � 1017 cm−3). After annealing at 800 °C for 2 min under N2

ambient, the contact resistance is 4.2 � 10−5 X cm2. Chen et al. utilized anodic
oxidation to generate at the surface of p-GaN, and then removed GaOx by wet etching,
thereby creating more Ga vacancies and increasing the hole concentration. Next, the
Ni/Au contacts were prepared, and the obtained contact was 6.1 � 10−6 X cm2,
which was currently the lowest contact resistance on p-GaN.

There are several models to explain the reduction of the contact resistance [75–
78]. For example, some studies have shown that a Au/NiO/p-GaN structure is
formed at the interface, the annealing process may break Mg–H bond, improving
the activation efficiency of Mg dopant, or the interface reaction induced formation
of Ga vacancies under the contacts, thereby improving the hole concentration and
decreasing the Fermi level position.

We investigated the preparation process and theory of Ohmic contacts on
p-GaN, and used SEM, AES depth analysis to study the formation mechanism of
Ohmic contacts under different annealing conditions [66, 79–81]. Our p-GaN
samples were grown on a sapphire substrate by MOCVD, the buffer layer was
25 nm, and the Mg-doped layer was about 2 lm thick, The hole concentration after
activation as determined by room temperature Hall measurement was
1.12 � 1016 cm−3,the carrier mobility is 21.1 cm2 V−1s−1. The wafer was cleaned
by chloroform—diethyl ether—acetone—ethanol successively and blown dry by
N2. Then, the samples were soaked in aqua regia for 10 min, dipped in DI water for
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10 times and blown dry by N2. The transmission line model (TLM) was defined
using standard photolithography, followed by deposition of Ni/Au (30 nm/100 nm)
contacts by the ion beam sputtering system. The contact is 250 µm in length and
120 µm in width, the gaps varied from 10, 12, 14 to 28 µm. Finally the samples
were annealed in a rapid thermal annealing furnace. The I–V measurements were all
performed for the contacts with 10 µm gap. The test system is a computer con-
trolled Keithley 236 measurement unit and the specimen sealed in the Dewar was
placed in a metallic shielding box, so as to reduce electromagnetic interference. All
tests were conducted at room temperature.

The interface changes of Ni/Au and GaN before and after annealing was
observed by SEM, with the acceleration voltage of 25 kV. Auger electron spec-
troscopy (AES) depth profile analysis was performed using PHI550 ESCA/SAM
multifunction photoelectron spectroscopy. An Ar ion beam was used as etching
source, the beam diameter was 15 lm, the etching energy was 3 keV, and the
etching rate was 35 s/cycles.

As for the formation mechanism of Ni/Au Ohmic contact on p-GaN, we can
investigate the following aspects: (i) research on annealing conditions from the
electrical perspectives. (ii) observation of the interfacial microstructures using
SEM. (iii) study on interfacial components using AES depth profile analysis, and
the effects of interfacial reaction between metal and GaN on the Ohmic contact. The
transmission line model was defined on GaN epilayer using standard photolithog-
raphy, followed by deposition of Ni/Au (30 nm/100 nm) contacts. The deposition
rates of Ni and Au were 2.7 and 10 nm/min, respectively. Before metal deposition,
the samples were soaked in aqua regia for 10 min, dipped in DI water for 10 times
and blown dry by N2, so as to remove surface oxides. Figure 6.57 shows the I–V
curves of Ni/Au (30 nm/100 nm) contacts on p-GaN before and after annealing in
N2 and air at 550 °C for 5 min.

As shown in Fig. 6.57, the Ni/Au contact on p-GaN exhibits rectifying char-
acteristics before annealing, the resistance can reach 1010 X at zero bias, the I–V
curves change after annealing in N2 and air, and the resistance rapidly decreases to
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105 X at zero bias. The sample annealed in N2 does not show a linear I–V curve,
while the sample annealed in air tends to exhibit a linear I–V curve. This phe-
nomenon indicates two points: first, annealing is a key factor accounting for the
formation of Ohmic contact, which may induce the change of doping concentration
in GaN and interfacial reaction between metal and GaN. Second, the annealing
ambient affects the formation of Ohmic contact. As seen from the experimental
results, compared with the sample annealed in nitrogen, the I–V curves of samples
annealed in air tend to be more linear, indicating the participation of oxygen during
annealing is beneficial for the formation of Ni/ Au Ohmic contact on p-GaN. Then,
we utilize SEM and AES depth profile to study the formation mechanism of Ni/ Au
Ohmic contact on p-GaN.

As calculated from the AES results, we can obtain the depth distribution of
atomic concentration for Au, Ni, O, Ga and N, as depicted in Fig. 6.58.

In Fig. 6.58a, the O doesn’t exist at p-GaN surface before annealing, indicating
that it is an effective method to remove surface oxides by aqua regia before metal
deposition.

The content of Au in GaN is almost negligible, the observed Au element may be
an error caused by the Ar ion beam, which is not perfectly perpendicular to the
sample surface during the striking process whereas in the sample, the Au, Ni, GaN
interfaces show a clear distribution, which is consistent with the SEM results. As
seen from Fig. 6.58b, after annealing in air, the mutual diffusion of Au and Ni is
very significant, resulting in diffusion of Au into the interfacial region completely.

In terms of the thermodynamic parameters, during the generation process of
Au-Ni solid solution and NiO, the Gibbs free energy changes are listed in Table 6.6
[82]. As shown in the table, after annealing in air, it is easier to generate NiO than
Au-Ni solid solution. In Fig. 6.58b, Au atoms diffuse to GaN interface, and Ga
atoms diffuse to the metal layer. Considering the Ga atomic diameter (1.35 Å) is
smaller than the diameter of Au atoms (1.44 Å), Ga atoms have a high solid
solubility in Au, so the reaction products at the interface are mainly a mixture of
Au-Ga solid solution and NiO.
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Combining current–voltage measurements with AES experimental results, we
studied the formation mechanisms of Ni/Au Ohmic contact on p-GaN. (a) First of
all, it is worth noting that, after annealing, either in N2 or air, judged from the I–V
curves, the resistance at zero bias decreases significantly, indicating that the
annealing process can effectively eliminate the H atoms in p-GaN, such that Mg-H
complex at the metal/GaN interface decomposes. This is in accordance with earlier
results that the Mg-H complex can be decomposed at 300 °C and higher temper-
atures which may cause the release of H atoms from the surface [83, 84]. The
annealing-induced decomposition of the Mg-H complex can increase the interfacial
acceptor concentration, so that the contact resistance is sharply decreased in favor
of forming an Ohmic contact. However, the sample annealed in the air tends to
exhibit a linear I–V curve, which requires further analysis of the interfacial reaction
results. (b) According to the experimental results of AES, after annealing in the air,
the Ohmic contact mechanism of Ni/Au on p-GaN can be explained from the
conditions of surfaces and interfaces, as shown in Fig. 6.59. Ni atoms diffuse
toward the surface, and combine with O atoms in the air to generate NiO at the
surface. Jang et al. [85] have reported that NiO can suppress the diffusion of N
atoms from the GaN decomposition at 500 °C. As is known, the formation of N
vacancies deteriorates Ohmic contacts on p-GaN. Therefore, the generation of NiO
can serve to reduce the contact resistance and facilitate the formation of Ohmic
contacts.

(c) Judging from the experimental results, Au atoms diffuse to the GaN interface,
so that the contact structure becomes NiO/Au/p-GaN, Ga atoms diffuse outwardly,
Au-Ga solid solutions form at the interface, and large numbers of Ga vacancies are
generated at the GaN surface. Then electrons can be captured by Ga vacancies in
p-GaN, thereby enhancing the hole concentration under the contact. Thus, the
depletion layer thickness and effective barrier height of the metal/semiconductor

Table 6.6 The changes of
NiO and Au-Ni solid
solution’ Gibbs free energy

Ni alloys DGfa (kJ/mol)

Au:Ni(3:1) −0.6

Au:Ni(1:1) +4.3

Au:Ni(1:3) +1.3

NiO −83.7

Au

Ni

p-GaN

Annealing in air at 

550 for 5 min

NiO

Au-Ga-Ni-O

p-GaN

Fig. 6.59 The microstructure change of Ni/Au on p-GaN before and after annealing in the air
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contact are simultaneously reduced, and it is beneficial to the hole tunneling and
forming of an Ohmic contact.

The current transport mechanisms of metal/semiconductor contacts are mainly:
diffusion current, thermionic emission, quantum mechanical tunneling through the
barrier of the field emission, and generation and recombination of the space charge
region. Wherein, the former two mechanisms depict that the carriers can cross the
top of the Schottky barrier and transport from the semiconductor to the metal, and a
rectifying contact will form. The latter two processes enable the Schottky junction
to deviate from a rectifying characteristic. If the metallic work function is higher
than the work function of the p-type semiconductor, there is no potential barrier and
an Ohmic contact can form. But for p-GaN of the wurtzite structure used in the
experiment, at room temperature the band gap is 3.44 eV, electron affinities is
4.1 eV, and its work function can reach as high as 7.5 eV, and there is no suitable
metal with such high work function. The third mechanism contains two cases: in
one case, the electrons with energy near EF of the semiconductor can tunnel through
the barrier, known as the field emission and in the other case, the electrons are
excited to a higher energy, when the electrons encounter a thin and low barrier, the
tunneling probability increases rapidly, called thermal field emission. For the
semiconductor process, Ohmic contacts are mostly realized according to the prin-
ciple of field emission. E00 is an important parameter in tunneling effect, known as
tunneling probability parameter, and given in the following equation:

E00 ¼ h
4p

NA

m�e0er

� �1=2

¼ 1:85� 10�14 NA

m�er

� �1=2

ð6:15Þ

Wherein, m* is the effective carrier mass, er is the relative dielectric constant of the
semiconductor, NA is the acceptor concentration by m−3 units. The importance of
E00 lies in the ratio of kT and E00, which can determine the electron transport
mechanism. If E00 � kT, the mechanism is expected to be the field emission, when
E00*kT, it is the thermal field emission, when E00 � kT, it is the thermal electron
emission [85, 86]. For p-GaN, m* = 0.8 m0, er = 9.5, the relationship of tunneling
probability E00 and doping concentration is shown in Figs. 6.60 and 6.61. With the
carrier concentration increasing, the tunneling probability also increases. As seen
from Fig. 6.61, when the doping concentration is less than 1017 cm−3, kT/E00 � 1,
thermionic emission plays a major role. Even if the doping concentration is 1019

cm−3, due to the hole mass being large, kT/E00 * 1, the transport properties are
due to the thermal field emission. So it is very difficult to realize an Ohmic contact
on an ideal surface of the p-GaN.

In the experiment, Ni is used as contact metal for p-GaN. The work function of
Ni is 5.2 eV [87], based on Schottky–Mott model, the barrier height of Ni/p-GaN
can be written as:
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Ubp ¼ Eg þ v� Um ¼ 2:34 eV ð6:16Þ

In fact, for an ideal metal/semiconductor interface with Schottky barrier, thermionic
emission is the main transport mechanism. According to the fitting of the I–V
formulas of the reverse-biased Schottky diode in thermal emission mechanism,
considering the parameters of p-GaN, m* = 0.8 m0,[17] when T = 300 K,
S = 250*120*10−8 cm2, we can obtain:

A� ¼ 4pqm�k2

h3
¼ 96:1ðA=cm2 � K2Þ ð6:17Þ

Figure 6.62 demonstrates the fitting of the I–V curve of Ni/Au contact on p-GaN
before annealing and the Ni/p-GaN barrier height may be extracted from the curve.
The fitted Schottky barrier height is 0.86 eV with an ideal factor of 1.08. The
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interfacial Schottky barrier shows a departure from the Schottky–Mott model,
indicating a significant impact beyond the work function of Ni/GaN interface. Since
image force cannot reduce a barrier height reduction that high, considering that for
the III–V compound semiconductors, surface state density is rather high. Based on
the surface state theory by Bardeen, the barrier height of Ni/GaN is about
1/3Eg = 1.15 eV. In addition, the erosion of aqua regia on p-GaN surface will
reduce the barrier height on the GaN surface.

After the annealing of Ni/Au contact on p-GaN, the interfacial interdiffusion and
phase transitions cause the changes of chemical composition and structure. The
interface is no longer a sudden mutation and the generation of interface state
changes the band structure resulting in changes of electrical properties. Figure 6.63
demonstrates the fitting I–V curve of Ni/Au contact on p-GaN after annealing in air
at 550 °C. As shown in the figure, the ideality factor at the contact interface rises.
The ideal factor can be used to evaluate the deviation of current–voltage
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characteristics from thermionic emission theory, such a high ideal factor reveals
that, after annealing, field emission has become the main current transport mech-
anism. Meanwhile the extraction of the Schottky barrier height decreases more than
that of the sample before annealing, which also confirms the Ga vacancies at GaN
surface play a role of improving the interfacial hole carrier concentration, so that the
effective barrier height decreases, resulting in the formation of an Ohmic contact.

In order to prepare a low-resistance Ohmic contact, many chemical treatment
methods have been tried in the study of Ohmic contacts on p-GaN and may also
affect the Ohmic contact on p-GaN. Herein, we investigate the effects of aqua regia
and KOH solution on the Ohmic contact to p-GaN.

After the chemical treatments, the metal electrodes were fabricated using the
standard photolithography processes. Then, the samples were annealed at 550 °C
for 5 min and the resistances of different space gaps were measured. As shown in
Fig. 6.64, the contact resistance and sheet resistance can be obtained by the y-axis
intercept and slope of the linear curve, and the specific contact resistances were
calculated. The sample treated with aqua regia provided a specific contact resistance
of 1.63 � 10−2 X cm2, while the contact resistance of the KOH-treated sample was
1.78 � 10−1 X cm2.

The surface chemical compositions of the samples before and after chemical
treatments are investigated using XPS. Figure 6.65 shows the XPS spectra of O 1s,
C 1s, Ga 3d level for the untreated GaN sample. As seen from the figure, O 1s and
C 1s photoelectrons were detected, suggesting that the O and C coexist at GaN
surface. In addition, there is a satellite peak (marked by *) in the Ga 3d spectrum.
Since the observed peak is similar to the Ga oxides peak at GaAs surface [88], the
peak was identified as Ga2O3. The XPS results indicated the presence of Ga oxides
and C atoms at the surface of untreated GaN sample.

To analyze the effects of chemical treatments on the GaN surface contamination
layer, the chemical composition of the KOH-treated and aqua regia-treated samples
was observed by XPS. Figure 6.66 shows XPS spectra of the O1s, C1s core level
for the samples before and after chemical treatments. As seen from the Figure,
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before and after the two treatments, the XPS spectrum of C1s did not change
significantly. The O1s peak intensity of aqua regia-treated sample was significantly
reduced. The possible explanation of the C1s spectra is that before being placed in
the analysis chamber, the exposing of the sample of cleaned GaN to air led to the
regrowth of the pollution layer because Koide et al. [89] have found that the Ar
ion-etched GaN surface will soon be contaminated. On the other hand, the O1s peak
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Fig. 6.65 XPS spectra of the O1s, C1s, Ga 3d core level for the untreated sample
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Fig. 6.66 XPS spectra of the O1s, C1s core level for the samples before and after chemical
treatments
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intensity of the aqua regia-treated sample was significantly reduced, indicating that
the aqua regia could effectively eliminate the surface oxides, while the elimination
of oxide layer with KOH treatment is weaker. These study results concerning KOH
solution have some differences from the report by Lee et al. [90]. It should be noted
that the ratio and temperature of KOH solution have great impacts on the experi-
mental results, but the solution ratio is not mentioned in the literature.

The surface Fermi level position can be obtained from the GaN peak level. This
is currently the most accurate method of determining the Fermi level shift in
bending band [91]. As shown in Fig. 6.67, after the aqua regia and KOH solution
treatment, Ga 3d peaks move toward the low binding energy by 0.3 and 0.2 eV,
respectively, indicating that the surface Fermi level moves toward the edge of
valence band (EV) by the same displacement. The movement of the surface Fermi
level in this direction indicates the reduction of surface band bending, and therefore,
the barrier height of the samples will decrease.

In the band gap of compound semiconductors, two kinds of energy levels can
cause Fermi level pinning at the surface. One is the donor level in the vicinity of the
conduction band, the other one is the acceptor level near the valence band. For
p-GaN, the surface oxides GaOx act as acceptor and the induced surface states lead
to the Fermi level pinning [92]. For the samples treated with aqua regia, the oxides
are removed, the GaN layer with a large amount of Ga vacancies is exposed,
resulting in the shift of Fermi level toward the valence band by 0.3 eV, and the
interfacial barrier height reduces by 0.3 eV. Koide et al. [89] have calculated
that the presence of 2 nm thick oxide layer can improve the barrier height by
0.2–0.3 eV. For KOH-treated samples, the elimination of the oxides is not
observed, but the Fermi level moves toward the valence band by 0.2 eV, which is
more likely due to the formation of Ga-based hydroxide, [94] and the surface Ga
vacancies reduce the barrier height. In summary, the decrease in barrier height
reduces the Ohmic contact resistance.
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3. Ohmic contact on n-AlGaN

In order to extend response wavelength to solar-blind, a high Al composition of
AlxGa1−xN epitaxial layer is needed and the Al component ranges from 0.10 to 0.65.
The effective doping concentration of the epitaxial layer with high Al content is often
greatly reduced due to the self-compensating Si-donor [94]. With the increase of the
Al component, the metal/semiconductor contact barrier rises and the ratio of contact
resistance varies greatly. This makes it difficult to prepare low resistivity Ohmic
contacts and study the Ohmic contact formation mechanism. Because high-
performance devices require high-quality Ohmic contacts, metal/semiconductor
contact, especially in high Al composition of AlxGa1−xN, has become one of the
major problems of AlxGa1−xN device research in recent years [3, 95].

As described above, at the present, specific contact resistance in n-GaN material
is typically on the order of 10−4–10−8 X cm2. With increasing Al content, specific
contact resistance increases rapidly. Ruvimov et al. [96] has studied the
microstructure of the AlGaN/Ti/Al Ohmic contact and found that the specific
contact resistance was increased from 8.6 � 10−7 X cm2 to 2.07 � 10−3 X cm2,
changed nearly three orders of magnitude, when the Al component increased from 9
to 22 %.

Next, we first study Ohmic contact characteristics in AlGaN material with an Al
content 0.13 [66]. Research of n-GaN Ohmic contacts is a starting point. The
AlGaN epitaxial films were grown in accordance with the same transmission line
model of Ti/Al (30 nm/1000 nm) films. The Al content of AlGaN film was 13 %.
Samples were annealed in nitrogen with an annealing temperature of 550 °C and an
annealing time of 60 s. Figure 6.68 shows IV characteristics curves of two Ti/Al
Ohmic contact pads in AlGaN samples before and after annealing. It can be seen
that, before annealing, the curve is nonlinear and after annealing, a linear curve
appears. This change means annealing helps the formation of Ohmic contacts.
Figure 6.69 shows a typical result of testing the relationship between resistance and
pitch by the transmission line model. From the figure, it can be calculated that after
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annealing the specific contact resistance is 2.8 � 10−3 X cm2 and the contact
resistance Rc is 20.36 X.

Then, we study Ohmic contact characteristics in n-Al0.45Ga0.55N [97, 98].
Al0.45Ga0.55N samples were grown on 2 inch (0001) orientation sapphire substrates
by MOCVD. Using a Si-doped n-Al0.45Ga0.55N sample, the epitaxial layer has a
thickness of about 1 lm with ND *2.6 � 1018 cm−3 and mobility le 25 cm2

V−1s−1. First, the wafer was cleaned successively with chloroform, diethyl ether,
acetone, and alcohol, and then blown dry with nitrogen. A standard photolithog-
raphy process was applied to define the transmission line model (TLM). A contact
layer was sputtered with metal film Ti (30 nm)/Al (90 nm)/Ni (20 nm)/Au (20 nm)
using an ion beam sputtering system vacuum of 10−4 Pa. After lift-up, a second
photolithography was conducted and the sample was then ion etched to the sub-
strate by an ion etching system to insulate the transmission line model area and the
surrounding insulating material metal layer. The space gap was varied from 10, 12,
up to 28 lm. The samples were rapidly annealed under a N2 atmosphere in an
annealing furnace. The annealing temperature was 400, 550 and 600 °C and the
annealing time was 60 s and 30 s. The flow rate of Nitrogen was about 2.5 L/min.
The surface morphology of samples in different annealing conditions was observed
by SEM. IV testing samples were 10 lm space gaps. A Keithley 236 source
measurement unit was computer controlled as testing system. The test sample was
sealed and placed in a Dewar which was also put into a metallic shield box in order
to reduce interference.

Figure 6.70 shows specific contact resistance at different annealing temperatures
and times. Specific contact resistance was calculated from the measured resistance
and the contact space gap using the transmission line model method. The results
show that the specific contact resistance is affected by the annealing temperature
and the annealing time. For the same annealing time (30 s), annealing at 600 °C
minimum specific contact resistance; when the annealing time was 60 s, a minimum
specific contact resistance of 2.75 � 10−4 X cm2 was obtained at 550 °C.
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To confirm the change in the surface and the interface after annealing, AES was
applied to characterize the surfaces and interfaces. Figure 6.71 is the AES spectra
figure after the calculation processing. The depth distributions of Ti, Al, Au, Ni, O,
and Ga elements are obtained before and after annealing. The presence of an oxide
layer was observed on the GaN surface of both samples. An oxide layer on the
AlGaN surface can lead to an increased barrier. Before annealing, the interface is
clear between Ti/Al/Ni/Au and GaN; and Ti has a small amount of diffusion into
GaN. After annealing, the oxide layer becomes thin in the interface, which shows
that the introduction of annealing techniques helps eliminate the interfacial oxide,
and result in the Schottky barrier reduction. Al diffuses to the surface through Ni
and Au; while Al diffuses to the AlGaN surface through a thin layer of Ti and Ti
also diffuses to Al. At the interface, Ti, Al, Ga, and N four elements coexist. The
formation of Ti–Al alloy helps for conductive Ohmic contact [75, 99, 100].

Ohmic contact characteristics of n-Al0.63Ga0.37N were studied. First,
p-Al0.45Ga0.55N/i-Al0.45Ga0.55N/n-Al0.63Ga0.37N multilayer material was etched to
a n-Al0.63Ga0.37N layer with Ar+ ion etching; Second, a Ti/Al/Ti/Au multilayer
metal was grown with electron beam sputtering. The Ti/Al ratio was varied in
several experiments. Then, multilayer metal electrodes were annealed in a nitrogen
atmosphere at different annealing temperatures and times. Finally, I–V testing and
Auger electron spectroscopy (AES) were applied to study the formation mechanism
of an Ohmic contact.

Figure 6.72 show I–V characteristics before and after annealing. From the fig-
ure, it can be seen that before annealing a Schottky contact was formed between
metal electrode and semiconductor material. In a nitrogen atmosphere, rapid ther-
mal annealing was conducted under the condition of 700 °C/45 s, 750 °C/45 s and
800 °C/45 s. I–V characteristics were tested and optimum annealing conditions are
for 750 °C/45 s. Annealing has a great influence on the metal/ semiconductor
contact and the reaction of the alloy tends to reduce the Schottky barrier height.

Figure 6.73 show the element depth profile of an electrode under different
annealing conditions. From the figure, it can be seen that the annealing favors
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interdiffusion between the metal layers, and to generate an alloy. The interface
between metal layers is not obvious. Multicomponent alloys of Ti–Al-Ga-N-O were
formed at the interface of the metal/semiconductor junction. Ti–Al-based alloys at
the interface tend to generate Ti–Al-Ga-N multi-alloy and the presence of these
reactants was helpful to the formation of an Ohmic contact. But in this experiment,
the oxygen elements were present at the interface and had a large proportion. It can
be caused by exposure to and being oxidized in the air after the sample was etched
to n-AlGaN layer. For this reason, surface treatment was conducted by the use of
boiling 5 % KOH solution after the material was etched. Depth profile (AES) show
that the surface treatment can effectively remove the oxide and the etching damage
layer in the surface, but wet etching increases the surface roughness.

According to the transmission line model, it can be obtained that the specific
contact resistance is calculated as 4.9 � 10−2 X cm2 after the multilayer metal of
Ti/Al/Ti/Au (grown on the surface of n-Al0.63Ga0.37N) was annealed under N2 at
750 °C/45 s. Thus, suitable annealing conditions are helpful to reduce the Schottky
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barrier height and to the interdiffusion in metals. Further, specific contact resistance
in high Al content n-AlGaN is indeed several orders of magnitude higher than in
n-GaN material or in low Al composition n-AlGaN material. It is just a preliminary
result in the study of Ohmic contact in high Al content material. On account of the
influence of interface, surface treatment, and electrode structure can greatly improve
the Ohmic contact.

4. Ohmic contact on p-AlGaN

Relatively speaking, it is more difficult to realize Ohmic contact on p-AlGaN and
the relevant literature show little research for this issue. The following report
demonstrates the Ohmic contact on p-Al0.1Ga0.9N [98]. The sample was prepared
on a single polished sapphire by MOCVD. First, a low temperature buffer layer was
grown on the substrate, followed by the growth of a heavily doped n-GaN layer
with a thickness of 2.5 lm and doping concentration of 5 � 1018 cm−3. Then, a
undoped GaN layer with a thickness of 0.4 lm and electron concentration of
4 � 1016 cm−3 was grown, followed by a p-Al0.1GaN0.9N layer with hole con-
centration is 3 � 1017 cm−3 after activation. Finally, a 15-nm-thick GaN thin layer
was deposited to avoid the surface oxidation.

Standard III–V device processes were used for the device fabrication. The
sample was treated by the diluted HCl (37 %) solution, and Ni/Au/Ni/Au stacks
were selected as the p-type contact. The sample was divided into four parts and
annealed under different conditions with the same temperature at 550 °C, and the
annealing time is 0, 1, 3, and 5 min, respectively. After the rapid thermal annealing
in N2, the Ti/Al/Ni/Au(30 nm/90 nm/20 nm/20 nm) stacks formed Ohmic contacts
on n-GaN. The structure of the p–i–n AlGaN-based ultraviolet detector is show in
Fig. 6.74.

The I–V characteristics of the UV detector are measured by a Keithley 236
system. The photoresponse system uses a 300 W xenon lamp as the light source.
The modulated light emitted from the xenon lamp enters the monochromator then
irradiates the detector. The current signal from the detector is converted into a
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voltage signal by a Stanford 830 phase-locked amplifier. Finally, the result from
lock-in amplifier can be read on the computer, and we can obtain the photoresponse
spectra after calibrating using a Si detector.

Figure 6.75 shows the I–V curves of the p–i–n GaN photodiodes annealed after
different temperatures. It is obvious that the contacts have an effect on the p–i–n
GaN detectors. At forward bias, the device annealed at 550 °C for 3 min has the
lowest turn-on voltage of 0.69 V. The sample without annealing has the highest
turn-on voltage of 5.96 V. The current is 10−3 A under −10 V reverse bias, and the
current of the other samples is 5 � 10−6 A. The dynamic resistances at zero bias
were 1.5 � 109, 5.3 � 109, 2.47 � 108 and 2.7 � 109 Ω.

For the p–i–n GaN detector, when the p-type region is considered as a Schottky
junction, the device equivalent circuit diagram can be expressed by Fig. 6.76. Dd is
a p–i–n junction, Dj is a Schottky junction, Rsh is a parallel resistance of p–i–n
junction, and Rss is the series resistance of the device.

Fig. 6.74 The p–i–n GaN based ultraviolet detector: cross-sectional view (left) and top view
(right)
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According to Fig. 6.76, the current–voltage equations can be expressed as
follows:

IRss þVd ¼ V þVj

I ¼ Ilk þ Id
I ¼ �Ij

ð6:18Þ

Id and Vd are the current and voltage of the p–i–n junction, respectively. Ij and Vj are
the current and voltage of the Schottky junction. Under reverse voltage bias, the
Schottky junction is equivalent to a part of the series resistance and the leakage
current is the only possible electron transfer mechanism. The leakage current may
be expressed as the following equation:

Ilk ¼ V � RssI
Rsh

ð6:19Þ

The value of leakage current depends on the series resistance and parallel resis-
tance, which would explain the highest leakage after annealing at 550 °C for 3 min.
It is ascribed to the low parallel resistance. When the voltage increases, because the
Schottky junction plays an important role, the current is mainly caused by thermal
excitation. Thermally stimulated current can be written as the following equation.

I ¼ �Ij ¼ �A�ST2 exp
�qub

njkT

� �

exp
qVj

njkT

� �

1� exp
�qVj

kT

� �� �

ð6:20Þ

In this equation, Vj ¼ �V þ IRss, nj is the ideal factor. When the voltage is very
high, the relationship between current and voltage can be expressed as follows:

qVj=kT\\0; so expðqVj=kTÞ \\1 ð6:21Þ

I � A�ST2 exp
�qub

njkT

� �

exp
qðV � IRssÞ

kT
1� 1

nj

� �� �

ð6:22Þ

Rss

VVd Dd Rsh

I

Dj

Vj Ij

Fig. 6.76 The equivalent
circuit diagram of the device
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V ¼ P1 � IþP2 � ln IþP3 ð6:23Þ

P1 ¼ Rss;P2 ¼ q
kT

1� 1
nj

� �� ��1

;P3 ¼ � ln Ij0 � q
kT

1� 1
nj

� �� ��1

ð6:24Þ

The parameters of the metal/semiconductor interface, such as the ideal factor nj and
Schottky barrier height ub(SBH) can be obtained from the fitting relationship of the
current–voltage equation. The fitting results are shown in Table 6.7.

As seen from the table, for the sample annealed at 550 °C for 3 min, the SBH
and the ideality factor of metal/semiconductor contact are 0.52 eV and 1.19,
respectively. Low SBH and high nj show that the tunneling current mechanism at
the metal/semiconductor interface plays a major role for the formation of an Ohmic
contact. The samples annealed at 550 °C for 1 min and 5 min exhibit higher SBH.
For the 5 min sample, the higher SBH may be ascribed to diffusion of metal Ni to
p-type contact area. The photoresponse spectrum of the sample is shown in
Fig. 6.77. It can be found that the metal/p-GaN contact has no obvious effect on the
response spectra of the devices. The samples all have response in the range of
345–365 nm, and the weak response in the range of 250–340 nm is determined by
the minority carriers’ diffusion to the space charge region, which is caused by
p-AlGaN’s absorption of UV light.

Then Ohmic contact characteristics on p-AlGaN with Al content of 0.35 are also
studied [43, 102]. The Al0.35Ga0.65N sample is also prepared on the 2 in c-plane (0001)
sapphire substrate by MOCVD. The p-doping concentration was 5 � 1019 cm−3, the

Table 6.7 The fitting
parameters of I–V curves

Annealing temperature annealing time nj ub/eV

No annealing 1.13 1.33

550-1 1.12 1.02

550-3 1.19 0.52

550-5 1.13 1.06
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Fig. 6.77 Photoresponse
spectra of the samples
annealed at different
temperatures

546 6 Chip Technique of AlGaN Focal Plane Arrays



hole concentration is about 1 � 1016 cm−3 after activation. The wafer was washed by
chloroform, acetone, and alcohol in turn, and then dried by nitrogen. The clean sample
was soaked in alcoholic hydrochloric acid for 10 min, and then rinsed in deionized
water for 10 times. The standard photolithography process was used to define the
transmission line model (TLM). The Ni(100 Å)/Au(300 Å) films were sputtered by
electron beam evaporation system at 10−4 Pa vacuum degree. The electrodes were
250 lm long, 120 lm wide, with space gaps varied from 10, 12, 14 to 28 lm. The
sample was placed in the rapid thermal furnace for annealing in N2 ambient, the
annealing temperatures were 400, 500, 550, 600, and 700 °C, respectively. The
annealing time was 4 min for all samples and the nitrogen flow rate was all about
2.5 L/min.

Figure 6.78 shows the I–V curves of the contacts under different annealing
temperatures at 10 m space gaps. Figure 6.79 demonstrates the measured contact
resistance as a function of the contact space gaps under different annealing tem-
peratures. The specific contact resistances are calculated from the measured resis-
tance and contact space gaps using transmission line model. Before annealing, the
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contact resistance is too large to obtain an I–V curve. After annealing, the results
clearly show that the interface of Ni/Au and AlGaN is still a rectifying contact, and
the minimum contact resistance appeared at 500 °C.

With the least square fitting method, the dependence of the calculated specific
contact resistance on the varying annealing temperatures is shown in Fig. 6.80. The
minimum specific contact resistance is 1.98 X cm2 when the annealing temperature
is 500 °C. The metal stacks cannot form an alloy at very low temperatures and
annealing at rather high temperatures will produce N vacancies at the surface of
GaN, which may increase the contact resistance. At present, there are few reports of
Ohmic contacts on p-AlGaN with a high Al component. Kim et al. [104] reported
that the specific contact resistance on p-Al0.15Ga0.85N can reach as low as
3.1 � 10−4 X cm2.

The fundamental reason for the large contact resistance is mainly associated with
the p-AlGaN material. The growth technology of p-type material is still not mature,
and it is still difficult to keep doping and activation effective. High p-type contact
resistance will seriously affect the device performance, increase the series resistance
greatly and affect the response time of the device.

A present, the two main principles followed to prepare metal/semiconductor
Ohmic contact are: on the one hand, for semiconductors approximately conforming
to simple Mott theory, it is possible to obtain Ohmic contact if we can find a metal
with work function lower than n-type semiconductor or larger than p-type semi-
conductor. On the other hand, the semiconductor layer close to the metal should be
heavily doped (i.e., the carrier concentration is high). At this time, the depletion
layer is thin enough to realize field emission (i.e., carriers can transit through the
barrier by the tunneling effect). Therefore, very low resistance is obtained at the
zero bias. Most of metal/semiconductor Ohmic contacts are fabricated according to
this principle. However, for p-AlGaN, there are two major obstacles to realize
Ohmic contact: First, a lack of metal or alloy system with work functions larger
than that of the AlGaN. Second, although the activation energy of Mg (170 or
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Fig. 6.80 The dependence of
specific contact resistances on
the annealing temperatures
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215 meV) is lower than the other acceptors, it is still too high. Only about 1 % Mg
atoms can ionize at room temperature even if the Mg-doping concentration reaches
1 � 1020 cm−3. In addition, Mg can also form complexes Mg-H (i.e., hydrogen
passivation effect) with the H in the material, and partly compensate the residual
donor impurities, which will further reduce the hole concentration of p-AlGaN.
Therefore, the hole concentration of p-AlGaN prepared by methods used currently
is difficult to reach 1 � 1018 cm−3. In fact, the hole concentration is too low to
achieve the level where a hole can tunnel through Schottky barrier. So it is unable to
meet these two conditions mentioned above. It is still difficult to obtain perfect
metal/p-AlGaN Ohmic contacts whether in theory or during the fabrication process.

5. Surface treatments and their impacts on Ohmic contact to GaN

In general, the device processing consists of photolithography, chemical treat-
ment, and etching processes. Surface treatments must be carried out after each step
so as to remove the oxides and pollutants introduced in the previous step. Surface
treatments are usually divided into dry process and wet process, while the dry
process makes use of surface plasma. Cl2, Ar, N2, etc. are commonly used to
generate the plasma gas [107–111]. Wet process refers to the use of a variety of
chemical reagents for surface treatment, HCl, KOH and NaOH, (NH)4S1−x and
aqua regia, etc. are commonly used [71, 72, 112]. Many groups have extensively
studied the surface treatments in the fabrication process of GaN-based devices
[113–115].

(1) Surface treatments and their impacts on GaN

For GaN, the chemical reagents used for the wet process are mainly acid
solutions, alkali solutions, and molten alkali or salt, etc. And the general mechanism
to oxidize the semiconductor surface, and then remove the oxides from the surface.
Early research found that GaN can be corroded in NaOH and other alkali solution,
however, the insoluble oxide (Ga(OH)3) may terminate further corrosion because it
will cover the surface [116, 117]. Therefore, it requires continuous injection if it
needs further corrosion [117]. In the literature [118, 119], researchers used a variety
of acid and alkali solutions to corrode AlN and GaN at 75 °C, but it had almost no
effect on GaN grown by MBE. But Carosella et al. [120] found that AZ-400 k
photoresist at 80 °C could corrode GaN grown by MBE, but could not corrode GaN
grown by MOCVD or hydride vapor phase epitaxy (HVPE). These differences may
be associated with the polarization or the different dislocation density of the
material, as is well acknowledged that the N-pole GaN is more easily corroded than
Ga-pole one [121].

Surface treatments have widespread impacts on the Ohmic contact, Schottky
contact and the passivation of interface state [71, 72, 122, 123]. However, in the
manufacturing process, surface treatments have not been unified. Surface analysis
techniques are usually used to study the surface pollutants, oxides, metal particles
and surface reconstruction, including auger electron spectroscopy (AES), X-ray
photoelectron spectroscopy (XPS), low energy electron diffraction (LEED),
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secondary ion mass spectrometry (SIMS). And atomic force microscope (AFM) is
often used to observe surface morphology and monitor the surface cleanliness.

Since it is difficult to form good Ohmic contact on p-GaN, the surface treatments
become very important. For this reason, many groups have extensively studied the
impacts of surface chemical treatments on Ohmic contact and Schottky contact,
such as HCl, KOH and NaOH, (NH)4S1−x and aqua regia solution, etc. [71, 72,
112]. Smith et al. [113] have found that the cleanliness of GaN surface is closely
related to the used chemical reagents. Lee et al. [73] reported that the HCl treatment
could not effectively reduce the resistance metal contact on p-GaN, but it could
decrease by two orders of magnitude when using KOH solution. Sun et al. [72]
have investigated the mechanism for the decrease of resistance by two orders of
magnitude with KOH solution. Kim et al. [112] used hydrochloric acid, aqua regia,
(NH)4S1−x to treat p-GaN, respectively and they found that it could decrease the
contact resistance by three orders of magnitude, and (NH)4S1−x processing could
passivate the surface and reduce the surface oxidation. Huh et al. [124] treated
p-GaN with the alcohol-based (NH)4S1−x solution, finding that (NH)4S1-x pro-
cessing could remove the surface oxides and shift the Ga 2p peak toward the
valence band, thus improving the properties of Ohmic contact. Lin et al. [125] have
explored the mechanism of the reduced Ohmic contact impedance to the p-GaN
treated with (NH)4S1−x by photoluminescence spectroscopy (PL) and surface photo
voltage spectrum, finding that a (MgGa-VN)

2+ complex on p-GaN surface was
changed into a (MgGa-SN)

0 complex after (NH)4S1−x treatment, which increased the
surface hole concentration. Later on, Dialea et al. [126] analyzed he removal of
surface contamination with various surface treatments, demonstrating that (NH)4S1−x
solution was the best cleaning agent because of the least amount of C,O pollution,
minimum Ga/N ratio and roughness on the GaN surface. And the adhesion of
electrodes can also be increased after surface treatment. Miller et al. [127] studied the
influence of electrochemical treatment on the Schottky diodes, finding that the
electrochemical treatment could decrease the reverse leakage current under 20 V bias
by three orders of magnitude.

In recent years, many researchers have studied the impacts of different plasma
treatments on the GaN surface electrical properties. Jang et al. [128] studied the
effects of Cl2 inductively coupled plasma (ICP) treatment on n-GaN Ohmic contact,
finding that Cl2 ICP processing induced N vacancies (VN) could improve the Ohmic
contact characteristics. Lee et al. [111] reported the N2 plasma produced by PECVD
could repair the etching damage on n-GaN and recover the electrical performance.
Bae et al. [123] treated n-GaN with N2/He plasma before the deposition of SiO2 by
PECVD, achieving an intensity of interface states lower than the conventional
methods by one order of magnitude. Kim et al. [129] have found that the usage of
N2 plasma generated by PECVD under appropriate conditions to treat p-GaN can
greatly improve the hole concentration, and increase the electrical conductivity. The
main reason is the reduction of N vacancies (VN), and N vacancies act as the donor
for GaN, the reduction of N vacancies (VN) means the alleviation of compensation
effect, so the hole concentration near p-GaN surface increases.
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In general, most of the literature reports that whether surface chemical treatments
or plasma treatments, are all beneficial to the improvement of the Ohmic contact,
the amelioration of the surface electrical properties and the reduction of interface
states, but there are some reports considering that surface treatment have impact on
the Ohmic contact as well [130]. In addition, in order to study the impacts of
photolithography, surface chemical treatments and surface plasma treatments on
Ohmic contact to GaN [121], the corrosion process can be used to avoid the
influence of photoresist, and XPS technique can be used to study the effects of
chemical treatments and plasma treatments on surface chemistry, surface Fermi
level, and the Ohmic contact. The experimental results [121] demonstrate that the
surface treatments are beneficial to the formation of low-resistance Ohmic contact,
as well as the improvement of adhesion and adaptability.

(2) Effect of photolithography on Ohmic contact to p-GaN

The sample epitaxial structure was sapphire/buffer layer (0.49 lm)/i-GaN
(0.93 lm)/n-GaN (0.71 lm)/i-GaN(1.2 lm)/p-GaN(0.5 lm). The hole carrier
concentration after activation was 1.0 � 1017 cm−3 measured by Hall effect at
room temperature. The wafer was cleaned by chloroform—diethyl ether—acetone
—ethanol successively, then soaked in ethanol-based hydrochloric acid for 10 min,
rinsed in deionized water and dried by nitrogen. When defining the transmission
line model, the procedures for Sample A1 were photolithography with
positive-photoresist-metal deposition-lift off, while the procedures for Sample A2
were metal deposition-photolithography with positive- photoresist-metal
corrosion-lift off. The metal contacts of the two samples were fabricated under
the same conditions: the vacuum level of the electron beam evaporation system was
kept at 10−4 Pa, the evaporation rates of Ni/Au (*20 nm/20 nm) were 1–2 Å/s,
0.5–1 Å/s, respectively. The two samples were annealed simultaneously in the rapid
thermal annealing furnace at 550 °C for 5 min with air ambient.

The I-V curves of the contacts with space gaps of 10–28 lm were measured with
a computer controlled Keithley 236 test system at the room temperature, and the
specimens were placed on a probe station. The samples were also characterized by
X-ray photoelectron spectroscopy (XPS) in a Perkin–Elmer PHI-5400 spectrum
system with a monochromatic Mg Ka X-rays source. The source energy was
1253.6 eV, the chamber pressure was 1 � 10−7 Torr. The binding energy of Ga3d,
N1s, O1s, and C1s were measured simultaneously for each sample.

Figure 6.81 shows the I–V curves of the two samples with different fabrication
procedures of the transmission line model. As shown in the figure, both two
samples exhibited rectifying characteristics before annealing, while the rectifying
feature of Sample A1 was stronger. After annealing in the air for 5 min, Sample A2
showed a good linear I–V curve, but Sample A1 still remained the rectifying
characteristics. It indicated that part of photoresist might remain after development,
and the residual photoresist had a great influence on the contact resistance. To
examine the effects of the residual photoresist on the Ohmic contact, we used X-ray
photoelectron spectroscopy for further analysis.
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Figure 6.82 shows the XPS spectra of C1s and O1s for the developed wafer
before metal evaporation and the wafer without photoresist, respectively. It is
obvious that C1s and O1s can be found in these samples. The peak intensity and full
width at half maximum of C1s on the wafer increase significantly after photoresist
coating and development, indicating that the development cannot completely
remove photoresist. But the binding energy of O1s keeps unchanged.

In conclusion, the fact that Sample A1 cannot form Ohmic contact is caused by
the following reasons. The existence of residual photoresist after development,
which is made of hydrocarbons, can be easily decomposed into carbon and
hydrogen after annealing at 550 °C. In GaN, carbon atoms exist as the acceptor, and
do not have adverse impacts on the holes, but hydrogen atoms can passivate Mg
and form Mg-H complex, thereby, the complex can passivate the acceptor Mg.
Then the decrease of surface hole concentration eventually results in the rectifying
contact.
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air at 550 °C for 5 min
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(3) Effects cause by chemical treatments to P-GaN Ohmic contact

Chemical treatments were applied to the p-GaN surface with saturated H2S
solution. Then clean it with chloroform, diethyl ether, acetone, and alcohol,
respectively. The sample B1, was washed in hydrochloric acid for 10 min, washed
with deionized water for 1 min, and then dried with high-purity nitrogen. It is called
the hydrochloric acid treated sample. In sample B2, take a cleaned sample and dip it
into boiling aqua regia for 10 min, wash it with deionized water for 1 min, and then
dry it with the high-purity nitrogen. It is called aqua regia-treated sample. In sample
B3, take a cleaned sample and dip it into boiling (NH)4S1-x solution for 10 min, and
then dry it use the high-purity nitrogen. It is called (NH)4S1-x treated sample. In
sample B4, take a cleaned sample and dip it into boiling saturated H2S solution for
10 min, and then dry it use the high-purity nitrogen. It is called H2S treated sample.
All the samples are listed at Table 6.8. The samples were evaporation grown with
Ni/Au * 20 nm/20 nm using the electron beam evaporate grown system at a
vacuum of 10−4 Pa at the same time. The growth rate is 1–2 Å or 0.5–1 Å,
respectively. Then use the standard photolithography technique to define the
transmission line model (LTM). Get rid of the uncovered Ni/Au by photoresist by
chemical method. The four samples were annealed in the quick annealing furnace at
the same time. The annealing environment was: 5 min at 500 °C. The test condi-
tions of I–V test, X-ray photoelectron energy spectral are same as in the last section.
Photoelectron energy spectral is obtained from the stimulation by a 325 nm in
He-Cd laser.

Fig. 6.82 The XPS spectra of C1s and O1s for the developed wafer before metal evaporation and
the wafer without photoresist
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Figure 6.83 is the I–V characteristic curve of four different surface-treated
samples at 10 um. The specific contact resistances calculated are listed in Table 6.9.
It can be seen from Fig. 6.83 and Table 6.9 that, the sample treated by H2S has the
most obvious result.

The reason why oxide makes Ohmic contact worse is that it increases the height
of Schottky barrier between metal and p-GaN. Figure 6.84a, b show the energy
band between metal and p-GaN when there is a layer of oxide and there is no oxide
respectively.

The existence of a certain thickness of oxide between the contact metal and
p-GaN can increase the height of Schottky barrier [131]. The relation of oxide
thickness and the height of Schottky barrier are shown below:

q/B ¼ q/B0 þ
2KT
�h

2mv
1=2r ð6:25Þ

Table 6.8 Numbers of four surface-treated samples

B1 Chloroform-diethyl
ether-acetone-alcohol

10 min in hydrochloric acid Ni/Au Annealed
in air
for 5 min

B2 10 min in boiling aqua regia

B3 10 min in heated (NH4)2 Sx
B4 10 min in heated saturated H2S
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Fig. 6.83 I–V characteristic
of four surface-treated
samples after annealing

Table 6.9 Specific contact
resistances of Ohmic contact
of 4 surface treated samples

Sample number Specific contact resistance/X cm2

B1 8.4 � 10−2

B2 3.13 � 10−2

B3 2.13 � 10−3

B4 2.46 � 10−4
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Here r is the thickness of oxide, v is the tunnel barrier the carriers transit from metal
to p-GaN, m is the average effective mass of tunnel carriers. The second part at right
side of the equation represents the increased barrier height caused by the existence
of oxide. It can be seen from the equation that: the existence of GaOx can widen the
depletion layer under contact metal because it heightens the Schottky barrier. The
calculation result of K. Hattori, etc. [132] shows that an oxide layer of 2 nm can
increase the height of barrier by 0.2 to 0.3 eV.

Generally speaking, testing the movement of Ga2p energy level is a more
accurate method to confirm the movement of Fermi level at GaN surface [71]. Then
we can detect the surface Fermi level’s shift by the movement of GaN-based central
energy level peak. Figure 6.85 shows the Ga2p XPS peaks by different surface
treatment. The figure shows the movements of Ga2p peak after four surface
treatments clearly and the movements are caused by the movements of surface
Fermi level. Taking the four Ga2p peaks after different surface treatment into
comparison, we can see comparing the Ga2p peak of sample treated by saturated
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Fig. 6.84 Surface energy band between metal and p-GaN: a hydrochloric acid treated sample;
b saturated H2S solution treated sample
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H2S solution with the sample treatment by hydrochloric acid, the Ga2p peak of
sample treated by saturated H2S moves to the low binding energy, in other words,
the valence band, for 0.84 eV. That lowers the height of surface barrier, and makes
the metal contact better.

As is known, the surface sulfur treatment has been extensive researched in GaAs
devices. In the process of GaAs corrosion, it is essential to passivate with the
sulfocompound. In passivation, sulfide reacts with GaAs and generates other sul-
fides, which can lessen the reoxidation at the surface. It is generally acknowledged
that there are similar treatments in the vulcanization of GaN. The surface of GaN
can generate Ga vacancies when it reacts with sulfide. The Ga vacancies act as
accepters and make the surface Fermi level move to the edge of valence band.
Yow-Jon Lina, etc. form Taiwan researched deeply into the (NH4)2Sx treated GaN
surfaces, and obtained the results that the (MgGa-VN)

2+ (MgGa:Ga atoms are
occupied by Mg atoms at the (NH4)2Sx treated GaN surfaces (VN: N vacancy), then
the complex changed to (MgGa-SN)

0 (SN: N atoms are occupied by S atoms). This
reduces the N vacancies and increases the hole density at the surface. But saturated
H2S solution is acid sulfide, has a more deoxidation capacity, and can generate
more (MgGa-SN)

0, that can be proved by photoluminescence (PL).
Figure 6.86 shows the PL spectra of sample surfaces treated by aqua regia,

(NH4)2Sx and H2S. As the intrinsic absorbing peak of heavy-doping p-GaN is
difficult to test, we use the PL spectra near 2.8 eV to compare. It is generally
acknowledged that the PL spectrum near 2.8 eV is generated from the transition
from deep donor MgGa-VN to shallow acceptor MgGa, which is shown in Fig. 6.87.

We can infer from Figs. 6.86 and 6.87 that, the PL intensity of p-GaN H2S
treated is the smallest, the next is (NH4)2Sx treated, and the PL intensity of aqua
regia is the greatest. It is generally acknowledged that the intensity at 2.8 eV can
represent VN [125], which means the amount of VN in the sample H2S treated is the
least. It is same with the movement of Ga2p XPS peak. In other words, using H2S
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to treat the samples can lessen N vacancies, and accordingly reduce the bend of the
surface energy band and lower the height of surface barrier.

(4) The effect of treatment to p-GaN Ohmic contact with nitrogen plasma

In this section, we research the effect of treatment of a p-GaN Ohmic contact
with nitrogen plasma by the same p-GaN material. The wafers are washed by
chloroform-diethyl ether-acetone-alcohol-based hydrochloric acid. Sample C1, take
a clean wafer and wash it with hydrochloric acid for 10 min, wash it for 1 min with
deionized water, then dry it with the high-purity nitrogen. It is called hydrochloric
acid treated sample. Sample C2, treat it with nitrogen plasma for 10 min or more. It
is called plasma treated sample. The plasma generation equipment is a PDC-32G-2
plasma cleaner, which is produced by Harrick in USA. Its power is 18 W. There is
no gas flow meter, so we process it with the medium glow. After processing, the
two samples are evaporation grown with Ni/Au * 20 nm/20 nm using the electron
beam system at a vacuum level of 10−4 Pa. The growth rate is 1–2 Å, 0.5–1 Å,
respectively. Then, we use the standard photolithography technique to define the
transmission line model. Then eliminate the Ni/Au uncovered by photoresist with a
chemical method. The four samples are annealed in the quick annealing furnace at
the same time. The annealing environment is: 5 min at 500 °C.

Figure 6.88 shows the I–V curve of the sample treated by hydrochloric acid
before annealing at 10 um distance. It can be seen from the figure that the two
treatments show the Schottky contact before annealing, but the sample treated by
nitrogen plasma.

Figure 6.89 shows the I–V curve of hydrochloric acid and plasma treated sample
after annealing. It can be seen that, after annealing, the two treatments show the
Ohmic contact feature, but the sample treated by nitrogen plasma has a better
performance. Their specific contact resistance: the sample treated by hydrochloric
acid is 8.4 � 10−2 X cm2, the sample treated by N2 plasma is 3.1 � 10−4 X cm2.
That indicated that, treated by N2 plasma causes better Ohmic contact.

Figure 6.90 shows the XPS energy spectral of Ga2p, N1s, O1s and C1s after two
types of surface treatments. It can be seen for Fig. 6.90 that, Ga2p, N1s, C1s of
sample treated by N2 plasma have little change, but the intensity of O1s peak has
obviously decreased. That means the oxygen atoms at GaN surface treated by N2

plasma are fewer than that treated by hydrochloric acid. All the elements densities

2.8 eV

Conduction 

band

Valence band

MgGa

MgGa–VN

Fig. 6.87 The energy band
of deep donor transition to
shallow accepter of p-GaN at
2.8 eV
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are listed in Table 6.10. The table shows that, after N2 plasma treatment, the Ga/N
ratio reduced the half-wave width of Ga2p XPS peak the density of oxygen atoms is
also lower. Figure 6.90 and Table 6.10 indicate that, N2 plasma treatment can
remove the insulating GaOx at the surface of p-GaN [90], and the oxide can
increase the surface barrier. This shows that, treatment by N2 plasma is beneficial
for the formation of Ohmic contact.

(5) The effects cause by Ar+ etching to non-alloy n-GaN Ohmic contact

Ti is very important in forming a stable Ohmic contact of n-GaN. Ti layers on
GaN surface have good adhesion, and the existence of a Ti layer on the interface
also can provide for mechanical stabilization of the contact. This is extremely
important to the reliability and repeatability in lift-up of photo resist after pho-
tolithography. It is generally believed that after annealing, Ti/GaN will generate
TiN. There is no decomposition of the lattice structure as the N element will diffuse
out from GaN lattices and form TiN and N vacancies. The N vacancies act as
donors in GaN and make the surface area heavily doped. That provides a tunnel
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current mechanism and promotes the formation of the Ohmic contact. Thin TiN has
been observed by the TEM microscope when the metal/GaN interface is annealed in
N2. The interface is abrupt, and only two single layers of TiN can make 10 nm GaN
film’s doping density to 1020 cm−3. Furthermore, the melting point of Ti is 1660 °C
and the melting point of Al is 660 °C. High temperature rapid annealing will form
TiAl3 and it can guarantee thermal stability, and is difficult to oxidize. But as the top
layer, Al metal has the problem of being easy oxidized, so we always use a
Ti/Al/Au alloy structure. The Au can protect but also be easy to defuse. To achieve
isolation, it always mixed with Ni and Pt. The problems in n-GaN Ohmic contact
have already been solved. But when we produce a detector, we should make the

Table 6.10 The density of
Ga, N, C and O atoms and the
half-wave width of Ga 2p
peak of p-GaN after two kinds
of surface treatments

Elements HCl only (%) N2 Plasma (%)

Ga 17 19

N 53 61

C 12 14

O 18 6

Half-wave width(Ga 2p) 3.24 eV 3.0 eV
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Fig. 6.90 The Ga2p, N1s, C1s and O1s XPS energy spectral after two kinds of surface treatments
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p-GaN Ohmic contact first, next, to form good n-GaN Ohmic contact, the detector
should be annealed in N2 at high temperature, but this will make the performance of
p-GaN Ohmic contact worse. This phenomenon is also observed in other experi-
ments designed in this book. But in the process of making an n-GaN Ohmic
contact, it is hard to use the reverse photo resist method as in making p-GaN Ohmic
contact. Because when Ti/Al alloy is etched, it is inevitable to etch p-GaN Ohmic
electrode. Generally, when making n-GaN Ohmic contacts, the
high-temperature-annealing process may damage the superlattice and quantum well,
that is detrimental to the design of electrical properties. But the non-alloy low
contact resistance contact on n-GaN is hard to get in practice. The Ti/Al two-layer
structure on surface-untreated GaN has Schottky properties when it is not annealed.
One of the preconditions of forming an Ohmic contact is a clean GaN surface. The
surface treatments are aimed at removing the oxide and hydroxide, or increasing the
density of surface state. But the photoresist cannot bear a long duration chemical
treatment, so we usually adopt the method that uses the Ar+ etching to get a fresh
GaN surface and to reach the alloy contact.

The GaN film is grown using the MOCVD method on a sapphire (a−Al2O3) of
2 inches in dimension and (0001) in lattice direction. The n-GaN is Si-doped and
the thickness of epitaxial layer is 2.7 µm. The density and mobility of carriers are
1 � 1018 cm−3 and 198 cm2 V−1s−1, respectively. The chips are cleaned with
chloroform, diethyl ether, acetone, and alcohol, respectively. Then dipped into
hydrochloric acid for 10 min, washed with deionized water for 1 min, and dried
using high-purity nitrogen. After that, standard photolithography is used to define
transport line model (TLM). One sample is bombarded with Ar+ for 5 min. Then all
the samples were evaporated and grown with Ti/Al/Ti/Au
(*30 nm/90 nm/30 nm/300 nm) by electron beam evaporation system at a vac-
uum of 10−4 Pa. The growth rate is 1–2 Å, 1.5–3 Å, 0.5–1 Å, respectively.

Figure 6.91 shows the I–V characteristics of etched and unetched sample after
annealing with 10 lm gap space. It can be seen from Fig. 6.91 that the sample
shows Schottky contact features before etching by Ar+. But one sample after
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etching shows Ohmic contact feathers. This indicated that the direct contact
between Ti at the interface and n-GaN can reduce the contact barrier effectively and
can improve features of an Ohmic contact. We have mentioned before that, in GaN,
Ga vacancies act as acceptors and the N vacancies act as donors. The n-GaN after
etching by Ar+ can generate N vacancies, and this process increases the electron
density at the surface. Ar+ etching also can remove the oxide and photoresist, which
can increase the height of the barrier at the surface. So the samples etched by Ar+

shows Ohmic contact. Resistance of n-GaN film is very small, so it is not quite
necessary to get a smaller specific contact resistance by annealing. And the
annealing process also can create a rough electrode surface, lower adhesiveness,
and so on. So the un-alloyed Ohmic contact has some advantages. Similarly,
Ar+ etching can produce pits at the surface of n-GaN, and the pits can bury Al into
the n-GaN and improve the stability of contact. In conclusion, Ar+ etching is a
feasible and approving choice.

6.5 Irradiation Effects of AlGaN Ultraviolet Detectors

The irradiation effect of ultraviolet detectors has become a practical and urgent issue
as increasingly the use of this type of devices can be found in more and more
extensive applications. The improvement of irradiation hardening performance has
also been a significant project for detectors operating with long term reliability in a
serious and challenging environment with pervasive irradiation.

The irradiation environment includes nuclear irradiation, outer space,
high-energy physics experiments, natural environment irradiation, and irradiation
induced by processing technologies [137]. More and more human activities have
appeared in deep space due to the rapid development of space technology. The
high-energy particles which are active in space will be harmful even fatal to
electrical and electronic systems and this issue must be seriously considered by
scientists and engineers. Irradiation hardening electronics has become an inde-
pendent subject in both defensive and commercial fields. Among many kinds of
semiconductor materials, GaN has attracted more attention for its being more
immune to irradiation due to its larger energy band gap than SiC, GaAs, and Si.
Many studies have been carried out on GaN-based materials and devices to evaluate
the effects caused by irradiation [138–152].

In the following sections, a systematic investigation will be described about the
irradiation effects of GaN-based materials and detectors [153–157]. First, the dis-
placement effect of irradiation will be discussed by Raman spectrum measurement
of GaN-based material irradiated by different particles with different dosages.
Second,the ionization effect was studied by irradiating GaN MIS structures passi-
vated by different dielectric layers with different dosages. Third, the failure
mechanism caused by various particle and dosage irradiation on the frontside
illuminated GaN p–i–n UV detectors was investigated. And lastly, a preliminary
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study of irradiation effects of AlGaN UV detectors was carried out and the results
were presented.

Electron irradiation was carried out using a pulsed ILU-8 accelerator, and the
energy of the electron was 0.8 MeV, and the dosages were 5 � 1015, 5 � 1016,
5 � 1017, and 5 � 1018 n/cm2, respectively. And all the irradiation experiments
and measurements were carried out at room temperatures.

6.5.1 Proton Irradiation Effects

1. Effect on the Raman spectrum of GaN materials caused by proton irradiation

The energy of the proton is 2 MeV in the experiment and the dosages are 5 � 1014,
2 � 1015, and 1 � 1016 n/cm2, respectively. The Raman spectra were measured
after proton irradiation with different dosages, as shown in Fig. 6.92. The Raman
scattering measurement was taken using a Jobin Yvon LabRam-INFINITY Raman
micro spectrometer, and the wavelength of exiting light was 514.5 nm from an Ar+

laser. The configuration of the experiment was back scattering with exciting light
normally incident on the sample surface.

As shown in Fig. 6.92, the E2 mode of Raman spectra of GaN basically
remained stable after proton irradiation, and meanwhile the A1(LO) mode moved in
the low frequency direction slowly as proton irradiation dosage increased.
Figure 6.93 clearly demonstrated the different shift of these two modes caused by
proton irradiation. As Kozawa et al. mentioned [158], the A1(LO) mode of Raman
spectrum shifted in the low wavenumber direction as the doping concentration
decreased. Also Wang et al. found that red shift of the A1(LO) mode might occur
due to neutron irradiation [159]. The carrier mobility and concentration might be
obtained by fitting A1(LO) mode spectra of GaN material subjected to proton
irradiation of different dosages, wherein the physical parameters were used in the
way as mentioned before. The fitting results were demonstrated in Fig. 6.94.

According to the fitting results, it could be found that the carrier concentration
decreased as the proton dosage increased, which were 6.85 � 1016, 4.08 � 1016,
and 3.14 � 1016 cm−3, respectively. However, the mobility of the carrier showed a
capricious variation with dosage, wherein the mobility values were 199, 212.8, and
202.7 cm2 V−1s−1 which were also smaller than that of before irradiation.

2. The proton irradiation effect of PL (Photoluminescence) spectrum of GaN

PL spectra of the GaN sample exposed to proton irradiation were demonstrated in
Fig. 6.85. Proton energy was 2 MeV and dosages were 5 � 1014, 2 � 1015, and
1 � 1016 n/cm2, respectively. The irradiation and PL measurement were carried out
at room temperatures. The PL spectrum measurement was taken using a Jobin Yvon
hr 800 uv micro Raman PL spectrometer which was made in France. The exciting
light was produced by a He-Cd (325 nm) laser, and the light power was
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approximately 5 mW. Figure 6.95 was displayed in logarithm scale in order to
demonstrate the variation of PL intensity clearly caused by proton irradiation. Every
piece of the GaN sample was measured using the same condition and cleaved from
the same large GaN material.

As shown in Fig. 6.95, the PL intensity due to irradiation at 3.4 eV decayed
drastically as the proton dosage increased, and the yellow light intensity at 2.2 eV
was also found reduced with an increase of proton irradiation dosage. It could be
concluded from the experimental results that a minor shift happened to the main
peak of PL spectrum in the short wavelength direction caused by proton irradiation,
which was is also called “blue-shift.” Meanwhile, new minor peaks appeared
marked at both lower energy end of 3.36 eV and higher energy end of 3.45 and
3.54 eV.
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6.5.2 Electron Irradiation Effects

1. The electron irradiation effects of PL(photoluminescence) spectrum of GaN
material

Electron irradiation experiments of different dosages were performed for GaN
material. It was found that the main peak intensity of PL spectra remained nearly
stable and only a minute change occurred when the samples were irradiated with
small dosages. However, it decreased significantly as the electron dosage increased,
and this also happened with the yellow light PL intensity, as displayed in
Fig. 6.96a. It could be seen that a blue-shift happened to the position of the main
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peak by normalizing the PL spectrum curves. And a weak new peak appeared at the
position of 3.36 eV due to the biggest irradiation dosage, which was illustrated in
Fig. 6.96b.

Several groups at home and abroad have taken a lot of studies on the irradiation
effects of GaN materials by means of DLTS, PL, and Raman scattering spectrum
[90, 160–162]. Researchers from Hong Kong University found that the A1(LO)
mode of the Raman spectrum moved in the low frequency direction due to neutron
irradiation, and a blue-shift also happened to the main peak of the PL spectrum at
low temperatures [159]. The PL intensities of the main peak and the yellow light
peak decreased and increased, respectively caused by neutron irradiation, which
was somewhat similar to the phenomena revealed by proton irradiation of GaN
materials. Reduction of the carrier concentration could be concluded as a conse-
quence of the blue-or red-shift in the Raman spectra, which was the well-known
majority carrier removal effect caused by the displacement effect of irradiation.

The new peak appeared at the position of 3.36 eV due to irradiation in the long
wavelength direction could be explained by the new generated traps caused by the
irradiation displacement effect rather than the recombination of excitons because the
bondage energy of the exciton of GaN material is only about 27 meV. New
luminescence-active centers at 3.37 eV might be generated due to the high-energy
electron irradiation which was also found by Buyanova et al. by means of irradi-
ation of GaN materials using 2.5 MeV electrons [160]. But they did not give an
explicit explanation for these defects. A new defect level which was 0.07 eV below
the conduction band was found by Look et al. by means of variable-temperature
Hall measurement of GaN materials irradiated by 0.7–1 MeV electrons, and they
related this new energy level to the N vacancies caused by irradiation. According to
Look’s results [92], it could be inferred that the new PL peak at 3.36 eV was also
the result of the N vacancies caused by irradiation. The PL spectra remained
unchanged due to low electron dosages and this was due to the fact that GaN
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materials share an excellent nature of irradiation tolerance. The new luminescent
peaks at 3.45 eV and 3.54 of the PL spectra in the high-energy direction might be
interpreted as luminescence of metastable states of defects which were related to the
interstitial-vacancy pairs caused by irradiation.

It could be inferred that the crystal lattice quality of GaN was degraded due to
irradiation from the reduction of the main PL peak intensity resulting from the
variation in the recombination mechanism in GaN material due to irradiation, which
also explained the attenuation of yellow light intensity [159]. Although an explicit
interpretation of blue-shift of the main PL peak due to neutron irradiation was not
given by Wang et al., this phenomenon could also be attributed to the changes of
interaction among different atoms in GaN materials induced by the defects such as
N vacancies caused by irradiation, which could be explained by the enlargement of
energy band gap as a consequence of the weak changes of the crystal lattice caused
by irradiation.

Many defect levels were induced by irradiation in the GaN materials, and this
could lead to the result that the donor electrons or acceptance holes would be
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excited onto these defect levels instead of conduction band or valence band.
Accordingly, a decrease in density of the conduction band electrons or valence band
holes occurred due to irradiation, which was in accordance with result achieved by
fitting the Raman scattering spectra.

According to the results obtained by Buyanova [160], electron irradiation might
widen the PL peak between 0.7 and 1.1 eV. Meanwhile, a new peak of 0.88 eV
appeared in the PL spectrum of n-GaN material due to electron irradiation, and it
could be interpreted as the transition between the base state and defect states caused
by irradiation.

The inner and outer Van Allen Belts around the earth mainly consist of
high-energy protons of 30–100 MeV and electrons of 0.4–1 MeV. The energy of
the electron irradiation in the experiment was smaller than that of protons and more
similar to the real space environment. It could be concluded from the above results
that the proton irradiation would cause a more obvious physical change in GaN
materials than electron irradiation of the same dosage.

2. The physical characterization of the interface between GaN material and dif-
ferent passivate layers and its irradiation effects

The performance of the semiconductor devices are closely correlated to the semi-
conductor surfaces, which could effectively affect influence the operational stability
and irradiation tolerance of the devices. So it is very important and meaningful to
study the semiconductor surfaces in order to improve the performance and relia-
bility of the devices.

The ionization effects of irradiation have been studied through the fabrication of
GaN MIS devices passivated by different dielectrics. SiO2 film is usually used to
passivate the surface of GaN detectors. The irradiation tolerance of SiN layer,
however, is about 3–4 times of SiO2 film, and more robust than SiO2 [163]. So,
GaN MIS devices passivated by SiN and SiO2 have been fabricated to assess the
different physical performance of the interfaces by means of electron irradiation at
various dosages. C–V characteristics were measured before and after irradiation,
and the physical performance changes were evaluated.

Electron irradiation was carried out using a pulsed ILU-8 accelerator. The energy
of the electrons were 0.8 MeV, and the dosages 5 � 1013, 5 � 1014, and
5 � 1015 n/cm2, respectively. All the irradiation and C–V measurements were
carried out at room temperatures. C–V characteristic curves were measured for each
irradiation level, as shown in Fig. 6.97.

The high frequency C–V characteristic curves for electron irradiation at each
dosage are shown in Fig. 6.97, and it can be seen that a shift in the direction of
negative voltage happened due to the electron irradiation for both SiN/GaN and
SiO2/GaN MIS devices, which meant that positive charges were induced in the
passivating dielectrics by the irradiation.

By combining the high and low frequency C–V curves, the variation of interface
states in both SiN/GaN and SiO2/GaN devices caused by irradiation were achieved.
The values for SiN/GaN MIS structure were 4.4 � 1011, 1.11 � 1012, and
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1.32 � 1012 eV−1 cm−2, respectively for the dosages of 5 � 1013, 5 � 1014, and
5 � 1015 n/cm2 by use of high and low frequency C–V curves between 20 and
−20 V. This led to the result that the interface states of SiN/GaN would increase
proportional to the electron dosage (Fig. 6.98).

For the SiO2/GaN MIS devices, the interface states were 9.4 � 1011 and
2.0 � 1012 /cm−2, respectively for the dosages of 5 � 1013 and 5 � 1014 by use of
high and low frequency C–V curves, which also led to the conclusion that the
interface states of SiN/GaN would increase proportional to the electron dosage.
However, the abnormal results appeared due to the third irradiation level of
5 � 1015. The capacitance value under the condition of accumulation was smaller
than the first two irradiation runs, and the capacitance values of high frequency
were much smaller than those of low frequency under the condition of accumu-
lation, as shown in Fig. 6.99.
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According to the results of Yang [164], for the MIS devices, if the capacitance at
low frequencies in the condition of accumulation was different from that of high
frequencies, it might be caused by the thin insulating oxide film along which a
tunneling current passed when bias voltages were applied, and the current increased
exponentially with the biasing voltage. Another reason to explain the noncoinci-
dence of capacitance of high and low frequencies under the accumulation condition
is ignoring the series resistance of the semiconductors [165]. The tunneling current
might be traced to the deterioration of the insulation of the SiO2 layer due to electron
irradiation. Through the comparison of the interface states density changing rate due
to the electron irradiation with dosages of 5 � 1013 and 5 � 1014 n/cm2, which was
0.59 and 3, respectively for the SiN MIS device and 1.2 and 3.7, respectively for
SiO2 MIS device, it could be concluded that the SiN/GaN interface is more robust to
the electron irradiation than SiO2/GaN interface.

SiN dielectric film shares excellent tolerance of Na+ pollution and irradiation. It
has been found that the irradiation tolerance of SiN film is related to the depositing
techniques. The SiN film usually consists of a certain amount of oxygen atoms, and
it could be etched away with HF buffering etchant directly. Zaininger thought that
the same mechanism acted when the SiN and SiO2 were irradiated by electrons
[166], and the positive charges could be induced in both dielectrics due to the
generation of electron-hole pairs caused by the irradiation. Although most of these
electron-hole pairs would have disappeared through recombination, a small number
of electrons could leave the dielectrics through the diffusion effect, and leave a
corresponding amount of positive charge thereafter. As a result, a shift in the
negative voltage happened for the high frequency C–V curves.

Meanwhile, interface states also appeared due to the electron irradiation, and the
density increased with the electron dosage. This would not only explain the vari-
ation of C–V curves of the MIS devices duet to electron irradiation, but also reveal
the deterioration of the detectors through the influence on the passivating layer of
the detectors.
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The micro-mechanism of the interface state induction due to electron irradiation
is that the weak bonds present at the interface were broken by the irradiating
electrons [167]. Many dangling bonds were left and new interface energy levels
were generated thereafter, which was a complicated process. This micro-mechanism
may also be used to explain the interface state generation at the interface between
dielectrics and GaN. Up to now, however, few research reports are found focused
on the chemical bond types and characteristics of GaN/dielectric interface, so more
effort will be still needed to establish an accurate model to interpret the interface
states induced by irradiation.

6.5.3 c Irradiation Effects

AlGaN UV detectors were fabricated to assess their c irradiation effects. The epi-
layer structure was AlGaN/n+-GaN/sapphire substrate with the carrier concentra-
tions of the AlGaN layer and n+-GaN were 1016 cm−3 and 1018 cm−3, respectively.
The aluminum composition of the AlGaN is 0.23. The fabrication of AlGaN
detectors was that of typical mesa devices in which the mesa was dry etched to the
n+-GaN layer with a SiO2 passivating layer deposited on the surface. The n contact
layer was In/Au alloy with the contact hole etched by a photolithography method
before the deposition of metal layers. The Schottky contact was achieved by Au
deposition before which the contact hole was etched using photolithography as
well.

The c irradiation dosages were 0.5, 2, and 30 Mrad, and the I–V, C–f and
responsive spectrum were measured before and after each dosage irradiation at
room temperatures. The I–V and C–f curves were obtained using KEITHLEY 236
and HP4194. A respectively, and the response spectra were measured by a com-
puter controlled monochromator with a 300 W xenon lamp as the light source. The
current signal of the UV detectors was converted into a voltage signal by a Stanford
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830 lock-in amplifier. The I–V curves due to c irradiation at different dosages are
shown in Fig. 6.101, and it can be seen that c irradiation caused a negligible effect
on the reverse-biased dark current.

The ideality factors and Schottky barrier heights due to variable dosages were
demonstrated in Fig. 6.101 and showed a decreasing trend with an increase in
dosage.

The C–f curves with a zero bias voltage due to variable dosages of c irradiation
were shown as Fig. 6.102.

As illustrated in Fig. 6.102, the capacitance decreased as the frequency increased
for the detectors which had not been irradiated by c ray. The c irradiation with a
dosage of 0.5 Mrad had no impact and the C–f curves remained basically
unchanged compared to the samples without irradiation. As the irradiation dosage
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further increased to above 2 Mrad, the frequency feature began to deviate from its
normal shape, wherein the capacitance at low frequencies began to decrease and the
amplitude of the reduction was even an order of magnitude for a dosage of
30 Mrad. Continuous annealing at low temperature was conducted for the detectors
due to an irradiation of 30 Mrad, and no obvious restoration appeared after 3 days.
The fact that the capacitance of the detectors showed a variation when scanned from
low frequency to high frequency was attributed to the existence of deep energy
levels in the materials. The ionization rate varies with biased voltage if deep energy
levels are present in the junction, which leads to the result that the response time of
the systems will not make the capacitance vary with a very low frequency. So, the
capacitance at a low frequency would be larger than that at a high frequency. This
frequency effect on the capacitance is not obvious for the junctions with low density
of traps. However, a high density of traps will cause a serious frequency effect on
the capacitance. It could be concluded that the deviation of C–f curves was owing to
the defect levels generated by c irradiation.

The response spectra of the AlGaN detectors due to various dosages of c irra-
diation were demonstrated in Fig. 6.103. It showed that a radiation dosage of no
more than 2 Mrad played no evident effect on the responsivity of the detectors.
However, an obvious reduction would be brought to light when the dosage was
raised to 30 Mrad, which was illustrated in Table 6.11.
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Table 6.11 Ideality factor, Schottky barrier height and peak responsivity of AlGaN Schottky
diodes before and after c irradiation

Dose/Mrad Ideality factor Barrier height/eV Responsivity/A/W

0 1.09 0.74 0.058

0.5 1.11 0.77 0.055

2 1.09 0.75 0.068

30 1.07 0.71 0.008

30(3 days in room temperature) 1.08 0.71 0.015
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Defect energy levels act as recombination centers in semiconductors. The
excessive carriers generated by incident UV light would be eliminated by recom-
bination through these recombination centers, which could lead to a decrease of the
responsivity of the UV detectors. No restoration happened to the samples subjected
to the largest radiation dosage after 3 days of room temperature annealing.

6.5.4 Irradiation Hardening Study of the GaN-Based UV
Detectors

1. Irradiation effects of GaN-based p–i–n UV detectors passivated by different
dielectrics

Surface passivation of the semiconductor devices could not only result in a decrease
of the surface leakage current and an improvement of the performance and stability
but also a hardening effect for the devices operating in a irradiation environment.
For high-performance UV detectors, an excellent passivating dielectric layer is
needed which could provide a low density of interface states and a high trans-
mittance in the ultraviolet region.

The passivation effect of different dielectrics on GaN detectors could be eval-
uated by their performance and irradiation tolerance. SiN film could provide a more
superior insulativity and irradiation hardening nature than SiO2. In the following
section, the influences in the performance and irradiation tolerance due to irradia-
tion by electrons and protons with various dosages that the different dielectrics (i.e.,
SiO2 and SiN) had on the GaN-based UV detectors is discussed and analyzed.

The p-i-n mesa type GaN-based UV detectors were studied. The structure of the
epilayer material was as follows: an AlN buffer layer of 20 nm was deposited on the
(0001) sapphire substrate at 550 °degrees centigradsse followed by an n-type GaN
epilayer of 2.5 lm with a dopant density of 5 � 1018 cm−3 at 1100 °C, and an
intrinsic GaN layer of 0.4 lm with an electron density of 4 � 1016 cm−3 was then
epitaxially grown with a following p-type Al0.1Ga0.9N layer of 0.15 lm the hole
density which was 3 � 1017 cm−3. The fabrication of the detectors was as follows:
After a typical surface cleaning using organ solvents for the epilayer material, the p
contact of Ni/Au of 20 nm/20 nm was deposited by electron evaporation with an
annealing at 550° C for 1 min in order to form an Ohmic contact. Then the sample
was delineated into several mesa pixels by an Ar ion dry etch to the n-type layer
followed by deposition of SiN or SiO2 as surface passivating layer respectively
whose thickness was 200–300 nm. Thereafter, the n contact of In/Au alloy was
deposited by sputtering method following after a selective wet etching of SiN or
SiO2 with buffered HF etchant.
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2. Irradiation effects on GaN-based p–i–n ultraviolet detectors passivated by SiN
and SiO2

SiN and SiO2 layers were used for surface passivation respectively, and a
comparative study of electron irradiation was carried out for the resulting detectors.
Electron irradiation was taken using a pulsed ILU-8 accelerator, and the energy of
the electron is 0.8 MeV, and the dosages are 5 � 1014, 5 � 1015, and 5 � 1016

n/cm2, respectively.
Eight UV detectors passivated by SiN layers together with the same number of

those passivated by SiO2 layer were irradiated with electrons at the same time, and
the performance of these detectors were measured under the same condition. The I–
V curves were measured successively after the detectors being exposed to the same
irradiation dosage with a successive increase shown in Fig. 6.104. The dark current
of the detectors without being exposed to irradiation passivated by SiN layer was
1 � 10−10 A when being biased by −5 V. No obvious change occurred to the dark
current when the detectors were irradiated with relatively small dosages of 5 � 1014

and 5 � 1015 n/cm2. However, an increase of one order of magnitude appeared due
to a large dosage of 5 � 1016 n/cm2. For the detectors passivated by SiO2 layer, the
dark current was 1 � 10−10 A when biased by −5 V without being exposed to
irradiation. Slight increases occurred to the dark current when the detectors were
irradiated with relatively small dosages of 5 � 1014 and 5 � 1015 n/cm2, respec-
tively; however, an increase of two orders of magnitude appeared due to a large
dosage of 5 � 1016 n/cm2.

The dark current of detectors passivated by different layers were illustrated in
Fig. 6.105 due to electron irradiation of variable dosages when being biased by
−5 V. It could be concluded that the threshold dosage due to which the dark current
began to increase drastically was one order of magnitude bigger for the detectors
passivated by SiN than those by SiO2.

The responsivity spectra with electron irradiation dosages are shown as
Fig. 6.106. It can be seen that the responsivity would decrease from 0.054 A/W to
0.050 A/W for the detectors passivated by SiN layer due to a dosage no more than
5 � 1016 n/cm2, while from 0.072 A/W to 0.067 A/W for those passivated by SiO2

layer due to the same dosage. The conclusion could therefore arrive that the electron
irradiation had a negligible influence on the responsivity spectra of the GaN-based
UV detectors.

It has been mentioned in the Sect. 6.5.2 that the intensity of main peak of PL
spectra decreased drastically after the GaN materials were subjected to electron
irradiation of the same dosage. The influence of 1 MeV electron irradiation on
AlGaN materials was also studied by Hogsed [169], and four new energy levels
marked as R1(0.15 ± 0.02 eV), R2(0.21 ± 0.02 eV), R3(0.26 ± 0.02 eV) and R4
(0.33 ± 0.02 eV) were found in AlGaN materials after being subjected to electron
irradiation of 9 � 1016 n/cm2 at 100 K. The energy levels of R1 and R2 were
considered to be related to the nitrogen vacancies in AlGaN, and the R4 was unique
to the materials subjected to electron irradiation. The detectors which were studied
were exposed to electron irradiation consisted of a p-type layer of Al0.1Ga0.9N, and
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the increase of negatively biased dark current due to irradiation was attributed to the
deep defect energy levels induced by electron irradiation. As recombination centers,
the deep levels would act as the source of excessive dark current when being
negatively biased by releasing captured electrons and holes before recombination
happened, and an obvious increase happened to the dark current as a result.
Moreover, it has been manifested that new interface states could be induced
between the passivation layers and GaN by electron irradiation studies of SiN/GaN
and SiO2/GaN MIS devices. These new interface states also acted as recombination
centers and resulted in the increase of the dark current. The increase of dark current
caused by electron irradiation was generally due to the recombination of both
failure mechanisms mentioned above.

Although electron irradiation played a prominent role in the decrease of dark
current, it exerted a negligible impact on the responsivity of the detectors.
Meanwhile, considering the fact that the processes in the fabrication of detectors
such as dry etching could influence the performance of the completed detectors by
introducing damage or defects to the materials, it could be concluded that only
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displacement effects of irradiation would lead to an obvious deterioration effect. So,
the reason why electron irradiation exerted a negligible impact on the responsivity
of the detectors is that the collection of the photo generated carriers was not affected
by induced defect levels, and the ionization effect of irradiation played a more
important role in spite of the fact that both displacement and ionization effects were
present in the irradiation experiments.

3. Proton irradiation effects of GaN-based UV detectors

In order to make a comparison with electron irradiation of GaN-based p–i–n UV
detectors, proton irradiation with variable dosages at room temperatures was carried
out for the detectors made of the same material and fabrication procedures with zero
bias exerted. The energy of the protons was 2 MeV, and the dosages were 5 � 1014

and 2 � 1015 n/cm2, respectively.
Eighteen detectors were selected for the proton irradiation, and six failed to

provide photo signals when being exposed to irradiation of three continual dosages,
which meant that 33 % of the total detectors had failed to work. In comparison, the
failure rate in the electron irradiation was only 13 %.

In order to make a comparison with electron irradiation of GaN-based p–i–n UV
detectors, proton irradiation with dosages of 5 � 1014 and 2 � 1015 n/cm2 was
carried out, and I–V curves were measured before and after irradiation. It was found
that an obvious increase happened to the negatively biased dark current when the
detectors were irradiated with a dosage of 5 � 1014 n/cm2, as shown in Fig. 6.107.
Although the conclusion could not be arrived at that the irradiation effect of protons
on negatively biased dark current was more serious than that of electron, for the
dark current of the detectors used for proton irradiation was smaller than that for
electron irradiation experiments from the beginning. Without being irradiated, it
could still be illustrated that proton irradiation affected the positively biased dark
current, wherein the turn-on voltage increased and the current after turn-on
decreased with detectors being exposed to irradiation of 2 � 1015 n/cm2.
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In comparison with electron irradiation, proton irradiation exerted a comparable
effect on the negatively biased current but a more deteriorating effect on the pos-
itively biased current for the same dosage. This might be explained by the fact that
the same dosage of protons affected the electrical nature due to decreased con-
ductance and increased series resistance. This was coincident with the result pro-
vided in the last section that a decrease of both carrier concentration and mobility
happened for the GaN materials being irradiated by protons obtained by fitting of
Raman scattering spectra.

The responsivity spectra of the detectors before and after being irradiated are
shown in Fig. 6.109, and it can be seen that a successive reduction happened to the
responsivity with irradiation dosage being increased. The peak responsivity
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decreased from 0.12 A/W to 0.08 A/W and 0.04 A/W for the detector after being
irradiated with dosages of 5 � 1014 and 2 � 1015 n/cm2, respectively. The
responsivity also decreased obviously in the direction of short wavelengths.
Meanwhile, the position of the responsivity peak moved slightly toward the shorter
wavelength. The same condition was used for the responsivity measurement before
and after irradiation in order to improve the reliability of the obtained results and
avoid the deviation of results due to the variation of the measurement condition.
The responsivity peak of the detectors used for proton irradiation was 363 nm
before irradiation. The detectors were divided into two groups for the proton
irradiation experiment of the same dosage. The peak position changed after the
detectors were irradiated and moved in the direction of shorter wavelength as
dosage increased.

As discussed in Sect. 6.5.1, it could be concluded that the reduction of the
intensity and blue-shift of the main peak position of the PL spectrum occurred when
unintentially doped GaN samples were proton irradiated with dosages of 5 � 1014,
2 � 1015, and 1 � 1016 n/cm2, respectively. This result might be interpreted from
the blue-shift of responsivity peak of GaN-based p–i–n detectors after being irra-
diated by protons. Moreover, the defect levels induced by irradiation acted as
recombination centers and led to a loss of photon-generated excessive carriers
through recombination. As a consequence, responsivity would decrease drastically
for the detectors being exposed to proton irradiation. It was concluded that both
displacement and ionization effects resulted in the failure of the detectors subjected
to proton irradiation.

The biggest threat to the spacecraft around the earth is the inner and outer Van
Allen Belts over the equator which mainly consists of high-energy protons of
30–100 MeV and electrons of 0.4–1 MeV. The energy of the irradiating electrons
and protons were 0.8 and 2 MeV, respectively in the experiments. It could be
concluded from the above results that the proton irradiation would cause a more
obvious electrical damage in the GaN materials than electron irradiation of the same
dosage because the mass of a proton is 1836 times greater than that of an electron.
According to Ionascut’s results [170], the Rutherford scattering cross section of
2 MeV protons is 214 times larger than 2.5 MeV electrons, the detectors will be
more affected by the irradiation of protons than of electrons.

4. Irradiation effects on AlGaN ultraviolet detectors

Up to now most of the studies about the irradiation effects are focused on GaN
materials and detectors, and few are about the same effects on the AlGaN materials
and detectors. This was due not only to the increased difficulty in acquiring
high-quality AlGaN materials but also the limitation of analysis techniques for the
materials with large energy band gap such as AlGaN [149, 169]. Recently, a
preliminary study on the irradiation effects of AlGaN materials was carried out by a
group from Russia led by Polyakov [145, 146]. These studies found that the Fermi
level could be pinned to a level of 0.35 eV below the conduction band by fast
neutron irradiation according to their results, in which only AlGaN Schottky and
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HEMT devices were mentioned. So a gap still exists in the knowledge of irradiation
effects of AlGaN materials and detectors, and it is the following section that would
fill the gap in which the preliminary research was taken to explore these effects on
AlGaN p–i–n UV detectors by means of I–V and responsivity spectrum
measurements.

The p–i–n mesa type AlGaN UV detectors were studied. The structure of the
epilayer material was as follows: an AlN buffer layer was deposited on the sapphire
substrate followed by an n-type Al0.35Ga0.65N epilayer of 0.55 lm, and an intrinsic
Al0.35Ga0.65N layer of 0.22 lm was then epitaxially grown with a following p-type
GaN layer of 0.15 lm. The fabrication of the detectors was as follows: After the p
contact was formed by electron evaporation, the sample was delineated into several
mesa pixels by an Ar ion dry etching to the n-type layer followed by deposition of
SiO2 of 200 nm as surface passivating layer by PECVD followed by a selective wet
etching of SiO2 with a buffered HF etchant. Thereafter, the n contact of Ti/Al/Ti/Au
alloy was deposited by electron evaporation followed by annealing for 30 s at a
temperature of 750 °centigrade in order to form Ohmic contacts. In order to perform
an evaluation of the role of the passivation layer in the irradiation effect, two
comparative groups of detectors were fabricated of which one was passivated with
SiO2 and the other was not. Electron irradiation was performed using a pulsed
ILU-8 accelerator, with the energy of the electron being 0.8 MeV, and the dosages
are 5 � 1014, 5 � 1015, and 5 � 1016 n/cm2, respectively.

The measurements and electron irradiation studies were carried out as soon as
the detector samples were completed to avoid the possibility that the performance of
the detectors might be affected due to their being laid aside for a long time which
could misguide the irradiation effect studies. The I–V curves of the detectors before
and after being irradiated are shown in Fig. 6.109.

It is illustrated by Fig. 6.109 that the dark current of the detectors being −5 V
biased was 2 � 10−10 A and 5 � 10−9 A, respectively for those without a passi-
vation layer and those passivated with SiO2. The dark current of the former group
was nearly one order of magnitude lower than the latter. This was due to the fact
that the dark current of the AlGaN mesa type detectors with a fresh surface was
fairly low. However, as the exposure time in the atmosphere environment increased,
the dark current increased drastically for the reason of the surface being oxidized
and polluted, and this provoked the necessity of a surface passivation layer. It can
be seen that, for the detectors without passivation, negligible variation occurred to
the dark current for the first low irradiation dosages. As the irradiation dosage
increased to 5 � 1016 n/cm2, the dark current was 3 � 10−9 A which was one order
of magnitude larger than that without being irradiated. For the detectors with
passivation, the dark current was 1.8 � 10−7 A which was also one order of
magnitude larger as the irradiation dosage increased to 5 � 1016 n/cm2.

It could concluded that the physical mechanism behind the increase of the dark
current of the detectors being irradiated consisted of not only the influence of the
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interface states between the passivation layer and the semiconductor surface which
were induced by electron irradiation but also the defect energy levels in the AlGaN
materials which acted as recombination centers. It can be concluded that these
recombination centers were induced by irradiation results from the fact that a
similar increase happened to the dark current for the detectors with surface being
passivated not.

The responsivity spectra of the detectors were also measured before and after
electron irradiation and the irradiation effects were assessed. The responsivity was
small for the reason of frontside illumination and the peak wavelength was 303 nm.
The measurement procedure was as follows: First, the power spectrum of the UV
light source was obtained by the measurement of a standard Si detector whose
responsivity spectrum had been provided by the manufacturer. Then the signals of
the AlGaN detectors were tested, and lastly the responsivity spectra per watt were
achieved by the calculation of the signals over the spectral power of the UV light
source. For the detectors without passivation, a slight decrease in the shorter
wavelength direction happened to the signal of the detectors when subjected to
electron irradiation of the first two dosages, and a more obvious change happened
for the third dosage, which is shown in Fig. 6.110a. It could be seen that a
tail-shaped extension appeared in the long wavelength direction after irradiation
wherein the curve was low and flat before irradiation due to the wavelength being
larger than the cutoff wavelength of the device. The responsivity in the shorter
wavelength also became larger. These phenomena were common to the detectors
being passivated and uncommon to the unpassivated ones for which the only result
was the decrease of signal as shown in Fig. 6.110b. All the spectra presented here
were measured as one batch without any variation to the instrumental setup.

A lump in the region of 320–370 nm was also found in the spectra of the
detectors without a passivation layer which only happened when the detectors were
subjected to irradiation of a large dosage level. It was thought that this was related
to the creation of new defect levels in the forbidden band by electron irradiation.
These newly generated levels not only influenced the responsivity in the shorter
wavelength but also contributed to the responsivity at the corresponding transition
wavelength between the defect levels and conduction or valence band. Due to the
fact that these phenomena were not found for the detectors without passivation
layer, it could be concluded that the SiO2 played an important role for the irradi-
ation hardening of the detectors in spite of the creation of defect states at the
interface between SiO2 and AlGaN.

Irradiation effects were also studied for GaN detectors without a passivation
layer in order to make a comparison with the AlGaN detectors. GaN detectors were
manufactured without being passivated and irradiated together with the above
mentioned AlGaN detectors. The responsivity spectra were also measured and no
obvious change in the shape of the curves occurred which was similar to the result
of AlGaN detectors with passivation layer. This result therefore indicated the
necessity of the irradiation effect study of AlGaN materials and detectors.
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6.6 Imaging and Application of UV Focal Plane Assembly

UV focal plane assemblies and imaging systems with the response wavelengths
covering 240–280 nm, 300–365 nm or both visible- and solar-blind wavebands
will be introduced in this section [171, 172]. UV imaging experiments were
completed for some near objects and long distant scenes. Additionally, some aerial
photographs are displayed.

6.6.1 Imaging of Quartz Tube Heated
by Oxyhydrogen Flame

Figure 6.111 shows an experiment of UV imaging for a quartz tube heated by
oxyhydrogen flame. Figure 6.111a is a photograph shot by a visible light camera.
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Figures 6.111b and c are the photographs, respectively shot by the visible-blind
channel and solar-blind channel of a 128 � 1 GaN based, two band focal plane
array. The photograph in the solar-blind channel was obtained when the tempera-
ture of quartz tube is close to its melting point. At this time, the quartz tube will
generate a strong UV radiant flux. Figure 6.111d is a fused image of both pho-
tographs shot by visible-blind channel and solar-blind channel.

6.6.2 Imaging in Visible-Blind Waveband

At the end of 2008, a push broom scanner with a 512 � 1 GaN-based visible-blind
UV linear detector was made in the Shanghai Institute of Technical Physics, CAS.
Figure 6.112 shows a picture of a light rail track and an elevated roadway obtained
by using this scanner. The response of the detector in visible-blind waveband was

Fig. 6.111 UV imaging experiments for quartz tube heated by oxyhydrogen flame a photograph
taken by visible light camera, b photograph of visible-blind waveband imaging, c photograph of
solar-blind waveband imaging, d photograph obtained by using image fuse technique based on the
photographs in (b) and (c)

Fig. 6.112 Visible-blind waveband imaging of light rail track and elevated roadway in Shanghai
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realized by selecting a suitable material composition. The optical system of the
scanner has high transmission and the detector has high sensitivity. The weight and
power of the scanner with a simple structure are less than 9 kg and 9 W
respectively.

6.6.3 Imaging of Outside Scene

Figure 6.113 shows a building in clouds as background, which is a result of long
distant scene imaging experiment. Shanghai Jinmao Building can be seen in the
photograph. Jinmao Building can be seen in visible light camera, as indicated by the
circle in Fig. 6.113a and has a distance of 6 km from the imaging system. The
image of visible-blind waveband is shown in Fig. 6.113b, Jinmao Building can be
also observed clearly. This means that the visible-blind UV detector can be well
used for long distant imaging.

6.6.4 Aerial UV Photographs of Oil on Sea Surface

In September 2009, the UV imaging system made by Shanghai Institute of
Technical Physics, CAS, was used in the aerial photography experiment. The target
is an oil slick in sea area of Bohai, China. The experimental result is shown in
Fig. 6.114. The feasibility of UV imaging to the oil target on sea surface was
confirmed. A visible light camera with two channels (565 nm for channel 1 with

Fig. 6.113 Experimental results of long distant scene imaging a gray photograph of visible light
imaging, b photograph of visible-blind waveband imaging
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bandwidth of 20 and 670 nm for channel 2 with bandwidth of 20 nm) is mounted in
the imaging system besides of UV push broom scanner. The color photograph was
obtained by image fusion technique of UV and visible light. The result shows than
the oil slick can be detected more sensitively in visible-blind waveband than in
visible light waveband.

6.7 Summary

The chip, fabricating process, and reliability of AlGaN detectors are introduced in
this chapter. The principle and state of the art of AlGaN focal plane arrays, the basic
structure of RCE UV detectors, the design and processing of the detectors, and
irradiation effects of the detectors, are discussed systematically.

Compared with Si-based enhanced photoelectric diodes, solar-blind AlGaN UV
detectors have a high rejection ratio to visible light for UV detection. The
back-illuminated p-i-n diode is the main device structure for a UV detector, which
has a high fill factor and can be easily connected with a Si-based readout circuit for
linear or array fabrication. The photoelectric response characteristic of AlGaN UV
detectors is analyzed systematically according to the design theory of photoelectric
diodes and properties of UV film materials. An optimum device structure is
obtained. In order to obtain high-quantum efficiency, suitable bandwidth, quick
response time, and narrow-band response, a RCE UV detector can be used. The
design and experiments for the basic structure of a RCE UV detector are introduced.

Fig. 6.114 Photograph of the oil target in sea area of Bohai obtained by the aerial photography
experiment

6.6 Imaging and Application of UV Focal Plane Assembly 585



The overall design and experimental demonstration of RCE single-color and
two-color UV detectors are completed.

Because there are strong chemical bonds between the atoms, AlGaN film
materials have wide band gaps. Compared with traditional processing technology of
the semiconductors (Si, Ge, and GaAs etc.), the processing of AlGaN UV devices
faces new problems in Ohmic contacts, mosaic etching, and passivation. By
studying the mosaic etching technique, it was found that the composite etching
technique of ICP and wet etching can not only obtain good mosaic structure but
also efficiently remove the physical damage formed in etching process. The main
leakage current of the AlGaN UV devices at zero bias is the surface leakage
induced by mosaic etching. The annealed SiO2 passivation film deposited by
PECVD is a better passivation technique to reduce surface leakage current.
Ti/Al-based multilayer alloy film after annealing can form good Ohm contact with
n-type AlGaN material. For the p-type AlGaN materials with large composition, it
is still difficult to prepare good Ohmic electrodes at this time. Because p-type GaN
material has a high work function and a low carrier concentration, the Ohmic
contact can be improved by using a p-type GaN cap layer as a transition layer
between the metal and p-type AlGaN.

The influence of ionizing radiation on detectors is very important for their
applications in aerospace and military fields. By measuring the Raman spec-
troscopy of AlGaN materials irradiated by electrons and protons with different
dosages, it was found that the Raman spectroscopy shows a displacement in peak
frequency and the carrier concentration of the material will decrease as well. The
experimental results for the photoluminescence spectrum show that the density of
the spectrum will decrease and the frequency of main emission peak will move
toward short wavelengths after the materials were irradiated by electrons and
protons. The above phenomena may be caused by the defect energies induced by
the irradiation. The experimental results also show that the effect of electron irra-
diation is a little weaker than that of proton irradiation. The variations of I–V curves
and response spectrum of the detectors after the electron and proton irradiation with
different dosages show that the leakage currents of GaN-based p–i–n device will
increase. The responsivity of the detector does not change significantly after
electron irradiation, while proton irradiation will make the responsivity of detector
decline. The peak of the response spectrum will have a small displacement in the
short-wave direction. This means that the influence of the proton irradiation on the
detector is larger than that of electron irradiation. The influence of different pas-
sivation techniques on electron irradiation effects of AlGaN-based p–i–n UV
detectors was also investigated. The results show that the leakage currents of the
detectors will increase after the irradiation. The response spectrum of the detector
without a passivation cap layer will change. The experimental results show that
SiO2 passivation layer can increase the ability of the detectors to withstand radiation
effects. The properties of I–V curves, C–f curves, and response spectrum of the
detectors after c irradiation do not change obviously. But the Schottky barriers of
metal-semiconductor contacts of the detectors will decrease after c irradiation.
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The applications of UV linear and array detectors with single-color response in
visible-blind waveband and two-color responses in both visible-and solar-blind
wavebands are introduced at the end of this chapter. The imaging results for near
objects, long distance scenes, and the oil on the sea surface show that UV detection
can play an important role in the applications of low altitude and high altitude
imaging techniques.
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Chapter 7
Readout Integrated Circuit, Measurement,
and Testing Technology for Advanced
Focal Plane Array

7.1 Introduction

An infrared focal plane array (IRFPA) is an advanced imaging sensor with the
ability to detect, acquire, and process infrared information. Generally, an IRFPA is
composed of a photodiode array and specific readout integrated circuits. Being
irradiated by infrared spectrum, each photodiode will generate the photocurrent
corresponding to the energy of the radiation, and the photocurrent is processed and
amplified to output by a readout integrated circuit (ROIC). The first-generation and
second-generation infrared focal plane arrays have played an important role in the
field of space, military, and civilian industries. In recent years, the third generation
of IRFPA has been successfully developed with the characterization of high res-
olution, multicolor, and so on.

The ROIC is generally fabricated using standard CMOS integrated circuit tech-
nology. Primary functions of the ROIC are included as follows: to provide an
adjustable bias voltage for the detector, to convert the photocurrent signal generated
by the detector into the voltage signal, and to amplify and process signals along with
time multiplexing of data from many detectors to just a minimum number of outputs.
Basic elements of the ROIC include the input stage circuit signal preamplifiers, data
multiplexers, and output video amplifiers. Since the basic architecture of the ROIC
has been established with the development of infrared focal plane technology, more
attention has been paid to enhance the signal process capability of IRFPA, and
system on chip (SOC) has become an important development trend for IRFPA. First,
an IRFPA is required to have various working modes to enhance the flexibility of
application for the infrared imaging system. Second, the analog-to-digital conver-
sion function is integrated on a readout circuit chip to eliminate signal noise and
cross talk coupling problems caused by a long analog signal chain. By now, with the
proposed concept of Focal Plane Processor (FPP), nonuniformity correction and
other digital signal processing functions have been incorporated into IRFPA not only
to meet the higher ability for real-time signal processing, but also to promote the
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miniaturization for infrared imaging systems. The implementation of a digital focal
plane device with flexible operating modes and signal processing functions has been
the trend of development for IRFPA, which demands the ROIC to be a SOC chip
including functions with preamplification, digital signal processing, and output.
With the development of Very-Large-Scale Integrated Circuits (VLSI) technology,
the complicated SOC chip for infrared application has become technically possible
by the shrinking of feature size and the increasing of integration level. Recently,
many papers for infrared FPP are reported from Raytheon, LETI and Israel SCD
companies. Raytheon has developed an Application-Specific Integrated Circuit
(ASIC) with a 12-bit resolution analog-to-digital converter (ADC), and implemented
the integration with 2048 � 2048 infrared focal plane device by the use of
three-dimensional multilayer packaging technology [1]. In 2009, the Israel SCD
Company developed a 640 � 512 FPP integrating a 12-bit resolution ADC and
nonuniform correction function [2].

In this chapter, the development of ROIC is discussed. Dual-band ROIC design
is then introduced, and the conventional and proposed topologies are presented. The
implementation of a dual-band ROIC is illustrated. Second, the digital transmission
SOC for IRFPA is explored in detail, including system architecture, topologies, and
algorithms for ADC on focal plane, design, and implementation of ADC. Finally,
since the focal plane testing technology is the basis of the evaluation for focal plane
devices, testing techniques for ultraviolet and IRFPA are displayed separately.

7.2 Introduction and Development for Readout Integrated
Circuit

Being an important part of IRFPA for processing photocurrent signal generated by
the infrared detector array, the ROIC is generally provided with functions of
photocurrent conversion, amplification, and buffered output. Applied in IRFPAs for
detecting different wavelengths of infrared radiation, the ROIC may employ dif-
ferent topologies for the input stage circuit, including Self-Integrator (SI), Direct
Injection (DI), Buffered Direct Injection (BDI), Source Follower Detector (SFD),
Capacitance Trans-impedance Amplifier (CTIA), Gate Modulation Injection (GMI),
and so on. Each topology may have respective advantages and disadvantages.
Figure 7.1 is the schematic diagram of an ROIC with a 320 � 256 pixel array,
which mainly consisted of the pixel array, column amplifier circuit, output ampli-
fied circuit, row address decoder, column address decoder, and timing control
circuit. The output signal of the ROIC is in analog form. Since the analog signal is
susceptible to various noise disturbances such as cross talk, clock jitter, and elec-
tromagnetic interference along the signal processing chain, a digital transmission
SOC for the IRFPA could eliminate such noise sources related to analog trans-
mission. Throughout current research in IRFPA, the development of the ROIC is on
the way to digitalization.
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Through the development to now, the basic circuit architecture of the ROIC has
been confirmed, and more attention is turning to enhance the potential capability for
IRFPA and reduce the complexity of the system. Therefore, SOC is becoming an
important development trend for ROIC.

The development trend of SOC for ROIC includes the following:

(1) Simplification of interface

With the improvement of microelectronics technology and circuit design, the
ROIC is capable of providing bias voltages and timing control signals on chip,
thereby greatly reducing the number of external pins for IRFPA. The external
interface will become simpler. Digital and fiber-optic interfaces are becoming the
development trend.

(2) Flexible IRFPA

In addition to the increasing array scale for IRFPA, the ROIC is provided with a
windowing function, which allows a large array IRFPA (such as 640 � 480 or
1024 � 1024) to work as a low frame rate acquisition sensor with a wide visual
field, high sensitivity, and moderate pixel rate, meanwhile allowing the IRFPA to
read out a narrow visual field (such as 64 � 64, programmable) at a high frame rate
when the pixel rate is still moderate.

ROW 256

ROW 1

Unit
1*256

Unit
320*256

Unit
1*1

Unit
320*1

The
Row

Address
Control

Column amplifier

Control
Logic
Circuit

data

Timing

Mode control Col1 Col320

output

Column address control

Output amplifier

Fig. 7.1 The schematic diagram of an ROIC with a 320 � 256 pixel array
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(3) Standardization for universal application

In recent years, commercial companies for IRFPA have developed several
standardized ROICs for the universal application. For example, the standardized
640 � 512 ROIC from the Indigo Company is designed for hybridization with
various infrared detectors such as InSb, MCT, QWIP, InGaAs, etc., and is suitable
for applications ranging from handheld infrared viewers to high-speed industrial
infrared imaging systems [3]. The standardized ROIC is a sign of maturity for
infrared focal plane technology and the result from the industrialization for ROIC.

(4) The enhancement of capability for signal processing

The new generation IRFPA demands higher resolution, smaller size, lighter
weight, and lower power consumption. To solve these problems, new methods have
to be introduced in the design of ROIC. Integrating more signal processing func-
tionality and the ADC at system level into the focal plane has become the top
priority of the development. By achieving analog-to-digital conversion on the focal
plane, the low-noise and narrow-bandwidth analog signal does not have to be
multiplexed into a wide-bandwidth analog channel, thus greatly increasing the
response speed of the device at low temperature, eliminating the signal noise and
cross talk coupling problem brought by the long analog signal chain, and directly
providing the digital signal to post-stage circuits for processing.

With the integration of analog-to-digital conversion, the signal processing
function of the ROIC will be greatly enhanced, including not only the preamplifier,
the nonuniformity correction, analog-to-digital conversion, but also the memory,
image intensification, image compression, feature extraction, and other image
processing functionalities. Thereby the ROIC is enabling an intelligent focal plane
assembly so as to greatly improve the system performance and portability of
IRFPA.

With the development of microelectronic technology, the feature size of tran-
sistors is becoming smaller, and more complex circuits could be integrated into a
limited area. The function of the ROIC will be much more powerful, and the
development trend of SOC is becoming evident.

7.3 Dual-Band Readout Integrate Circuit

In recent years, in order to meet the demanding requirement for the IRFPA in terms
of strategic and tactical application, not only is the size of pixel array increasing and
the pitch of the pixels reducing for the single-band focal plane device, but also the
integrated dual-band focal plane device has reached a high level of development.
A dual-band IRFPA is capable of simultaneously acquiring the information from
two bands of the infrared spectrum for the same input source so as to suppress a
complex background. A dual-band IRFPA is provided with the function extending
from just the detection of a target to the identification of the target, and eventually
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with the function of quick discrimination of the target. Since dual-band IRFPAs
play a significant role in military applications such as surveillance, early warning,
and antimissile interception, it has been the research focus for IRFPA. Dual-band
IRFPAs have a variety of combinations, in which the most common types are
SWIR/MWIR, MWIR1/MWIR2, MWIR/LWIR, and LWIR1/LWIR2. The United
States and France are in the leading group due to their earlier research and more
advanced technology. Using the mode of Time-Division Multiplexed Integration
(TDMI), the 1280 � 720 MWIR/LWIR IRFPA from Raytheon Vision Systems of
the United States has been the largest dual-band IRFPA based on the material of
HgCdTe up to now [4].

Compared to the single-band IRFPA, the dual-band IRFPA has the characteristic
of high integration, high reliability, ultra-high speed and miniaturization, which
greatly lowers the system’s design, size, weight, and cost. It can simultaneously
obtain the two bands of target information in the same radiation field, thus obtaining
more meaningful target information and the benefit of eliminating false signals. An
early dual-band infrared system is made up of two discrete single-band IRFPA
detectors, which makes it difficult to ensure the spatial consistency and requires a
complex optical system, independent cryogenic system, and complicated image
processing technique. However, the integrated dual-band IRFPA not only ensures
the spatial consistency of images for different infrared bands, but also greatly
reduces the size of system, the complexity of system, and the requirement for
refrigeration. In general, an infrared system composed of an integrated dual-band
IRFPA can synchronously acquire information of target on two infrared bands in
space and time, can make the suppression and identification for complicated
background, can detect the target signal quickly and effectively, and can reduce the
false alarm rate to improve the detection efficiency and accuracy in early warning,
searching, and tracking system, thus significantly enhancing the performance of
infrared imaging system and versatility in various weapon platforms.

The dual-band ROICs can convert the current signal of two bands received by
the detector into the voltage signal through integration and output, thus realizing the
independent information for signals of two bands. The capability of dual-band
ROICs is directly relative to the performance of two-color IRFPA. In 1998, the
American Lockheed Martin Company developed the simultaneous MW/LW
dual-band MOVPE HgCdTe 64 � 64 IRFPA and the corresponding dual-band
ROIC [5]. The detector pixel of IRFPA consists of two back-to-back MW/LW
photodiodes. The input stage circuit of dual-band ROIC uses the DI architecture. In
addition, the ROIC adopts Lockheed Martin’s circuit algorithm of Compact Signal
Averager (CSA) which has two integration capacitors, respectively, for MW and
LW in each cell to achieve the separated integration of both bands, where the LW
integration capacitor floats over the MW integration capacitor.

In 2002, a 128 � 128 MWIR1/MWIR2 dual-band IRFPA and ROIC were
reported by the French LETI laboratory [6]. The detector structure is n+ppn with a
single indium bump and is operated in the sequence mode. The DI structure is
applied for the input stage of the ROIC, where two integration capacitors are used
for the photocurrent integration process of the two bands and the output signals can
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be divided into two paths for synchronous readout. In 2005, Santa Barbara
Research Center introduced the Time-Division Multiplexing (TDM) and
Sub-Frame Average (SFA) technology [7].

The main function of the input stage circuit of ROIC is integrating the pho-
tocurrent generated by the detector and transforming the current signal to a voltage
signal for amplification. The performance of the input stage circuit has the great
influence on the whole performance of the ROIC and IRFPA. Since the circuit
topology of the dual-band ROIC is dependent on the structure of detector, the
research and design of the input stage circuit, which determines the performance of
the dual-band IRFPA, is crucial. The two-color IR detectors and signal processing
circuit structure are shown in Table 7.1. Table 7.2 displays the performance of
multicolor IRFPAs.

7.3.1 Conventional Topologies of a Dual-Band ROIC

Different structures of the detector demand different input stage circuits to obtain
the best performance. The circuit architecture shown in Fig. 7.2 is applied for a
simultaneous dual-band IR detector, which is the vertical integration of two discrete
photodiodes with same polar direction. Since this structure does not produce a
mixed signal, the simultaneous operation mode can be easily achieved if each pixel
contains two independent input stage circuits for a single spectral band. Simply
speaking, this circuit is a mosaic of two single-band readout circuits. Many struc-
tures can be applied in the input stage circuit for each band of this type of detector,
including SI, DI, BDI, GMI, and CTIA. The specific architecture can be adopted
with the demanding of performance.

Figure 7.2 shows the DI structure of input stage circuits for two pixels. D1_1 and
D1_2 are detectors for one band. C1_1 and C1_2 are integration capacitors of D1_1
and D1_2, respectively. Similarly, D2_1 and D2_2 are detectors for another band.
C2_1 and C2_2 are integration capacitors of D2_1 and D2_2, respectively. D1_1
andD2_1 are in a pixel, andD1_2 andD2_2 are in another. Where,Ustart is the initial
pulse of circuit, Vreset is the reset voltage of the integration capacitor, and Ureset

controls the reset of integration capacitor. Vg1 is the gate bias voltage of input
transistors G1_1 and G1_2 for band 1. Similarly, Vg2 is the gate bias voltage of input
transistors G2_1 and G2_2 for band2. Vg1 and Vg2 are, respectively, adjusted to
ensure that transistors G1_1, G1_2, G2_1, and G2_2 can be in the threshold zone
and simultaneously provide the low impendence interface to make the bias voltage
constant for each detector. The N terminal of each detector (a PN junction) is
respectively connected to the source terminal of integration control transistorsM1_1,
M1_2, M2_1, and M2_2 through the interconnection of the indium bump. The
working principle of circuit is as follows: in the beginning, Ustart is low and Ureset is
low, therefore the switches M1_1, M1_2, M2_1, M2_2 are turned off and the
switches S1_1, S1_2, S2_1, S2_2 are turned on to make the integration capacitors
C1_1, C1_2, C2_1, C2_2 reset to the Vreset. Next, Ustart is changed to high and Ureset
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is high, so the switches S1_1, S1_2, S2_1, S2_2 are turned off and the switches
M1_1, M1_2, M2_1, M2_2 are turned on to allow the photocurrents generated by
detectors D1_1, D1_2, D2_1, D2_2 to be integrated on the capacitors C1_1, C1_2,
C2_1, C2_2. When the integration process is finished, all switches M1_1, M1_2,
M2_1, M2_2 are turned off, and the current signal is transformed into the voltage
signal which will be multiplexed to the output bus Vo1 and Vo2 through each source
follower transistor O1_1, O1_2, O2_1, and O2_2 with the control of the pulse Uout1

and Uout2. After the signals are readout, Ureset is set to low to begin the next period.
Figure 7.3 shows the timing diagram of the ROIC, the rising edge of Ureset and the
rising edge of Ustart are at least at the same time or slightly overlapping. The first
rising edge of Uout has some lag with the falling edge of Ustart.

Φout1

Φout2

VddVdd Vo1Vo2Φ reset

Φ start
Vreset

Vg1 Vg2

G1_1

M1_1

D1_1

G1_2

M1_2

D1_2

G2_1

M2_1

D2_1

G2_2

M2_2

D2_2

S2_1

C2_1

S2_2

C2_2

K2_1

O2_1

K2_2

O2_2

R2_1

R2_2

S1_1

C1_1

S1_2

C1_2

R1_1

R1_2

K1_1

O1_1

K1_2

O1_2

Fig. 7.2 The DI input stage circuit for a dual-band IR detector with simultaneous operation mode

Fig. 7.3 The timing diagram of the simultaneous dual-band ROIC
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In one working period, if the integration time is T, the integration current
includes the photocurrent Is and the dark current Id, and η is injection efficiency,
then the voltage of integration capacitor Vint can be obtained as Eq. 7.1 at the end of
one working period.

Vint ¼ Vreset � gðIs þ IdÞT
C

ð7:1Þ

Equation 7.1 reveals the input stage circuit as an ideal integrator and the voltage
of integration capacitor goes down almost as a constant slope with time.

The small signal mode of DI circuit is used to analyze which circuit parameters
are concerned with the circuit’s injection efficiency, as is shown in Fig. 7.4 [8].
Where Is is the photocurrent, Ind is the dark current, Rd is the internal resistance of
the detector, Cd is the parasitic capacitor of the detector, gm is the transconductance
of the input transistor, and Inm is the noise current of the input transistor. The
injection efficiency η can be defined as

g ¼ Iint
Iphotocurrent

ð7:2Þ

Under low frequency or dc input, the injection efficiency η can be expressed as

g ¼ gmRd

1þ gmRd
ð7:3Þ

Equation 7.3 shows that the injection efficiency depends on the resistance of the
input transistor 1/gm and the internal resistance of the detector Rd, so it can be
improved by increasing gm. The gate bias of the input transistor is lower than the
threshold voltage since the input transistor is required to work in the weak inversion
region. The transition voltage from weak inversion to strong inversion is

Fig. 7.4 The small signal
mode of DI circuit
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VGS ¼ VT þ 2nkT
q

ð7:4Þ

Here, n is a constant between 1 and 2, k is the Boltzmann constant, T is the absolute
temperature, q is the electron charge, and 2kT/q is about 26 mV at room temper-
ature. In weak inversion, the drain current versus the gate-source voltage is not the
square law but the exponential relationship

IDS ¼ ID0 exp
q

nkT
VGS � VTð Þ

h i
1� exp

�q
nkT

VDS

� �h i
ð7:5Þ

Here, ID0 ¼ W
L lC0 n kT

q

� �2
; ln is the electron mobility, C0 is the oxide capacitance.

When VDS [ 3 kT
q ¼ 3Vt; the last term in (7.5) approaches unity and the equation

can be simplified as

IDS ¼ ID0 exp
ðVGS � VTÞ

nVT

� �
ð7:6Þ

So gm can be obtained as

gm ¼ @IDS
@VGS

¼ IDS
nVT

ð7:7Þ

Equation 7.7 shows that the transconductance gm is independent of W/L of the
input transistor and is proportional to the drain current.

The input stage circuit structure shown in Fig. 7.2 is simple. The bias voltage of
the detector for each band can be set independently to help the detector be at the
best working point, therefore the performance of device is relatively good.

Figure 7.5 shows the input stage circuit of ROIC which is developed for a
sequential dual-band IRFPA and adopts the DI structure. Different from the circuit
structure shown in Fig. 7.2, this structure has only one signal input terminal shared
by detectors for two bands. The structure of detector consists of two photodiodes
with vertical superposition, which respectively respond to the SWIR and MWIR
bands. The switch transistor M1 is not only the integration time control transistor of
photocurrent Isw for SWIR but also the bias control transistor of the detector.
SWINT is the integration time control pulse for SWIR, whose signal amplitude
should ensure that the M1 works in the sub-threshold region when M1 is turned on.
M1 is the integration capacitor for the SWIR photocurrent signal. M1 is the reset
switch of M1 and RST1 is the corresponding reset control pulse. Similarly, M2 is
the integration time and bias control transistor of the photocurrent Imw for MWIR.
MWINT is the integration time control pulse providing the voltage for M2 to work
in the sub-threshold region. C2, S2, and RST2 represent, respectively, the inte-
gration capacitor, the reset switch of integration capacitor, and the reset control
pulse. Vcon is the bias for the common terminal of the detector and is also a pulse
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signal. The circuit working process is as follows: at the beginning, RST1 is high
and S1 is turned on to make C1 reset to the zero potential, RST2 is low and S2 is
open to make C2 reset to the VDD potential. Meanwhile, M1 and M2 are turned off
with SWINT being high and MWINT being low. When the reset process is over,
RST1 is changed to low and RST2 is changed to high. If Imw is integrated at first,
the detector D2 should be reverse biased and the detector D1 is forward biased by
setting Vcon low potential. To make M2 work in the sub-threshold region, there are

VGS ¼ VMWINT � VCON ¼ VMWINT � 0 � VTN ) VMWINT � VTN ð7:8Þ

where VMWINT is the amplitude of the pulse MWINT, VTN is the threshold voltage
(which is about 0.7 V at room temperature), so VMWINT is close to 0.7 V according
to the Eq. 7.8 and the accurate value can be determined by the simulation results.
When the integration process of IMW is finished, MWINT is changed to low, and
the M2 is closed to start the integration of ISW while Vcon is high. Similarly, VSWINT

is the amplitude of the pulse SWINT to ensure that M1 work in the sub-threshold
region, and there are

VCON � VSWINT ¼ VDD � VSWINT � VTP ) VSWINT � VDD � VTP ð7:9Þ

where VTP is the threshold voltage for PMOS transistor. When the integration
process of ISW is finished, SWINT is changed to high and the M1 is closed. The
integration voltage signals of SWIR and MWIR will be readout through the buf-
fered output transistors B1 and B2. Fig. 7.6 describes the timing diagram of
working pulse.

There are two methods to produce the two pulse signals MWINT and SWINT at
a sub-threshold amplitude: one is to connect the terminal to the peripheral driving
circuit so that the pulse can be directly set as needed. The second is to provide the
pulse internally, which is shown in the dotted box of Fig. 7.7. The control signal

Vcon

D1(SW)

D2(SW)
1sw

1MW

M1

M2

B1

B2

C1

C2

S1

S2

RST1

RST2

VDD

SWIR

MWIR SWIRVDD

GND

SWINT

MWINT

Fig. 7.5 The input stage circuit of ROIC for the sequential dual-band IRFPA
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MWINT is illustrated as follows: two switch transistors K2A and K2B are added
and controlled by the pulse KP2. Two bias voltages Vbimw and GND are connected
to the gate of the switch M2, respectively, through the transistor K2A and K2B.
When M2 operates, KP2 is set to high to turn on the switch K2A and turn off the
switch K2B, thus the gate voltage ofM2 is set to the sub-threshold voltage of Vbimw.
When the integration process is over, KP2 is changed to low so that K2B is opened
and K2A is closed, then the gate voltage of M2 is zero and the switch M2 is off.
Similarly, two switch transistors K1A and K1B controlled by the pulse KP1 are
added and respectively connected to the bias Vbisw and VDD. The working process is
same as M2. The integration control pulses of all pixels share the circuit shown in
the dotted box of Fig. 7.7. Compared to the pulse provided by the peripheral
driving circuit, the circuit in Fig. 7.7 has two more pulse signals so that two more
pins are added to the chip accordingly.

Fig. 7.6 The timing diagram of the sequential dual-band ROIC

Sw signal bus

Mw signal bus

M1

M2

C1

C2

B1

B2

K1B

K1A

K2B

K2A

Inverter

Inverter

GND

VDD

Vbisw

Vbimw

~KP1

~KP2

detector

Fig. 7.7 The internal circuit to produce bias pulses for the sequential dual-band ROIC
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The biggest difference between the circuit of Fig. 7.5 and the circuit of Fig. 7.2
is that two switches M1 and M2 in Fig. 7.5 not only control the integration time but
also provide the bias for the detector. In this way, the circuit eliminates two tran-
sistors with the price of higher demanding on the control pulse, which is beneficial
to simplify the input stage circuit and satisfy the requirements of miniaturization
and high integration for IRFPA. Therefore, the circuit structure shown in Fig. 7.5 is
the majority of the input stage circuit in the dual-band ROIC for IRFPA at present.

Adopting the DI structure, the input stage circuit shown in Fig. 7.8 is applied to
a simultaneous mode ROIC for the back-to-back dual-band IR detector. Two
transistors M1 and M2 are integration time and bias control transistors, respectively,
for the long-wave photocurrent Ilw and the mixed photocurrent with long wave and
middle wave (Ilw + Imw). C1 is the integration capacitor for Ilw and C2 is the
integration capacitor for the mixed photocurrent. The switch M5 connects two
output terminals of the dual-band detector, and then the LW detector does not work
for being zero-biased state while M5 is open. The reset switches and control pulses
for capacitors C1 and C2 are not drawn in Fig. 7.8. The working process of the
circuit is as follows: At the beginning, the capacitor C1 and C2 are reset to their
respective reset voltage. Then the switches M1 and M3 are open, the photocurrent
Ilw and (Ilw + Imw) will be integrated on the capacitor C1 and C2, respectively. The
switch M5 is always on when the LW detector does not work and no mixed
photocurrent is generated in this time. When the LW detector starts to work, the
switch M5 is turned off and the mixed photocurrent (Ilw + Imw) is generated in the
circuit. When the integration process is complete, the switches M3 and M1 are
turned off, and the current signals have been transformed into the voltage signals,
which will be readout through the control of the pulse READ. The timing diagram
of the circuit of Fig. 7.8 is shown in Fig. 7.9.

LW BIAS READ(LW)

INPUT LW

INPUT MW

C2

M2M1

M3 M4

M5

READ(MW)MW BIAS

LW DET

LWI

LW

MW LWI MWI

LWI

MWI

Fig. 7.8 The input stage circuit in a simultaneous mode ROIC for the back-to-back dual-band IR
detector
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The circuit structure of Fig. 7.8 just realized general functions of the input stage
circuit by providing the bias for the detector and converting the current signal into
the voltage signal. Since the mixed photocurrent signal exists at the terminal of a
simultaneous back-to-back dual-band infrared detector due to its structure charac-
teristic, the output of the input stage circuit is not the voltage signal for MW but the
mixed voltage signal with LW and MW. Therefore, the signal separation circuit is
required to be followed up the input stage circuit. The signal separation circuit
structure of Fig. 7.10 is introduced for the circuit of Fig. 7.8. This circuit consists of
three parts: the charge-sensing differential amplifier (CSDA), the clamp circuit, and
the sample and hold (S/H) circuit. Where the CSDA can achieve a high precision
only if the opening gain of the amplifier is very high (such as 500–1000) and both
capacitances of Cfb1 and Cfb2 are completely equal. The working process of the
CSDA is divided into two stages: In the first stage, the voltage signal of LW signal
on the integration capacitor C1 of the input stage circuit is read out to the terminal
Input LW of the CSDA, stored in the CSDA for the following signal subtraction
process, then buffered through the clamp circuit and finally stored in the S/H circuit.
In the second stage, the mixed signal with LW and MW is read out to the terminal
Input MW of CSDA from the integration capacitor C2 of the input stage circuit,
then subtracted from the signal LW stored in the CSDA to get only the MW signal,
which is buffered through the clamp circuit and stored in the S/H stage.

The working procedure of the circuit is as follows: At the initial time, the pulse
URSTAMP and UCLAMP turn on the switchesM8 andM13 to make the CSDA and the
clamp circuit reset. The pulse URSTUCL and URSTUCM turn on the switch M6 and
M7, so that the terminal Input LW and Input MW are reset to VRSTUCL and
VRSTUCM, respectively. The switches M8, M13, and M6 are open, and the switch
M7 is closed, then the CSDA is in the charging mode for the LW signal. The switch
M2 of Fig. 7.8 is turned on, the voltage signal of LW is read out to the terminal
Input LW, and stored on the capacitor Cfb1 and Cfbm. Both voltages on the capacitor
Cfb1 and Cfbm are equal (since both capacitances are equal), which is very important
for realizing the subsequent signal subtraction. The voltage signal of LW is buffered

Fig. 7.9 The timing diagram of a simultaneous dual-band ROIC
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out the node No, then sampled and hold on the capacitor Choldl through the
transmission gate by M18 and M19. The switch of M7 is turned off, and the M6 is
turned on, then the CSDA is changed to the charging mode for the MW signal. The
switch M4 of Fig. 7.8 is turned on, the mixed signal with LW and MW is read out
to the terminal Input MW. Since the voltage signal of LW has been stored on the
Cfbm previously, the signal of MW can be separated from the signal of (LW + MW)
with subtraction. Then the MW signal is buffered to the S/H circuit through the
node No, and stored on the capacitor Choldm after the transmission gate by M16 and
M17. The S/H circuit for the MW signal is optional and the MW signal can be
directly read out from the node No.

The capacitor Cazl is an auto-zero capacitor. In the stage for reading out the
signal of LW, the Cazl can ensure the voltage at the terminal Input LW to remain at
the reset voltage of VRSTUCL, thus making the whole LW signal able to be
charged into the Cfb1. The capacitor Cazm has a similar role. The capacitors Cpchgl

and Cpchgm are optional, whose function is to supply the regulation on DC voltage
for the output of CSDA. The cascode amplifier is composed of two transistors M9
and M10, and the gate of M9 is the input node Ni of the amplifier. The current
source load of the amplifier is composed of two switches M11 and M12. Cfb1 is the
capacitor of bandwidth limitation as a filter. The source follower formed of the
transistorsM14 andM15 is an optional buffer stage for output. The main function of
the clamp circuit is to reduce the reset noise of the preamplifier.

Charge-sensing AMP 22 Clamp  24 S/H 26

M6INPUT LW

VRSTUCL
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Fig. 7.10 The signal separation circuit for a simultaneous dual-band ROIC
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The circuit in Fig. 7.10 has a high precision on the separation of signal, while
having a very complex structure. Although it could be shared by one row or one
column, the circuit structure still brings up the problem of area and power
consumption.

Figure 7.11 shows the input stage circuit of a sequential ROIC for the
back-to-back dual-band IR detector [7]. Providing the bias for the detectors D1
(MW) and D2 (LW), the transistors S1 and S2 can be switched quickly between on
and off through the pulses pDetRstM Wand pDetRst LW, thus changing the voltage
at the node DN of the detector. DI1 and DI2 are the injection transistors of the
detectors for MW and LW, respectively. Cint is the integration capacitor shared by
the LW and the MW detectors. Controlled by the pulse of pResetMWUC, Rst1 is
the transistor for the reset of the capacitor Cint before the integration of MW. The
Rst2 has the same function as the Rst1 for the LW signal and is controlled by the
pulse of pReset LWUC. The transistors SF1 and SF2 are used for transferring the
voltage signal on Cint to Cavgmw and Cavglw near the end of integration for MW and
LW, respectively. The capacitors Cavgmw and Cavglw are called the SFA integration
capacitors, which are used to obtain the integration signal of MW and LW. The
signals of MW and LW will be read out through different paths finally. The working
process of the circuit is as follows: Assume the MW as the first signal, and the LW
as the second signal to integrate. At the beginning, the switch S1 is turned on by the
pulse of pDetReset MW, and the detectors are biased to bring the D1 into the
working state and the D2 into the conductance state. The capacitors Cavgmw and
Cavglw are reset to an initial value, and the switches SF1 and SF2 are open.
Controlled by the pulse of pReset MWUC, the switch Rst1 is turned onto reset the
capacitor Cint to vRstUCMW. The Rst1 is turned off when the reset is finished.
Controlled by the pulse of vgate MW, DI1 is turned on to make the injection
transistor work in the sub-threshold region, and then the current signals of MW start
to integrate. SF1 is turned onto make the capacitors Cavgmw and Cint average the

S1 S2
pDetRstMW

vRstDetMW vRstDetLW

pDetRstLW

vRstUCLW vRstUCMW

pResetMWUC
pResetLWUC

Rst1Rst2

DN

IR

D2

D1

Vdetcom

Dual-band detector

LW

MW

DI1

DI2

Cint

SF1

SF2

TO COLUMNOUTPUT

TO COLUMNOUTPUT

Cvag MW

Cvag MW

pAvg LW

pAvg MW

VgateLW

Vgate MW

Fig. 7.11 The input stage circuit of a sequential ROIC for the back-to-back dual-band IR detector
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voltage signal near the end of integration. After the end of MW integration, the
detector switches to the working state of LW. The working process is the same as
for the MW. The timing diagram of the circuits is shows in Fig. 7.12.

In the timing diagram of Fig. 7.12, the LW current signal starts to integrate at
first. The integration of the LW signal repeats several times, while the integration of
the MW signal only once. Compared with the circuit of Fig. 7.5, the input stage
circuit of Fig. 7.11 eliminates one integration capacitor with the price of a more
complicated control logic.

The DI circuit has been widely used as an input stage circuit of a dual-band
ROIC for IRFPA because that the structure of DI is simple and the area cost is
small, which has a great advantage especially in the dual-band ROIC with high
level of integration.

7.3.2 The Proposed Topology for a Simultaneous
Dual-Band ROIC

The mixed photocurrent of two bands always exists at the output terminal of a
simultaneous back-to-back dual-band infrared detector due to its structure charac-
teristic. The functionality of signal separation has to be added to the ROIC. Since
the difference of the amplitude between signals of two bands is very large, a high
demand on precision and stability is required for the separation of signals. The
reason why a specific signal separation circuit is provided to be subsequent to rather
than incorporated in the input stage circuit of Fig. 7.8 is because the pixel area of a

Fig. 7.12 The timing diagram of a dual-band ROIC with sequential mode
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large-scale dual-band IRFPA is small and the area used for the input stage circuit is
limited. However, for a linear dual-band IRFPA, the area in horizontal direction
used for the input stage circuit is limited, whereas the area in vertical direction is
unlimited. Therefore, there is some feasibility that a signal separation circuit is
incorporated with the conventional structure of input stage circuit for the design of a
linear dual-band IRFPA.

Considering the current mirror gate modulation amplifier (CM) shown in
Fig. 7.13, the structure consisting of M1 and M2 is called a current mirror, the
capacitor Cint is the integration capacitor, the switch M3 controlled by the pulse
URST is the reset switch of Cint and the control switch for integration, M4 is the
buffer transistor of a source follower (the load is not shown in Fig. 7.13), and M5 is
the sampling switch, which is controlled by the pulse USAMPLE. Ch is the capacitor
for S/H. The basic principle of the current mirror gate modulation circuit is to
employ the behavior characteristic of the transistors M1 and M2 operated in the
saturation region. Neglecting channel length modulation, we can write for the drain
current of M1 as follows

Idet ¼ 1
2
lpCox

W
L

� �
M1

VGSM1 � VTPð Þ2 ð7:10Þ

For the drain current of M2

Iint ¼ 1
2
lpCox

W
L

� �
M2

VGSM2 � VTPð Þ2 ð7:11Þ

In Fig. 7.13, both gates of M1 and M2 are connected together, and both sources of
M1 and M2 connect VDDA, hence the voltage VGSM1 is equal to VGSM2. We can
derive

M1 M2

M3

M4 M5

IdetD

Cint

Ch
OUT

GNDA

VDDA

φSAMPLE

φRST

Fig. 7.13 Typical architecture of a current mirror gate modulation circuit
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Idet
Iint

¼
W
L

� 	
M1

W
L

� 	
M2

ð7:12Þ

where the ratio of Idet and Iint is a constant, given by the ratio of device dimensions.
If the size of M1 matched the size of M2 accurately, the current for integration is
identical to the detector current.

Based on the principle that a current mirror can accurately reproduce the input
current to the output, it can be designed to copy the photocurrent for one band of a
dual-band detector (such as LW/MW) to two branches of the circuit by using a
current mirror. If the output terminal of the LW detector connects to the input
terminal of a CM, the photocurrent ILW is reproduced to ILW1 and ILW2. The current
ILW1 is used for integration. The current ILW2 flows into the branch circuit for the
mixed photocurrent (ILW + IMW), thus counteracting the current ILW to obtain the
current IMW. Consider that the flow direction of the current ILW and the current
(ILW + IMW) are inverse (ILW flow into the detector, ILW + IMW flow out the
detector), the current direction of ILW1 and ILW2 are reversed through the current
mirror and consistent with the current direction of (ILW + IMW), so if the MW
detector is directly connected to the input stage circuit, the currents ILW2 and
(ILW + IMW) are not offset but accumulated. Therefore, the output terminal of the
MW detector is required to connect with a current mirror, and the flow direction of
the output current (ILWD + IMWD) is also reversed, thus achieving the subtraction
with the current ILW. The implementation circuit is shown in Fig. 7.14. M1, M2,
and M3 form a current mirror for the LW detector. The current mirror for the MW
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GNDA
GNDA

COMMON

M1 M2 M3
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M11

M4 M5

LWD
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2LWI
LWI

MWILWI
lwdI mwdI

Fig. 7.14 The current mirror gate modulation circuit for a dual-band IR detector
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detector is composed of M4 and M5. At node N, considering Kirchhoff’s current
law, we have

Iþ ILW2 � LLWD þ IMWDð Þ ¼ 0 ) I ¼ LLWD þ IMWDð Þ � ILW2 ¼ IMW ð7:13Þ

The integration current IMW can be obtained from Eq. (7.13). In Fig. 7.14, M6 and
M7 are the reset switch of the integration capacitor CLW and CMW, respectively.
After the reset of capacitors is complete, M6 and M7 are turned off to start the
integration of current signals. Near the end of integration, M10 and M11 are turned
on to S/H the voltage signal of two integration capacitors (two sampling capacitors
are now shown in Fig. 7.14).

The circuit shown in Fig. 7.14 not only possesses the function of a conventional
input stage circuit but also the function for achieving the signal separation.
However, this circuit cannot be applied directly because the precision for the signal
separation is not high enough. As mentioned earlier, Eqs. (7.10), (7.11), and (7.12)
are derived by ignoring second-order effects for a MOS transistor. Considering the
effect of channel length modulation, we can write for the drain current of M1 and
M2 in saturation region as follows:

Idet ¼ 1
2
lpCox

W
L

� �
M1

ðVGS � VTPÞ2ð1þ kVDSM1Þ ð7:14Þ

Iint ¼ 1
2
lpCox

W
L

� �
M2

VGS � VTPð Þ2 1þ kVDSM2ð Þ ð7:15Þ

Thus,

Iint
Idet

¼
W
L

� 	
M21þ kVDSM2

W
L

� 	
M11þ kVDSM1

ð7:16Þ

where k is the channel length modulation coefficient. The drain-source voltage
VDSM2 of M2 will change because the voltage of the capacitor CMW will vary with
integration. Therefore, the circuit of Fig. 7.14 cannot guarantee the precision on
current reproduction. In order to suppress the effect of channel length modulation, a
cascode current mirror shown in Fig. 7.15 can be used. To make VDSM1 = VDSM2,
that is, to make VX = VY. In Fig. 7.15, VN = VX − |VGS0| = VY − |VGS3|, according
to the size of M3, the size of M0 is properly selected to make VGS0 = VGS3, then it
can effectively suppress the effect of channel length modulation.

Figure 7.16 shows the structure of a cascode current mirror gate modulation
circuit for a back-to-back dual-band IR detector [9]. The PMOS transistors M1–M6
form a current mirror CM1 to provide the bias for LW detector and the reproduction
of LW photocurrent. The NMOS transistors M7–M10 form a current mirror CM2 to
provide the bias for the MW detector and the reproduction of the mixed
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photocurrent. The separation of the current IMW is realized at node A. C1 and C2 are
integration capacitors for the LW and MW signals, respectively. M11 and M12 are
the transistors for the reset and integration control of the C1 and C2 capacitors. M13
and M14 form a source follower, and so do M15 and M16. The working process of
the circuit is as follows: At the beginning, the pulse LWINT turns on the M11, the
pulse MWINT turns on the M12, the capacitor C1 and C2 are reset to the voltage of
GND and VDD, respectively. When reset is complete, the M11 and M12 are turned
off, and the LW and MW current start to integrate on the capacitor C1 and C2,
respectively. Near the end of integration, the sampling transistors M17 and M18,
controlled by the pulse SH1 and SH2, are turned onto S/H the voltage signals on
Cs1 and Cs2. The circuit structure of Fig. 7.16 provides a solution to the problem of
the signal separation for a back-to-back dual-band IR detector. The simultaneous
and independent integration of the photocurrent for each band can be realized
within the input stage circuit. Therefore, a specific signal separation circuit is not
necessary to be subsequent to the input stage circuit.

7.3.3 The Implementation of a Dual-Band Infrared ROIC
and an Ultraviolet ROIC

1. A simultaneous 256 � 2 dual-band ROIC

(1) The block diagram of the circuit

Figure 7.17 is the overall block diagram of the circuit. The circuit consists of
four parts: unit cell array (input stage circuit), correlated double sampling circuit,
shift register, and output driver.

(2) The input stage circuit

The 256-pixel dual-band detector is a linear array with no dimensional limitation
in vertical direction, so the area cost and structure for unit cell circuit can be
relatively flexible. The circuit structure, a cascode current mirror gate modulation

VDDA

M1 M2

M0 M3

N

Lout

Iref

GNDA

X Y

Fig. 7.15 Cascode current
mirror
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circuit with the function of signal separation shown in Fig. 7.16, is adopted as the
input stage circuit. Section 7.3.2 details the working principle of the circuit, so this
section mainly discusses the simulation of the circuit.

(a) Simulation for the precision of current mirrors

The current signal for the integration and the mixed current signal for the sep-
aration are all reproduced from the photocurrent of the detector through a current

Fig. 7.16 The structure of a cascode current mirror gate modulation circuit for a back-to-back
dual-band IR detector

Fig. 7.17 The overall block
diagram of a 256 � 2
dual-band ROIC
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mirror. The current mirror requires high precision on the output so as to not
introduce additional error on the signal. In the circuit of Fig. 7.16, the PMOS
transistors M1–M6 forming a current mirror CM1 have the same W/L, the NMOS
transistors M7–M10 forming a current mirror CM2 also have the same W/L. In the
simulation, the input current ILW is set to 10 nA at the beginning and increased to
150 nA by 10 nA for each step, the current IMW is set to a constant 10 nA, and then
the input range of the mixed current (ILW + IMW) is from 20 to 160 nA. Table 7.3
lists the value of the current signal for each copy of CM1 and CM2.

From Table 7.3, it can be seen that CM1 and CM2 have high precision on
current reproduction. The maximum error appeared when ILW = 130 nA. The
current signal from CM1 is 130.2 nA, the mixed current signal from CM2 is
140.3 nA, then the current signal obtained by signal separation is
140.3 − 130.2 = 10.1 nA, so the relative error for a 10 nA input signal is only 1 %.

(b) Simulation for the integration function of the input stage

According to the analysis in Sect. 7.3.2, for the circuit of Fig. 7.16, transistors
M11 and M12 act as reset switches when both are turned on, while acting as inte-
gration controller when both are turned off. Figure 7.18 is the waveform diagram for
the working process of MW and LW signal, which shows that the reset process and
the integration process work alternatively. Figure 7.19 is the waveform diagram for
integration voltages with different input current signals, which shows a good linear
relationship between the integration voltage and the input current signal.

In the simulation, assuming the integration time of the LW signal is 120 ls, the
integration time of the MW signal is 140 ls, the integration capacitors C1 and C2 all

Table 7.3 The value of the current signal for each copy of CM1 and CM2 (unit nA)

ILW CM1 (drain current of M6) CM1 (drain current of M4) CM2 (drain current
of M9)

10 10.01 10.02 20.04

20 20.02 20.04 30.06

30 30.02 30.06 40.07

40 40.03 40.08 50.09

50 50.04 50.10 60.11

60 60.04 60.12 70.12

70 70.05 70.14 80.14

80 80.06 80.16 90.15

90 90.06 90.18 100.20

100 100.10 100.20 110.20

110 110.10 110.20 120.20

120 120.10 120.20 130.20

130 130.10 130.20 140.30

140 140.10 140.30 150.30

150 150.10 150.30 160.30
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are 3pf. Regardless of whether the voltage signal after the integration would drive the
subsequent source follower in the working region, the ideal range for the LW current
signal is from 10 to 110 nA, and for the MW current signal is from 10 to 100 nA.
According to the simulation results in Fig. 7.19, the voltage signals at the time when
the integration is complete are given by Eqs. (7.17) and (7.18), respectively
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Fig. 7.18 The waveform diagram for the working process of MW and LW signal
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Fig. 7.19 The waveform diagram for integration voltages with different input current signals.
a LW integration. b MW integration
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VLW ¼ 0þ ILWtLW
C1

ð7:17Þ

VMW ¼ VDD � IMWtMW

C2
ð7:18Þ

Considering the voltage signal after the integration could drive the subsequent
source follower in the working region, the ideal range for LW signal is unchanged,
while the ideal range for MW signal is from 10 to 95 nA.

(3) Correlated double sampling (CDS) circuit and simulation

For the input stage circuit of Fig. 7.16, the reset process and the integration
process work alternatively, the voltage signal cannot be held on the integration
capacitor and is required to be sampled immediately at the end of integration, then
the sampled signal is stored on the capacitors Cs1 and Cs2. Replacing M17, M18,
Cs1, and Cs2 in Fig. 7.16 with the CDS circuit shown in Fig. 7.20 could not only
realize the S/H but also be able to decrease or eliminate the effect of noise. The
whole circuit structure is shown in Fig. 7.21.

Figure 7.22 is the waveform diagram for the working process of a CDS circuit.
The current signal for LW band is 100 nA, and the integration time is 120 ls. The
current signal for the MW band is 10 nA, and the integration time is 140 ls. The
integration capacitors all are 3pf. In Fig. 7.22, the waveform of VLW or VMW is for
the output voltage signal of the source follower consisting of M13 and M14 or M15
and M16, respectively. At the beginning of integration, the sampling switches M17
and M18 are turned off, the reset switches S1 and S2 are turned on to take the first
sample and then turned off. Near the end of integration, the sampling switches M17
and M18 are turned on to take the second sample and then turned off.

The simulation results for the voltages of two times sampling for LW and MW,
the voltage of the node LWOUT right to Ch1 and the voltage of the node MWOUT
right to Ch2 are listed in Table 7.4. For MW, the voltage difference between two
times sampling for the output of the source follower is −0.419 V, and the voltage
variation on the capacitor Ch2 is −0.395 V, so the error is about 5.7 %. For LW, the
voltage difference between two times sampling for the output of the source follower

Fig. 7.20 Correlated double
sampling circuit
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Fig. 7.21 The whole circuit structure of a simultaneous 256 � 2 dual-band ROIC
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Fig. 7.22 The waveform diagram for the working process of a CDS circuit

7.3 Dual-Band Readout Integrate Circuit 621



is 2.856 V, and the voltage variation on the capacitor Ch1 is 2.909 V, so the error is
about 1.8 %. The precision of the CDS circuit for each band is high enough to
reduce the noise effectively. The error in the CDS circuit is dominated by stray
capacitance of MOS switches, which introduces the redistribution of the charge in a
capacitor and would affect the precision of sample.

(4) Power analysis of the input stage circuit

The circuit of Fig. 7.21 consists of a signal separation and integration sub-circuit
and a CDS sub-circuit. In the signal separation and integration sub-circuit, the static
current, set by the input photocurrent of a detector, exists both in the reset state and the
integration state. Taking the maximum photocurrents for two bands, ILW is 110 nA,
IMW is 95 nA, so (ILW + IMW) is 205 nA. For a source follower, the static current is
determined by the drain current of the load transistor in saturation state, and is given by

ID ¼ 1
2
lnCox

W
L
ðVGS � VTHÞ2 ð7:19Þ

Calculated from the above equation, the static current of the source follower for LW
signal is 23 lA,the static current of the source follower for MW signal is 10.5 lA,
and the maximum power of the two parts is given by

P ¼ I � V ¼ 110� 3þ 205� 2ð Þ � 10�3 þ 23þ 10:5

 �� 5 ¼ 171:2 lW

ð7:20Þ

In the CDS sub-circuit, almost no static current exists. Compared to that of the
signal separation and integration sub-circuit, the power consumption of this
sub-circuit is small enough to be ignored.

(5) The implementation of a 256 � 2 dual-band ROIC and IRFPA

The 256 � 2 dual-band ROIC adopts the structure of the simultaneous inte-
gration circuit based on a current mirror. The input stage circuit has two terminals,
and each terminal is connected to the detector for one band through the indium
bump. The 256 input stage circuits are connected to subsequent CDS circuits, the
signal of each channel is buffered out through the source follower. The 256 shift
registers are used for addressing and to control 256 output switches of the CDS

Table 7.4 The output voltage of the source follower and the output voltage of the sample
capacitor in a CDS circuit

Unit
(V)

The output voltage of the source
follower

The output voltage of the sample
capacitor

The first
sample

The second
sample

V2 − V1 The first
sample

The second
sample

V2′ − V1′

MW 3.206 2.787 −0.419 5 4.605 −0.395

LW 1.951 4.807 2.856 0 2.909 2.909
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circuits. The ROIC is fabricated using the 0.6 lm double-poly double-metal
(DPDM) CMOS process. Figure 7.23 is the photograph of a ROIC chip.

A 256 � 2 MW/SW dual-band IRFPA is assembled with a simultaneous
256 � 2 dual-band ROIC and a back-to-back dual-band detector array by indirect
hybridization. The structure of the detector is n-P-P-P-n (as shown in Fig. 7.24).
Based on the GaAs heteroepitaxy material, the dual-band detector is produced by
using the technology of an in-place p-n junction combined with ion implantation.
The cutoff wavelengths for two bands are 2.8 and 3.9 lm, respectively. The average
detectivity are 2 � 1011 cm Hz1/2/W and 1 � 1011 cm Hz1/2/W, respectively. The
dead pixel count is less than 8 %.

2. A sequential 128 � 128 dual-band ROIC

(1) The circuit structure

Figure 7.25 is the overall block diagram of a sequential 128 � 128 dual-band
ROIC. The circuitry is composed of the input stage circuit, S/H circuit, output
driver, and row/column shift register array.

Fig. 7.23 The photograph of a simultaneous 256 � 2 dual-band ROIC chip
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Fig. 7.24 Top view and cross section of a back-to-back SW/MW dual-band IR detector
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(2) The input stage circuit

The input stage circuit employs the dual-DI structure shown in Fig. 7.26, whose
operating principle is described in Sect. 7.3.2. In the linear ROIC, each load tran-
sistor is only connected to a corresponding buffer transistor for the source follower of
the input stage, whereas each load transistor can be multiplexed to a row of buffer
transistors in the two-dimensional ROIC. Therefore, for a ROIC with 128 � 128
array, only 128 transistors are required to be loaded, so that not only is the number of
MOS transistors decreased but also the power consumption is reduced.
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Fig. 7.25 The overall block
diagram of a sequential
128 � 128 dual-band ROIC
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Figure 7.27 is the waveform diagram for the bias voltage of a detector with
different photocurrent. The range for the current is from 10 to 100 nA, the highest
voltage is 126.4 mV, the lowest voltage is 54.2 mV, and the variation range of the
bias is 0.0722 V. The simulation results verify that the bias of the detector provided
in this circuit is much more stable than the bias provided in the gate modulation
input stage circuit. So the noise introduced by the unstable bias can be reduced.

Fig. 7.27 The waveform diagram for the bias voltage of a detector with different photocurrents

Fig. 7.28 The waveform diagram for the integration process of the input stage circuit.
a Integration process for the sequential mode. b VMW–IMW curve. c VSW–ISW curve
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Figure 7.28 is the waveform diagram for the integration process of the input
stage circuit. Figure 7.28a is the waveform of the reset signal, the integration
control signal and the voltage on the integration capacitor for two bands. The
working process of a sequential dual-band ROIC is as follows: reset of the inte-
gration capacitor for MW ! integration and hold for MW ! reset of the inte-
gration capacitor for SW ! integration and hold for SW ! simultaneous readout
of voltage signals for both bands, that is why the term “sequential” is used. In the
simulation, the pulse width of the reset signal is 5 ls, the integration time for MW
is 30 ls, the integration capacitance for MW is 0.5pf, the integration time for SW is
30 ls, and the integration capacitance for SW is 0.5pf. Figure 7.28b, c are,
respectively, the waveform for the integration on the capacitor C1 and C2 with
different input current. It is shown that the slope for integration changes linearly
with the integration current.

(3) Sample and hold circuit and output driver

The S/H circuit and output driver are shown in Fig. 7.29. The voltage signals
after integration are sampled and held on the capacitors Ch1 and Ch2 through
respective column switches, and then readout through the row selection signal. M1
and M2 are the buffer transistors, and a large ratio of W/L is required to provide a
drive current enough for the load.

Figure 7.30a is the waveform of the output voltage Vout versus the input voltage
Vin for the output driver. It can be seen that when the input voltage is less than
0.7 V, there is almost no output. This is because when the input voltage is less than
the threshold voltage VTN of the MOSFET, the transistor stays in the cutoff region.
After the input voltage exceeds 0.7 V, the output voltage goes up with the increase
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of the input voltage and the output and the input present an approximately linear
relationship. To reduce the voltage drop between the output and the input, it is
required to improve the gain of the source follower by increasing the ratio of W/L
for the buffer transistor. Figure 7.30b shows how the gain A of the source follower
changes with the input voltage Vin. The gain of the source follower will reach more
than 0.7 to achieve a good driving capability only when the input voltage is greater
than 2.5 V, so the ratio of W/L for the buffer transistor has to be adjusted in order to
have a wide input range. In addition, if the voltage difference between the output
and the input is reduced, the maximum drain current will decrease, and the driving
capability of the source follower will drop. Therefore, there is a trade-off between
the output voltage and the driving capability.

(4) Simulation of the whole circuit and Analysis of power consumption

(a) Simulation of the whole circuit

The whole circuit schematic of a 128 � 128 dual-band ROIC is built up with the
Cadence Composer tool. Digital pulses, input currents, and bias voltages are con-
nected to the input terminal of the circuit. Capacitors and resistors as load are
connected to the output terminal of the circuit. Some pads are set for testing. Thus a
simulation platform is established to do the analysis on the function and perfor-
mance of the whole circuit.

The working process of the circuit is divided into two stages: reset and inte-
gration stage and readout stage. In the stage of reset and integration, the pulse
MWRST resets the integration capacitor for MW and is effective at a low level.
When the reset is complete, the pulse MWINT turns on the switch to start the

Fig. 7.30 The simulation for the source follower. a Vout – Vin. b A − Vin
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integration for IMW. After the integration for the MW signal, the pulse SWRST
resets the integration capacitor for SW, and then the pulse SWINT turns on the
switch to begin the integration for ISW. When the integration for both bands is
finished, the voltage signals are sampled and held on the capacitors C1 and C2,
respectively, and are read out by the control of column selection signal. In readout
stage, controlled by the first output pulse of column shift register array, the voltage
signals on the first column are read out to the sampling capacitors before the output
driver, and then are successively buffered to the output bus by the control of the
output pulse of row shift register array. When the above process is complete, the
voltage signals on the second column are read out to the sampling capacitors by
using the second output pulse of column shift register array, and then are readout
through the control of the output pulse of row shift register array. The frame period
of the circuit is not ended until finishing the readout for the voltage signals on the
128th column.

Figure 7.31 is the waveform diagram of the output for 32 pixels of one column
in the circuit. The simulation results show that the input current range for MW is
from 0 to 90 nA, the output voltage is 1.553 V; the input current range for SW is
from 2 to 10 nA, the output voltage is 1.695 V.

Fig. 7.31 The waveform diagram of the output for 32 pixels of one column
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(b) Analysis of power consumption
The biggest integration current is 95 nA in the unit cell, and the integration time
is a small part of the frame period, so its power consumption can be given by

P1 ¼ 128� 128� 95 nA� 5� 90 ls
9:31 ms

¼ 15 lW ð7:21Þ

In the unit cell, the load transistor of the source follower is shared by one row,
the tail current for NMOS transistor is roughly 12 lA, the load current for PMOS
transistor is about 5.5 lA, so the power consumption for the source follower is
given by

P2 ¼ 128� ð12þ 5:5Þ lAþ 5 ¼ 11:2 mW ð7:22Þ

Only one output driver is on during each readout time, the drain current of the
driver is about 320 lA, and the power consumption is given by

P3 ¼ 2� 5� 320 lA ¼ 3:2 mW ð7:23Þ

According to the calculating formula for dynamic power consumption, the
power consumption P4 of shift register array is about 10 lW. Therefore, the total
power consumption of the circuit is P = P1 + P2 + P3 + P4 = 14.4 mW.
Compared with the 256 pixels linear ROIC, the power consumption of this circuit
has greatly reduced by sharing a load transistor of the source follower in one row.

(5) A 128 � 128 dual-band IRFPA

Figure 7.32 is the layout of a sequential 128 � 128 dual-band ROIC.
The ROIC, with a 128 � 128 MW/SW dual-band IR detector array, is assembled

Fig. 7.32 The layout of a
sequential 128 � 128
dual-band ROIC
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to a 128 � 128 MW/SW dual-band IRFPA using direct hybridization. The average
detectivity reaches 1.5 � 1011 cm Hz1/2/W (SW) and 2 � 1011 cm Hz1/2/W
(MW). Figure 7.33 shows two infrared images respective for MW band and SW
band of a 128 � 128 MW/SW dual-band IRFPA, and also the image with the
fusion of MW signal and SW signal.

3. The implementation of an ultraviolet ROIC

Because of the characteristics of high impedance and small photocurrent for an
ultraviolet photodiode, the CTIA structure is used as the input stage circuit of the
ROIC for an ultraviolet IRFPA. In addition, the CTIA structure has the advantage
of low noise. Figure 7.34 is the block diagram for a 128 � 128 ultraviolet ROIC.
The pixel size is 50 lm � 50 lm, and the chip size is 8.5 mm � 8.5 mm.
Figure 7.35 is the layout of a 128 � 128 ultraviolet ROIC and the photograph of

Fig. 7.33 Infrared images for MW and SW band of a 128 � 128 MW/SW dual-band IRFPA.
a Infrared image for SW band. b Infrared image for MW band. c Image fusion with two infrared
bands

Fig. 7.34 The block diagram
for a 128 � 128 ultraviolet
ROIC
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chip. The surface of the ROIC has been coated with a protective layer resistant to
the light, thus avoiding the impact of visible light on the ROIC.

The 128 � 128 ultraviolet ROIC, with different ultraviolet detector arrays, is
assembled to respectively form visible–blind and solar-blind type 128 � 128
ultraviolet IRFPA. The measured parameters for visible–blind 128 � 128 ultravi-
olet IRFPA are as follows: The maximum frame rate for readout is 150 Hz, the
dead pixel count is 1.66 %, and the response uniformity is 7.15 %. Figure 7.36 is
the photograph for a visible–blind ultraviolet sensor assembly focused with a

Fig. 7.35 The layout of a 128 � 128 ultraviolet ROIC and the photograph of chip

Fig. 7.36 The photograph for a visible–blind ultraviolet sensor assembly focused with circular
light spot, an ultraviolet image, and a 3-D data graph

Fig. 7.37 The photograph
for the laser marker of
“070515” on a solar-blind
ultraviolet sensor assembly
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circular light spot, an ultraviolet image and a 3-D data graph. Figure 7.37 is the
photograph for the laser marker of “070515” on a solar-blind ultraviolet sensor
assembly. The measured parameters for the solar-blind 128 � 128 ultraviolet
IRFPA are as follows: The maximum frame rate for readout is 150 Hz, the dead
pixel count is 7.8 %, and the response uniformity is 3.3 %. Figure 7.38 is the
photograph for the imaging solar-blind ultraviolet sensor assembly.

7.4 Digital Transmission System on Chip for IRFPA

The continuous expansion on the scale of IRFPA and the demand for improving the
performance of infrared imaging bring a large amount of data processing require-
ments. The signal-to-noise ratio (SNR) and bandwidth of the IRFPA are influenced
and restricted with such factors as environmental noise, various parasitic effects and
the time for the charge and discharge of stray capacitance. The inherent limitation
of analog circuits for the signal processing has become the constraint in the
development of IRFPA to large-scale and high-frame rate. A digital transmission
SOC for IRFPA could eliminate noise sources such as cross talk, clock jitter, and
electromagnetic interference related to analog transmission. Taking advantage of
the rapid development on CMOS integrated circuits, the digitalization of the ROIC
not only enhances the anti-interference ability and improves the performance of
focal plane imaging, but also can reduce the system cost and simplify the electronic
interface. For a digital transmission SOC, the ADC is the core circuit. The devel-
opment trend of on-chip ADC circuit is toward higher precision, lower power
consumption, and higher speed. In recent years, on-chip ADC circuits have been
realized in the practical application. The digitalization of the ROIC is indispensable
for the incorporation of more signal processing functionality (such as automatic
correction, data compression, etc.) in the future, and has been an important field for
the development of IRFPA.

After the year of 1996, the Amain Microelectronics Company of the United
States has developed the 64 � 64 and 256 � 256 LW MCT IRFPA, the pixel pitch
is 60 and 30 lm, respectively, a chip-level ADC structure is adopted with the
multiplexed oversampled analog-to-digital conversion (MOSAD) technology, and

Fig. 7.38 The photograph
for the imaging solar-blind
ultraviolet sensor assembly
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the precision of the output is 12-bit [10]. In 2000, the Amain Company introduced a
640 � 480 MW MCT IRFPA using the MOSAD technology, the precision of the
output is 12-bit, the pixel pitch is 27 lm, and the power consumption of the chip is
less than 100 mW [11]. After that, a new 128 � 128 MW InSb IRFPA was
developed with the MOSAD technology [12], the precision of the output is 14-bit,
and the power consumption is less than 50 mW.

In 2003, Israel’s Semiconductor Company reported a 640 � 512 MW
InSb IRFPA using the column-level ADC structure with the integration of 1280
A/D converters [13]. The precision of the output is 15-bits, the frame rate is
100 Hz, the power consumption is less than 120 mW, the input charge-handling
capacity is greater than 13 Me, and the algorithm of the ADC is dual-ramp
single-slope (DRSS).

In 2006, the French Sofradir Company developed a 640 � 512 MW IRFPA
with a digital interface [14]. The column-level ADC solution using the algorithm of
single-ramp dual-slope is provided, the column ADC pitch is 30 lm, the frame rate
is 120 Hz, the power consumption for each column ADC is 65 lW, the precision of
the output is 15-bit, while the chip area was increased by 18 % greater than the
ROIC with analog interface.

7.4.1 The Architecture of the Digital System for IRFPA

At present, most digital imaging systems are composed of discrete independent
components. A typical discrete digital imaging system is shown in Fig. 7.39.

The clock driver module mainly provides control signals to IRFPA. The com-
ponents of the IRFPA are designed to convert the infrared radiation signal to the
voltage signal in analog form. Using the high-speed ADC circuit, the analog signal
is converted to the digital signal that is stored in RAM. An ASIC module is mainly
responsible for controlling the entire digital imaging system and achieving the
necessary functionality of signal processing and data compression.

At present, the digital imaging system is limited to the application of microde-
vices because of its high power consumption and large area cost. The integration of

The clock
Driver module

IRFPA ADC
Storage

Array RAM

Control circuit ASIC

Digital image
signal

Fig. 7.39 The block diagram of a discrete digital imaging system
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system requires a reduction in the system size and power consumption, and is
limited because different circuit modules usually adopt different technologies.
Therefore, clock driver, ASIC controller, and ADC modules shown in Fig. 7.39
shall be integrated into the ROIC of IRFPA. The future digital imaging system is
shown in Fig. 7.40.

An integrated sensor chip consists of the IRFPA sensor, ADC circuit, ASIC
controller, and signal processing circuit. According to the correspondence between
the ADC circuit and the pixel array, the on-chip ADC implementation scheme
mainly consists of three structures: chip-level ADC structure, column-level ADC
structure, and pixel-level ADC structure.

RAM ASIC ADC IRFPA Sensor

Integrated sensor chip

Fig. 7.40 The block diagram of the future digital imaging system

Row
Shift

Register

Column shift register

amplifer

The  ADC and control logic

Detector readout circuit

digital IO

Fig. 7.41 The circuits of chip-level ADC structure
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1. Chip-level ADC structure

As the simplest on-chip integration structure, the chip-level ADC structure
would incorporate a single ADC circuit into a ROIC, that is, the output driver is
followed by a high-speed ADC circuit, which converts the analog signal of each
pixel into a digital output signal in turn. The circuit is shown in Fig. 7.41, and the
working process is as follows: First, a unit cell circuit converts the photocurrent
signal of a pixel into the analog voltage signal, which is multiplexed and amplified
to the output bus through a row shift register and a column shift register; Then, each
analog voltage signal is converted to the digital voltage signal by an ADC circuit
and outputs in turn.

In the early days of the digital imaging system, the ADC module was a discrete
circuit chip. The on-chip integration of the analog-to-digital conversion and other
functionality has the potential benefit to reduce the size, power consumption, and
cost of the system and enhance the reliability. Additionally, the on-chip integration
of ADC could improve the antinoise performance of the circuit chip through the
conversion of the analog signal to the digital signal at the beginning of the signal
chain in the system.

Compared with traditional readout circuits (only for the amplification and
readout of signal), the circuits of a chip-level ADC structure have an increase on the
power consumption with the on-chip integration of the analog-to-digital conversion,
and the power consumption is more with the higher operating frequency of ADC.
The advantage of this structure is that the size of an ADC circuit is not constrained
by the pixel pitch of the focal plane array (FPA), and the conventional technologies
for CMOS circuit design and layout implementation are allowed. Therefore, the
chip-level ADC structure is usually used in the application for low frame rate and
low resolution (8-bits or lower). In 1991, the Peter Denyer research group from
University of Edinburgh developed a 256 � 256 ROIC by using the chip-level
ADC structure [15]. The on-chip ADC circuit adopts the algorithm of high-speed
successive approximation, the precision of output is 8-bits, and the power con-
sumption is 100 mW.

Compared with the conventional readout circuits, the size and power dissipation
of the output bus driver in the circuit of Fig. 7.41 have become smaller because the
driver is designed to drive the input capacitance of an ADC circuit but not the load
capacitance induced by external signal chain and circuits board. The input sampling
capacitor of an ADC circuit must be large enough to make the ADC circuit achieve
a good SNR and linearity, otherwise it would be adversely affected by the KT/C
noise and the constraint in component matching.

As mentioned above, the chip-level ADC structure still has some limitations in
the application for IRFPA.

2. The Column-level ADC structure

For the circuits of chip-level ADC structure, when the scale of the FPA is large,
the conversion speed of the ADC is demanded to be high and the power con-
sumption would be very high also. In order to overcome these shortcomings, the
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column-level ADC structure could be used as shown in Fig. 7.42, where each
column (row) or n columns (rows) (n > 1) share an ADC circuit, and multicolumn
ADC circuits are parallel connected to the multiplexer for output.

The column-level ADC structure consists of a two-dimensional FPA and a linear
ADC array, which has two correspondences: one is that each column of the FPA is
followed with an ADC; the other is that multiple columns of the FPA share an ADC
through a multiplexer. Thus, the conversion speed of the ADC in the column-level
ADC structure could be much slower than that of the ADC in the chip-level ADC
structure.

For the chip-level ADC structure, the transmission for serial data on the output
bus has the highest rate in the system, which introduces a large amount of white
noise and brings a high requirement for the bandwidth of the ADC. The
column-level ADC structure can be to used to obtain the frame signal with a lower
clock rate so as to reduce the clock noise,and the capacitive coupling noise is also
reduced because it would increase with the increase of the clock rate.

This configuration is a benefit for the design of the ADC circuit because of the
column-level ADC structure has a low requirement for the conversion speed.
However, the layout implementation is more complex because the pitch of the
two-dimensional FPA must match with that of the linear ADC array.

Row
Shift

Register

Column shift register

control logic

Detector readout circuit

digital IO

amplifer

AD
Row level array

Fig. 7.42 The circuits of column-level ADC structure
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Dickinson et al. from AT&T and JPL of the United States developed a
176 � 144 ROIC by using the column-level ADC structure with the single-slope
integration algorithm [16]. The frame rate is 30 Hz, the precision of the output is
8-bits, and the power consumption is 35 mW. A 640 � 512 InSb MWIR FPA
introduced by the Israeli SCD Company and a 640 � 512 HgCdTe MWIR FPA
developed by the French Sofradir Company in 2006 all adopt the column-level
ADC structure in the design [13, 14].

The advantage of the column-level ADC structure is to eliminate the output
driver, the multiplexer and the column buffer, which all have high power con-
sumption. The analog signal path between the unit cell circuit and the input of the
ADC circuit is also shortened. For the column-level ADC structure, the size of
ADC is only limited by the pixel pitch in one direction, whereas the conversion
speed of ADC is dependent on the scale of the FPA and the frame rate. The
column-level ADC is a trade-off between the chip-level ADC structure and the
pixel-level ADC structure, and is a circuit structure in practical application at
present.

Row
Shift

Register

Column shift register

Control logic

Detector readout circuit

digital IO

Multiplexers 

Digital driver

Fig. 7.43 The circuits of pixel-level ADC structure
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3. Pixel-level ADC structure

The pixel-level ADC structure works like a fully parallel structure. As shown in
Fig. 7.43, each pixel of the FPA contains an input stage circuit with A/D conversion
or n � n pixels share an ADC circuit. The basic structure of the input stage circuit
could be the DI, BDI or CTIA. The analog signal of each pixel is directly buffered
to or multiplexed to the ADC, and then in turn is converted to the digital signal. For
different scales of the FPA, the conversion speed of the ADC circuit is always
constant.

The biggest advantage for the pixel-level ADC structure is that the requirement
for the ADC conversion speed is the lowest, so an ADC with small power con-
sumption can be used to help meet the low power demands for the integration on
IRFPA. In addition, the analog pixel signal is directly connected to the ADC circuit,
the analog signal path is the shortest, and so the noise is minimum. Adopting the
pixel-level ADC structure, the digital signals of the FPA can be further processed to
achieve more advanced functions, such as exposure control, dead pixel elimination,
etc., and the image compression also can be implemented on-chip to reduce the
requirement for external driver circuits. In 1999, the Amain Electronics Company
of the United States developed an 640 � 480 MW MCT IRFPA by using the
pixel-level ADC structure, where the MOSAD algorithm is adopted.

The pixel-level ADC structure has some disadvantages. Especially due to the
limitation by the pixel area, the algorithm of the ADC circuit only has a few choices
except for the pipeline ADC and the successive approximation ADC with a large
area cost, so the trade-off is between the area cost, design precision, and power
consumption. With the continuous increase in size for the FPA, the pixel pitch is
smaller, the more difficult is the layout implementation for the pixel-level ADC
structure, especially when the pixel pitch is very small and the demand for the ADC
resolution is very high. At present, the progress for the pixel-level ADC structure is
still in the stage of laboratory research. Taking advantage of the rapid development
of CMOS process and the shrinking feature size, more design optimizations can be
made for the pixel-level ADC structure. So considering the advantages compared
with the chip-level ADC structure and the column-level ADC structure, the
pixel-level ADC structure would be the future development trend for the digital-
ization of IRFPA.

7.4.2 Algorithms for the Implementation of ADC
on the Focal Plane

1. The principle of A/D conversion

An ADC circuit is to convert an analog signal to the corresponding digital signal
(binary code). The analog signal is continuous in time and amplitude, while the
digital signal is discrete. First, the input analog signal is sampled at a series of time
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points. Then the sampled value is converted to the corresponding digital value,
which is discrete on the amplitude.

Figure 7.44 shows a block diagram of the process of A/D conversion, which
consists of sample, hold, quantization, and coding. Controlled by a sampling pulse,
the sampling circuit samples the input signal at a series of time points; the hold
circuit maintains the sampled signal during the conversion; the quantization circuit
converts the held signal to the binary value most approximate; and the coding
circuit converts the binary value to the corresponding code with a sign bit.

2. Algorithms for the implementation of an A/D conversion on focal plane

With the column-level ADC structure or the pixel-level ADC structure, the ADC
circuit demands a small area cost, simple implementation circuit, and slow con-
version speed. So the main algorithms for the implementation of the ADC circuit on
focal plane could consist of the voltage-frequency-modulation ADC, the
sigma-delta ADC, the Multichannel Bit-Serial (MCBS) ADC, and the integral
(single-slope/dual-slope) ADC, etc.

(1) The voltage-frequency-modulation ADC

The main function of a voltage-frequency-modulation ADC is to integrate the
photocurrent by the integration capacitor and compare this value with a reference
voltage. When the output of the comparator switches, a pulse signal is generated
and the integration capacitor is reset. In the same time interval, the frequency of the
pulse signal is proportional to the value of photocurrent, and the corresponding
digital value is obtained through a counter. The block diagram of the ADC circuit is
shown in Fig. 7.45, which mainly consists of the detector, the detector capacitance
Cd, the comparator, a reset transistor, a feedback control circuit, and a counter.

The working process of the circuit is as follows: When light is irradiated onto the
detector, the generated photocurrent causes the detector capacitor to discharge,
resulting in a decrease of the potential Vd. The potential Vd and the reference level
Vref are compared in a comparator, the comparator is triggered by a clock signal
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Broadening signal sampling

Digital output(n-bit)

Quantization
And coding

Circuit of ADC
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Fig. 7.44 The block diagram of the process of A/D conversion
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CLK, and Vref is produced by a digital-to-analog converter (DAC) on chip or a
voltage divider. When the potential Vd is lower than Vref, the comparator output
turns to high, which generates a feedback to reset PMOS transistor, then the
potential of the detector capacitor is reset to Vdd. In other words, when the potential
Vd reaches Vref, the output of the comparator will generate a pulse, the period of
pulse is

Td ¼ CdðVdd � VrefÞ
id

; f ¼ 1
Td

ð7:24Þ

where id is the detector photocurrent and Cd is the internal capacitance, f is the
frequency of pulse. Obviously, id is proportional to the frequency of pulse.
Controlled by an external enable signal En, a counter only works in a cycle of Ten,
and the number of pulses N is given by

N ¼ Ten
Td

¼ 2nTclk
Td

¼ 2nTclk
Vdd � Vrefð ÞCd

id ð7:25Þ

where n is the ADC resolution, Tclk is the period of the clock signal Clk.
Figure 7.46 are timing waveforms for the signals Vdd, Vout, Clk, and En. When

the level of the signal En goes low, the counting is finished, then the ADC enters
reading mode. The result of the counter is stored in the shift register and read out in
serial. Meanwhile, the analog circuits of the ADC are in standby mode, thereby
reducing the power consumption of the circuit.

The advantages of the voltage-frequency-modulation ADC are as follows:

(a) The circuit structure is simple and easily implemented.
(b) The dynamic range (DR) is large and suitable for different applications.

Feedback 
circuit

Vdd

reset

GND

Cd

Vref

CLK

Vd
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Counter / register

Control logic

The shift 
register

Shutdown 
mode

EN

Digital outputAnalog circuit

Fig. 7.45 The block diagram of the voltage-frequency-modulation ADC
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The disadvantages are as follows:

(a) Each pixel requires a counter. The area cost of the counter is larger as the
precision increases, and the conversion speed is not fast.

(b) The period of the signal En is determined by the maximum photocurrent and
the integration capacitance Cd. It is difficult to accurately determine.

(2) The sigma-delta (R-D) over sampling ADC

Figure 7.47 shows the block diagram of a R-D oversampling ADC circuit, which
mainly consists of an anti-aliasing filter, the R-D modulator and a low-pass deci-
mation filter. The anti-aliasing filter is used to limit the input signal within a certain
bandwidth. For the oversampling ADC, the bandwidth f0 of the input signal is much
smaller than the half of the sampling frequency fs, so the transition zone (fs − 2f0)
between the passband and the stop band of the anti-aliasing filter is wide, thus
lowering the design requirement and making the usage of a low-order analog filter
possible. The R-D modulator is used to convert the oversampled analog signal to a
high-speed and low-precision digital signal, which is converted to the
high-precision signal at Nyquist frequency through a low-pass decimation filter.

Fig. 7.46 The timing waveform for the signals Vdd, Vout, CLK, and En

Fig. 7.47 The block diagram of a R-D oversampling ADC circuit
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The modulator could reduce the noise and nonlinearity introduced by the over-
sampling ADC so as to lower the requirement on the accuracy of analog devices. In
addition, the S/H circuit could be eliminated for the switched-capacitor imple-
mentation of the oversampling ADC.

The significant parameters representing the performance of R-D oversampling
ADC are as follows: DR, signal-to-noise ratio (SNR), signal-noise-distortion ratio
(SNDR), effective bit (ENOB), and overload (OL). Fig. 7.48 is the typical per-
formance chart of a R-D oversampling ADC, the horizontal axis is the normalized
input, that is, Vin/Vref, and the vertical axis is SNR or SNDR, both are in the units of
dB. As can be seen from the diagram, when the input amplitude is small, the
magnitudes of SNR and SNDR are equal. With an increase in the level of the input,
distortion will reduce the performance of the modulator, so SNDR would be smaller
than the SNR with large input. Figure 7.48 also shows that the performance of the
nonideal modulator is lower than that of the ideal modulator because of the finite
gain and the OL of the practical modulator. The SNR of a R-D oversampling ADC
is improved mainly through the oversampling and the noise shaping techniques,
thus obtaining the higher accuracy. In addition, the adoption of a multi-bit quantizer
is also a basic method to enhance the SNR of a R-D oversampling ADC with broad
bandwidth.

The R-D modulator makes the quantization noise spread in a broader band
through over sampling. The majority of the quantization noise is moved to the
higher band, so the quantization noise in baseband is much reduced. The low-pass
digital filter is used to eliminate the quantization noise outside the base band. The
reduction of the quantization noise in the baseband is equivalent to an increase the
effective resolution of the ADC. After the quantization noise in high frequency is
eliminated, the sampling rate is down to the Nyquist rate because the Nyquist rate
would minimize the information necessary for subsequent transmission, storage,

Fig. 7.48 Typical
performance chart of a R-D
oversampling ADC
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and digital signal processing. The most economical and conventional digital filter
for the decimation is a comb filter.

The R-D oversampling ADC is a high-precision ADC. The characteristic of the
circuit is to gain the precision with the price of time through oversampling, to
realize the simplification of analog circuits by increasing the complexity of digital
circuits, thus achieving high precision and low power consumption. More than
95 % of the circuits are digital circuits. In addition, the R-D oversampling ADC
circuit has a large charge-handling capacity and good quantization ability at the
middle of the input range. The fixed pattern noise (FPN) of the circuit is quite small
with respect to the infrared detector. Therefore, a R-D oversampling ADC is suit-
able for infrared detection applications.

The first-order R-D oversampling ADC has the simplest circuit structure. Its
on-chip implementation easily meets the requirement for area cost and power
consumption for IRFPA. The working principle of the first order is: Every time the
analog input signal is sampled, a 1-bit digital code is produced to represent the
amplitude of the input signal. Each digital code is sequentially read out in high
speed to form a sequence of digital codes, which will be converted to a digital word
corresponding to the Nyquist sampling rate through a low-pass filter and
decimation.

Figure 7.49 shows a block diagram of a first-order R-D ADC circuit on the pixel
level. The circuit consists of a clock-controlled comparator (controlled by Clk1), an
integration capacitor, a 1-bit DAC, the readout structure and the digital filter
exterior to the pixel array. The working process of the circuit is as follows: The
photocurrent is integrated on the integration capacitor through a switch transistor,
then the integration voltage is quantized to 1-bit digital value by the clock com-
parator, where the control pulse Clk1 is the oversampling frequency. The quantized
value is converted to a voltage signal by a 1-bit D/A converter (controlled by Clk2),
and the signal is fed back and added to the voltage on the integration capacitor, thus
completing a conversion cycle. At the end of each cycle, a digital code will be

Fig. 7.49 The block diagram of the first-order R-D ADC circuit on the pixel level
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produced and buffered out through the BIT line, and finally read out through the
digital filter on chip or external to the chip. Although each digital code generated
cannot be predicted, the statistic of a digital bit-stream would reflect the value of the
photocurrent.

In addition, a multistage error integrator can be used to improve the conversion
speed. Although multiple integrators will create a stability problem, this could be
solved with the use of a cascaded (MASH) structure.

The advantages of the first-order delta-sigma ADC are

(1) The charge-handling capacity increases due to the feedback of 1-bit DAC.
(2) Low noise. The integration reduces the noise of DAC; the feedback reduces the

noise of comparator. Compared with the quantization noise, the above noise,
the flicker (1/f) noise and the thermal noise are small enough to be ignored.

(3) The circuit structure is simple.
(4) High precision and high SNR. According to the oversampling theory, the

precision of ADC increases one bit every time the sampling frequency
increases four times.

The disadvantages of the first-order delta-sigma ADC are

(1) The requirement for a digital filter. If the digital filter is external to the chip, the
demand for the I/O bandwidth of the chip is very high, especially for
high-speed and large-scale array.

(2) Output data rate is too high.

(3) The MCBS ADC

Fig. 7.50 The block diagram of the MCBS ADC circuit on the pixel level
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In order to reduce the output data rate of the circuit, a MCBS ADC circuit
working at the Nyquist frequency could be adopted on the pixel level. The block
diagram of such an ADC circuit is shown in Fig. 7.50.

The pixel circuit of the MCBS ADC consists of a 1-bit comparator and a latch,
and the remaining on-chip circuits include a finite state machine controller and a N-
bit DAC. The control circuit outputs a BITX signal and the N-bit digital codes, which
are converted to the corresponding analog ramp voltage signals though the DAC.

Similar to the traditional approximation comparison ADC, the input voltage
signals and the ramp voltage signals are compared successively and quantized, the
results are stored in the latches though the signal BITX. Different from the tradi-
tional approximation comparison ADC, the serial bit is read out independently, the
digital output is not fed back to the N-bit DAC.

Figure 7.51 is the waveform for the operation of the comparator/latch. The input
voltage signal S and the reference level Vref (generated by the DAC circuit) are
connected respectively to the positive input and negative input of the comparator. The
output of the comparator is then connected to the clock input of the latch. The level of
BIT is connected to the data input of the latch. Vref starts from 0 and monotonously
steps through the critical point of a range of 1. At the same time, BIT starts from 0 and
switches as long as Vref changes, as shown in Fig. 7.49. Once Vref is equal or greater
than S, the comparator would switch and latch the value of BIT, which is the desired
LSB. Since Vref is monotonous, the comparator only switches once so that the desired
value can be latched. After Vref across all critical points, the latched values are read
out. Then Vref and the BIT are reset for next comparison cycle. In Fig. 7.49, when the
LSB is generated, the critical point of Vref is (1/8, 3/8, 5/8, 7/8) of the input range.
The MSB is generated by comparing S and 4/8 of the input range. The NMSB is
generated by comparing S and (2/8, 6/8) of the input range. Similarly, the conversion
principle of 3-bit ADC could be extended to an m-bit ADC, and 2m − 1 comparisons
are required to complete the conversion in an m-bit ADC. Table 7.5 is the Gray
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Fig. 7.51 The waveform for
the operation of
comparator/latch
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coding table when m = 3. The Gray coding is helpful not only to reduce the error
code, but also to decrease the number of comparison.

The advantages of the MCBS ADC are

(a) The ramp voltage and the BITX signal are generated by the shared circuit. The
level of Gain FPN and Offset FPN can be reduced.

(b) Having the complete testability. In the reset mode, the photodiode output can
be compared with an arbitrary potential through the ramp voltage signal, and
the potential can be digitized and used to calibrate the ADC.

The disadvantages of the MCBS ADC are

(a) The precision and conversion speed is lower than the oversampling R-D ADC.
The maximum precision of ADC is determined by the gain of comparator, the
conversion speed is determined by the gain and bandwidth of comparator.

(b) The area cost in the pixel is high.

(4) The Single-Slope/Dual-Slope Integral ADC

The principle of the integral ADC is to transform the analog voltage signal into a
time interval, which is then converted to the corresponding digital word. A clock
pulse with a stable frequency is applied for the conversion, and the result of
conversion is the count number for the clock pulse by using a counter, which is
proportional to the amplitude of the analog voltage.

Table 7.5 Table for gray
coding when me = 3

ADC input range Code word

0–1/8 000

1/8–2/8 001

2/8–3/8 011

3/8–4/8 010

4/8–5/8 110

5/8–6/8 111

6/8–7/8 101

7/8–1 100
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Fig. 7.52 The block diagram of a single-slope integral ADC circuit
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Figure 7.52 shows the block diagram of a single-slope integral ADC circuit,
which is composed of an integrator, a comparator, and a counter. The integrator is
used to generate a ramp voltage signal Vramp with a reference input Vref. Vramp is
connected to one input of the comparator, and the input voltage signal Vin is
connected to the other input of the comparator. Figure 7.53 is the waveform for the
conversion of a single-slope integral ADC. Before the conversion, the counter is
cleared, and the integrator is reset. When Vramp starts to ramp up, the output of the
comparator initiates the counter and the conversion begins. When Vramp reaches the
level of Vin, the output of the comparator would switch and stop the counter, thus
achieving the conversion from analog voltage to digital counts. The time of con-
version is given by

t1 ¼ RC
Vin

Vref
ð7:26Þ

The digital output of the counter is given by

Ndigital ¼ t1 � fclock ð7:27Þ

The accuracy of theADC circuit is dependent on the stability of the clock pulse, the
RC time constant of the integrator, and the reference voltage Vref. The offset of a
comparator is measured with zero input voltage, and converted to a digital count,
which can be used to preset the counter, thus achieving the self-compensation for the
offset.

Compared with the single-slope integral ADC circuit, a dual-slope integral ADC
circuit, as shown in Fig. 7.54, would effectively improve the accuracy and speed of
analog-to-digital conversion. The circuit of Fig. 7.54 consists of the input switch,
an integrator, a comparator, a counter, and a clock generator.
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Fig. 7.53 The waveform for
the conversion of a
single-slope integral ADC
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Figure 7.55 is the waveform for the conversion of a dual-slope integral ADC.
The working process is as follows: At first, the integrator is reset, and the input of
the integrator is connected to the input voltage signal Vin. Vin integrates on the
capacitor C during the time of t1, which should correspond to the full-scale of the
counter. After the integration, the input of the integrator is switched to the reference
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Fig. 7.54 The block diagram of a dual-slope integral ADC circuit

Fig. 7.55 The waveform for the conversion of a dual-slope integral ADC

648 7 Readout Integrated Circuit, Measurement, and Testing Technology …



voltage Vref, whose polarity is opposite to Vin. The capacitor discharges during the
time of t2, and the counter is turned on to count the number of clock pulses. When
the voltage of the capacitor reaches zero, the output of the comparator would switch
and stop the counter, then the output of the counter is the digital value of Vin. The
relationship between the input voltage and the reference voltage is given by

Vin ¼ Vref � t2
t1

ð7:28Þ

where t2 is the time for the discharge of the capacitor C from the integration voltage
to zero.

For the single-slope/dual-slope integral ADC circuit, the comparator is the core and
used to compare the sampled input voltage with the reference ramp voltage. The per-
formance of the comparator has a great influence on the accuracy of A/D conversion.

The gain of an ideal comparator is infinite, for a noninverting comparator, that is,
when the noninverting input VP is greater than the inverting input VN, the output of
comparator is high, when VP is smaller than VN, the output is low, while an inverting
comparator is just the opposite. However, the gain Av of a practical comparator is
finite, so the voltage transmission characteristic for a practical noninverting com-
parator is shown in Fig. 7.56. The output of the comparator is given by

VOUT ¼
VOH VP � VNð Þ[VIH

AV VP � VNð Þ VIL � VP � VNð Þ�VIH

VOL ðVP � VNÞ\VIL

8<
: ð7:29Þ

The performance of a practical comparator is mainly represented by the fol-
lowing parameters, which will directly affect the accuracy of A/D conversion

(a) Input offset voltage VOS

In Fig. 7.56, when the VP − VN = Vin = 0, then theoretically VOUT = 0.
However, in the case when VOS exists, then VOUT 6¼ 0, and there is a constant
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Fig. 7.56 The voltage
transmission characteristic for
a noninverting comparator
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Fig. 7.57 The voltage
transmission characteristic for
a noninverting comparator
with input offset voltage

“offset” for VOUT. In fact, an input offset voltage VOS is more useful, and defined as
the input voltage when the output voltage is equal to zero, that is, |VOS,in| = |VOS,

out|/AV, as shown in Fig. 7.57.
The offset voltage is caused by two main reasons: one is from the mismatch in

the current mirror, which is used as the load source of the comparator, due to the
effect of channel length modulation. This mismatch can be eliminated through the
optimization of the structure and parameters of the circuit. The other is from the
mismatch on the device due to the CMOS process. The mismatch on the device can
only be improved by using the advanced matching techniques on the layout
implementation of the circuit. The typical value for VOS due to the mismatch on
device is about 5–15 mV [17].

The input offset voltage limits the minimum difference between the input voltage
and the reference voltage for the comparator, thus reducing the accuracy of ADC.

(b) The resolution of a comparator

The resolution of a comparator is defined as

DV ¼ VOH � VOL

AV
¼ VIH � VIL ð7:30Þ

Assuming the input range of a comparator is VDR and the accuracy of ADC is N-
bit, then the conversion error of the comparator must be less than 1LSB (least
significant bit), so the resolution of the comparator should reach at least VDR/2

N,
and the minimum gain AV can also be derived from Eq. (7.30). Considering the
effects of transmission time delay and input offset voltage, the practical gain of a
comparator should be much higher.

(c) Propagation delay time TP
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Defined by the time delay between the input excitation and the output response, the
parameter TP represents how fast the output of a comparator could change when the
input reaches the threshold value. As shown in Fig. 7.58, Tp is the time delay between
the output voltage at 0.5 (VOH + VOL) and the input voltage at 0.5 (VIH + VIL).

The output transition time of a comparator would affect the width of the
sequence of output pulses produced in subsequent circuit stages, so as TP becomes
smaller, the accuracy of A/D conversion becomes higher. For example, if the output
transition time of a comparator for full-scale is 128 ls, to reach the precision of
8-bit, the error must be less than 1LSB, and then Tp must � 128/28 � 0.5 ls.
Therefore, the output resistance and load capacitance of a comparator should be
designed to be small enough to meet the requirement on TP.

TP

VP(t) - VN(t)

Vout(t)

t

t

VIH

VIL

IH ILV +V
2

OH OLV +V
2

VOH

VOL

Fig. 7.58 The time response
of a comparator

Table 7.6 Comparison of algorithms for the implementation of ADC on the focal plane

ADC algorithm Quantization
bits

Power Area
cost

Speed Feasibility

Voltage-frequency-modulation 8–10 Low Medium Slow Yes

Delta-sigma oversampling 18–20 Low Medium Medium Yes

MCBS 10–14 Low Medium Medium Yes

Successive approximation 10–20 Low Large Medium Maybe

Single-slope/dual-slope integral
ADC

8–14 Low Small Slow Yes
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(5) Summary of algorithms for the implementation of ADC on focal plane

According to the above analysis on different algorithms for the implementation
of ADC, their characteristics and the feasibility of the integration on the focal plane
are summarized in Table 7.6.

7.4.3 Implementations for the ADC on Focal Plane

In practice, the preferred structure and algorithm for the implementation of ADC on
focal plane is decided by the actual situation and comprehensive factors. For a
cryogenic IRFPA, the best standard is how much the ADC circuit can reduce the
size and power consumption of the whole chip.

The chip-level ADC structure is suitable for the applications for low frame rate
and small resolution (less than 8-bit); The column-level ADC and pixel-level ADC
structures are suitable for the applications for higher frame rate and bigger reso-
lution. The pixel-level ADC structure combined with the algorithm of oversampling
can achieve a high resolution of greater than 16-bits. With the continuous devel-
opment of CMOS processing, the pixel-level ADC structure would take a very
important position in the realization of a large-scale digital IRFPA with high res-
olution. The analog part of the pixel-level ADC structure is limited in the pixel, and
the pixel output is the digital signal so that a high SNR can be obtained. For the
pixel-level ADC structure, the conversion speed of the ADC could be very low, and
the analog circuit would work in the sub-threshold region, thus reducing the power
consumption of the circuit. Additionally, the oversampling technology can be used
to reduce the noise, to improve the DR and increase the charge-handling capacity.

1. A digital 128 � 2 dual-band ROIC based on the first-order R-D oversam-
pling ADC

Considering area cost and power consumption, the 128 � 2 digital ROIC adopts
the circuit structure in which a first-order R-D oversampling ADC is shared by 8
pixels. There are two independent ADC circuits working in synchronization, one is
for the A/D conversion of the voltage signal after the integration for source pho-
tocurrent, and the other is for the A/D conversion of the voltage signal after the
integration of the sink photocurrent. So the digital 128 � 2 dual-band ROIC has 32
A/D converters in total.

Four pulse signals generated by the control circuit are output in parallel to the
bus and each signal is corresponding to the control of 32 pixels. Then each pulse
signal is branched out in four paths, and each signal path controls 8 pixels. All
digital outputs of ADC circuits are read out in serial mode.

The block diagram of a digital 128 � 2 dual-band ROIC based on the first-order
R-D oversampling ADC circuit is shown in Fig. 7.59. The circuit structure is
composed of a dual-input stage circuit, the first-order R-D ADC circuit and the
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control circuit, where the ADC circuit consists of the modulator and a digital
decimation filter shared by the whole pixel array.

(1) Dual-input stage circuit

The structure of the input stage circuit of the ROIC for IRFPA has been
established. The performance comparison for the most common families of input
stage circuits is given in Table 7.7. Each structure has different advantages and
disadvantages, thus being suitable for different types of detectors and applications.

By comparison, the DI circuit has advantages such as simple structure, small
area cost, low power consumption, good linearity, and wide DR. The DI circuit has
been widely used for MW and SW IRFPA.

Figure 7.60 shows a dual-band detector and the structure of a dual-DI input
stage circuit, which consists of a sub-circuit for the integration of source pho-
tocurrent and a sub-circuit for the integration of sink photocurrent in parallel
connection. The integration capacitor is implemented with a PIP structure.

Fig. 7.59 The block diagram of a digital 128 � 2 dual-band ROIC based on the first-order R-D
oversampling ADC circuit

Table 7.7 Performance comparison for different structures of input stage circuits

Injection
structure

Dynamic
range

NEI Uniformity Degree of
linearity

Capacity Maximum
flux

Frequency
response

Unit
area

SI Small High Bad Bad Low Low Medium Small

SFD Small Medium Medium Medium Medium Low Medium Small

DI Medium Medium Medium Good Low Medium Low Small

CTIA Big Low Good Excellent High High High Big
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Charge extraction

Charge injection

Fig. 7.60 The dual-band detector and the structure of a dual-DI input stage circuit

Fig. 7.61 Simulation waveforms for a dual-DI input stage circuit
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The waveform for the simulation of the circuit is shown in Fig. 7.61, where the
upper two graphs are for source photocurrent, the lower two graphs are for sink
photocurrent. It can be seen that the voltage signal on the integration capacitor
decreases or increases linearly with the photocurrent.

(2) The first-order R-D modulator

The first-order R-D modulator is adopted in view of the pixel area. Figure 7.62
shows a block diagram of the modulator, which is composed of a
switched-capacitor integrator and a clocked comparator.

For a first-order R-D modulator, when the sampling frequency fs is 2 MHz, then
the oversampling ratio should reach 1024 times to achieve an accuracy of 10-bit for
the ADC circuit. According to the design requirement, the gain of the operational
amplifier in the modulator is required to be greater than the oversampling ratio, that
is, more than 60 dB, and the smallest unity-gain bandwidth is half of the sampling
frequency, that is, 1 MHz. Under the condition to meet the desired gain and
bandwidth, the operational amplifier should be designed to realize low power
consumption. A circuit structure of an op-amp is shown in Fig. 7.63. In the circuit,
Vin and Vip are the input, Vout is the output, Vb1 and Vb2 are two bias voltages. In
simulation, Vb1 and Vb2 were set to 1.9 and 1.2 V, respectively. The simulation
results for an op-amp are shown in Fig. 7.64, where the DC gain is 71.8 dB, the
unity-gain bandwidth is 28 MHz, thus meeting the design requirements.

Through the calculation, when the output state of the comparator switches, the
magnitude for the change is 1 V at least. Therefore, if the hysteresis voltage is less
than 1 V, and the gain of the comparator is large enough, then the output of the
comparator can achieve a full-scale transition with varied amplitude of the input

Fig. 7.62 The block diagram of the first-order sigma-delta modulator
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Fig. 7.63 The architecture of an op-amp in the modulator

Fig. 7.64 Gain and phase versus frequency for an op-amp in the modulator
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signal, thus the comparator working properly. The circuit structure of a comparator
is shown in Fig. 7.65, and the simulation waveforms are shown in Fig. 7.66.

The simulation waveform for the first-order R-D modulator is shown in
Fig. 7.67. The simulation shows that the input analog voltage is modulated to get a
1-bit digital pulse sequence at high frequency.

Vin Vip

Vb

CP

CP

Vop

Von

VDD

GND

Fig. 7.65 The circuit structure of a clocked comparator

Fig. 7.66 Simulation waveforms of the comparator
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Fig. 7.67 The first-order R-D modulator simulation waveforms
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Fig. 7.68 The workflow of a decimation filter and control circuit
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(3) The digital decimation filter and control circuit

The digital circuits of ROIC are designed to serve two modules: one is for the
A/D conversion and control of the source photocurrent, and the other is for the A/D
conversion and control of the sink photocurrent. Immediately after the conversion
of one cell, the digital data is read out.

The workflow of a digital decimation filter and control circuit is shown in
Fig. 7.68. The conventional digital decimation filter may use the structure shown in
Fig. 7.69, and the increase in resolution, Ninc, through the oversampling is given by

Ninc ¼ 30 logK � 5:17
6:02

ð7:31Þ

From Eq. 7.31, a 128 times oversampling is required to get an accuracy of 10-bit.
Because of the working characteristic of the input stage circuit and the modulator, a
digital decimation filter needs to establish an initial state for each conversion, so the
period of conversion actually costs about 1000 clock cycles instead of 128.

Since the voltage signal sampled from the integration capacitor of the DI input
stage circuit is a dc signal, a 10-bit counter can be used to substitute the traditional
structure of a comb filter, thus not only realizing the function of a low-pass deci-
mation filter, but also greatly simplifying the structure of digital circuits.

Through the simulation, it is verified that the power consumption is lowered by
one-third and the area cost is reduced two-thirds by using the counter structure. The
simulation results for the counter structure and the traditional comb filter are shown
in Fig. 7.70. The first graph of (a) and the first graph of (b) in Fig. 7.70 show that
the filtering on high frequency for a comb filter is better than that for a counter
structure, which is still higher than 100 dB and, therefore, meets the specification.
The second graph of (a) and the second graph of (b) in Fig. 7.70 show that the noise
suppress for the counter structure is two orders of magnitude higher than that for the
comb filter.

(4) The simulation results for the whole circuit

1-bit digital 

stream

Second-order 

comb filter 

(down 

sampling rate 

32:1)

Half wave 

filter 1

Half wave 

filter 2

10-bit serial 

output

Fig. 7.69 The conventional structure of a digital comb filter
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Fig. 7.70 The simulation results for the counter structure and the traditional comb filter.
a Conventional second-order CIC filter. b The proposed structure
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For the 128 � 2 digital ROIC, the basic circuit module of the chip is a first-order
R-D oversampling ADC circuit shared by 8-cell circuits. Therefore, the simulation
results for an 8 � 2 array are used for statistical decision. From the statistics shown
in Table 7.8, it can be seen that the function of the modulator is realized and the
performance of the circuit meets the requirement on the accuracy.

Table 7.8 The statistics of the simulation results for an 8 � 2 digital ROIC module

Input current (nA) Pre-simulation results Post-simulation results

Modulator
input
voltage (v)

Output 1: the number
of zeros (take 50 clk
cycles)

Modulator
input
voltage (v)

Output 1: the number
of zeros (take 50 clk
cycles)

Source
current

I1 1 3.17 32:18 3.16 32:18

I2 2 2.89 29:21 2.88 29:21

I3 4 2.3 23:27 2.28 23:27

I4 7 1.43 14:36 1.4 14:36

I5 9 0.873 9:41 0.825 9:41

I6 12 0.0897 1:49 0.0487 1:49

I7 15 0 0:50 0 0:50

I8 18 0 0:50 0 0:50

Sink
current

I9 0.1 1.88 19:31 1.9 19:31

I10 0.2 1.92 20:30 1.95 19:31

I11 0.4 2.01 20:30 2.04 20:30

I12 0.7 2.12 21:29 2.15 21:29

I13 0.9 2.19 22:28 2.23 22:28

I14 1.2 2.29 23:27 2.34 23:27

I15 1.5 2.39 24:26 2.44 24:26

I16 1.8 2.5 25:25 2.54 25:25

Fig. 7.71 The photograph of the chip of a digital 128 � 2 dual-band ROIC based on the
first-order R-D oversampling ADC
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The digital 128 � 2 dual-band ROIC based on the first-order R-D oversampling
ADC is implemented and fabricated in the CSMC Foundry. The chip size is
12,906 lm � 3335 lm. Figure 7.71 is the photograph for the chip.

2. A 8 � 8 digital ROIC based on the Pixel-level structure with the
single-slope integral ADC

For the design of a two-dimensional digital ROIC, the area cost for a unit cell
readout circuit is strictly limited because the pixel size of detector array is small and
fixed. Therefore, the area cost has the top priority among the design constraints, and
a trade-off between the area cost and performance is made.

(1) The frame structure of the 8 � 8 digital ROIC

As described earlier, the single-slope integral ADC is composed of an integrator,
a comparator, an output counter, and a parallel-to-serial converter. For a pixel-level
ADC structure, there is a problem of limited pixel size. However, the output counter
and parallel-to-serial converter could be moved out of the pixel array, and shared by
eight unit cells of each column, thus not only ensuring the digital output from the
pixel and a high SNR, but also reducing the area cost for the cell circuit.

Row
Select

Readout

Current source array

8*8unit

External
Current
Source

Column select readout

Digital
output

Counter
Parallel-serial

conversion

Fig. 7.72 The block diagram of a 8 � 8 digital ROIC based on the single-slope integral ADC

662 7 Readout Integrated Circuit, Measurement, and Testing Technology …



The block diagram of the whole circuit is shown in Fig. 7.72. The reference
current source of each unit cell is provided through a current source array. The
working process is as follows: a row of unit cell circuits is selected by a row
selection signal and starts the integration, the output of each unit cell circuit is a
sequence of pulses, which are buffered to the corresponding 8-bit counter and
parallel-to-serial converter, thus generating a serial digital word; Controlled by the
column selection signal, eight serial digital words are read out sequentially. Then all
counters and parallel-to-serial converter are reset, and a new row selection signal
starts to select the next row of unit cell circuits. And so on, a frame of signal data is
not ended until each row of unit cells is read out.

(2) The circuit structure of a unit cell

Through a cell circuit, the photocurrent from the detector is integrated and
converted to a sequence of digital pulses, whose number is proportional to the
current intensity, that is, the A/D conversion is realized in the unit cell. Digital
circuits out of the unit cell are used to count the number of digital pulses and output
in serial. Figure 7.73 is the circuit structure of a unit cell [18]. The DI structure is
adopted for the input stage circuit. Since the integrated voltage signal is a dc signal,
the sample capacitor could be eliminated in the design, and the voltage signal on the
integration capacitor could be directly converted to a digital signal.

One input of the comparator is connected with the input transistor and the
integration capacitor. After a period of integration time, the voltage on the inte-
gration capacitor is Vint. The other input of the comparator is a ramp voltage VR

with good linearity, which is generated by a reference current source and an inte-
grator. When the comparator output is high, the AND gate opens, and outputs the
clock pulse. When VR < Vint, the output of the comparator flips, and blocks the
AND gate, thus the number of output clock pulses is proportional to the current
intensity, and is waiting for the row selection signal to be read out to the column
line.

(3) Design of the comparator

Fig. 7.73 The circuit structure of a unit cell
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Using a common differential comparator, the transition voltage can be precisely
controlled; whereas the gain is very low, and the swing for the output voltage is too
small to meet the requirement on resolution. In order to increase the gain, a
two-stage op-amp is adopted as a comparator. Figure 7.74 is the circuit topology of
a two-stage op-amp. Where the first stage is the input differential pair, reducing the
offset and noise, providing high gain, and the second stage is a common-source
stage, providing a large swing, thus reducing the output resistance.

In Fig. 7.74, we need to determine the size of the transistors M1–M7 and assume
the current through them respectively to be I1–I7. First, the size of each transistor is
set through hand calculation with approximate design equations, and then fine tuned
through simulation. The steps are detailed as follows:

Known parameters for the circuit design are the DC gain (Av), the input
common-mode range [Vin (min) and Vin(max)], load capacitance (CL), conversion
rate (dV/dT), output voltage swing [Vout (min), and Vout (max)] and power (Pdiss).

• Determine the equilibrium constraints (the relationship of current mirror)

The so-called circuit static equilibrium, meaning that when all devices are
operated in the saturation region, all n-channel devices can absorb the same amount

VDD

GND

OUTVn
Vp

M0 M2

M1 M3

M4

M5

M6

Vbias

Fig. 7.74 Two-stage operational amplifier configuration diagram
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of current come from their paired p-channel devices. In this case M1 and M2, M3
and M4 all are matched, and VGS3 = VGS4 = VGS6. If the inputs are in balance,
then when the VP and VN are equal, the following equations hold

W1

L1
¼ W2

L2
ð7:32Þ

W3

L3
¼ W4

L4
ð7:33Þ

I1 ¼ I2 ¼ 0:5I5 ð7:34Þ

W6=L6
W4=L4

¼ 2 �W7=L7
W5=L5

ð7:35Þ

• Determine the output current I7 to meet the requirement of the slew rate

When no specific conversion rate is given, one can choose 10 times the prop-
agation delay time as a starting point. In the circuit design, the propagation delay
time TP = 0.5 ls, power supply voltage VDD = 5 V, and the conversion rate is dV/
dT � 25 V/ls. Then the current I7 is given by

I7 ¼ CL
dV
dT

� �
ð7:36Þ

• Determine the minimum size of M6 and M7 to satisfy the output voltage swing.
Using the following equation

VDS ¼ 2I7
b6;7

 !1=2

ð7:37Þ

• Knowing the current of the second stage and the minimum size of M6, the gain
of the second stage is given by

AV2 ¼ � gm6

gds6 þ gds7
ð7:38Þ

• According to specifications and the gain obtained above, the gain of the first
stage is given by
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AV1 ¼ AV=AV2 ð7:39Þ

• According to the relationship of current mirror and the minimum size of M6 and
M7 determined earlier, the current of the first stage is determined. Then verify
whether the requirement of power Pdiss is satisfied.

• Knowing the current and gain of the first stage, the size of the transistor M1 is
given by

AV1 ¼ � gm1

gds1 þ gds3
ð7:40Þ

where

gm1 ¼ 2K 0 W
L

� �
I1

� �1=2
ð7:41Þ

gds � kI1 ð7:42Þ

• Determine the minimum size of M5 to meet the requirement of the
common-mode voltage range

VG1 minð Þ ¼ VSS þVDS5 þ I5
b1

� �1=2

þVT1 maxð Þ ð7:43Þ

where

VDS5 ¼ 2I5
b5

� �1=2

ð7:44Þ

• Increase the size of M5 or M7 to satisfy the relationship of current mirror.
• Determine the minimum size of M4 to meet the requirement of the

common-mode voltage range

VG1 maxð Þ ¼ VDD � I5
b3

� �1=2

� VT03 maxð Þj j þVT1 ð7:45Þ

• Increase the size of M3 or M6 to satisfy the relationship of current mirror.
• Using the Spectre simulation tool of Cadence for the circuit simulation, verify

whether all specifications are satisfied and whether the propagation delay time
meets the requirement.
In above Equations, K is the transconductance of the transistor (�lCOX), b is
KW/L, k is the parameter of channel length modulation.

Meanwhile, design parameters are determined to satisfy design specifications. It
is required that the output low voltage Vmin be less than the logic low level and that
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the output high voltage Vmax be more than the logic high level because the output
voltage of the comparator is required to drive the subsequent digital circuits.
Therefore, the swing range of VOUT is about 0.3–4 V. It is required that the average
power consumption for a unit cell must be less than 80 lW, and the power con-
sumption mainly comes from the amplifier, while the amplifier operates no more
than 128 ls within a frame period (about 2 ms), so the operating power Pdiss should
be less than 80 � (2000/128) � 1000 lW, that is, 1.25 mW. Other determined
parameters include: CL = 1pF, VDD = 5 V, VSS = 0 V, the swing of VOUT is 0.5–
4.5 V, the common-mode input range is 2.5–5 V, the conversion rate is 25 V/ls,

VDD

GND

OUTVin
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M2 M3

M4 M5

M6

M7

M8

Fig. 7.75 The circuit diagram of the comparator with determined transistor size
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Fig. 7.76 The simulation for offset voltage. a Circuit schematic for the simulation of offset
voltage. b Simulation result
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and the gain AV � 1000. These parameters are substituted into the design proce-
dure described above, and the width and length of each transistor can be determined
finally. Figure 7.75 is the circuit diagram of the comparator with determined
transistor size [19].

(4) Simulation for the circuit

After all transistors sizes are determined, the Software Spectre is used to sim-
ulate four important performance parameters mentioned earlier to determine whe-
ther they meet the design specifications.

The simulation for offset voltage is shown in Fig. 7.76, when two inputs of the
comparator are zero, the output offset voltage is 6.66449 lV, divided by the gain,
the derived input offset voltage VOS is less than 6 nV, therefore the impact on the
performance of a comparator can be ignored. Here we only simulate the offset
voltage of the system, and the offset voltage caused by the fabrication process is
determined through the test after chip tape out.

Figure 7.77 is the simulation for the gain of the comparator when the differential
input is a sine wave signal whose frequency is 1 kHz and amplitude is 1 mV and
DVin = 1 mV. Simulation results show that
DVout = 4.607 V − 1.624 V = 2.983 V, the gain AV = 2.983/0.001 � 2983. So
the DC gain of comparator is greater than or equal to 3000, which meets the design
requirement and also has a great margin.

The simulation for propagation delay time of the comparator is shown in
Fig. 7.78. Adding a DC voltage of 4.029 V at the input Vint of the comparator, and
a linear ramp voltage at the input Vref, and observing the output waveform and
propagation delay time of the comparator, it can be seen that the comparator
changed the output state when Vref was reduced to near Vint. In order to measure the
propagation delay time within the area of the threshold time, the waveform in
Fig. 7.78 is zoomed in and is shown in Fig. 7.79. At the point B, Vref is 4.02869 V,
reaching the threshold value, tB = 206.381 ls = tIL � tIH, near the point A,
Vout = 2.5 V = 0.5 (VOH + VOL), tA = 206.842 ls = 0.5 (tOL + tOH), therefore the
propagation delay time TP � tA − tB = 206.842 − 206.381 = 0.461 ls < 0.5 ls,
so it meets the design requirement.

Fig. 7.77 Comparator gain simulation circuit schematics.
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Figure 7.80 shows the operating waveform of the comparator when the input Vint

is connected with a DC voltage and the input Vref is connected with a linear ramp
voltage. The comparator can operate normally when Vint is 2.5 and 4.981 V (close
to 5 V), so the input common-mode voltage range is from 2.5 to 5 V.

Based on the above simulation results, the error of A/D conversion due to the
performance of the comparator can be calculated. The offset error of the comparator
is very small, so the error of the A/D conversion due to is negligible. The resolution

Fig. 7.78 The simulation for the propagation delay time of comparator

Fig. 7.79 The zoom-in waveform for Fig. 7.78
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of the comparator is higher than 5/3000 � 0.00167 V = 1.67 mV, so then the error
of A/D from it is less than 1.67/(2500/256) = 0.17 LSB. Propagation delay time is
0.46 ls, so the error of A/D from it is 0.46/(128/256) = 0.92 LSB. Therefore, the

(a) (b)

Fig. 7.80 The simulation for the input common-mode voltage range of comparator. a Operating
waveform of comparator when the input is close to 2.5 V. b Operating waveforms of comparator
when the input is close to 5 V

Fig. 7.81 Photographs for the 8 � 8 digital ROIC based on the pixel-level structure with the
single-slope integral ADC and a chip with DIP package

Table 7.9 The measurement
for the 8 � 8 digital ROIC
based on the pixel-level
structure with the single-slope
integral ADC

1 Format 8 � 8

2 The pixel pitch 100

3 Resolution 8-bit

4 Power of unit ADC 37.5 µW

5 Offset error (Eo) 1LSB

6 Full-scale range (FSR) 252 (decimal)

7 Linearity error (ET) 2.5 LSB

8 Gain error (EG) 2.5 LSB

9 Conversion time of ADC (tc) 144 µs

10 Power consumption of chip � 8.7 mW

11 Nonuniformity between pixels �2.54 %
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maximum error of A/D conversion caused by the comparator is
0.17 LSB + 0.92 LSB = 1.09 LSB.

(5) The measurement for the circuit chip

The 8 � 8 digital ROIC based on the pixel-level structure with the single-slope
integral ADC is implemented with the 0.6 lm Double-Well Double-metal (DPDM)
CMOS process by the CSMC Foundry. The chip size is about 2.1 mm � 2.3 mm.
Figure 7.81 is the photograph for the circuit chip and a chip with DIP package. The
measurement for the whole chip and a unit cell circuit verifies that the input
photocurrent can be read out and the A/D conversion can operate properly. The
performance parameters of the measurement are shown in Table 7.9.

3. The 8 � 8 digital ROIC based on the Pixel-level structure with first-order
R-D oversampling ADC

The first-order R-D oversampling ADC circuit has features such as high input
charge-handling capacity, high resolution, and high SNR. The drawback is to

Description:

1: The cell array

2: Pixel units

3: Bit transmission line

4: Digital filtering

5: Row decoder

6: The control circuit

7: Memory unit

8: Clocking

Fig. 7.82 The block diagram of an 8 � 8 digital ROIC based on the pixel-level structure with
first-order R-D oversampling ADC
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realize a digital filter outside the pixel array, which increased the circuit complexity,
the input bandwidth, and the output bandwidth. With the continuous development
of CMOS technology, the digital filter can be implemented not only off-chip, but
also on-chip.

(1) The frame structure of the circuit

Figure 7.82 shows the overall structure of an 8 � 8 digital ROIC based on the
pixel-level structure with a first-order R-D oversampling ADC. Each pixel is
connected to an A/D converter, which outputs a digital bit-stream representing the
analog input of each pixel. Each unit cell is independent. The digital filter is used
for receiving the digital bit-stream and converting it to an N-bit digital word. The
digital filter can also be implemented off-chip with hardware or software, and the
digital bit-stream is transmitted to the receiving end of the filter for digital filtering
through the signal line.

(2) The unit cell circuit structure of the 8 � 8 digital ROIC

The 8 � 8 digital ROIC is based on the pixel-level ADC structure. The algo-
rithm of the first-order R-D oversampling ADC is adopted. The unit cell circuit
structure is shown in Fig. 7.83.

Vshutter

Vbias1

Vref

PHI2

Store Dump

VDD

V
D

D

Fig. 7.83 The unit cell circuit structure based on the first-order R-D oversampling ADC
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The photodiode is gated by a switch transistor, the photo charge integrates on the
integration capacitor, and the integrated voltage signal is quantized. The comparator
operates in the sub-threshold region, thus lowering the power consumption and
noise, improving the gain, and reducing the leakage current of DAC. The quantized
value is converted to the electric charge, which is fedback to the photodiode, by
1-bit DAC. The 1-bit DAC is realized with an analog shift register similar to the
three-phase CCD. If the output of comparator is low, the sequence consisting of
three control pulses will fill the integration capacitor with a fixed amount of charge.

Qd ¼ Vdd � Vstore � Vtp
� 	 � Cox �W � L ð7:46Þ

In Eq. 7.46 Vdd is the supply voltage, Vstore is the low voltage of the Store signal,
Cox is the gate oxide capacitance of the MOS transistor, and W and L are the width
and length of the MOS transistor. The voltage amplitude of the Store signal can be
used to control the amount of charge for transport, and one bit is generated and read
out by the bit line in each clock cycle.

The ROIC works exactly in the same way as read-only memory, and adopts the
structure composed of bit location decoding, column location decoding (multiplex
for output), and the amplifier. Each pixel generates one bit for each access time, so

Fig. 7.84 The simulated output of a unit cell circuit when the photocurrent is 1/4 of the maximum
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Fig. 7.85 The simulated output of a unit cell circuit when the photocurrent is half of the
maximum

Fig. 7.86 The simulated output of a unit cell circuit when the photocurrent is 3/4 of the maximum
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the whole focal plane generates a two-dimensional bit-plane each time. Each frame
of the image is composed of L bit-planes. L is determined by the SNR

SNR ¼ 9 log2 Lð Þ � 5:2 dB ð7:47Þ

(3) The simulation results

Although each bit of the digital output of the comparator does not represent the
magnitude of the input analog signal, the statistical property of the digital bit-stream
signal out from the comparator can reflect the magnitude of the input analog signal.

Figures 7.84, 7.85, 7.86 and 7.87 are the simulation results for a unit cell circuit
when the photocurrent is 1/4 of the maximum, half of the maximum, 3/4 of the
maximum, and the maximum, respectively. The upper graph is the sampling pulse,
the middle graph is the output of a unit cell circuit, and the lower graph is the output
of the integrator.

(4) The layout implementation

The layout of the 8 � 8 digital ROIC is implemented with the design rule of
0.5 lm DPDM CMOS process. The pixel size is 50 lm � 50 lm. The layout for a
unit cell circuit is shown in Fig. 7.88. The layout for the chip of 8 � 8 digital ROIC
is shown in Fig. 7.89. The circuit structure is suitable for an infrared detector with a
high photocurrent. Each unit cell has an ADC circuit and the area of cell can be
controlled within 50 lm � 50 lm. Because the comparator operates in the

Fig. 7.87 The simulated output of a unit cell circuit when the photocurrent is the maximum
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sub-threshold region, the simulation shows that the power consumption can be
controlled within 10 lW.

4. Several applied ADC circuits at the Pixel-level structure

William Mandle of the American Amain Company and Boyd Fowler, Abbas EL
Gamal of Stanford University and other researchers have been committed to the
design of the pixel-level ADC circuit for IRFPA.

In 1994, Stanford University introduced a pixel-level ADC topology, which is a
first-order R-D oversampling ADC circuit shared by four pixels [20]. The advan-
tages of the circuit are small area cost and a large charge-handling capacity. The
disadvantage is the high output data rate. To reduce the output data rate, a Nyquist
sampling rate MCBS ADC was designed by Stanford University in 1999 [21]. The
advantages of the circuit are small area cost and the low FPN for the gain and bias.
The disadvantages are that the gain bandwidth of the comparator is small and that
the response sensitivity of the photodiode is low. Through analyzing two algorithms
for ADC, the circuit designers conclude that the R-D ADC is more suitable for
infrared imaging, and MCBS ADC is more suitable for visible light imaging.

In 1996, using two-stage MOSAD algorithm, a 640 � 480 IRFPA with the
pixel-level ADC was developed by William Mandle, and the structure of the input
stage circuit is the BDI circuit [10]. Results from the paper showed that better than

Fig. 7.88 The layout of a unit cell circuit
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14 bits could be achieved and that well capacity could be increased to support high
background needs. The Amain Electronics Company of the United States devel-
oped an 640 � 480 MW MCT IRFPA by adopting the pixel-level MOSAD ADC
structure.

In 2007, the development on the ADC embedded in a 25 lm pixel is reported by
the LETI of France [22]. With a 14-bit at 50/60 Hz video rate, the ADC structure
has been applied to 25 lm pitch bolometer sensors with a dedicated 320 � 240
IRCMOS circuit, and the room temperature sensitivity and the DC offset are solved
directly in the pixel. In 2010, LETI and SOFRADIA of France presented a new
15-bit pixel-level ADC which is implemented in a 25 lm pixel pitch [23]. The
pixel-level ADC is based on charge packets counting technique and the ADC
dimensioning has been optimized for LWIR imaging. This technique offers a large
well capacity that paves the way for a breakthrough in thermal sensitivity. In
electro-optical test, a peak NETD value of 2 mK has been reached with power
consumption under 150 mW.

Fig. 7.89 The layout for the chip of 8 � 8 digital ROIC with the first-order R-D oversampling
ADC
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7.5 Measurement and Testing Technology for Focal Plane
Array

With the development from “one pixels” to “focal plane array (FPA)” for infrared
and ultraviolet detectors in the past twenty years, the measurement and testing
technology has also improved. The early testing method for infrared detectors with
one pixel or multiple pixels was as follows: a cavity black body was used as the
infrared radiation source, the detectors were applied with bias current or bias
voltage, the output of the detectors was amplified through a preamplifier and input
to the acquisition card, and then the measurement results were output through the
computer processing. With the introduction of an extended area blackbody to the
measurement system for infrared focal plane, the new testing technology has been
studied and developed. The signal of infrared detectors could be amplified through
ROIC on the focal plane, so the performance of the output has a great improvement.
Meanwhile, the measurement system is required to provide analog drivers and
timing pulses for ROIC, so it is important to incorporate a low-noise driver circuit.
With the increase in testing requirements, the measurement system has a continuous
upgrade. Generally, a low-noise bias circuit, a pulse generator and a real-time
imaging function would be integrated in a latest measurement system for FPA,
which is versatile and suitable for various types of detectors for in-depth analysis.
With the development of FPA, the measurement and testing technology is devel-
oped on various aspects such as the measurement on the photovoltaic effect of the
detector, the testing of ROIC, the measurement and evaluation of the device after
hybridization, the measurement on the photoelectric performance of FPA and
reliability testing, etc.

Table 7.10 The characteristic parameters and related quantities to evaluate IRFPA

Parameters Related
quantities

Responsivity Nonuniformity Integration time

Detectivity Operable pixel Frame period

Noise Dead pixel Line period

Noise equivalent irradiation
power

Over hot pixel Charge capacity

Saturation irradiation power Max pixel rate Irradiation power

Dynamic range Noise equivalent temperature
difference

Irradiation
energy

Relative spectral response Cross talk Field of view

Spectral response range Modulation transfer function Fill factor

Quantum efficiency Fixed pattern noise Pixel amount

Linearity
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7.5.1 Measurement of Parameters for Infrared FPA

1. The characteristic parameters of infrared FPA

According to physical properties of IRFPA, there are a total of 28 characteristic
parameters and related quantities (including 19 characteristic parameters, 9 related
quantities) to fully evaluate IRFPA, as shown in Tables 7.10 and 7.11, which
comprehensively describe the characteristics of IRFPA from eight aspects [24].

2. The classification of the testing for characteristic parameters of IRFPA

There are many performance parameters which should be measured to evaluate
the characteristics of IRFPA, including responsivity, noise, detectivity, noise
equivalent temperature difference (NETD), linearity, modulation transfer function
(MTF), minimum resolvable temperature difference (MRTD), etc. There are three
features on the testing for IRFPA: First, the blackbody source is not modulated
during the test (except spectrum testing), that is a constant irradiation, so the
blackbody response signal is measured by eliminating the background; Second, the
sample hold method must be used because the output signal is discrete. Third, the
noise is usually measured as a root mean square (RMS) voltage by calculating
signal statistical fluctuation. By now, the test methods of “responsivity”, “noise
equivalent temperature difference”, and “dynamic range” are all based on these
three features.

Basically, the testing for IRFPA can be divided into three categories: floodlight
mode testing, focused mode testing, and system-level testing.

(1) Floodlight mode testing

The floodlight mode testing includes measurements on noise, responsivity,
NETD, noise equivalent irradiation power (NEP), detectivity (D*), nonuniformity,

Table 7.11 The evaluation parameters classified according to characteristics testing

Characteristic Name of parameter

Photoelectric conversion
characteristic

Responsivity, quantum efficiency, fill factor, detectivity

Noise characteristic Noise voltage, noise equivalent irradiation power, noise
equivalent temperature difference

Spectral characteristic Relative spectral response, spectral response range

Dynamic characteristic Dynamic range, saturation irradiation power, noise equivalent
irradiation power, linearity

Spatial resolution feature Modulation transfer function, cross talk

Temperature resolution
characteristic

Noise equivalent temperature difference

Response uniformity
characteristic

Nonuniformity, dead pixel, over hot pixel, FPN

Frequency characteristic Maximum pixel rate, frame period, line period
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and linearity. During the measurement, a blackbody is used to floodlighting IRFPA
at a series of temperature points, and then the output signal of each pixel under the
corresponding temperature is acquired.

It is a key to measure the noise and responsivity for the evaluation of charac-
teristics of a detector. The noise is the RMS deviation of the output voltage signal
over time with a constant input signal. The noise testing is implemented by mea-
suring the output voltage signal several times under a constant irradiation with a
blackbody at or close to room temperature. The responsivity is the change of the
output voltage signal under a unit irradiation. There are several different repre-
sentations for the responsivity, such as blackbody responsivity, peak responsivity,
etc. Responsivity and noise are the basis to calculate parameters of D*, NETD and
NEP, etc. Therefore, the measurement accuracy of responsivity and noise is very
important, and an error in measurement will lead to an error in other parameters.

Nonuniformity is the change for the output signal of each pixel under a constant
and uniform irradiation, including the difference between the output signals under
the fixed background (FPN) and the differences between the output signals with
varied irradiation (response nonuniformity). Nonuniformity usually is expressed as
a maximum deviation or standard deviation of the statistics on the output signals
when the IRFPA is excited by infrared radiation from a blackbody.

Traditionally, the linearity testing is implemented by using an extended area
blackbody or a cavity blackbody to floodlighting the IRFPA. The output signals of
IRFPA would vary with the temperature change of blackbody, so the linearity is
used to represent the relationship between the output signal and the irradiation
power, and can be acquired by calculating the deviation from the fitted straight line.
This testing method is straightforward, while only having an accuracy of approx-
imately 2 %.

(2) Focused mode testing

In focused mode testing, the infrared radiation energy from a blackbody source
is focused on the individual pixel of detector. Generally, focused mode testing is
used to measure the cross talk and MTF which reflect the spatial characteristic of
IRFPA.

Cross talk reflects the influence between the response signals of adjacent pixels.
In principle, it is a simple test: a small light spot is focused on a pixel, and then the
output signals of the pixel and adjacent pixels are measured. Since the pixel size of
an advanced IRFPA is close to the optical diffraction limit, it is very difficult to
get alight spot smaller than the pixel size, as well as to guarantee the accurate focus
of the light spot in the center of pixel. Therefore, the cross talk testing actually is a
very demanding technology.

Applying a standard optical imaging system on IRFPA, the MTF could be
calculated by the Fourier transform from the curve of the output signal, which is
obtained by scanning across the slit of the focal plane.

(3) System-level testing
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System-level testing is generally the performance measurement of IRFPA with
an optical lens, and mainly includes the MRTD, signal transfer function (SiTF), etc.

MRTD is generally measured by imaging a 4 bar target on the focal plane and
then changing the temperature until the four bars can just be distinguished. MRTD
depends on the size of the bar, as a larger bar is easy to distinguish. The curve of
MRTD can be obtained by drawing the temperature difference according to the
target space frequency change. MRTD is used to evaluate both sensitivity and
spatial resolution of the system, so the measurement of MRTD is very important.

(4) The analysis of error sources

There are some standard components and test equipment involved in the test of
characteristics of IRFPA, so the error can be resulted from many sources. The error
may come from the inherent error of the measurement system, or be produced due
to the no repeatability of equipment during the transformation between different
measurements. There are three main types of error such as optical error, electrical
error, and mechanical error.

Optical error is mainly produced by poor alignment. Many optical parts are often
used to focus the infrared energy on the detector. Each optical part has at least three
degrees of freedom. The position errors of these optical elements are cumulative,
but it is difficult to determine the value. In the light string test, for example, the size
of light spot is a key optical parameter. A standard optical system is required to
generate a very small light spot on the detector, and is very sensitive to defocusing
error. Scanning testing need to align the light spot for x-y translation with the
orientation of detector array, otherwise there will be a stray light and vignette
problems, which would cause the measurement error.

The measurement of parameters such as responsivity and noise can be referred to
the measurement of response voltage. The main error is from the electrical noise of
equipment, which is used to acquire the output signal. In the testing environment of
IRFPA, the noise asynchronous with the operation of IRFPA comes from electronic
components such as the computer, external power, digital signal processing
equipment, and so on. Therefore, in the testing, we must eliminate possible path-
ways between the device under test and potential noise sources to ensure the
accuracy of the measurement.

To realize the consistency of measurement results, the repeatability of testing
equipment is a key. It is difficult to change the test configuration of the system
consisting of many adjustable components. Therefore, a measurement system is
generally composed of a set of component modules, which can be replaced rapidly.
The system is quickly adjusted, and the configuration is accurately recorded, thus
achieving the repeatability of test results. The method of integration eliminates
many errors related to the assembling adjustment and the alignment for various test
configurations.

3. The measurement of parameters for IRFPA

(1) Measurement of parameters such as responsivity, detectivity, and NETD
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The measurement of parameters such as responsivity, etc., can be referred to the
measurement of response voltage signal under two different blackbody temperatures,
that is the temperature T0 and the temperature T1. After the response voltage is
measured, characteristic parameters such as responsivity can be calculated according
to the definition. Figure 7.90 shows the block diagram of a measurement system,
which is composed of the blackbody source, the detector array under test, the elec-
tronic circuits, computer, etc. The testing method is as follows: A blackbody with
adjustable temperature is placed close to the detector array under test, the timing
pulses and bias voltage is supplied. After system initialization, the blackbody

Fig. 7.90 The block diagram of a measurement system

Fig. 7.91 The block diagram of a testing system for cross talk
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temperature is changed to T1, and the output voltage signal V1 is recorded by the data
acquisition system. Then the blackbody temperature is changed to T2, and the output
voltage signalV2 is recorded again. The characteristic parameters of the detector array
will be calculated by substituting V1 and V2 in corresponding formula. The Shanghai
Institute of Technology and Physics, Chinese Academy of Sciences, has drafted
GB/T17444, the technical norms for measurement and testing of characteristic
parameters of infrared focal plane arrays [25].

(2) Cross talk testing

In the detector, the cross talk signal produced by the influence of the adjacent
pixels is called cross talk [26]. Figure 7.91 displays the block diagram of a testing
system for cross talk, which is composed of a small light spot system, the device
under test, the micropositioning platform, electronic circuits, and other components.

The optical system installed between the blackbody and the detector is used to
focus the blackbody radiation to one pixel of the detector. The response voltage of
the tested pixel and adjacent pixels are measured at the same time, and the cross talk
is calculated as the percentage of the voltage of adjacent pixels over that of the
tested pixel.

(3) Spectral response test

The response of an infrared detector to different wavelengths of irradiation is
called spectral response. Figure 7.92 shows the block diagram of spectral response
test system, which is composed of the radiation source, monochromator, the
detector under test, the signal processing circuit, and the computer for data
acquisition.

Generally, a high temperature blackbody is used as the radiation source, which
radiates to the detector through the monochromator. There are two kinds of
detectors for the test, one of which is a standard pyroelectric detector, and the other
is the detector under test.

For a standard pyroelectric detector

Data collection 

and processing

Fig. 7.92 The block diagram of spectral response test system
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VpyroðkÞ ¼ k � RðkÞ � TðkÞ ð7:48Þ

where R(k) is the blackbody radiation, T(k) is the transmittance of monochromator,
and k is the electrical gain which is constant. The standard detector is a pyroelectric
detector of full spectrum.

Similarly, for the detector under test

VdetðkÞ ¼ SðkÞ � RðkÞ � TðkÞ ð7:49Þ

where R(k) is the blackbody radiation, S(k) is the spectral response of the detector,
the spectral response curve S(k) is Vdet/Vpyro. The final result should be normalized.

(4) Frequency response and the response time
The frequency response of a photovoltaic detector is mainly decided by three
factors

(1) The diffusion time sn to junction (barrier) area for photon-generated
carriers

(2) The drift timesd of photon-generated carriers under the effect of electric
field in the body

(3) Circuit constant sc determined by the junction capacitance Cd and load
resistance RL.
So the total response time of photovoltaic detector is as follows:

s ¼ sd þ sn þ sc ð7:50Þ

The above three response time parameters are related to photovoltaic
detector materials, structure, working condition, and subsequent circuit.

4. The testing system for parameters of IRFPA

It is a complex task to test and evaluate the IRFPA with different materials,
different readout integrated circuits, and different functions, so the testing system
should be versatile, universal, and highly automatic. With the development of
IRFPA, the corresponding testing system must be continuously updated. At present,
the main components of an infrared testing system include a bias voltage card,
clock card, preamplifier and acquisition card, and relevant control software. Its
working principle is as follows: Through the software programming, the parameters
of system hardware are configured, the power, bias voltage, and timing pulses are
generated to drive the IRFPA, then the output data is acquired to calculate the
characteristic parameters of the IRFPA (responsivity, the detectivity and nonuni-
formity, etc.). The main testing system is integrated with the function of real-time
imaging, and the gray level of an IRFPA real-time image can be measured by
histogram statistics. It will be more comprehensive and effective to evaluate the
staring focal plane, which is mounted with a band-matching lens as is the same as a
linear focal plane equipped with a swing lens.
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The rapid development of measurement and testing techniques is promoted by
the technology progress of IRFPA. The demands for more convenient, real, and
precise measurement have been the focus in the market. Currently, the major testing
system suppliers include HGH of France, SBIR and PI of the United States, CI
Company of Israel, etc.

Figure 7.93 shows a practical testing system for comprehensive parameters of
IRFPA, which can measure the spectral response of short-wave, medium-wave,
long-wave infrared focal planes, as well as responsivity, detectivity, noise, cross
talk, NETD, and so on. It can locate the position of the noneffective pixel of the
focal plane detectors and provide effective data to analyze the test result. Such a
system can realize the real-time imaging of an array detector, and has the function
of nonuniformity correction, which intuitively reflects the device performance and
provides effective reference for detector applications.

7.5.2 Measurement of Parameters for Ultraviolet FPA

The main difference between the testing methods for ultraviolet FPA and infrared
FPA is that the radiation source is different and the calibration for radiation power is
varied. In the test of an ultraviolet FPA, the light source is one of the key com-
ponents. The light source should be chosen to have a large radiance in the band of
ultraviolet and provide high radiation, so the detector under irradiation would have
a higher output response thus improving the SNR. Meanwhile, the light source
should have good stability in order to improve the measurement repeatability and
accuracy. Conventional ultraviolet light sources are deuterium lamp, xenon lamp,
mercury lamp, etc. Deuterium lamps, which are commonly used as ultraviolet and
vacuum ultraviolet transmission standard light sources, have the required stability,

Fig. 7.93 A practical testing
system for comprehensive
parameters of IRFPA
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repeatability, small size, and low power consumption. The lamp can emit strong
ultraviolet radiation and produce continuous radiations ranging from the wave-
length of 165–370 nm. However, a typical deuterium lamp only has an output
power of 30 W. Through a spectral monochromator, the power of emit light is too
weak to be detected by the detector. Xenon lamp has a continuous spectrum and
high output power, generally more than 250 W. With a reasonable optical design
and circuit design, the stable output optical power could be achieved for a xenon
lamp, which can be applied to the testing for the ultraviolet FPA. Mercury lamp has
a discontinuous line spectrum. Its output power generally can reach more than
250 W, while the energy is mainly set in dozens of spectral lines, of which the
365 nm spectral line output the biggest power. So a mercury lamp can provide a
single spectral line that has enough light energy, and be applied to the measurement
of responsivity and detectivity for the ultraviolet FPA at a particular wavelength.

The calibration of radiation power mainly has two types of standards: (1) The
standard based on the light sources, which are commonly consisted of blackbody
and synchrotron radiation. When the blackbody is used as the standard, the prin-
ciple is based on the Planck’s law, Stefan Boltzmann’s law and Lambert’s law. Its
precision depends on the stability of electrical power supply, the precision of
temperature control, the measurement precision for the exit aperture of blackbody,
etc. The blackbody is normally used as infrared radiation standard. When the
synchrotron radiation is used as the standard, its spectral radiation power can be
accurately calculated by Schwinger formula, and the main factors affecting the
accuracy are the magnetic field, the electron energy, electronic flow, and geomet-
rical structure. A synchrotron radiation light source is often used for ultraviolet
radiation standard. (2) The standard based on the detectors, which are mainly
divided into the self-calibrating detector and the electric substitution radiometer
(ESR). The self-calibration detector must be based on the proven technology. Based
on the principle of photoelectric equivalence, the ESR is to convert the measure-
ment of radiation power to the measurement of electric power, so it is an absolute
calibration method. There are two types of ESR, one is a cryogenic radiometer and
the other is a room temperature radiometer, which is based on the electrical

Fig. 7.94 The working
principle diagram for a
cryogenic radiometer
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calibration pyroelectric detector. The working principle of a cryogenic radiometer is
described in Fig. 7.94. Both light irradiation and electrical heating can make the
temperature of the absorption cavity rise. When the increase of temperature is same,
the electrical power is equivalent to the light power and its precision depends on the
accurate measurement of the current and voltage and photoelectric equivalence
effect. The working principle of the electrical calibration pyroelectric detector is
similar to the cryogenic radiometer, while it is an absolute calibration method
operating at room temperature, which is also based on photoelectric equivalence
effect. A pyroelectric detector can respond to the ultraviolet radiation and the
electrical heating, so it can convert the measurement of ultraviolet radiation power
to the measurement of an equivalent electrical heating power.

In the ultraviolet waveband, during the transfer process from the standard light
source based on synchrotron radiation to a ultraviolet light source such as deuterium
lamp, the measurement of irradiation technology will further cause the error due to
the limitation of stability and repeatability. The current development trend is to
build a calibration method for ultraviolet radiation power by using the ESR. In
recent years, a radiation standard was gradually established on the basis of an
electric substitution cryogenic radiometer by the International standards organiza-
tion and developed countries, which integrated advanced technology such as
Electric Substitution, double cold shielding, high vacuum, superconducting, and so
on. This evolution has enabled the radiation calibration technology to reach
unprecedented accuracy. However, because the cryogenic radiometer needs some
advanced technologies, only a few organizations, such as the NIST of America,
NPL of British and PCB of Germany, have the ability to develop it.

The Shanghai Institute of Technical Physics has also carried out the research on
the calibration method for ultraviolet radiation based on the ultraviolet electrical
calibration pyroelectric detector [27]. The structure of an ultraviolet electrical cal-
ibration pyroelectric detector was designed and the practical calibration detector
was developed. The test platform for the relative spectral response of an ultraviolet
detector was established by exploring highly stable ultraviolet radiation sources and
studying the factors of spectral measurements and multi-beam split processing.
Although the uncertainty of the measurement for the responsivity of ultraviolet FPA
can reach 5 %, the test method has been submitted for the establishment of a
Chinese Military Standard.

7.6 Summary

As the representative of the third generation of IRFPA, dual-band/multiband
IRFPA, digital IRFPA have characteristics such as high speed, high reliability,
small size, low cost, and excellent performance for detection, and have become the
hot topic for the technology development of IRFPA. The dual-band ROIC for signal
processing on IRFPA and the digitalization of ROIC are introduced and illustrated
with recent implementations in this chapter. In addition, the test techniques for the
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infrared focal plane and the ultraviolet focal plane are the basis for the correct
evaluation on FPA, so the testing techniques are also described.

This chapter is summarized as follows:

(1) A brief review of the development for dual-band detectors and readout circuits
are presented. The circuit topology, operation mode, and features for the
dual-band ROIC are discussed in detail. According to the characteristics of
dual-band IR detectors with different structures, a simultaneous 256 � 2
dual-band ROIC and a sequential 128 � 128 dual-band ROIC are imple-
mented. For the simultaneous dual-band ROIC, a current mirror gate modu-
lation structure is adopted as the input stage circuit and the function of signal
separation is also realized in the input stage. For the sequential dual-band
ROIC, the DI structure is used as the input stage circuit and the load of output
buffer is shared in column level. The infrared imaging is realized for IRFPA
assembled with ROIC and dual-band detector array in hybridization. In
addition, the implementation of a 128 � 128 ultraviolet ROIC is presented,
and ultraviolet imaging is also displayed.

(2) The development for the digitalization of IRFPA is introduced. Three archi-
tectures including the chip level, the column level, and the pixel level for the
implementation of A/D conversion on the focal plane are discussed. The main
algorithms including the voltage-frequency-modulation ADC, the sigma-delta
ADC, the MCBS ADC, and the single-slope/dual-slope integral ADC are
presented and analyzed, respectively. The performance parameters, advan-
tages, and disadvantages for each algorithm are listed. Two implementations
based on the first order R-D oversampling ADC are illustrated respectively for
a column-level 128 � 2 ROIC and a pixel-level 8 � 8 ROIC. An 8 � 8
digital ROIC based on the pixel-level structure with the single-slope integral
ADC is implemented.

(3) The characteristic parameters of infrared focal planes are briefly introduced,
and three basic types of infrared focal plane tests are described, including
floodlight mode test, focus mode test, and system-level test. The sources of
measurement deviation are analyzed. The test methods and equipment for
infrared focal plane parameters including responsivity, detectivity, noise
equivalent temperature spectral response, cross talk, and so on are presented.
Meanwhile, basic test requirements and methods of UV focal plane parametric
are introduced.
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