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ABSTRACT
The inelastic response and residual mechanical properties acquired from most shock compressed
solids are quite different from those acquired from quasi-static or moderate strain rates. For in-
stance, the residual hardness ofmany shock compressedmetals has been found to be considerably
lower than those loaded under quasi-static conditions to the samemaximum stress. However, the
residual hardness of shock compressed metals is much higher than those loaded quasi-statically
to the same total strain. These observations suggest that the deformationmechanisms active dur-
ing inelastic deformation under shock compression and quasi-static or moderate rates may be
quite different. Therefore, the primary objective of this short book is to offer the reader a concise
introduction on the Structure-Property Relationships concerning shock compressed metals and
metallic alloys via shock recovery experiments.

The first phase of the book, chapters 1 through 3 provides a brief historical perspective
on the structure-property relationships as it pertains to shock compression science, then plastic
deformation in shock compressed metals and metallic alloys is described in terms of deformation
slip, deformation twinning, and their consequences to spall failure. Existing knowledge gaps and
limitations on shock recovery experiments are also discussed. The fundamentals of shock wave
propagation in condensed media are presented through the formation and stability of shock
waves, then how they are treated using the Rankine-Hugoniot jump relations derived from
the conservation of mass, momentum, and energy. The equation of states which govern the
thermodynamic transition of a material from the unshock state to the shock state is briefly
described and the elastic-plastic behavior of shock compressed solids is presented at the back
end of the first phase of this book. The second phase of the book describes the geometry and
design of shock recovery experiments using explosives, gas and powder guns.Then results derived
from the residualmechanical properties, microstructure changes, and spall failuremechanisms in
shock compressedmetals andmetallic alloys with FCC, BCC, andHCP crystal lattice structures
are presented. Also, results on the residual microstructure of explosively compacted powders
and powder mixtures are presented. Lastly, the book closes with the new frontiers in shock
recovery experiments based on novel materials, novel microscopes, novel mechanical processing
techniques, and novel time-resolved in-situ XRD shock experiments.

KEYWORDS
shock compression, high strain rate mechanics, dislocation slip, twining, texture
evolution, microstructure evolution, phase transformation
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Preface
The primary objective of this book on the subject of Structure-Property Relationships under Ex-
treme Dynamic Environments is to offer the reader a concise introduction on the shock compres-
sion of condensed matter via shock recovery experiments and stimulate new interests on the sub-
ject. The targeted readers are graduate students, and early to mid-career researchers who are pur-
suing research in the field of shock compression science. The first phase of the book, Chapters 1–
3 provides a brief historical perspective on the structure-property relationships as it pertains to
compression science, then describes plastic deformation in shock compressed metals and metal-
lic alloys in terms of deformation slip, deformation twinning, and their consequences to spall
failure. Existing knowledge gaps and limitations on shock recovery experiments are discussed.
The fundamentals of shock wave propagation in condensed media are presented through the
formation and stability of shock waves, then how they are treated using the Rankine-Hugoniot
jump relations derived from the conservation of mass, momentum, and energy. The equation
of states which govern the thermodynamic transition of a material from the unshocked state
to the shocked state is briefly described and the elastic-plastic behavior of shock-compressed
solids is presented at the back end of the first phase of this book. The second phase of the
book (Chapter 4) describes the geometry and design of shock recovery experiments using ex-
plosives, gas, and powder guns. Then results derived from the residual mechanical properties,
microstructure changes, and spall failure mechanisms in shock-compressed metals and metallic
alloys with FCC, BCC, and HCP crystal lattice structures are presented. Also, results on the
residual microstructure of explosively compacted powders and powder mixtures are presented.
Finally, Chapter 5 concludes the book with the new frontiers in shock recovery experiments
based on novel materials, novel microscopy techniques, novel mechanical processing techniques,
and novel time-resolved in-situ XRD shock experiments.

This book would have been impossible without the involvement, interaction, and support
provided by numerous researchers over the years. Therefore, I am grateful and indebted to them
for such support. I am extremely grateful to a long-term colleague at the Army Research Labo-
ratory, Dr. J. D. Clayton (ARL Fellow), for his encouragement, discussion on topics relating to
mechanics and shock compression science, meticulous technical review of the final manuscript,
and invaluable suggestions. His critique and suggestions were extremely crucial during the as-
sembly of this book. The late Dr. D. P. Dandekar not only introduced me to shock compression
science but also introduced me to numerous esteemed shock compression scientists and engi-
neers who have influenced my research direction and thought process over the years. He was
a great teacher and mentor and I was extremely fortunate to have him as a co-advisor on my
doctoral thesis committee and to have worked with him for over a decade. I am not sure if I can



xii PREFACE
fully express my gratitude to my doctoral thesis advisor at The Johns Hopkins University, Prof.
K. T. Ramesh, but I am extremely indebted to him for introducing me to the world of high
rate mechanics. He continues to critique my work and provide very useful insights to my cur-
rent research. I also thank my Master’s thesis advisor at the University of Maryland Baltimore
County, Prof. D. Arola, who introduced me to the fascinating subject of failure and fracture of
engineering materials.

Dr. D. E. Grady (ARA, Sandia retired) has always being willing to discuss critical
problems concerning shock wave research, I am fortunate and extremely thankful for his
kindness. As veterans of the US military, Dr. Grady and I have swapped numerous intriguing
military stories over the years, which I found to be priceless. I have been extremely auspicious to
interact and continue to interact with Dr. W. P. Walters (BRL Fellow retired), Dr. T. Wright
(ARL Fellow retired), Dr. J. Macauley (ARL Fellow retired), Dr. R. Becker (ARL Fellow), and
Dr. B. Scott at the Army Research Laboratory. I thank them all for the invaluable technical
and professional support they have provided over the years. Dr. M. A. Meyers (UCSD),
Dr. G. Ravichandran (Caltech), Dr. N. N. Thadhani (Georgia Tech), Dr. G. T. Gray (LANL),
and Dr. Y. M. Gupta (WSU) have provided me a wider perspective in shock compression
science and are greatly acknowledged. Last but not least, I am thankful to a bright young
post-doctoral fellow, Dr. Scott Turnage, for reviewing the final manuscript.

Everything should be made as simple as possible, but not simpler.
Albert Einstein (1879–1955), Theoretical Physicist and Nobelaureate

Cyril L. Williams
October 2018
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C H A P T E R 1

Introduction
Experimental research in shock compression science is traditionally categorized into two dis-
tinct groups: real-time (time-resolved in-situ) shock experiments and end-state (recovery) shock
experiments. Unlike time-resolved in-situ shock experiments, which are designed to acquire the
velocity-time history of the material being investigated, shock recovery experiments were de-
veloped to augment the acquired time-resolved velocity history of the shock wave profile. The
primary objective of a well-designed shock recovery experiment is to interrogate the residual
structure-property relationships of a material, which has undergone a known uniaxial strain his-
tory under shock compression and then released back to ambient conditions without being sub-
jected to rogue radial release waves. Shock recovery experiments are also routinely employed to
study incipient spall failure and the characteristics of spall surfaces. Shock recovery experiments
are difficult to execute and the acquired microstructural data are often quite complex to inter-
pret. This is partly due to the extreme conditions (such as high stresses, elevated temperatures,
high strain-rates, etc.) the material undergoes during shock compression and release but also
because of the short time-scales involved (nanosecond shock rise time and few microseconds to
completion). In addition to the complexities stated above, there is an existing knowledge gap
between the ambient-state and the end-state of the material interrogated. That is, shock recov-
ery experiments do not provide any information between the ambient-state and the end-state.
This poses some serious challenges on the interpretation of the microstructural data. However,
coupling multiscale modeling with results acquired from shock recovery experiments can help in
closing this existing knowledge gap. Nevertheless, end-state shock recovery experiments are well
suited to study end-state phenomena such as spall failure and the residual structure/mechanical
properties of materials which have been shock compressed and released to ambient conditions.

It is prudent at the early stages of this book on the subject of Structure-Property Relation-
ships under Extreme Dynamic Environments to pose and answer three basic questions relevant to
shock recovery experiments. (1) What is a shock wave? (2) What are shock recovery experiments?
(3) What is the relevance of shock wave research? The answer to the first question is rather straight
forward within the framework of mathematics. That is, a shock wave is simply a discontinuity
or jump in principal mechanical and thermodynamic parameters such as particle velocity (or
stress), strain, density, temperature, volume, etc. However, mathematical discontinuities do not
occur in engineering materials. Although they are often used to approximate the shock rise time
in shock wave problems, the shock rise time in engineering materials is finite. Therefore, the
definition of a shock wave will be restated as follows. A shock wave is a large amplitude nonlinear



2 1. INTRODUCTION
wave propagating at supersonic velocity, and across the boundary of the shocked and unshocked mate-
rial, there exists a near-discontinuity or jump in principal mechanical and thermodynamic parameters
such as particle velocity (or stress), strain, density, temperature, volume, etc.

The answer to the second question is not as straightforward compared to the definition
of a shock wave. However, a general definition of shock recovery experiments can be stated
as: experiments through which a sample has been subjected to a well-defined shock stress and then soft
recovered to study the residual structure-property relationships at different length-scales (atomic, nano,
micro, meso, and macro) of the material in question. A more detailed description of shock recovery
experiments will be explored in Chapter 3.

Last, shock wave research is highly relevant because it plays a dominant role in most high-
rate phenomena. It is a multidisciplinary subject spanning numerous fields such as condensed
matter and plasma physics, chemistry, biology, engineering, materials science, medicine, seis-
mology, and military technology. Although shock wave research pre-dates World War II, it
radically expanded during and after World War II to create new fields of study such as nuclear
explosions, supersonic and hypersonic aerodynamics, impact physics, dynamic fracture mechan-
ics, gas dynamics, shock synthesis, explosive working and forming of metals, explosive cladding
(welding) of metals, and laser fusion, to name a few. Some real-life occurrences of shock waves
in aerodynamics and ballistics are shown in Figure 1.1 [1–4].

The primary objective of this book is to cultivate new interests in shock wave research
pertaining to the structure-property relationships concerning new generations of materials such
as nanocrystalline and ultra fine grained metals, high entropy alloys, long period stacking or-
dered (LPSO) structured materials, metamaterials, etc. The book is organized into five chapters.
Chapter 1 provides a historical background on the subject of modern day shock recovery exper-
iments since its inception in 1958 and then presents a brief summary of plastic deformation,
spall failure, and bridging the knowledge gap in shock recovery experiments. Chapter 2 pro-
vides some background on the fundamentals of shock wave propagation in condensed media
useful for understanding and interpreting shock wave data pertaining to the structure-property
relationships in metals and metallic alloys. Shock recovery experiments are introduced in Chap-
ter 3 and then a concise background on deformation mechanisms and spall failure is provided in
Chapter 4. The book closes with Chapter 5 on the new frontier concerning shock recovery ex-
periments. This book is in no way an exhaustive survey of shock wave research pertaining to the
structure-property relationships in shock compressed solids. The reader is encouraged to read
the following reviews on the topic [5–24].

1.1 HISTORICAL PERSPECTIVEONTHE
STRUCTURE-PROPERTYRELATIONSHIPS
PERTAININGTOSHOCKCOMPRESSION SCIENCE

It is apparent from the annals of shock wave research that shock recovery experiments pre-
date the World War II. For instance, Sir Charles Parsons in 1920 claimed to have synthesized
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(a) (b)

(c) (d)

Figure 1.1: Shock waves in real life: (a) an F/A-18C Hornet Fighter jet transitioning to super-
sonic flight [1]; (b) a high velocity bullet in air with a bow shock at it’s nose and turbulence in its
wake [2]; (c) a handgun forming two spherical shocks and a bow shock at the nose of the pro-
jectile [3]; and (d) an expanding hemi-spherical shockwave from a high explosive warhead [4].

small amounts of carbon into diamond [25] although this claim has been disputed based on the
pressure and temperature achieved during his experiment. Likewise, Michel-Levy and Wyart
developed a unique recovery experiment in 1939 for the synthesis of minerals [26]. Nonetheless,
it is generally accepted that the foundations for modern day shock recovery experiments were
laid down between the mid-1950s and mid-1960s. One of the first major breakthroughs in
shock recovery experiments was the pioneering research and subsequent classic paper by Cyril
Stanley Smith in 1958 on the Metallographic Studies of Metals after the Passage of an Explosive
Shock [5]. Using a well-designed momentum trapping assembly to mitigate rogue radial release
waves, Smith shock-loaded both Oxygen Free High Conductivity (OFHC) copper and ˛-Iron
(Armco) up to 60 GPa and then recovered the samples for metallographic analyses. Smith ob-
served numerous deformation twins inOFHC copper after the passage of approximately 20GPa
shock stress but concluded that their contribution to hardening was insignificant. Smith also
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found that ˛-iron under shock compression develops Neumann bands (twin lamellae) but more
importantly, the residual microstructure above 13 GPa transitioned to a different phase, which
upon full release leaves a complex microstructure evocative of carbon-free martensite [5]. Prior
to Smith’s elegant research, momentum trapping rings were not routinely employed and, there-
fore, the validity of shock recovery experimental results were at best questionable and at worst
flawed. Smith’s work is considered a milestone in shock compression science and is the bench-
mark for modern day shock recovery experiments. Other noteworthy milestones in shock re-
covery experiments include the synthesis of diamond by P. S. Decarli and J. C. Jamieson [27],
decomposition of inorganics by I. U. Riabinin [28], inorganic synthesis by Y. Horiguchi and
Y. Nomura [29], polymerization of condensed monomers by G. A. Adadurov et al. [30], and
powder compaction by O. R. Bergmann and J. Barrington [31]. Table 1.1 is a compilation of
notable research derived from shock recovery experiments from 1956 and 1982.

It is clearly evident from Table 1.1 that research pertaining to shock recovery experiments
increased globally after the work of C. S. Smith, especially in the United States (U.S.), So-
viet Union (U.S.S.R.), and Japan. In the U.S., shock recovery experiments were conducted at
Los Alamos National Laboratories (LANL), Sandia National Laboratories (SNL), and few pri-
vate institutions such as Stanford Research Institute (SRI), the DuPont Company, and Battelle
Laboratories. Synthetic diamond is a direct product of shock recovery experimental research in
the U.S. and has led to its commercialization for use in the machine tool industry. Bergmann
and Barrington [31] at the DuPont Company pioneered research in powder compaction and
shock sintering which made it possible to produce cubic boron nitride in the U.S. During the
same period, the U.S.S.R. was heavily engaged in shock chemistry and the research efforts by
Adadurov et al. [30] led to the synthesis of polymers from condensed monomers. Using explo-
sives, Ignatovich et al. [35] polymerized polycrystalline acrylamide under multiple shock loading
conditions. Like the U.S., the U.S.S.R. was also heavily engaged in the production of synthetic
diamond. Furthermore, the Japanese were also conducting high level research in shock compres-
sion science via recovery experiments. Synthesis of titanium carbide and zinc ferrite from their
powder form were achieved by Horiguchi and Nomura [29] and Kimura [32], respectively. The
techniques developed for shock recovery experiments between 1950 and 1970 are still employed
in contemporary shock recovery experiments with minor modifications.

1.2 A BRIEF BIOGRAPHYOFCYRIL STANLEY SMITH
This book on the subject of Structure-Property Relationships under Extreme Dynamic Environ-
mentswould not be complete without a brief biography on the father of modern day shock recov-
ery experiments. Cyril Stanley Smith (shown in Figure 1.2 with the front page of his pioneering
paper) was a man of great engineering and scientific repute. He was born in Birmingham, Eng-
land in 1903 and received his B.Sc. degree in metallurgy from the University of Birmingham in
1924 [47, 48]. He then immigrated to the United States and attained the Sc.D. degree in metal-
lurgy in 1926 at the Massachussetts Institute of Technology (MIT), Cambridge, U.S. [47, 48].
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Table 1.1: Research in shock compression science pertaining to the structure-property relation-
ships conducted between 1956 and 1982

Year Research Topic Researchers Country Ref.

1956 Decomposition of inorganics I. U. Riabinin U.S.S.R. [28]

1958 Metallography of iron C. S. Smith U.S. [5]

1961 Synthesis of diamond P. S. Decarli and J. C. Jamieson U.S. [27]

1963 Inorganic synthesis Y. Horiguchi and Y. Nomura Japan [29]

1963 Shock synthesis Y. Kimura Japan [32]

1965 Polymerization G. A. Adadurov et al. U.S.S.R. [30]

1966 Powder compaction O. R. Bergmann and J. Barrington U.S. [31]

1966 Vulcanization of rubber I. M. Barkalov et al. U.S.S.R. [33]

1969 Polymerization Babare et al. U.S.S.R. [34]

1970 Polymerization Ignatovich et al. U.S.S.R. [35]

1970 Dynamic fracture T. Barbee et al. U.S. [36]

1971 Shock recovery assembly Adadurov et al. U.S.S.R. [37]

1972 Shock recovery assembly A. L. Stevens and O. Jones U.S. [38]

1975 Shock recovery assembly R. N. Orava and R. H. Wittman U.S. [10]

1975 Defect generation L. E. Murr and K. P. Staudhammer U.S. [39]

1976 Dynamic fracture L. Seaman et al. U.S. [40]

1980 Shock chemistry R. A. Graham et al. U.S. [41]

1981 Shock synthesis B. Olinger and L. R. Newkirk U.S. [42]

1981 Shock consolidation M. A. Meyers et al. U.S. [43]

1981 Shock recovery assembly P. S. Decarli and M. A. Meyers U.S. [9]

1981 Defect generation L. E. Murr U.S. [13]

1982 Defect generation J. E. Vorthman and G. E. Duvall U.S. [44]

1982 Shock compaction A. Sawaoka et al. Japan [45]

1982 Shock recovery assembly L. Davison et al. U.S. [46]
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He worked for the American Brass Company as a research metallurgist for about 15 years, then
joined the War Metallurgy Committee and shortly after, the Manhattan Project at Los Alamos
Scientific Laboratory. There he directed metallurgical research on fissionable materials in sup-
port of the development of the atomic bomb [48]. Smith was awarded the Presidential Medal
for Merit in 1946 for his work at Los Alamos [48].

Figure 1.2: Cyril S. Smith and his pioneering research paper on the metallographic studies of
metals after explosive shock [48].

After the Manhattan Project, Smith joined the University of Chicago in 1946 where he
founded and became the first director of the Institute for the Study of Metals. This was the first
interdisciplinary research organization in the United States dealing with materials research [48].
Professor Smith moved back to his alma mater (MIT) in 1961 [47] where he held joint appoint-
ments in the Department of Metallurgy and Humanities until his retirement in 1969. He was
appointed by President Truman as one of the original members to the general advisory commit-
tee to the Atomic Energy Commission. He also served on other notable committes such as the
Committee on Science and Public Policy of the National Academy of Sciences, the President’s
Science Advisory Committee, and Smithsonian Council [48]. Professor Smith was a world-
renowned metallurgist and historian of metallurgy. Professor Smith was a member of numerous
organizations, including the National Academy of Sciences (NAS), the American Academy of
Arts and Sciences, the American Society of Metals (ASM), and the American Physical Society
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(APS). He was also an honorary member of the Japan Institute of Metals, the Indian Institute
of Metals, and the Akademie der Wissenschaften (Germany). Smith pioneered the applica-
tion of material science and engineering to the study of archaeological artifacts. Professor Smith
was the first chairman of the board of governors of Acta Metallurgica, and he authored sev-
eral books [49–51] and about 200 journal articles. Professor Smith died on August 25, 1992 in
Cambridge, Massachusetts, USA.

1.3 PLASTICDEFORMATION IN SHOCKCOMPRESSED
METALSANDMETALLICALLOYS

The plastic response of metals and metallic alloys under shock compression is substantially dif-
ferent from those observed under quasi-static or moderate strain rates. It is well known that the
mechanical properties acquired from most shock recovered metals and metallic alloys are quite
different than those acquired from quasi-static to moderate strain rates [6] (from this point for-
ward, the usage of the wordmetalswill imply bothmetals andmetallic alloys unless otherwise spec-
ified). For instance, the residual hardness of many shock compressed metals has been found to be
considerably lower than those compressed under quasi-static conditions to the same maximum
stress [52, 53]. However, the residual hardness of shock compressed metals are much higher
than those compressed quasi-statically to the same total strain [6, 7, 11–16, 23, 24, 52, 53]. It is
noteworthy that shock hardening is not ubiquitous in metals. For instance, 6061-T6 aluminum
and Ti-6Al-4V titanium alloys do not show any significant shock hardening as compared to the
quasi-static case [54, 55]. These observations suggest that the deformation mechanisms active
during shock compression are quite different from those active during quasi-static and moderate
strain rates.

Plastic deformation in single or polycrystalline metals at high rates can be accommodated
by two principal deformationmechanisms: deformation slip and deformation twinning. Slip and
twinning may be active jointly or exclusively. However, for most metals, slip is the dominant
deformation mechanism under low-to-moderate strain rates at room temperature. Twinning
may be dominant at higher strain rates such as those experienced under shock compression
and at low temperatures [13, 56–59]. It is well known that deformation twinning is profuse
in shock-compressed metals with hexagonal close-packed lattice structures due to their limited
slip systems compared to their FCC and BCC counterparts [60–64]. Deformation twins have
also been observed in shock-compressed metals with higher numbers of slip systems at room
temperature such as copper (FCC) [11, 56, 65, 66], nickel (FCC) [11, 52, 67], iron (BCC) [5,
68, 69], and tantalum (BCC) [70–74].

1.3.1 DEFORMATIONSLIP
A microscopic description of plastic deformation is warranted as a prelude to understanding the
shock-compressed behavior of metals prior to spall failure, for which the material first under-
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goes shock compression and then tensile failure. Plastic deformation by crystallographic slip is
accommodated through the motion of edge and screw dislocations along available slip planes
and slip directions (slip system). Suppose a tensile force (P) is applied along the longitudinal axis
of a single crystal metal bar, as shown in Figure 1.3a. The force (P) can be resolved along the
slip direction with unit vector b and the normal direction to the slip plane with unit vector n,
respectively. Taking into consideration the slip plane area (As=Ao= cos �, where Ao is the cross-
sectional area of the bar), the resolved shear stress acting on the slip plane and along the slip
direction (b) is easily determined to be �RSS D � cos � cos � (Schmid’s law), where � (=P/Ao)
is the applied normal stress. When the �RSS reaches some critical value which is characteristic
of the single crystal, then plastic flow initiates. This critical resolved shear stress is related to the
tensile yield stress through Schmid’s law �y D �CRSS=m, where m (=cos � cos �) is the Schmid
factor. Schmid’s law implies that yielding will occur on the slip system possessing the largest
Schmid factor.

(a) (b)

Figure 1.3: An illustration of (a) crystallographic slip in a metallic single crystal and (b) mean
dislocation velocity as a function of applied shear stress.

Under the action of shear stresses, both edge, screw, mixed, and partial dislocations ac-
celerate rapidly to a high velocity along the appropriate slip system, as illustrated in Figure 1.3
(with edge dislocation velocity being higher than that of screw [75]). Figure 1.3b reveals the
three distinct regimes governing dislocation motion in condensed matter, namely, the thermal
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activation regime, the transition regime, and the viscous drag regime [53, 76–78]. If plastic de-
formation occurs solely by crystallographic slip, then the mean dislocation velocity ( Nv) is related
to the shear strain rate ( P) by the Orowan equation [79]

P D bNm Nv; (1.1)

where b is the magnitude of the Burgers vector and Nm is the mobile dislocation density. The
Orowan equation stipulates that increasing the mobile dislocation density or velocity will in-
crease the shearing rate. The Orowan equation was first applied to shock wave research by Du-
vall [80] and then quantitatively applied to the shock wave response of materials by Taylor [81].
As dislocations accelerate rapidly to higher velocities, the mobile dislocations encounter en-
ergy barriers (obstacles) such as solute atoms, vacancies, inclusions, precipitates (semicoherent
to noncoherent), boundaries (grain, twin, etc.), and other dislocations (mobile and immobile).
These barrriers are either short-range or long-range; they hinder dislocation motion and must
be overcome to accommodate plastic deformation.

Short-range barriers emanate from the lattice structure itself and they affect dislocation
motion from one atom to another in a single lattice. They may include the Peierls–Nabarro
stress which is the primary short-range barrier for body-centered cubic (BCC) metals, point
defects such as vacancies and self-interstitials, substitutional atoms, alloying elements, or forest
dislocations which are the primary short-range resistance for face-centered cubic (FCC) and
hexagonal-close packed (HCP) metals [58, 78]. Long-range barriers are typically several or-
ders of magnitude larger than short-range barriers or the lattice spacing. They correspond to
the elastic stress fields of other dislocations, grain boundaries, and point defects. Short-range
barriers can be overcome partly through the process of thermal activation which results in large
thermal vibrations that assist the dislocation in overcoming the obstacle and partly by the action
of the net shear stress due to the applied external forces. On the other hand, long-range barriers
are athermal because thermal activation does not significantly affect dislocations in overcom-
ing them [53, 58, 78]. However, increases in thermal energy affect long-range barriers in two
ways. First, through the temperature dependence of the elastic modulus, in particular the shear
modulus, and, second, through the effect of the temperature history on the microstructure, in
particular the dislocation density. Therefore, it is customary to decouple the flow stress into the
thermal component which is associated with short-range barriers and the athermal component
which is associated long-range barriers when studying temperature effects on dislocation mo-
tion [53, 58, 78, 82].

At higher shear stresses and shear strain-rates, the mechanism governing dislocation mo-
tion will transition from thermal activation to viscous drag, as shown in Figure 1.3b [83]. Dis-
location motion is primarily dominated by phonon drag in the viscous drag regime. Phonons
are elastic waves that arise from vibrating atoms within the crystal, they are definite discrete
unit or quantum of vibrational mechanical energy. Phonons impede dislocation motion and
phonon drag is primarily facilitated by phonon scattering [76, 84, 85]. Upon the action of ex-
ternal stresses, the fast-running dislocation will attain a steady-state velocity and equilibrium
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will be achieved when the applied shear stress (�) is related to the dislocation velocity (v) in
accordance with the following equation:

�b D Bv; (1.2)

where b is the magnitude of the Burgers vector and B is the viscous drag coefficient which is
expressed as [86]

B D
Bo

1 �

�
v

vs

�2
; (1.3)

where Bo is the viscosity at ambient conditions (zero velocity) and vs is the shear wave speed.
As the dislocation velocity increases, the viscous drag increases. However, it is obvious from the
above equation and Figure 1.3b that the dislocation velocity cannot equal or exceed the shear
wave speed (the so-called forbidden velocity); the dislocation velocity approaches the shear wave
speed asymptotically. Although analytical and computational models have shown the existence
of supersonic dislocations [87–91], their existence has not yet been realized or verified experi-
mentally.

1.3.2 DEFORMATIONTWINNING
To maintain continuity at grain boundaries in a crystalline solid under an arbitrary plastic de-
formation field, at least five independent slip systems must be activated simultaneously [92].
Failure to meet such a criterion can lead to premature fracture of the crystalline solid. However,
if a crystalline solid does not have sufficient independent slip systems available for activation,
then in some metals twinning may be activated to provide the additional deformation mech-
anisms necessary to accommodate the arbitrary shape change. A twin in a crystalline solid is
defined as a region of the crystal in which the orientation of the lattice is a mirror image of that
of the matrix material. The boundary between the twinned and un-twinned (matrix or parent)
material is delineated by a coherent planar interface called a twin boundary. Figure 1.4 is a rep-
resentation of an undeformed material without twins and a twinned material. The formation
of a twin by shearing between each parallel plane of atoms is illustrated in Figure 1.4b. Dislo-
cation movement during deformation slip takes place in multiples of the unit displacement or
dislocation Burger’s vector. In contrast, shear displacement during twinning is a fraction of the
interatomic repeat distance, that is, every atomic plane shears relative to its neighboring plane.
Twinning and slip are highly competitive deformation processes over a wide temperature range.
Twins are classified by how they are formed. Those formed during recrystallization are called an-
nealing twins and those formed during deformation are called mechanical or deformation twins.
Nevertheless, this book is primarily concerned with mechanical or deformation twinning.

Deformation twinning is prevalent in metals with HCP crystal lattice structure because
basal, prismatic, and pyramidal slip do not provide the five independent slip systems necessary
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(a) (b)

Figure 1.4: Formation of a deformation twin by shear (a) undeformed solid and (b) deformed
solid revealing a twinned region and associated twin boundaries.

to accommodate arbitrary shape change, especially when ha C ci pyramidal slip is not possi-
ble. Twinning has been observed on numerous distinct planes in HCP metals and their al-
loys. The most common twinning system observed in these HCP metals and their alloys is the
f10N12gh10N11i tensile twinning system [93–100]. Other slip and twinning systems observed in
various materials with FCC, BCC, and HCP crystal lattice structures are listed in Table 1.2.
Twinning has also been extensively studied in materials with body centered cubic (BCC) crystal
lattice structures such as ferritic steels because of their importance in engineering structures.
For instance, deformation twins or Neumann bands (as they are referred to in steels) are readily
observed in ferritic steels under shock compression at room temperature and low-temperature
conditions. A common twinning plane in ferritic steels is the f112g with the shearing direc-
tion parallel to [N1N11] [101]. Twinning systems observed in other BCC materials are listed in
Table 1.2. Metals with FCC lattice crystal structure exhibit the least propensity for twinning
when compared to their BCC and HCP counterparts. Nevertheless, FCC metals are known to
twin under cryogenic temperatures and high strain rates, especially those with low stacking fault
energies. A common twinning system observed in metals with FCC crystal lattice structure is
the f111gh11N2i twinning system; see Table 1.2 for other twinning systems observed in various
FCC metals.

Deformation twinning is highly favored in shock-compressed solids because of the high
stresses and high strain rates involved [68, 70, 109–114]. For instance, some metals that do not
twin under ambient temperature are known to twin under shock compression [115]. Twinning
depends on several factors such as stress [39, 52, 116], pulse duration [39, 117, 118], as-received
substructure [119, 120], grain size [118, 121], stacking fault energy [112, 122], and crystallo-
graphic texture [123, 124]. In general, twin density has been found to increase with increase in
shock stress [68, 124, 125] and pulse duration [117, 126]. Furthermore, it has been shown that
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Table 1.2: Slip and twinning systems for selected materials with FCC, BCC, and HCP crystal
lattice structures at room temperature

Metal
Density

(g/cc)

Crystal

Structure

Slip

System

Twinning

System
Reference

Al 2.70 FCC [102]

Cu 8.93 FCC ̅ [102]

Au 19.32 FCC ̅ [102]

Ag 10.49 FCC ̅ [103]

α-Fe 7.87 BCC ̅ [104, 105]

W 19.30 BCC ̅ [106]

Mo 10.22 BCC ̅

{441}

{332}

[106]

Cr 7.19 BCC ̅ [106]

Mg 1.74 HCP ̅1̅

{101̅ ̅1̅

{101̅ ̅1̅

{112̅ ̅

{101̅ ̅1̅

{101̅1̅}{101̅2}

{101̅3}{303̅2}

[95, 106]

Be 1.84 HCP ̅1̅

{101̅ ̅1̅
{101̅ ̅1̅ [106]

Ti 4.50 HCP ̅1̅

{101̅ ̅1̅

{101̅ ̅1̅

{101̅ ̅1̅

{102̅ ̅6̅

{102̅ ̅3̅

[106]

α-Zr 6.53 HCP ̅1̅

{101̅ ̅1̅

{101̅ ̅1̅

{101̅ ̅1̅

{102̅ ̅6̅

{102̅ ̅3̅

[107, 108]
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profuse twinning occurs in annealed materials but not in pre-deformed materials with reason-
ably high dislocation density [119, 120, 127]. Materials with large grains or low stacking fault
energy have also been shown to twin more readily than those with small grains or high stacking
fault energy [112, 118, 121, 122].

1.4 SPALL FAILURE INMETALSANDMETALLICALLOYS
Spall failure is prevalent in materials subjected to high velocity impact events, and in order to
mitigate spallation it is essential to understand the underlying fundamental failure mechanisms.
Spall failure occurs in metals when two strong decompression or rarefaction waves collide and
in the process generate a tensile region in the material. For metals, if the tensile stresses devel-
oped are greater than the threshold required for void nucleation, growth, and coalescence, then
spall failure will occur in the material. This is also true for brittle materials; however, nucle-
ation, growth, and coalescence of microcracks is the dominant failure mechanism. Spall failure
is essentially a rate-dependent process and therefore, spall strength is not considered to be an
intrinsic material property. It is strongly a function of shock stress, pulse duration, strain-rate,
and other parameters of state. The strain rates usually associated with the spall process from gas
gun plate impact experiments can be quite high, ranging from 104 s�1 to 106 s�1 [128], and can
be higher for explosives and laser shocks. In addition to the high strain rates, the material can
also be subjected to extremely high compressive stresses under uniaxial strain conditions (in ex-
cess of 1 GPa) in comparison to dynamic compression under uniaxial stress conditions (typically
in the MPa range).

The earliest observation of spall failure can be traced back to the work of Hopkinson in
1914 [129] and the phenomenon has been subsequently studied in metals by numerous re-
searchers [74, 130–142]. It was established from early spall experiments that spallation is an
evolutionary process in which complete failure of a material occurs through the nucleation and
growth of voids or microfractures in the material [143]. The spall and release processes are illus-
trated in Figure 1.5 from the structural and microstructural perspective. Suppose a flyer plate is
driven into a metallic target plate using a light gas gun; one should expect the microstructural
response illustrated at the top of Figure 1.5 and the corresponding structural response shown at
the bottom. For an elastic-plastic material, a two-wave structure is observed with the elastic pre-
cursor (E1 wave) arriving at the target free surface first. Beyond this point (B - Hugoniot Elastic
Limit), the material can no longer sustain elastic distortions, then the response transitions from
elastic to plastic (P1 wave). The regime between points C and F (shown in red) is responsible for
accommodating plasticity through defect generation. Depending on the structure of the shock-
compressed metal or metallic alloy, defects such as dislocations, deformation twins, vacancies,
vacancy clusters, interstitial atoms, etc. are generated during the compression phase. For mate-
rials such as ˛-iron, polymorphic phase transformation from a BCC crystal lattice structure to
HCP will occur at approximately 13 GPa and this is illustrated in the figure by the hypothetical
phase transformation from a square lattice structure to triangular between points D and F. This
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Figure 1.5: A simplified illustration of the various stages of a crystalline material which has been
shock compressed and then released to ambient conditions or spalled.

transformation is manifested through a second plastic wave (P2 wave) at point D. A stable shock
or Hugoniot state is achieved and maintained between points E and F and then the material
releases elastically between points F and G then plastically between points G and H from the
stable shock state, respectively. For metastable ˛-iron, the HCP crystal lattice structure reverts
back to BCC upon full release. If the flyer material is thinner than that of the target, then spall
failure occurs via the collision of decompression waves through void nucleation, growth, and
coalescence if the threshold for failure is satisfied. If the flyer thickness is larger or an impedance
match optical window is used, then the target material releases to ambient conditions (I).

Some of the earliest investigations sought to develop a criterion for characterizing the
spall failure process. The first criterion developed was based on the premise that spallation oc-
curred at a critical tensile stress which is characteristic of the material [129]. The stress rate or
stress gradient criterion was later proposed by Skidmore [144] and Breed et al. [145] to explain
the gradual evolution of damage. Soon after, a cumulative damage criterion was proposed by
Tuler and Butcher [146] to study the time dependence of spall fracture. Also, the concept of
damage as a rate process obeying the Arrhenius rate equations [147] for bond breakage and
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healing was introduced by Tobolsky and Eyring [148] and Zhurkov [149]. Curran et al. [150]
employ a versatile approach for studying the nucleation and growth (NAG) of voids in metals
through empirical constitutive relationships derived from extensive structure-property relation-
ships. Most of these criteria require experimental parameters in order to characterize specific
materials, and usually these parameter must be obtained from well-designed shock experiments.
In response to these requirements, numerous experimental techniques and diagnostic tools have
been developed over the years [151–156].

The spall response of a material can be investigated over length scales on the order of
nanometers to millimeters and time scales on the order of nanoseconds to microseconds. The
plate impact experiment is themost common of all techniques used for interrogating the spall re-
sponse of materials. They are generally carried out using gas or powder guns, explosives, electro-
explosive devices (electric guns), and radiation devices (lasers). Plate impact experiments provide
the ability to measure velocity or stress waveforms in real time and recover the shocked sample
for metallurgical evaluation at the end-state. The coupling of both known velocity or stress wave
histories and results from metallurgical evaluation is extremely valuable in studying the spall
response and failure characteristics of a variety of materials [150, 157–159]. The spall strengths
of various metals with FCC, BCC, and HCP crystal lattice structures are listed in Table 1.3.
The list comprises of both corrected spall strengths, corrected for elastic-plastic effects and un-
corrected spall strengths.

Gas and powder guns are popular because they are relatively straightforward to operate
and offer the experimentalist the most control in repeatability. Conducting a gas or powder gun-
driven plate impact experiment requires that a flyer plate mounted on a sabot be driven into a
target plate, as illustrated in the Lagrangian diagram shown in Figure 1.6a. The impact velocity
is acquired from velocity shorting pins or lasers and the free surface and/or particle velocity
history of the target is measured using a velocity interferometer for any reflector (VISAR) or
photon Doppler velocimetry (PDV), as shown in Figure 1.6b. Upon impact a state of uniaxial
strain (lateral strains are zero and this topic will be treated in Chapter 2) is developed in both
the flyer and target plates. Two elastic and shock compression waves traveling in the opposite
direction are reflected from the flyer and target free surfaces as release or rarefaction waves (see
Figure 1.6a). When the release or rarefaction waves collide in the target material (the target
is always thicker than flyer for spall experiments), a tensile region is created and if the tensile
stresses developed are greater than the threshold for void nucleation, growth, and coalescence
then the metal will fail by spallation. This failure process occurring within the target material is
interrogated at the free surface using VISAR or PDV; the velocity-time history is recorded as
shown in Figure 1.6b and then analyzed. Numerous technical papers and reviews of the plate
impact technique are available in the open literature [128, 160–163].
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Table 1.3: Spall strength data for selected materials with FCC, BCC, and HCP crystal lattice
structures. �, CL, Co, and �� are density, longitudinal sound speed, bulk sound speed, and spall
strength, respectively.

Material Grain Type ρ(g/cc) CL(km/s) Co(km/s) σ*(GPa) Ref.

Al AD1 (FCC) Polycrystalline 2.71 6.40 5.25 0.87 [164]

Al 1100-O (FCC) Polycrystalline 2.71 6.45 5.34 1.40 [138]

Al Pure (FCC) Single Crystal [100] 2.70 6.40 5.77 1.36 [132]

Al Pure (FCC) Single Crystal [111] 2.70 6.40 5.77 1.17 [132]

Cu M2 (FCC) Polycrystalline 8.93 4.60 3.96 0.80 [165]

Cu OFHC (FCC) Polycrystalline 8.93 4.60 3.96 1.20 [166]

Cu (FCC) Single Crystal [111] 8.93 4.60 3.96 4.50 [165]

Cu (FCC) Single Crystal [100] 8.93 4.60 3.96 4.50 [165]

Stainless 304 (FCC) Polycrystalline 7.90 5.74 4.86 3.00 [166]

α-Iron (BCC) Polycrystalline 7.80 5.97 4.65 1.54 [165]

Tantalum (BCC) Polycrystalline 16.85 4.16 3.41 4.40 [166]

Molybdenum (BCC) Polycrystalline 10.21 6.44 5.14 1.80 [136]

Molybdenum (BCC) Single Crystal [111] 10.21 6.44 5.14 4.20 [136]

Molybdenum (BCC) Single Crystal [100] 10.21 6.44 5.14 3.30 [136]

Nb (BCC) Polycrystalline 8.56 5.11 4.52 4.70 [167]

Nb (BCC) Single Crystal [110] 8.59 5.03 4.44 8.66 [168]

AMX602 (HCP) Polycrystalline UFG 1.81 5.70 4.32 1.01 [169]

Mg AZ31B-4E (HCP) Polycrystalline UFG 1.77 5.82 4.62 0.92 [140]

Ti-6Al-4V (HCP) Polycrystalline 4.43 6.15 5.11 5.00 [170]

Be S200F (HCP) Polycrystalline 1.85 13.20 8.03 5.00 [171]

Zn (HCP) Polycrystalline 7.14 4.73 3.03 1.2 [172]

Zn (HCP) Single Crystal [0001] 7.14 2.98 3.03 1.86 [172]

Zn (HCP) Single Crystal [101 ̅0] 7.14 4.73 3.03 1.40 [172]
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Figure 1.6: (a) A simplified Lagrangian diagram and (b) free surface velocity profile representa-
tive of the spall process.

1.5 BRIDGINGTHEKNOWLEDGEGAP IN SHOCK
RECOVERYEXPERIMENTS

Shock recovery experiments are extremely useful for providing data on the residual structure-
property relationships of amaterial that has been shock compressed and released back to ambient
conditions. They are also routinely employed to study the microstructural aspects of spall fail-
ure. However, a knowledge gap exists between the ambient state and release state (end-state).
That is, shock recovery experiments do not provide any information on the microstructure and
its evolution between the ambient and release state. Hence, no structure-property relationships
can be inferred at the shock state. The high stresses, high strain rates, and elevated tempera-
tures involved under these extreme conditions make it difficult to study the structure-property
relationships in real time via traditional shock recovery experiments.

The existing knowledge gap pertaining to shock recovery experiments is illustrated in Fig-
ure 1.7. Suppose a solid body under ambient conditions is deformed by a shock wave; every
particle behind shock front in the solid body will be displaced in response to the imposed shock
stress. Particles ahead of the shock front maintain their position in the reference configuration
until the arrival of the shock wave. As shown in Figure 1.7, the particle at position X1 at the
ambient state (reference configuration) will be displaced by u1 to a new position x1 at the shock
compressed state (intermediate configuration) after time t . When the solid body is released from
the shock compressed state to the release state (current configuration), the particle at position
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x1 will be further displaced by u2 to its final position x2. As previously stated, shock recov-
ery experiments do not provide any information on how the as-received microstructure at the
reference configuration evolves to the current configuration or release state. This knowledge is
extremely crucial in developing a fundamental understanding of the deformation mechanisms
active under shock compression and release, and their role on the consequent failure of the solid
body. Nevertheless, the shock compression science community is working diligently to address
this crucial problem. The current state-of-the-art approach to bridging this knowledge gap is
multi-scale modeling and time-resolved in-situ X-ray diffraction (XRD) shock experiments.
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Figure 1.7: The decomposition of the deformation and release of a shock compressed body.

Multiscale modeling of materials involves different length and/or time scales over several
orders of magnitudes. Multiscale modeling is gradually becoming a reliable scientific tool for
investigating the shock response of condensed matter [173–187]. The length scales of interest
and tools required for probing the various length scales and, therefore, bridging the existing
knowledge gap in shock recovery experiments are shown in Figure 1.8. The length scales range
from the atomic scale to the continuum scale and the tools for probing the various length scales
range from High Resolution Transmission Electron Microscopy (HR-TEM) to optical mi-
croscopy. Although multiscale modeling is in its infancy, it has already proven to be extremely
useful in providing some insights on the deformation mechanisms, microstructure evolution,
and failure processes active at different stages of a shock compressed solid with reasonable ac-
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curacy. Time-resolved in-situ XRD shock experiments are also emerging as a tool for studying
the ambient, shock, and release states. Time-resolved in-situ XRD shock experiments can pro-
vide microstructural data essential for validating multiscale models and for interpreting data
acquired from shock recovery experiments. Recent results acquired from time-resolved in-situ
XRD shock experiments include [113, 153, 188–193]. Shock recovery experiments coupled with
results derived from time-resolved in-situ XRD shock experiments and multiscale modeling will
bridge the knowledge gap between the ambient and release states in shock-compressed solids.

Figure 1.8: An illustration of the hierarchy employed in bridging the various length scale in
multi-scale modeling (HR-TEM: High Resolution Transmission Electron Microscopy; ECCI:
Electron Channeling Contrast Imaging; SEM: Scanning Electron Microscopy; EBSD: Elec-
tron Backscatter Diffraction).
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C H A P T E R 2

ShockWave Propagation in
CondensedMedia

Materials subjected to impulsive loads can exhibit responses that are quite complex and the
material response is normally dependent on the intensity of the impulse. Generally, the response
of solids subjected to impulsive loads may be divided into three distinct regimes. For loading
conditions that produce stresses below the dynamic yield point of the material, the material
response is elastic. On the other hand, if the stresses generated are above the elastic limit, the
material response will be plastic. With further increase in the intensity of the impulsive load, the
stresses generated can exceed the yield strength of the material by several orders of magnitude.
For such cases, the material may behave hydrodynamically. For an elastic-plastic material such as
aluminum, impulsive loads exceeding the elastic limit can produce a two wave structure, a faster
elastic precursor followed by a slower plastic wave (if the transient or shock wave in this case
is not overdriven). The aim of this chapter is not to develop an exhaustive treatment of shock
waves in condensed matter but to introduce pertinent subjects relating to the research at hand.
For a more rigorous treatment of stress waves in solids, the following books are recommended
Kolsky [194], Achenbach [195], Drumheller [196],Whitham [197],Wasley [198], Eringen and
Suhubi [199],Meyers [58], Courant and Friedrichs [200],Grady [201, 202], and Johnson [203].

2.1 LINEARELASTICMATERIAL

A good prelude to the theory of shock waves is the theory of three-dimensional wave motion
in an isotropic linear-elastic material. The solutions to these linear equations are called linear
waves. Although the complexities involved in analyzing linear waves are far less than those of
nonlinear waves, linear waves do exhibit many important traits of wave propagation. In order
to derive the wave equation for an isotropic linear-elastic material, it is necessary to invoke the
system of equations governing the motion of a homogeneous isotropic linear-elastic body. These
are the stress equation of motion (from balance of linear momentum), constitutive law (Hooke’s
law), and the strain-displacement relationships. From the balance of linear momentum, the
stress equation of motion is

@�ij

@xj

C �bi D �
@2ui

@t2
; (2.1)
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where � is stress, � is density, u is displacement, b is body force, x is a Lagrangian point in the
body, and t is time. For an isotropic linear-elastic solid, the constitutive relation is

�ij D 2��ij C ��kkıij ; (2.2)

where � and � are the Lame’s constants and ıij is Kronecker delta. Furthermore, �ij is the strain
and �kk is the dilatation, defined as follows:

�ij D
1

2

�
@ui

@xj

C
@uj

@xi

�
(2.3)

�kk D �11 C �22 C �33: (2.4)

Substituting Equation (2.3) into Equation (2.2) and recognizing that

@�kkıij

@xj

D
@�kk

@xi

and

@2uj

@xj @xi

D
@

@xi

�
@uj

@xj

�
D

@�kk

@xj

;

the stress equation of motion (2.1) can be restated as

.� C �/
@�kk

@xi

C �
@2ui

@xj @xj

C �bi D �
@2ui

@t2
: (2.5)

Replacing

@2

@xj @xj

D

�
@2

@x1
2

C
@2

@x2
2

C
@2

@x3
2

�
with the del operator 52 and �kk with 4, Equation (2.5) can be further restated as

.� C �/
@4

@x1

C � 5
2u1 C �b1 D �

@2u1

@t2
(2.6)

.� C �/
@4

@x2

C � 5
2u2 C �b2 D �

@2u2

@t2
(2.7)

.� C �/
@4

@x3

C � 5
2u3 C �b3 D �

@2u3

@t2
: (2.8)

Equations (2.6), (2.7), and (2.8) are the equations of motion of an isotropic linear elastic solid
and are used to develop the equations for the propagation of longitudinal (dilatational) and
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shear (distortional) waves. Taking the partial derivatives of Equations (2.6), (2.7), and (2.8)
with respect to x1, x2, and x3, respectively, and summing, we get�

.� C �/
@24
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2
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@
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5
2u1 C �

@
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�
@2u3
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�
:

(2.9)

Recognizing that the right hand side of Equation (2.9) can be rewritten as

�
@

@x1

�
@2u1

@t2

�
C �
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�
@2u2
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�
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C
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;

it is evident that Equation (2.9) can be stated as�
.� C �/

@24
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.�11 C �22 C �33/ :

(2.10)

This can be rearranged to get:

.� C �/

�
@24
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2

C
@24

@x2
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C
@24

@x3
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�
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�
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�
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@t2
.�11 C �22 C �33/ :

(2.11)

Finally, assuming there are no body forces .bi D 0/, then Equation (2.11) reduces to the wave
(or hyperbolic) equation for a dilatation 4:

.� C 2�/ 5
2

4 D �
@24

@t2
: (2.12)
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The three-dimensional wave equation for an unbounded medium can easily be derived from the
Navier equation of motion (2.12) by rearranging the terms

@24

@t2
D

.� C 2�/

�
5

2
4; (2.13)

where .� C 2�/=� D C 2
L and CL is the longitudinal (or dilatational) wave speed. The shear wave

speed can be derived using a similar approach [196]. However, in order to derive the shear
wave speed, Equations (2.6) and (2.7) are differentiated with respect to x2 and x1, respectively.
Ignoring the body forces, the solution becomes

�
@2!

@t2
D � 5

2 !; (2.14)

where ! is the rigid body rotation, �=� D C 2
S and CS is the shear (or equivoluminal) wave speed.

The wave equation can be solved either by the method due to Cauchy and Fourier or
that due to D’Alembert. The Cauchy and Fourier method requires the separation of the partial
differential equation into ordinary differential equations then obtaining solutions to the ordinary
differential equations through power series while the D’Alembert method requires the method
of characteristics. The D’Alembert solution is quite often employed to solve the wave equation
and is stated as:

u D f .�/ C g .�/ ; (2.15)
where f .�/ and g.�/ are arbitrary functions which are twice differentiable. The D’Alembert
solution is a representation of the displacement u as the sum of two arbitrary functions f .�/ and
g.�/. Descriptions of the method of characteristics are found in references [196], [200], and
[204–208].

2.2 SHOCKWAVES INCONDENSEDMEDIA
A shock wave (here after referred to as a shock) in condensed matter, as defined in Chapter 1,
is a large amplitude nonlinear wave propagating at supersonic velocity relative to the unshocked
material ahead of it but subsonic relative to the shocked material behind it. Across the boundary
of the shocked and unshocked material, there exist a near-discontinuity or jump in principal
mechanical and thermodynamic parameters such as particle velocity (or stress), strain, density,
temperature, volume, etc. [109, 196, 200, 204, 209–212]. The intent of this section is to briefly
introduce the concept of a shock propagating in condensed matter and state or derive the per-
tinent equations used in its analysis.

2.2.1 SHOCKFORMATION
The formation of a shock is easily explained using the schematic representation of a propagat-
ing disturbance in a condensed medium shown in Figure 2.1. When a solid material is dis-
turbed, the velocity with which the disturbance travels is the sum of the adiabatic sound speed,
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c
�
D V .�@�=@V /1=2

s

�
and the particle velocity .up/, where � , V , and S are stress, volume, and

entropy, respectively. The velocity of the disturbance increases with stress and therefore, the par-
ticles designated by A, B, and C in Figure 2.1 will move from left to right with respect to their
surroundings at the local sound speed of cA, cB , and cC , respectively. Since the local sound speed
and particle velocity increase with stress, then VC > VB > VA. Therefore, as the distance traveled
by the shock increases, the velocity at points B and C will eventually catch up with that of point
A resulting in a jump or discontinuity in stress. The resulting shock is nonlinear and, therefore,
superposition of solutions is no longer valid. It is noteworthy to point out that real shock pro-
files are not a true discontinuity. However, for most materials, the magnitude of the shock rise
time is in the order of nanoseconds. As the strain rate increases, dissipative mechanisms such as
viscosity and heat transport become active and tend to smear out the wave front [213]. At high
strain rates, the dissipative forces become more pronounced and start to cancel out the effect of
increasing sound speed with stress. Eventually, as the opposing effects cancel one another, the
profile of the wave no longer evolves with time and therefore, the shock becomes steady [213].
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Figure 2.1: An illustration of stress as a function of distance of a disturbance propagating from
left to right in a condensed medium (shocking up).

2.2.2 SHOCK STABILITY
In general, shocks do not always develop when a transient load is applied to a condensedmedium
such as the case for the vast majority of uniaxial stress loading (Kolsky bar experiments). How-
ever, once developed, they may or may not be stable, and if they become unstable, the shock
will break up. Consider the schematic in Figure 2.2 of a shock front moving in a solid body and
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suppose it is moving from left to right. If an observer moves with the shock front (shock coor-
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Figure 2.2: An illustration of a shock front moving in a condensed medium from left to right.

dinates), then he/she will observe the material approaching the shock front with a velocity Us

(assuming u0 D 0, the material ahead of the shock front is at rest) and leaving the shock front
with a velocity Us � u1, where Us , u0, and u1 are the shock velocity, particle velocity ahead of the
shock, and particle velocity behind the shock, respectively. If Us > u1 C c, then the disturbance
behind the shock front would not be able to catch up with the shock front and therefore, the
shock would become unstable and decay. On the other hand, if a small compressive disturbance
is ahead of the shock, it must move slower than the shock front or else, the small compressive
disturbance will out run the shock and become unsteady. Considering both cases, the following
criteria must be satisfied for shock stability in normal materials [213]:

dc

d�
> 0 (sound speed increases with stress) (2.16)

c C up � Us (shock wave is subsonic w.r.t. shock state) (2.17)

Us > c0 (shock wave is supersonic w.r.t. unshock state); (2.18)
where Us is the shock velocity, and c and c0 are the sound speed at the shock state and initial
state, respectively. Note that � is positive in compression. Some materials such as distended
materials do not satisfy the stability criteria listed above; however, their treatment is beyond the
scope of this book.
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2.2.3 RAREFACTIONWAVES
A material cannot remain in the shocked state indefinitely and after some finite time will un-
load to ambient conditions. The same property responsible for shocking up compression waves
in condensed matter (i.e., the increase in sound speed with increase in compressive stress) is
responsible for unloading the material. A rarefaction wave is a mechanism by which a distur-
bance propagates into the shocked material and lowers the stress to that of ambient conditions.
Rarefaction waves are sometimes referred to as unloading waves, expansion waves, decompres-
sion waves, or release waves. In general, rarefaction waves do not propagate as discontinuities
although their existence have been reported in the open literature [214–216]. They are analyzed
differently than shock waves and their analysis is beyond the scope of this book.

The rarefaction process can be easily described using Figures 2.3 and 2.4. Shown in Fig-
ure 2.3 is a reflected square shock profile (frame 1) from a free surface and it is propagating from
left to right with a velocity of Us at a steady shock stress. Similar to the case of shock formation,
the velocity at points B and C is traveling faster than point A .VC > VB > VA/ due to their
differences in stress. However, the shock front which is subjected to the stability criteria travels
with a constant velocity, Us . Therefore, the point C will eventually catch up with the shock front
resulting in the spreading of the wave at the backend of the square shock profile as shown in
frames 2–4 in Figure 2.3. This spreading or diverging of the waves is traditionally referred to
as a rarefaction fan and the concept is shown in the Lagrangian (X-t) diagram (Figure 2.4). As
shown in the figure, the head of the rarefaction travels faster than the tail. With further increase
in time, the square shock profile becomes a saw tooth wave (frames 3 and 4). At this point, the
rarefaction wave begins to attenuate the shock and eventually, the wave is no longer a shock
(frame 5) but just a stress wave without a discontinuity.

2.2.4 RANKINE–HUGONIOT JUMPRELATIONS
The mathematical treatment of shocks was first developed by Rankine [217] and later refined
by Hugoniot [218]. Rankine showed that there was no steady adiabatic process in which pres-
sure forces alone could describe the changes from one constant state to another by a continuous
change. Rankine then proposed that the process be adiabatic globally but locally heat could be
exchanged. Hugoniot later described the relationship of energy and entropy involved in contin-
uous and discontinuous flow. He was the first to show that ideal continuous flow implies con-
servation of entropy and that an increase in entropy must occur across a shock front. Figure 2.5
shows a picture of .a/ the Scottish engineer and physicist William John Rankine (1820–1872)
and .b/ the French engineer and physicist Pierre Henri Hugoniot (1851–1887). The intent of
this section is to derive the Rankine–Hugoniot jump relations and use them to analyze the shock
process from a mathematical point of view.

Consider a planar shock traveling from left to right in a condensed medium, as shown in
Figure 2.2 with a velocity Us . Ahead of the shock front, the particles in the condensed medium
have zero velocity .u0 D 0/, since it has not been disturbed. Note that the shock coordinate
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(a) (b)

Figure 2.5: (a) The Scottish engineer and physicist William John Rankine (1820–1872) and
(b) the French engineer and physicist Pierre Henri Hugoniot (1851–1887).

system is Lagrangian. If one considers a particle in front of the shock front, it will approach the
shock front with a relative velocity equal to .Us � u0/. On the other hand, a particle behind the
shock front will move away with a relative velocity .Us � u1/. With this in mind, the conserva-
tion of mass is applied. The mass entering the shock front must be equal to the mass exiting the
shock front. The mass entering the shock front is

A�0 .Us � u0/ dt (2.19)

and the mass exiting the shock front is

A�1 .Us � u1/ dt: (2.20)

Therefore,
A�0Usdt D A�1 .Us � u1/ dt (2.21)

since u0 is zero in most cases except for the reshock case and A is the cross-sectional area of
the control mass. The equation for the conservation of mass can be easily obtained from Equa-
tion (2.21) and is

�0Us D �1 .Us � u1/ : (2.22)

The conservation of linear momentum requires that the time rate of change of momentum for
the control mass to go from the unshocked state in front of the shock front to the shocked state
behind the shock front must be equal to the applied force. Therefore, the difference in the time
rate of change of momentum is

4 M 0
D �1A .Us � u1/ u1 (2.23)
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since u0 is zero (the time rate of change of momentum of the unshocked state (0) is zero) and
4M 0 D M 0

1 � M 0
0 is the difference in the time rate of change of momentum between state 1

and state 0. The applied force is
F D A.�1 � �0/; (2.24)

where �1 and �0 are the shock stresses behind and ahead of the shock front, respectively. Equat-
ing the time rate of change of momentum (2.23) and applied force (2.24) we get

A.�1 � �0/ D �1A .Us � u1/ u1: (2.25)

Recognizing that �0Us D �1.Us � u1/ from the conservation of mass equation ((2.21)) and sub-
stituting into Equation (2.25), the equation of conservation of momentum can be stated as

.�1 � �0/ D �0Usu1: (2.26)

The product of the density and shock velocity .�0Us/ is traditionally referred to as the shock
impedance.

The conservation of energy states that the rate of energy increase of the control mass is
equal to the rate of work being done on it. Therefore, the rate at which work is done on the
control mass is

dW

dt
D A.�1u1 � �0u0/: (2.27)

The difference in total energy (kinetic plus internal) between the unshocked state (0) and shocked
state (1) is

ET D .K1 � K0/ C .E1 � E0/; (2.28)
where K1 and K0 are the change in kinetic energy of the shock state (1) and the unshocked state
(0), respectively. Similarly, E1 and E0 are the change in the internal energy of the shock state
(1) and the unshocked state (0), respectively. Therefore,

.K1 � K0/ D
1

2

�
�1A.Us � u1/u2

1

�
�

1

2

�
�0A.Us � u0/u2

0

�
: (2.29)

Recalling that u0 is zero, Equation (2.29) can be restated as

.K1 � K0/ D
1

2

�
�1A.Us � u1/u2

1

�
: (2.30)

Also,
.E1 � E0/ D �1Ae1.Us � u1/ � �0Ae0.Us � u0/; (2.31)

where e1 and e0 are the change of the specific internal energy of the shock state (1) and the
unshocked state (0), respectively. Combining Equations (2.27) and (2.28), then substituting for
.K1 � K0/ and .E1 � E0/ using Equations (2.30) and (2.31), respectively, plus setting u0 to zero
gives

�1Au1 D
1

2

�
�1A.Us � u1/u2

1

�
C �1Ae1 .Us � u1/ � �0Ae0Us: (2.32)
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But �0Us D �1 .Us � u1/ from the equation of conservation of mass (2.21), therefore, Equa-
tion (2.32) can be simplified and rearranged to get

�1u1 D
1

2
�0Usu2

1 C �0Us .e1 � e0/ : (2.33)

With further simplification, Equation (2.33) can be arranged into a common form as

e1 � e0 D
�1u1

�0Us

�
1

2
�0

Usu2
1

�0Us

: (2.34)

But from the conservation of momentum, u1 D .�1 � �0/ =�0Us , therefore, substituting for u1

in the above equation gives

e1 � e0 D
�1 .�1 � �0/

�2
0U 2

s

�
1

2

.�1 � �0/2

�2
0U 2

s

: (2.35)

Invoking �0Us D �1 .Us � u1/ from the conservation of mass and using Equation (2.26) the
following can be obtained:

�0U 2
s D ��1 .�1 � �0/

1

�0 � �1

; (2.36)

and recognizing that 1=� D V the following is achieved

�2
0U 2

s D
.�1 � �0/

V0 � V1

: (2.37)

Substituting Equation (2.37) into Equation (2.35) and solving gives

e1 � e0 D
1

2
.�1 C �0/ .V0 � V1/ : (2.38)

Equations (2.39), (2.40), and (2.41) are the conservation equations known as the Rankine–
Hugoniot jump relations:

�0Us D �1 .Us � u1/ (2.39)

.�1 � �0/ D �0Usu1 (2.40)

.e1 � e0/ D
1

2
.�1 C �0/ .V0 � V1/ : (2.41)

The Rankine–Hugoniot jump relations are often referred to as jump conditions because
the initial values of the state in front of the shock jumps to the final state behind the shock
as the shock front passes by. The jump conditions are particularly useful in the form stated in
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Equations (2.39)–(2.41). For shock compressed solids (excluding the shock-reshock or double-
shock problem), the shock stress is normally far greater than the ambient stress which is usually
ambient atmospheric pressure. Also, E0 is also taken to be zero because the internal energy is
a thermodynamic state function and can be referenced to any initial state. Taking the previous
two statements into account, the jump conditions can be written in their simplest and common
form

�0

�1

D

�
1 �

u1

Us

�
(2.42)

�1 D �0Usu1 (2.43)

e1 D
1

2
�1 .V0 � V1/ : (2.44)

In the above equations, only five variables are present: stress .�/, density .�/ or volume .V /,
particle velocity .up/, shock velocity .Us/, and specific internal energy .e/. This is an ill-posed
problem, because to solve for the five variables, five equations are needed. The first four equations
required come from the jump conditions plus the equation of state whichwill be discussed next in
this section.Therefore, there is only one independent variable remaining and it is prescribed from
experiments. These experiments are usually referred to as the Rankine–Hugoniot experiments
or simply Hugoniot experiments and they can be represented in any two-dimensional plane.
The three most useful are pressure-volume (P � v or � � v) Hugoniot where v D V=V0 is the
specific volume, pressure-particle velocity (P � up or � � up) Hugoniot, and shock velocity-
particle velocity (Us � up) Hugoniot. The stress-specific volume, stress-particle velocity, and
shock velocity-particle velocity Hugoniots for selected materials with FCC, BCC, and HCP
lattice structures shock compressed to 40GPa are shown in Figures 2.6, 2.7, and 2.8, respectively.
Pressure .P / and stress .�/ are sometimes used interchangeably in shock wave research and must
not be confused by their distinct difference in solid mechanics. It is important to note that the
P � v or � � v Hugoniot is not the path followed during shock compression but it is rather a
collection of loci of all possible end states achieved during shock compression of a material at a
given initial state. The path followed by a steady shock during compression is the Rayliegh line
connecting the initial state and the end state [163, 210, 219] and will be discussed later in this
section.

It is useful to compare shock compression to isentropic and isothermal compression. Fig-
ure 2.9 is a P � V plane of a representative material and it is assumed here that the material
has not undergone any polymorphic or allotropic phase transformation in the solid state. The
curves shown in the figure are projections from a P � V � E or P � V � T Equation of State
(EOS) surface into the P � V plane. In the interest of space, only the Hugoniot (red), isentrope
(green), release isentrope (dashed green), isotherm (cyan) curves, and Rayliegh line (dashed red)
will be discussed. As pointed out in the previous section, the Hugoniot or shock adiabat is a col-
lection of loci of all possible end states achieved during the shock compression of a material at a
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Figure 2.6: Stress vs. specific volume (� � v or P � v) Hugoniot for selected metals with FCC,
BCC, and HCP lattice structures shock compressed to 40 GPa.
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FCC, BCC, and HCP lattice structures shock compressed to 40 GPa.
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BCC, and HCP lattice structures shock compressed to 40 GPa.

IsentropeSolid

Liquid

Isotherm

Hugoniot

Release Isentrope

Rayleigh Line
Critical
Point

Dense Fluid

G
as

Two Phase

Two Phase

B

D

E

C A F

V1

PH

PS

P1

P0

V0 V2

P
re

ss
ur

e

Figure 2.9: The P-V plane for a representative material.



2.2. SHOCKWAVES INCONDENSEDMEDIA 35
given initial state and it is not the path followed during the shock compression of a condensed
material. The Hugoniot curve is adiabatic, that is, during shock compression, the heat exchange
between the system and its surroundings in going from state A to state B is zero (see Figure 2.9).
Unlike the Hugoniot curve, the isentrope and the isotherm both represent a collection of loci
of all states that can be realized continuously. The primary difference in practice between the
Hugoniot and both the isentrope and isotherm is that, developing a Hugoniot involves a series
of experiments whilst the isentropic and isothermal curves can be obtained from a single exper-
iment (Z-Accelerator for isentropic or shockless compression and Diamond Anvil Cell (DAC)
for isothermal compression).

When a solid body is shock compressed from an initial volume, V0 (point A) to a volume,
V1 (point B), the process path from A to B is along the Rayleigh line not the Hugoniot (see
Figure 2.9). Therefore, the energy required to achieve such compression is the area ABC under
the Rayleigh line. The area ABC enclosed by the Rayleigh line is always greater than the area
enclosed by the Hugoniot or else the shock will not be steady or stable. The energy required to
compress the solid body from point A to point B is calculated using Equation (2.45), where PH ,
P0, V0, and V1 are the Hugoniot pressure or stress, ambient pressure or stress, initial volume,
and compressed volume, respectively:

4 EH D
1

2
.PH C P0/ .V0 � V1/ : (2.45)

After the passage of the shock wave, the solid body is then released back to ambient
pressure along the path BF (release isentrope). The release of the solid body from the shock
state to ambient pressure is isentropic as shown in Figure 2.9. The volume, V2, at the release
state (point F) is greater than the initial volume, V1 (point A). This is due to thermal expansion,
which is a consequence of temperature rise in the solid body from the passage of the shock
and plastic work. However, the material reverts back to the original volume after cooling back
to ambient conditions. For weak to moderate shock stresses, the release isentrope BF and the
Hugoniot AB are traditionally assumed to be approximately the same. When this assumption
holds true, the area enclosed between the Hugoniot and the Rayleigh line represents the residual
energy or waste heat and it is associated with the irreversible process of shock compressing a
solid body. Similarly, the path followed during isentropic compression of a material from its
initial volume, V0 to a compressed volume, V1 (point D) can be represented by the area ADC.
The energy required to compress the material from point A to point D (isentropically) can be
calculated using the following equation:

4 Es D �

VZ
V0

PdVs; (2.46)
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where S is the entropy. Note that in Figure 2.9, the isentrope is lower than the shock adiabat or
Hugoniot. This is always the case since the rate at which pressure changes with respect to energy
at constant volume is always greater than zero, i.e., ..@P=@E/V > 0/.

Furthermore, when a material is isothermally compressed from its initial volume V0 to a
volume V1, the path followed is AE, as shown in Figure 2.9. The energy required for an isother-
mal compression from point A to E is the least for all three processes and it is represented by

an area which is less than the area AEC by the term
VR

V0

T
�

@P
@T

�
V

dVT . Therefore, the energy

required for isothermal compression can be computed using Equation (2.47). From Figure 2.9,
it can be deduced that the increase in energy going from the isothermal process to the Hugoniot
process is followed by a progressive increase in temperature:

4 EI D �

SZ
S0

T dST �

VZ
V0

PdVT D

VZ
V0

T

�
@P

@T

�
V

dVT �

VZ
V0

PdVT : (2.47)

The Rankine–Hugoniot relationships are fundamental in shock wave research for experimental
design, EOS development, and shock wave data interpretation.

2.3 EQUATIONOF STATE
The Rankine–Hugoniot jump conditions stated in Equations (2.39)–(2.41) describe the rela-
tionship between the thermodynamic equilibrium states in front and behind a shock wave in
one-dimensional deformation of solids. However, an EOS is generally required to determine a
complete thermodynamic description of a material response at high pressure states using exist-
ing experimental data. The EOS describes the pressure of a material as a function of density and
temperature; it is required to solve the continuity, momentum, and energy equations, which gov-
ern the thermodynamic transition of a material from the unshocked state to the shocked state.
In this book, the discussion of the EOS used in hydrocodes for plate impact problems is limited
to the Mie–Grüneisen EOS because it is the most common EOS used for such problems.

In order to completely describe the volumetric response of a material under shock loading
conditions, the values of the thermodynamic state variables are required at every state of the
material. Thermodynamic state variables such as pressure, temperature, specific volume, internal
energy, entropy, and enthalpy are properties which are only dependent on the state of a material,
not the path taken to get to those states. Therefore, to completely describe the state of a material
which has not undergone phase changes, knowledge of the material’s pressure as a function of
density and temperature is sufficient if there is no strength.

Generally, thermodynamic state data are represented in three forms. First, they can be
tabulated from experimental data over a large range of states for which interpolation becomes
necessary to obtain data in between state points. Second, thermodynamic state data can be com-
piled in a graphical form from which state variables can be accurately and promptly extracted
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if the thermodynamic process is known. The tabulated and graphical forms require extensive
experimental testing in order to develop the required data. Third, the most common way to
represent thermodynamic state data is in analytical form and is often referred to as an equa-
tion of state. The primary advantage of the analytical form is its compactness which makes it
easy to transform into computer codes. Also, it provides a more fundamental understanding of
the thermodynamic process because of the mathematical relationships between state variables.
However, because equations of states are formulated based on intrinsic assumptions about the
response of materials, they are prone to errors. For instance, assuming constant specific heats
may only be valid over a small range of possible states.

All equations of state require experimental data in order to be functional. The Mie-
Grüneisen EOS which is most commonly used for plate impact problems, thermodynamic state
variables are expressed relative to states experimentally determined from the pressure-volume
(Hugoniot) curve. The EOS is required to solve the continuity, momentum, and energy equa-
tions. In shock compression problems, the thermodynamic state change is adiabatic and under
such conditions the energy equation need not explicitly contain temperature. Therefore, the gov-
erning equations may be solved if either the internal energy or the entropy is known as a function
of pressure and density. The Mie-Grüneisen EOS relates the internal energy (not the tempera-
ture) to pressure and density. It provides the framework from which the states can be tied back
to an arbitrary reference function [212, 220–222] and it is generally stated as

P D �2 dU

d�
C �� .E � U / ; (2.48)

where P is pressure, U is the specific interatomic potential energy (a function of density only),
E is the specific internal energy, � is the Gruneisen gamma (a function of density only), and �

is the density of the material, respectively. Note that the terms �2dU=d� and .E � U / represent
the “cold pressure” and the specific vibrational internal energy, respectively. The “cold pressure” is
the compression pressure at absolute zero, in the absence of specific vibrational internal energy.

For a known or assumed “cold pressure” and known thermodynamic states along the ref-
erence Hugoniot, then the Gruneisen gamma may be inferred as a direct function of density.
However, if the thermodynamic states are known only along the “non-cold” reference curve and
if a functional relationship is assumed for the Gruneisen gamma, then the interatomic poten-
tial function may be implicitly removed by referencing the thermodynamic state at any point
.P; �; E/. This is achieved by taking the difference of the Mie-Grüneisen EOS at two states
and this approach is what is universally adopted for hydrocodes. This approach reduces Equa-
tion (2.48) to

P � Pref D ��
�
E � Eref

�
: (2.49)

Furthermore, if the reference function is chosen as the Hugoniot, then the Mie-Grüneisen EOS
becomes

P � PH D �� .E � EH / ; (2.50)
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where PH and EH are the pressure and specific internal energy at the reference Hugoniot state.
The Gruneisen gamma can be expressed by restating Equation (2.50) as dP D .�=V /dE, where
� D 1=V and since V is a constant, � is equivalent to

� D V
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since .@P =@T /V D � .@P =@V /T .@V =@T /P . From Equations (2.51) and (2.52), T and Cv are
the temperature and specific heat at constant volume, respectively. For detailed descriptions of
the Mie-Grüneisen EOS, the reader is encouraged to review the following references [219, 222–
227].

2.4 ELASTIC-PLASTICMATERIALRESPONSE
Plate impact experiments are traditionally used to study shock wave propagation in condensed
matter. Unlike Kolsky bar experiments, which impose a state of uniaxial stress in the material
being studied, plate impact experiments impose a state of uniaxial strain. That is, there is only
one non-zero component of strain or displacement in the strain tensor and it is in the direc-
tion of the shock wave. However, the stress state is three-dimensional because of the effective
lateral constraints. With the plate impact configuration, hydrodynamic considerations become
very important with increasing impact velocity or stress. In general, both the hydrostatic (pres-
sure) and deviatoric (shear stress) parts of the stress and strain tensors are involved. However, at
extremely high shock stresses (overdriven) when the phase of the material approaches liquidus,
shear stresses are much smaller than pressure and can be neglected. One of the earliest theo-
retical analyses of an elastic-plastic material undergoing shock compression was conducted by
Morland [228]. However, other researchers [196, 211, 212, 229–234] have also analyzed uni-
axial strain problems in depth. Although a good amount of basic understanding of the shock
response of elastic-plastic materials has been developed, there are still more underlying ques-
tions on the structure-property relationships. Therefore, the intent of this section is to provide
a concise theoretical background for understanding and interpreting of shock wave data.

Suppose the half space of an elastic-plastic material initially at rest is subjected to a sudden
compression pulse in the direction designated 1, as shown in Figure 2.10. If the resulting stresses
do not exceed the dynamic yield stress, the material response will be elastic and a single elastic
wave is generated. However, if the resulting stresses are greater than the dynamic yield stress
(Hugoniot Elastic Limit, HEL in this case); a two-wave structure will be generated. From the
wave profile shown in Figure 2.10, a faster elastic wave (denoted by E) usually referred to as the
elastic precusor will lead a slower plastic wave (denoted by P).

If a small volume element is considered within the half space, a state of uniaxial strain will
exist in the direction 1, while the lateral edges are constrained (i.e., �11 ¤ 0 and �22 D �33 D
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Figure 2.10: The half space of an elastic-plastic material subjected to a sudden compression.

�12 D �13 D �23 D 0). However, the state of stress is not uniaxial and can be represented by the
stress tensor �ij as

�ij D

24�11 0 0

0 �22 0

0 0 �33

35 : (2.53)

The components of stress, �11 and �22 D �33 are normal to the surface elements on which they
are applied and are normal stresses.

Furthermore, the stress tensor �ij can be broken up into the hydrostatic part which is
responsible for volume change and the deviatoric part which is responsible for shape change.
Therefore, the stress tensor �ij can be restated as

�ij D Sij C �ıij ; (2.54)

where � D
�

1
3

�
�kk is themean normal stress, �kk D �11 C �22 C �33, and ıij is Kronecker delta.

But from symmetry �22 D �33, which implies that � D
1
3

.�11 C 2�22/. The deviatoric stress
tensor can now be defined as the difference between the stress tensor �ij and the mean normal
stress � as:

Sij D �ij � �ıij : (2.55)
The deviatoric tensor then becomes

Sij D

242
3

.�11 � �22/ 0 0

0 �
1
3

.�11 � �22/ 0

0 0 �
1
3

.�11 � �22/

35 : (2.56)

The first, second, and third invariants of the deviator stress tensor are

IS D 0 (2.57)
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IIS D
1

3
.�11 � �22/2 (2.58)

IIIS D
2

27
.�11 � �22/3 : (2.59)

The maximum value of the shear stress and the mean normal stress are stated in Equations (2.60)
and (2.61), respectively:

�max D
1

2
j�11 � �22j (2.60)

� D
1

3
.�11 C 2�22/ : (2.61)

During shock compression of solidmaterials, the applied stress can be increased without bounds.
This implies that the hydrostatic part of the stress tensor or the mean normal stress will continue
to increase in response to the increasing applied stress but the deviatoric stresses will attain
limiting values. In shock compression problems, it is customary to modify the Von Mises yield
condition for an elastic-plastic material such that

.�11 � �22/2
� Y 2; (2.62)

where Y is the yield strength in simple tension. As a result of the above modification, both the
second invariant of the deviatoric stress tensor and the maximum shear stress can be restated,
respectively, as

J2 �
1

3
Y 2 (2.63)

�max �
1

2
Y: (2.64)

If the inequality in Equation (2.62) holds true, then the material response is elastic and
satisfies Hooke’s law (assuming the material is linear elastic) for which

�ij D 2��ij C ��kkıij ; (2.65)

where � and � are the Lame’s constants. On the other hand, if the equality in Equation (2.62)
does not hold true, then the material response is plastic. Considering the plastic response, it is
customary to separate the principal strains into an elastic and plastic part. Note that the normal
strains �11, �22, and �33 are the principal strains in the uniaxial strain case because the shear
strains are zero. This implies that

�11 D �e
11 C �

p
11 (2.66)

�22 D �e
22 C �

p
22 (2.67)

�33 D �e
33 C �

p
33: (2.68)
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Recalling from the uniaxial strain conditions

�22 D �33 D 0: (2.69)

Applying the above conditions to Equations (2.67) and (2.68) leads to

�e
22 D ��

p
22 (2.70)

�e
33 D ��

p
33: (2.71)

Since the plastic deformation of solid bodies is incompressible (volume preserving, i.e., no vol-
ume change), this implies that

�
p
11 C �

p
22 C �

p
33 D 0: (2.72)

But because of symmetry �
p
22 D �

p
33, therefore

�
p
11 D �2�

p
22: (2.73)

Substituting �
p
22 from Equation (2.70) into Equation (2.73), the following is obtained:

�
p
11 D 2�e

22: (2.74)

The total strain �11 in Equation (2.66) can now be restated as

�11 D �e
11 C 2�e

22: (2.75)

Restating Hooke’s law in Equation (2.65) in terms of stresses and elastic constants, and also
taking into consideration that �22 D �33 due to symmetry, the following relationships are ob-
tained:
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�11 �
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E
�22 (2.76)

�e
22 D

.1 � �/

E
�22 �
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�11 (2.77)

�e
33 D

.1 � �/

E
�33 �

�

E
�11; (2.78)

where � and E are the Poisson’s ratio and elastic modulus, respectively. By substituting Equa-
tions (2.76) and (2.77) into Equation (2.75), the following relationship for �11 is obtained for
the elastic regime:

�11 D
.1 � 2�/

E
�11 �

2 .1 � 2�/

E
�22: (2.79)

Recalling from Equation (2.64), it is known that .�11 � �22/ D Y for the plastic deformation
case and also, �22 D �33. Therefore, �22 can be defined in terms of the yield strength as �22 D
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�11 � Y and substituted in Equation (2.79) and simplified to get Equation (2.80) for the plastic
regime:

�11 D K�11 �
2

3
Y; (2.80)

where K D .E=3/.1 � 2�/ is the bulk modulus. Since the bulk modulus K increases nonlin-
early with stress, the stress-strain response of solids is usually concave up (or shock up), as
shown in Figure 2.11 [209, 235]. The primary difference between uniaxial strain (plate im-
pact experiments) and uniaxial stress (Kolsky bar experiments) is the bulk compressibility term
in Equation (2.80). For the uniaxial strain case, the stresses rapidly increase regardless of the
yield strength or strain hardening due to the increase in bulk sound speed which is a function of
pressure and hence, increase in bulk modulus.
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Figure 2.11: The uniaxial strain stress-stress response of an elastic-plastic material.

The elastic-plastic response is the simplest idealization of solid materials. The stress-strain
response of an elastic-perfectly plastic solid is shown in Figure 2.11. The figure shows three dis-
tinct curves plus a loading (OAB) and unloading (BCD) path.The three distinct curves represent
the hydrostat, strain hardening, and strain softening. Note that �11 and �11 in Figure 2.11 repre-
sents the shock stress and volumetric strain .dV=V0/, respectively. Under uniaxial compression,
the response of the solid is elastic along OA until a limiting stress is reached. This limiting stress
is referred to as the Hugoniot elastic limit (HEL) and it is the point at which the material can
no longer sustain elastic distortions under uniaxial strain conditions. The HEL is the point at
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which the solid material transitions from elastic to plastic response and it can be computed for
an isotropic material using Equation (2.81) [211]:

�HEL D
.1 � �/

1 � 2�
Y: (2.81)

For an elastic-perfectly plastic solid, deformation beyond the elastic regime along AB is repre-
sented by the Hugoniot (which is a collection of loci of all possible end states achieved during
the shock compression of a material at a given initial state). However, it is not the path followed
during shock compression as mentioned earlier. The shock compression path is the Rayleigh
line. The Hugoniot for an elastic-perfectly plastic solid has been found to deviate from the hy-
drostat by .2=3/Y [109, 196, 211, 230, 235]. The hydrostat represents the mean normal stress.
At point B, the material starts to unload elastically along BC then plastically along CD until the
material is fully relieved of stress. Similar to the Hugoniot case for an elastic-perfectly plastic
solid, the plastic unloading curve CD has been found to deviate from the hydrostat by .2=3/Y .
Therefore, the total deviation between the Hugoniot and the plastic unloading curve is .2=3/Y .
The dashed line above the Hugoniot curve represents a material undergoing strain hardening
and that below the Hugoniot curve represents a material undergoing strain softening.
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C H A P T E R 3

Shock Recovery Experiments
The essence of a well-designed shock recovery experiment is to interrogate the residual structure-
property relationships of a material, which has undergone a known uniaxial strain history under
shock compression and then released back to ambient conditions without been exposed to colli-
sions between planar free surface release waves and rogue edge radial release waves from lateral
boundaries. Collisions between planar free surface release waves and rogue edge radial release
waves can generate undesirable tensile stresses in the sample and, therefore, violate the uniaxial
strain history essential for a successful shock recovery experiment. Therefore, all possible efforts
must be utilized to trap rogue edge radial release waves emanating from lateral boundaries.

In shock wave research pertaining to the structure-property relationships in metals and
metallic alloys, it is customary to subdivide shock recovery experiments into two types, namely
shock-release experiments and shock-release-spall experiments. For shock-release experiments,
the subject material is shock compressed to a desired stable Hugoniot stress, then released to am-
bient conditions and recovered for metallurgical analyses. Likewise, for shock-release-spall re-
covery experiments, the subject material is shock compressed to a desired stable Hugoniot stress,
then released to a known fraction of the stable Hugoniot stress (not to ambient conditions) and
then subjected to tensile stresses prior to recovery. If the tensile stresses are sufficiently high to
nucleate, grow, and coalesce voids, then the subject material will fail by spallation. Shock-release
recovery experiments are well suited to study deformation mechanisms and texture evolution;
they are generally referred to as shock recovery experiments. Shock-release-spall recovery ex-
periments are well suited to study incipient and complete spall failure (fractography); they are
generally referred to as spall recovery experiments.

It is noteworthy to point out that the definition of spall recovery experiments is not con-
sistent with the definition of a well-designed shock recovery experiment in a strict sense because
the subject material is not released back to ambient conditions. However, they are generally clas-
sified as recovery experiments in shock wave research. This chapter pertains to shock recovery
experiments but is limited to those executed using light gas gun and explosively driven shock
recovery experiments and should not be considered a complete review of the subject. For more
insight on the subject of recovery experiments pertaining to shock wave research, the reader is
referred to [5–24, 27–31, 33–37, 40–42, 44–46, 236–239].
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3.1 ROGUEEDGERADIALRELEASEWAVES
The primary challenge in shock recovery experiments is the trapping of the ubiquitous rogue
edge radial release wave. Rogue edge radial release waves are intrinsic to the plate impact process.
That is, when a flyer plate with sufficiently high velocity impacts a stationary target plate, two
sets of compression waves (elastic and plastic or shock) are generated at the impact interface but
travel in the opposite directions, left going into the flyer plate and right going into the target
plate, as shown in Figure 3.1. At the same instant, edge radial release waves are generated at
the impact edge designated as I in Figure 3.1a. As the elastic and shock waves in both flyer
and target plates traverse toward their respective free surfaces in time (t), the edge radial release
waves traverse toward the center of both flyer and target plates simultaneously. Snapshots from
a hydrocode simulation of a symmetric impact involving aluminum 1100-O [240] capturing
the generation, propagation, and interactions between the elastic, plastic, and release waves at
different time-steps during a plate impact event are shown in Figures 3.1b–e.

t=5 µs t=15 µs t=25 µs t=40 µs

(a) (b) (d) (e)(c)

T
ar
ge
t

F
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Figure 3.1: (a) An illustration of the ubiquitous rogue radial release wave resulting from a flyer
plate impacting a stationary target and (b,c,d,e) are hydrocode simulation of an aluminum 1100-
O flyer plate impacting an aluminum 1100-O target at various time steps ranging from 5–40 �s.
The flyer plate is shown on the (left) and target plate on the (right) in all figures [240].

Figure 3.1b is a snapshot of the impact event taken at 5 �s after impact. The figure clearly
reveals two shock waves traveling in opposite directions and an expanding radial release wave
from the impact edge traversing to the center of the flyer and target plates. Note that red rep-
resents the compressed regions, blue the tensile regions, dark green the unshocked regions, and
lime green the released regions in Figures 3.1b-e. At 15 �s (Figure 3.1c), the shocks and edge
radial release waves have traveled further into the flyer and target plates. However, at 25 �s
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(Figure 3.1d), the shock waves in both plates have reflected from their respective planar free
surfaces as release waves and have collided with the edge radial release waves and consequently
generated tensile regions in both the flyer and target plates. Finally, at 40 �s, it is clearly evident
from Figure 3.1e that the bulk of the flyer plate has undergone full release but the mid-plane of
the target plate is in tension. This mid-plane is referred to as the spall plane and if the tensile
stresses are strong enough to nucleate, grow, and coalesce voids, then the material will fail by
spallation.

For time-resolved in-situ (real-time) shock experiments, i.e., spall and release experi-
ments, the detrimental effects of edge radial release waves are circumvented by using a con-
servative diameter-to-thickness ratio of approximately 5:1 or greater. Using such conservative
estimates allows for the acquisition of pertinent shock and release transit data prior to the arrival
of the rogue edge radial release waves at the center portion of the shocked sample. For shock
recovery experiments, radial release waves must be mitigated in order to avert the detrimen-
tal effects of colliding release waves and, hence, maintain the uniaxial strain history required for
successful shock recovery experiments. Tensile stresses resulting from colliding release waves are
forbidden in shock recovery experiments, except for spall recovery experiments, where the sam-
ple being interrogated is allowed to spall due to tensile stresses resulting from colliding release
waves.

Mitigating edge radial release waves requires some fundamental knowledge about the ge-
ometry of interacting shock and release waves resulting from a plate impact event [208]. Con-
sider the plate impact geometry shown in Figure 3.2, which is one-half of a plate impact geom-
etry, the center of the sample is designated by the dashed line CL. When a flyer plate impacts a
target plate, a fast-running elastic precursor wave (not shown in the figure) followed by a slower
plastic or shock wave are generated in both the target and flyer plates. The stresses at the free
surface edges are zero and, therefore, edge radial release waves are instantaneously generated
and then expand into both the flyer and target plates as depicted by the curved red dashed line
in Figure 3.2.

Ignoring the flyer plate and assuming that the stable shock stress in the material does not
undergo attenuation from dissipative mechanisms, the particle at point A in Figure 3.2 moving
with velocity u will traverse along the edge by a distance ut to point B after time t . During this
same time period, the shock front will traverse a distance Ust in the target plate, where Us is
the shock velocity. The edge radial release wave at point B advances into the target material by
a distance of ct , where c is the sound speed behind the shock wave. As the initial edge radial
release wave behind the shock advances into the target material along the path AC, it catches
up with the shock front at point C and progressively attenuates the shock wave. The shock
front begins to acquire a curvature at point C, which moves inward into the target material as
time progresses. Knowing the distances BC and BD, the distance DC can be easily computed.
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Figure 3.2: The geometry of interacting shock and release waves resulting from a plate impact
event.

Therefore, the angle ˛, the angle betweenAC andAD is computed using the following equation:

tan ˛ D
t
p

c2 � .Us � u/2

Ust
(3.1)

or

tan ˛ D

s�
c

Us

�2

�

�
Us � u

Us

�2

: (3.2)

It is a generally accepted practice to allow for the angle ˛ to be approximately 45ı or less when lo-
cating velocimetry detectors such as Velocity Interferometry System for AnyReflector (VISAR),
Photon Doppler Velocimetry (PDV), and electrical shorting pins for in-situ measurement of
shock transit time. Also, the detectors must be positioned to the right of point C in order to
acquire the steady shock wave velocity profile without the influence of edge release waves.

Mitigating edge radial release waves is an essential component for conducting successful
shock recovery experiments. The general consensus within the shock wave research community
is to employ momentum trapping rings for mitigating edge radial release waves. Considerable
efforts have been devoted to the design, analyses, and development of effective shock recovery
assemblies over the past six decades [5, 22, 24, 37, 38, 46, 61, 241–243]. One of the prevail-
ing designs currently employed by numerous researchers (including this author) to study the
residual structure-property relationships in condensed matter is shown in Figure 3.3 [61]. The
simulation results shown in Figure 3.3 [61] represent snapshots of a one-dimensional shock of
approximately 9 GPa traversing a well-designed copper shock recovery assembly. At 2 �s relative
to impact, the shock has traversed well into the copper sample and at 4 �s, release waves (green)
are clearly evident at the boundaries of the momentum trapping rings. Further in time, between
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6 �s and 10 �s, the release waves are shown to be trapped within the boundaries of the trapping
rings allowing the sample to remain in uniaxial strain until release to ambient conditions. In
addition to the lateral momentum trapping rings, spall plates at the back of the assembly are
used to trap release waves from the back free surface. The results attained by this design when
compared to those shown in Figure 3.1 have proven to be clearly effective for gas/powder gun
shock recovery experiments.

Figure 3.3: A simulation of copper on copper impact (symmetric) using a well-designed shock
recovery assembly for trapping rogue radial release waves. The numbers at the bottom represent
0 �s, 2 �s, 4 �s, 6 �s, and 10 �s relative to impact [61].

3.2 GAS/POWDERGUN-DRIVENRECOVERY
EXPERIMENTS

Gas and powder guns are the preferred methods of choice for conducting shock recovery exper-
iments. However, they are limited in terms of impact velocity because the soft recovery process
becomes extremely difficult at higher impact velocity. Therefore, explosives are generally used for
studies where higher stresses are of interest. This section concerns the use of gas and powder gun
driven shock recovery experiments and the next section deals with explosive-driven shock recov-
ery experiments. The configurations of gas and powder gun-driven shock recovery experiments
are identical except for the driving medium. Gas is used for gas gun operations and propellant
for powder gun operations. An illustration of the general configuration for both gas and pow-
der gun operations is shown in Figure 3.4, nevertheless some components may vary from one
research laboratory to another.

The general configuration consists of four main components, namely gas/powder breech
(not shown in the Figure 3.4), gun barrel, test chamber, and catch tank. The reader should note
that the gun control system is excluded for austerity. The gas/powder breech is a high pressure
vessel used for driving a launch package down the length of the gun barrel via a compressed gas
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Figure 3.5: A cross-sectional illustration of the flyer plate and shock recovery assembly loading
configuration used for both gas and powder gun shock recovery experiments [236].

can be easily dislodged from the inner momentum trapping ring .#1/ after impact. A minimum
of two concentric momentum trapping rings must be used for trapping radial release waves. The
appropriate spall plate thickness, .h/, and trapping rings width, .w/, are determined using the
following equations, respectively [12]:

h �
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��
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�
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�
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�
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�
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�
d D

C d T

�
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where Co is the bulk sound speed at ambient pressure, CL is the longitudinal wave speed, Us is
the shock velocity in the trapping ring material, and d D and d T are the thicknesses of the driver
(flyer) and target (sample) plates, respectively.

The sample is tightly sandwiched inside the spall plate cavity by a cover plate fabricated
from a tough impedance matching material for increased protection during impact and the soft
recovery process. After impact, the cover plate, sample, and spall plate assembly are separated
from the trapping rings, while the sabot is stripped by the high strength steel containment
positioned within the test chamber (see Figure 3.4). The cover plate, sample, and spall plate
assembly first travel through a series of structural foams stacked in sequence from low to high
density in the test chamber in order to gradually decelerate the shock recovery assembly and,
therefore, minimize detrimental effects emanating from secondary impacts. Secondary impacts
may possibly change themicrostructure achieved at the shock state and possibly lead to erroneous
conclusions. The assembly then enters the catch tank and goes through a cylindrical block of
chilled ballistic foam. The ballistic foam is chilled at an average temperature of approximately
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9ıC and is used for quenching and decelerating the assembly. As a final step, the assembly is
soft recovered in rags and then retrieved for sectioning and metallurgical examination. Note
that some researchers use more than two momentum trapping rings and multiple spall plates
for added assurances on mitigating rogue radial release waves; see Figure 3.3 [61]. The shock
recovery process was previously described by Williams et al. [236] using commercially pure
1100-O aluminum sample.

3.3 EXPLOSIVE-DRIVENRECOVERYEXPERIMENTS
Gas gun-driven systems are generally preferred over explosive driven systems for conducting
shock recovery experiments because they offer better experimental control, i.e., impact veloc-
ity and planarity; however, they are generally limited in terms of impact velocity and, hence,
shock stress. Note that high stresses can also be generated at lower impact velocities using gas
gun-driven flyer plates fabricated from high impedance materials such as tungsten, tungsten car-
bide, tantalum, etc., but such non-symmetric loading configurations can lead to complex wave
interactions and complications in data interpretation.

For instance, to achieve a 20 GPa stable shock stress in magnesium using symmetric gas
gun-driven plate impact experiments will require an impact velocity in excess of 3.3 km/s. For
such impact velocity, the soft recovery process becomes impractical. Consequently, explosive
driven systems are well suited for such high stresses and the sample can be soft recovered reason-
ably well. Explosive-driven systems are relatively cost effective to setup and execute compared to
gas gun driven systems but require rigorous safety protocols. Explosives handling require great
care due to the violent nature of explosives. This section is limited to two types of explosive
driven shock recovery experimental setups: the first concerns the generation of planar shock
waves in materials and are well suited for studying deformation mechanism and spall failure in
metals/metallic alloys, the second concerns the compaction and consolidation of powders and
powder mixtures.

Different explosive-driven shock recovery experimental setups have been developed over
the past several decades for studying the structure-property relationships in materials under
extreme dynamic environments but the two commonly used are shown in Figure 3.6 [58, 244].
Both experimental setups shown in Figures 3.6a,b can offer the experimentalists a wide variety
of shock stresses and pulse durations. They are similar in design but with one primary difference,
the experimental setup in Figure 3.6b employs a flyer plate at a prescribed standoff, which allows
for variations in pulse duration.

Immediately after initiation of the detonator, the resulting detonation wave is transformed
into a planar shock by a plane wave generator or plane wave lens. At a later time, the planar shock
will simultaneously initiate the main explosive charge along its surface. Detonation of the main
explosive charge generates the desired shock stress for loading the sample, as shown in Fig-
ure 3.6a, or energy for driving the flyer plate to the prescribed velocity, as shown in Figure 3.6b.
As revealed in the figure, the sample must be sandwiched within an impedance matching mo-
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Figure 3.6: Illustrations of (a) a plane wave generator and (b) a stand-off flyer plate plane wave
generator commonly used for explosive-driven shock recovery experiments [58, 244].

mentum trapping material in order to mitigate rogue release waves. A sacrificial spall plate of
matching impedance is also used if the objective of the research is to study deformation mech-
anisms or else it can be removed to study spall failure. The sample is finally recovered in a water
bath in order to quench and, therefore, prevent reorganization of the residual substructure or
static recovery in the sample at elevated temperature. Both experimental setups are widely used
to study the structure-property relationships of materials under extreme conditions.

Powder metallurgy in a broad sense implies the compaction and consolidation of pow-
ders and powder mixtures to form materials or near net-shape commercial products. The use of
high explosives offer an efficient way of depositing the energy required for shock compaction
and consolidation of powders and powder mixtures. The resulting products acquired from shock
compaction and consolidation possess high density with improved mechanical properties such
as ductility, strength, and hardness [244]. The use of high explosives for shock compaction and
consolidation of powders and powder mixtures can be traced back to the 1950s and has since
been used in the production of hard materials such as artificial diamond [27, 245], boron ni-
tride [246], silicon carbide [247], etc. [248], from their powder form. Reviews on the shock com-
paction and consolidation of powders and powder mixtures have been written by Gourdin [249],
Prummer [250], Thadhani [237, 251], Meyers [58], Sawaoka [252], and Murr [244, 253].

The most common and simplest of all experimental design used for shock compaction
and consolidation of powders and powder mixtures is the single tube cylindrical configuration
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Figure 3.7: An illustration of the basic components of a simple single tube cylindrical configu-
ration used for shock compaction and consolidation of powders and powder mixtures [58, 237,
244, 249–251, 253].

shown in Figure 3.7. The overall design is quite simple and the required components can be
easily fabricated. Because of its simplicity, the total cost of conducting such experiment is rela-
tively low. The basic components of a simple single-tube cylindrical configuration used for shock
compaction and consolidation of powders and powder mixtures are shown in Figure 3.7.

The powder or powder mixture to be compacted or consolidated is packed in a metallic
powder container and then encapsulated by end plugs. The powder container is then placed in
a steel container which is filled with the chosen explosive. The explosive is chosen based on the
desired shock pressure required for compaction and consolidation; the desired shock pressure can
be varied by increasing or decreasing the amount of explosive used. In general, explosives with
high detonation velocities will generate higher shock pressures than those with lower detonation
velocities. Table 3.1 shows a list of common explosives and their corresponding properties [254–
256].

After detonation of the explosive, the pressure pulse traverses along the powder container
from top to bottom and converges toward the central axis. If the pressure pulse is excessive, a
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Table 3.1: A list of common explosives and their corresponding properties. �o, VD , �CJ , and PCJ

are density, detonation velocity, density at the Chapman–Jouget state, and Chapman–Jouget
pressure, respectively [254–256].

Explosive Composition ρo(g/cc) VD(m/s) ρCJ (g/cc) PCJ (GPa)

ANFO 5.8% Fuel Oil 0.82 4.55 1.21 5.5

Comp B RDX/64, TNT/36 1.72 8.02 2.33 29.2

HMX 1.89 9.11 2.52 39.0

HMX/Insert 95/5 1.78 8.73 2.37 33.5

Octol 75.25 1.80 8.55 2.35 30.7

PBX-9502 1.90 7.71 2.55 28.9

Pentolite 50/50 1/64 7.52 2.26 25.2

PETN 1.77 8.27 2.45 33.5

RDX 1.80 8.59 2.42 34.1

RDX/TNT 78/22 1.76 8.31 2.38 31.7

TNT 1.64 6.95 2.33 17.7

Baratol 72/28 2.45 5.00 3.27 15.4

Lead Azide 3.70 4.48 4.70 15.8

HMX/Viton 85/15 1.87 8.47 2.53 35.0

HBX-1 1.71 7.31 2.26 22.0

central hole is formed due to the convergence of the shock waves at the central axis of the powder
container [257]. This phenomenon is known as Mach stem formation and can be eradicated by
placing a solid metal rod at the central axis of the powder container or changing the explosive
to one with lower detonation velocity and, hence, lower shock pressure. Cracking and Mach
stem formation are of serious concern in shock compaction and consolidation of powders and
powder mixtures but they can be mitigated by making specific adjustments; see Staudhammer
and Johnson [257], Carton et al. [258], Nishida et al. [259], and Meyers and Wang [260].
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C H A P T E R 4

DeformationMechanisms and
Spall Failure

As previously stated in Section 1.3, the plastic response and residual mechanical properties of
most shock compressed metals and metallic alloys are quite different than those acquired from
quasi-static to moderate strain rates. These observed changes in the plastic response and residual
mechanical properties across various strain rate regimes are manifestations of the microstructure
and microstructure evolution which can have important consequences on the spall failure of
materials. The microstructure and its evolution are highly influenced by numerous shock wave
parameters but the two main influential are the shock stress and pulse duration. The nucleation
and accumulation of defects which progresses to damage and consequent spall failure in met-
als and metallic alloys cut across multiple length scales (from atomic-to-micro-to-continuum)
[74, 261–264]. These defects can range from vacancies and vacancy clusters, interstitial atoms,
dislocations and dislocation networks, stacking faults, deformation twins, to inter-metallic and
second-phase particles, voids, and cracks. Therefore, the primary objective of this chapter is to
elucidate the role of microstructure and microstructure evolution on the structure-property rela-
tionships pertaining to shock compressed metals-metallic alloys and powders-powder mixtures.

4.1 MECHANICAL PROPERTYCHANGES IN SHOCK
COMPRESSEDMETALS

The spallation process is made more complicated by the fact that materials are first subjected to
shock compression prior to tensile loading, and during the shock compression phase, the orig-
inal microstructure of the material may evolve. Depending on the magnitude of the preceding
shock stress, large amounts of lattice defects such as dislocations can be introduced in the mate-
rial which can lead to strengthening effects such as hardening and therefore, change the material
behavior [6, 13, 14, 16, 58, 236, 265, 266]. However, a material cannot be hardened indefinitely;
therefore, a saturation level may be attained in the strength, and then the hardness may even de-
crease with further increase in shock stress [23, 244, 267]. This behavior is sometimes attributed
to shock induced heating which may lead to dynamic recovery and recrystallization [268].

Dynamic recovery involves the annihilation of dislocations by glide and cross-slip inmixed
sub-boundaries. It is strongly influenced by thermal activation but can also occur mechanically,
in principle even at absolute zero temperature [269]. At low temperatures, climb is not sig-
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nificant and therefore, edge dislocations cannot annihilate [269]. With increase in stress and
temperature, edge dislocations not only begin to diffuse but combine to form edge dipoles. Pre-
viously stored dislocations are rearranged under the action of stress, temperature, and strain rate
into lower energy configurations such as dipoles and incipient sub-boundaries [269]. This re-
arrangement is primarily responsible for dynamic recovery. Furthermore, changing either the
stress, temperature, or strain rate can influence the degree of rearrangement in the deformed
material [270]. These rearrangements are usually reflected in the substructure of the shock re-
covered material.

For instance, increases in the residual dislocation debris within the cell interior and/or
suppression of dislocation cells are both manifestations of the thermally activated nature of dy-
namic recovery [236, 270–273]. Dislocation debris left in the wake of the advancing dislocations
can also act as a hardening agent [274]. That is, they become obstacles to trailing dislocations
and are believed to cause self hardening [78, 274]. The mechanism of dislocation debris harden-
ing is not well understood. However, their contributions to the total hardening of the plastically
deformed metal or metallic alloy is probably small [274]. The activation energy required for cross
slip is inversely proportional to the stacking fault energy [273, 275]. Therefore, metals with high
stacking fault energy such as aluminum (� 200 mJ/m2) require low activation energy for cross-
slip and are therefore predisposed to favor dynamic recovery, while metals with low stacking
fault energy do not [58, 138, 276–280]. Dynamic recovery usually manifests itself as work or
shock softening [267, 281].

Numerous researchers have extensively studied the structure-property relationships in
shock-compressed solids and have extracted important data from shock recovered samples that
shed light on the residual hardness and post-shock mechanical properties [6, 13, 14, 39, 60,
64, 236, 266, 282–285]. Their findings show that there are simplified empirical linear relation-
ships between residual hardness and peak shock stress up to a point for a significant number of
materials as shown in Figure 4.1. These relationships are generally represented by the empirical
forms:

� D �0 C ˛�b
p

� C K1d �1
C K2��1=2 (4.1)

.� � �0/ D �.H � H0/ D 2˛�b
p

P ; (4.2)

where � is the post-shock yield strength, �0 is the pre-shock yield strength, � is the dislocation
density, K1 and K2 are material parameters, ˛ is a constant � 0:5, � is the shear modulus, d

is the cell size, � is the twin spacing, b is the magnitude of the Burger’s vector, � is a constant,
H and H0 are the post-shock and pre-shock hardnesses, and P is the peak shock pressure or
stress. Equation (4.1) implies that the post-shock yield strength increases with increase in dis-
location density, decrease in cell size, and decrease in twin spacing. The twin spacing term in
Equation (4.1) can be neglected for polycrystalline materials that do not exhibit twinning. In
general, the dislocation density increases with increase in shock stress and the cell size decreases
with increase in shock stress. Consequently, Equations (4.1) and (4.2) suggest that increasing
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the peak shock stress will result in an increase in the post-shock yield strength and hence residual
hardness.
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Figure 4.1: Residual hardness as a function of peak shock stress for several important metals and
metallic alloys. Reproduced from [244].

Previous observations from experiments support the fact that increasing the peak shock
stress and pulse duration do lead to a significant increase in the post shock yield strength of
many metals and metallic alloys. Shown in Figure 4.2a [286, 287] is the stress-strain behav-
ior of ordered FCC intermetallic Ni3Al samples which have been shocked to approximately
14.0 GPa and 23.5 GPa stress, respectively. The ordered FCC intermetallic Ni3Al samples ex-
hibit rate-dependent hardening behavior and a significant increase in the post shock yield stress
when compared to their annealed counterparts. Similar observations were made for FCC Ni
shocked to 10.0 GPa, as shown in Figure 4.2b [286, 287]. The stress-strain behaviors exhibited
by FCC intermetallic Ni3Al and FCC Ni are consistent with Equations (4.1) and (4.2). Shock-
strengthening behavior has been previously observed in molybdenum [288, 289], copper [290],
and 304 stainless steel [291]. Also shown in Figures 4.2a,b are the rate insensitive behavior and
lack of shock strengthening in intermetallic Ti-48Al-2Cr-2Ni alloy and BCC Ta [286, 287],
respectively. All these changes in the structure-property relationships are manifestations of the
microstructure and microstructure evolution.
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Figure 4.2: Stress-strain response of pre-shock and post-shock metals and metallic alloys [287].

4.2 MICROSTRUCTURECHANGES IN SHOCK
COMPRESSEDMETALS

When metals and metallic alloys are subjected to shock waves, a specific type of substructure
is developed in order to accommodate plastic deformation. This substructure may consist of
lattice defects such as vacancies and vacancy clusters, interstitial atoms, dislocations, disloca-
tion cells and networks, stacking faults, deformation twins, etc. The defects generated in metals
and metallic alloys under shock compression depends on several factors such as shock parame-
ters (peak shock stress, pulse duration, strain-rate), crystal structure (FCC, BCC, HCP), grain
size and type (single crystal, nanocrystal, ultra-fine grained, coarse grained), alloying elements,
second-phase particles, and temperature. This section is concerned with the substructure and
substructure evolution of lattice defects in shock compressed metals and metallic alloys.

4.2.1 SUBSTRUCTURE IN SHOCKCOMPRESSEDMETALSWITHFCC
LATTICE STRUCTURE

It is well known that the stacking fault energy of a material to a large extent determines the na-
ture of the dislocation substructure formed during plastic deformation. For instance, materials
with high stacking fault energy such as aluminum, copper, and nickel form a well-defined cell
structure at room temperature [17]. Whereas materials with low stacking fault energy such as
304 stainless steel and Hadfield steel tend to form planar arrays of dislocations [17]. Williams
et al. [236] examined the substructure and its evolution in shock compressed FCC 1100-O alu-
minum. Their results reveal that the original equiaxed grains shown in Figure 4.3a evolved into
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(a)

(b)

(c)

(d)

Figure 4.3: TEM micrographs of (a) the as-recieved, (b) shocked at 4 GPa, (c) shocked at 6 GPa,
and (d) shocked at 9 GPa 1100-O aluminum [236]. The right column is a magnified view of
the left column.
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severely elongated sub-grains with cells in their interior when shock compressed to 4 GPa, as
shown in Figure 4.3b. Slightly tangled dislocation substructures also begin to develop in the
interior of the sub-grains (Figure 4.3b). Dislocation debris (denoted DD in the figure) is also
observed to be uniformly distributed throughout the micrograph (Figure 4.3b). Dislocation de-
bris is a direct consequence of the double cross-slip mechanism [78, 274].

Williams et al. [236] found the substructure of 1100-O aluminum shock compressed to
6 GPa (Figure 4.3c) to be distinctly different from that shocked at 4 GPa (Figure 4.3b). The
starting microstructure evolved into densely packed cell blocks delineated by dense dislocation
walls (DDWs: denoted by D) and microbands (MBs: denoted by M), as depicted in Figure 4.3c.
The cell block boundaries (DDWs and MBs) accommodate the strain mismatch between cell
blocks and are therefore referred to as geometrically necessary boundaries (GNBs) [292]. The
formation of DDWs and MBs in plastically deformed aluminum has been described previously
by Hansen [292] and Bay et al. [293]. A magnified view of the interior of a cell block is shown in
Figure 4.3c and it reveals a substructure of discrete dislocations and dislocation debris reminis-
cent to that obtained at 4 GPa. For a shock stress of 9 GPa, the starting microstructure evolves
into a plate-like lamellar structure as shown in Figure 4.3d. The lamellar structure (denoted by
L) exhibits long strips with flat boundaries running almost parallel to each other with a single
cell block spanning across them. Also observed in Figure 4.3d are aggregated dislocations and
dislocation debris reminiscent to those observed at 4 GPa and 6 GPa peak shock stress. These
results show a substantial evolution of the substructure with increase in peak shock stress.

Furthermore, the substructure and substructure evolution in shock compressed FCC alu-
minum have been studied under different shock loading conditions. Gray [59] and Gray and
Huang [265] studied the influence of single and repeated shock loading on the substructure evo-
lution of 99.99 wt.% aluminum at �180ıC and made the following observations. Dislocation
cells with a high density of vacancy loops are formed for a single shock (see Figure 4.4) but the
substructure evolution with respect to repeated shocks is observed to be progressive in nature
and reminiscent to the dislocation arrangements in FCC single crystals and polycrystals with
increasing strain. They also observed the substructure evolve from dislocation cells to planar slip
bands to microbands and this was found to be particularly evident adjacent to grain boundaries.
Although coarse-grained aluminum and aluminum alloys do not show any propensity for defor-
mation twinning at room temperature because of their high stacking fault energies, the residual
microstructure of Al-4.8 wt.% Mg shocked to 13 GPa at approximately 100 K (see Figure 4.5)
[59] and 6061-T6 aluminum shocked to 13 GPa at 298 K [294] have revealed their existence.

The substructure evolution in shock-compressed polycrystalline and single-crystal FCC
copper (Cu) has been extensively studied for many years [56, 65, 66, 268, 271, 295–301]. Senser
et al. [282] studied the influence of pre-strain and shock-pulse shape on the structure-property
behavior of polycrystalline copper shock loaded to 6.6 GPa. They employed both square-topped
and triangular-shaped shock pulse configurations at room temperature. They found that the
Cu samples shock loaded using a triangular-shaped shock pulse exhibited a 10% higher yield
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Figure 4.4: Bright-field electron micrograph of vacancy loops formed in shocked 99.99 wt.%
aluminum at �180ıC [59, 265].

Figure 4.5: Bright-field electron micrograph showing two deformation twin variants in Al-4.8
wt.% Mg shock compressed to 13 GPa at approximately 100 K [59].
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strength than Cu samples shocked using the square-topped wave. Their results also show sub-
tle differences in the residual substructure between the Cu samples shocked with a triangular-
shaped shock pulse and those shocked with a square-topped shaped shock pulse as shown in the
micrograph in Figure 4.6. Transmission Electron Microscope (TEM) examinations of the pre-
strained copper samples which were subsequently shock loaded to 6.6 GPa revealed a significant
change in the substructure. The non-uniform cell size of the samples which were quasi-statically
pre-strained (at 10�3 s�1) to 5% plastic strain became uniform and reduced in size after being
shocked with the square-topped and triangular-shaped waves (see Figure 4.7). The substructure
did not reveal any deformation twins possibly due to the low shock stress.

(a) (b)

Figure 4.6: Bright-field TEM images of the shocked copper samples: (a) triangular-shaped wave
and (b) square-topped wave [282].

The substructures developed in M1 copper samples shock and quasi-isentropically com-
pressed to stresses ranging from 20–80 GPa and at strain rates ranging from 105–109 sec�1 were
interrogated by Podurets et al. [302]. Deformation twins were observed in the substructures of
both the shock and quasi-isentropically compressed M1 copper samples with initial grain size of
20 �m. For the shock compressed samples, they categorized the residual deformation twins into
three distinct groups based on their characteristic sizes. As shown in Figure 4.8, deformation
twins with thicknesses smaller than 10 nm and approximately 100 nm are classified as thin twins
and thick twins, respectively. Furthermore, a group of deformation twins which is approximately
4 �m thick is classified as bands of twins. Podurets et al. [302] concluded that the aggregate of
these groups of deformation twins are responsible for the formation of localized strain bands
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(a) (b) (c)

Figure 4.7: Bright-field TEM images of copper samples after pre-straining to (a) 5% plastic
strain quasi-statically, (b) shock loaded with a triangular-shaped wave, and (c) shock loaded
with a square-topped wave [282].

(a) (b) (c)

Figure 4.8: The morphology of the twin structures developed in shock-compressed copper,
(a) thin parallel twins, (b) thick twins, and (c) band of twins [302].

(LSBs) within the grain interior. The number of bands within the microstructure was found to
increase as the grain size and strain rate increases and with decreasing sample temperature. They
estimated the characteristic time of formation of twin bands in copper to be 0.3 �s.

The role of interface structure on the substructure and substructure evolution in shock-
loaded copper Œ100�=Œ111� multicrystal was studied by Perez-Bergquist et al. [303]. Their results
show that the substructure evolution was highly dependent on grain orientation (see Figure 4.9).
The Œ100� grains exhibited loose dislocation tangles but not well developed dislocation cells, as
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shown in Figure 4.9a. Also, the Œ100� grains reveal extensive deformation twinning (see Fig-
ure 4.9b). Additionally, the Œ111� grain exhibited no deformation twins but exhibited more ex-
tensive dislocation accumulation and well-defined dislocation cells (see Figure 4.9c). The slip
system activity and substructure evolution in monocrystalline copper samples with Œ001� and
Œ221� orientations shocked to 30 GPa and 57 GPa, respectively, at 90 K were investigated by
Cao et al. [304] and they concluded that the residual substructures are dependent on crystalline
orientation and shock stress. The differences in residual substructure as a function of crystal ori-
entation are attributed to the different resolved shear stresses on specific crystallographic planes.
Cao et al. [304] show that the sample with Œ001� orientation shocked to 30 GPa exhibited slip
bands and stacking faults, as shown in Figure 4.10a (note that the slip bands are not revealed
in the micrograph). The figure clearly shows two sets of stacking fault traces, Œ0N2N2� and Œ02N2�

in the .100/ plane. They postulated that the stacking faults in the Œ0N2N2� direction were formed
prior to those in the Œ02N2� direction because they are continuous, while the Œ02N2� stacking faults
are segmented. On the other hand, the sample with Œ221� orientation shocked to 30 GPa re-
veal both microbands and slip bands, as shown in Figure 4.10b (note that the slip bands are
not revealed in the micrograph). At higher stresses, the sample with orientation Œ001� shocked
to 57 GPa, reveal a nonuniform substructure consisting of different defects, such as bands (see
Figure 4.11a), microtwins (see Figure 4.11b), and dislocations (see Figure 4.11c) randomly dis-
tributed throughout the entire sample. The sample with orientation Œ221� shocked to 57 GPa
were fully recrystallized revealing annealing twins within the grains, as shown in Figure 4.12,
which is a characteristic feature of static recrystallization.

(a) (b) (c)

Figure 4.9: TEM micrographs showing the bulk substructure of (a, b) the shocked Œ100� grain
and (c) the shocked Œ111� grain. The shocked Œ100� grain exhibited (a) loose dislocation tangles
and (b) extensive twinning. The shocked Œ111� grain exhibited (c) more well-defined dislocation
cells but no twinning [303].

A substantial amount of recovery experiments spanning over four decades have been con-
ducted in order to probe the microstructure and microstructure evolution in nickel undergoing
shock compression [124, 285, 305–313].The general consensus derived from these experimental
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(a) (b)

Figure 4.10: TEM micrographs showing (a) stacking faults on the .100/ plane in Œ001�

monocrystalline copper shocked to 30 GPa and (b) microbands on the .001/ plane in Œ221�

monocrystalline copper shocked to 30 GPa [304].

(a) (b) (c)

Figure 4.11: TEM micrographs showing (a) microbands on the .100/ plane, (b) microtwins on
the .011/ plane, and (c) dislocation structures on the .001/ plane in Œ001� monocrystalline copper
shocked to 57 GPa [304].

results according toGreulich andMurr [124], stipulates that when nickel is shock compressed up
to 30 GPa, the substructure primarily consists of dislocation cells. Beyond 30 GPa shock stress,
the dominant substructural features are stacking faults and deformation twins. These substruc-
tural features are known to be hardening mechanisms in shock compressed nickel and have been
corroborated by the experimental results by Esquivel et al. [309], as shown in Figure 4.13. The
as-received coarse-grained Ni consisting of poorly-formed dislocation cells (Figure 4.13a), when
shock compressed to 30 GPa (which is the critical stress required for twinning in coarse-grained
polycrystalline Ni) evolves to deformation microtwins (Figure 4.13b). But when the as-received
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Figure 4.12: TEM micrograph showing annealing twins as well as dislocation structures in Œ221�

monocrystalline copper shocked to 57 GPa [304].

(a) (b) (c)

Figure 4.13: TEM micrographs of (a) as-received coarse-grained Ni consisting of poorly formed
dislocation cells, (b) coarse-grained Ni shock compressed to 30 GPa consisting of deformation
microtwins, and (c) coarse-grained Ni shock compressed to 45 GPa showing higher density of
deformation microtwins [309]. Note that the scale bar in (b) and (c) are the same.

Ni is shock compressed to 45 GPa, above the critical stress required for deformation twin-
ning, the density of deformation microtwins increases significantly (Figure 4.13c) [297]. The
microstructural response of nanocrystalline (NC) Ni was quite different from coarse-grained
Ni when compressed up to 70 GPa shock stress. The results show that dislocations were the
dominant deformation mechanism in NC Ni [310]. No deformation twins were observed on
the residual substructure as shown in Figure 4.14 although the stresses were more than twice the
threshold required for deformation twinning in coarse-grained polycrystalline Ni. These results
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suggest that deformation twinning might be an arduous process in nanocrystalline Ni undergo-
ing shock compression [310].

(a) (b) (c)

Figure 4.14: TEMmicrographs of (a) as-receivedNCNiwith an average grain size of 30–50 nm,
(b) residual substructure of NC Ni after 20 GPa shock stress, and (c) residual substructure of
NC Ni after 40 GPa shock stress [310].

4.2.2 SUBSTRUCTURE IN SHOCK-COMPRESSEDMETALSWITHBCC
LATTICE STRUCTURE

The plastic response of BCC metals such as ˛-iron, molybdenum, niobium, tungsten, tantalum,
vanadium, and chromium is different from their FCC and HCP counterparts because of their
high Peierls-Nabarro stress. The Peierls–Nabarro stress is the primary short-range barrier for
BCC metals and it is 10 times greater for screw dislocations than that of non-screw disloca-
tions [314]. The flow stress is strongly temperature dependent in BCC metals because of the
high Peierls–Nabarro stress and, therefore, at low temperatures and/or at high strain rates, high
stresses are required tomove screw dislocations. Although deformation slip is the preferredmode
to accommodate plasticity for a wide range of temperatures at low strain rates for BCC metals,
deformation twinning becomes more prevalent at low temperatures and high strain rates; at low
temperatures, the stress required for deformation twinning is less than that required for defor-
mation slip [315]. The shock compressed behavior of some metals with BCC lattice structure
has gained significant research interests over the past few decades because of their applications
in ballistics and nuclear weapons [70–72, 118, 316–322].

Hsiung and Lassila [71, 316–318, 323] conducted comprehensive research studies on the
substructure evolution in tantalum and tantalum (Ta)-tungsten (W) alloys shock compressed
to high stresses. At a shock stress of 45 GPa and pulse duration of 1.8 �s, they observed for
the first time a displacive shock-induced phase transformation from ˇ (BCC) to ! (hexagonal)
in polycrystalline tantalum [316]. Furthermore, Hsiung and Lassila [71] investigated the resid-
ual substructures developed in single crystal Ta, polycrystalline Ta, and polycrystalline Ta-W
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alloys shock compressed to 15 GPa and 45 GPa, respectively. They identified two alternative
paths for shock-induced shear transformations in the polycrystalline samples, i.e., fN211gh111i

deformation twinning and omega transformation. Although deformation twins were observed in
samples shock compressed to 15 GPa and 45 GPa, respectively, the shock-induced omega phase
was only present in samples shock compressed to 45 GPa. The residual substructures also reveal
a higher volume fraction of the omega phase in Ta-W alloys than in pure Ta which suggests
that deformation twinning and omega transformation are facilitated by solid solution alloying.
The residual substructure of the Œ011� single-crystal Ta shock compressed to 45 GPa exhibited
neither deformation twins nor an omega phase possibly due to the relatively low dislocation
density. Figure 4.15 shows the residual substructures of the single-crystal Ta, polycrystalline Ta,
and polycrystalline Ta alloy shock compressed to 45 GPa.

(a)

(b)

(c)

(d)

Figure 4.15: TEM images showing the residual substructures of (a) Œ011� single-crystal Ta with
dislocation structures, (b) polycrystalline Ta with dislocation structures, (c) long twin lamellae
in polycrystalline Ta-10W alloy, and (d) short omega plates observed in polycrystalline Ta-10W
alloy; all shock compressed to 45 GPa [71].

Since the pioneering observation of polymorphic phase transformation in shock-
compressed Iron from ˛-phase (BCC) to �-phase (HCP) by Bancroft et al. [324] in 1956,
followed by the elegant research by C. S. Smith [5] on the metallographic studies of ˛-Iron af-
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ter the passage of an explosive shock in 1958, a comprehensive understanding of the ˛ to � phase
transformation (polymorphic and allotropic) in iron and some steels became of great interest to
materials scientists and engineers. For instance, Dougherty et al. [325] studied the quasi-static
and dynamic shear response of as-received and shock-prestrained 1018 steel at room tempera-
ture to determine the influence of shock-prestraining on the shear behavior of ferrite.They shock
compressed 1018 steel samples up to 12.5 GPa (below the phase transformation stress which
is 13.0 GPa) and 14.0 GPa (above the phase transformation stress), respectively, and observed
deformation twins and microbands only in the residual substructure of the shock-prestrained
samples as shown in Figure 4.16. Subsequent quasi-static compression experiments showed an
increase in yield and compressive strengths as a function of peak shock stress. All the samples
subjected to dynamic shear produced shear localization, with the shear band occurring only in
the shock-prestrained samples. They found at the shear band edge, elongated cells dominate the
microstructure, with more shock-induced twins remaining intact in the 12.5 GPa sample than
in the 14.0 GPa sample.

The microstructural fingerprints of the ˛!�!˛ polymorphic phase transformation in
iron have been detected and deciphered by Wang et al. [326]. From shock recovery experiments,
they were able to determine that the residual microstructure (characteristic morphologies) in
shock compressed iron consists of needle-like colonies and three sets of f112gh111i twins with
a threefold symmetry (see Figure 4.17). As shown in Figure 4.17a the presence of numerous
needle-like regions with twin lamellae within them are evident and they form networks which
divide the original single ˛-grain into many blocks. From this evidence, Wang et al. [326] were
able to isolate areas that have undergone martensitic phase transformation from those that have
not in the post-shock recovered samples. Wang et al. [326] were also able to quantify and eval-
uate the volume percentage of the transient �-phase formed at different areas in the residual
microstructure of the polycrystalline sample at different shock stresses.

Shock recovery experiments were conducted by Huang and Gray [320] to develop a better
understanding of the substructure evolution and deformation modes in polycrystalline niobium
shock compressed to 6.0 GPa and 37.0 GPa, respectively. They observed profuse dense disloca-
tion tangles and loops within the residual substructure of the sample shock compressed to 6 GPa
(see Figure 4.18). However, the residual substructure of the recovered sample shock compressed
to 37.0GPa comprises of slip bands andmicrobands on the f110g crystallographic planes and de-
formation twins on the f112g twinning planes in addition to dislocation tangles and loops (see
Figure 4.19). The deformation twins they observed possess the characteristic lenticular shape
reminiscent to those observed in shock compressed molybdenum which are consistent with the
shape predicted by existing deformation twinning models. Huang and Gray [320] established
that the deformation twinning elements and characters were not different from those induced
by other conventional deformation loading configurations at low strain rates. The resulting slip
bands on f110g crystallographic planes were determined to result from an independent deforma-
tion mode which is not a consequence of the termination of twin growth within the crystal. The
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(a)

(c)

(b)

(d)

Figure 4.16: TEM micrographs revealing twins and microbands in 1018 steel shock compressed
to 12.5 GPa (a,c) and 14.0 GPa (b,d). Although the band-like features in (c) and (d) appear
similar to microbands, they were determined to be twins as determined through convergent
beam electron diffraction (CBED) [325].
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(a)
(b) (c)

(d)

(e)

Figure 4.17: Microstructural fingerprints of phase transformation in shock compressed Fe. (a)
TEM micrograph revealing the microstructure of shock compressed Fe. (b) An enlarged view of
the yellow rectangle box in (a) where TB1, TB2, and TB3 (dashed, dotted, and dash-dot green
lines) represent three sets of f112g twins; T332 and T.332/

0 (pink solid lines) for two sets of f332g

twins. The triangle with black solid lines reveals the angle of the three sets of f112gbcc twins.
(c) Selected area electron diffraction (SAED) of the three sets of f112g twins. (d) SAED of
T332 twins. (e) Contours of the boundaries of needle-type-martensite-like regions in (a) (white
dashed lines) [326].
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Figure 4.18: Bright field electron micrograph of the typical dislocation substructure developed
in niobium shock compressed to 6 GPa [320].

(a) (b) (c)

Figure 4.19: Bright field electron micrographs showing (a) microcracks formed at the inter-
sections of two cross-linking slip bands on {110} planes, (b) microbands lying within 10ı of
{110} planes, and (c) two variants of cross-linking twins in the sample shock compressed to
37 GPa [320].

profuse microbands observed in the residual substructure of the recovered sample shock com-
pressed to 37.0 GPa were developed within 10ı of f110g crystallographic planes with a slight
misorientation (1ı or less) across the bands. Neither of the shock compressed samples exhibited
macroscopic shear bands and the residual microstructures resulting from both shock compressed
samples and samples deformed at low rate did not exhibit any significant difference. Therefore,
Huang and Gray [320] concluded that the prevalent deformation modes in shock compressed
niobium are not significantly different from other conventional deformation modes.
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4.2.3 SUBSTRUCTURE IN SHOCK-COMPRESSEDMETALSWITHHCP
LATTICE STRUCTURE

Deformation twinning is more prevalent in low symmetry crystal structures such as in HCP
metals and metallic alloys where the number of available slip systems is low relative to their FCC
and BCC counterparts. HCPmetals andmetallic alloys are similar to BCCmetals, in that, when
the strain rate is increased as in the case for shock compression and/or temperature is decreased
as in the case for cryogenic temperatures, the rate of deformation twinning increases [23, 55, 96,
315, 327–335]. The crystallographic texture and c=a ratio of the HCP metal or metallic alloy are
also influential on whether extension or contraction deformation twins are formed. Deformation
twinning is responsible for the hardening and texture evolution characteristics during plastic
deformation in HCP metals and metallic alloys.

Because of its superior properties (ductility, strength, corrosion and irradiation resistance,
etc.), zirconium is widely used in nuclear reactors and as a solid-solution strengthener in super-
alloys used in aircraft turbine engines. Traditionally, the effects of shock waves on the structure-
property relationships in HCP metals and metallic alloys such as zirconium have been focused
on the influence of peak shock stress and pulse duration on the residual substructure and sub-
structure evolution [336–338]. However, Cerreta et al. [60] employed a different approach by
studying the influence of interstitial oxygen on the shock response and shock prestraining on the
dynamic response of zirconium. They quantified the phase transformation stress as a function of
the interstitial oxygen content and found that the phase transformation stress increases with in-
creasing interstitial oxygen content. The ˛ � ! phase transformation stresses for the high-purity
and low-purity zirconium were determined to be 7.1 GPa and 8.3 GPa, respectively. With fur-
ther increases in the interstitial oxygen content, the ˛ � ! phase transformation was completely
suppressed in zirconium shock compressed to the same stress. Cerreta et al. [60] postulated that
by increasing the interstitial oxygen content, the number of octahedral sites occupied increases
and, therefore, the ˛ � ! phase transformation stress increases.

High-purity zirconium samples were further shock compressed to 5.8 GPa (below the
phase transformation stress) and 8.0 GPa (above the phase transformation stress) for 1 �s pulse
duration, respectively, and recovered. Through substructure analysis, Cerreta et al. [60] deter-
mined that the residual substructure of the sample shock compressed to 5.8 GPa exhibited a very
high dislocation density with tangled and free gliding hc C ai type dislocations throughout the
grain (see Figure 4.20). They also observed a small volume fraction of twins on the

�
01N12

�
and�

11N21
�
planes. Note that the substructure of the as-annealed material contained few dislocations

and was mostly free of defects within the grain interior.
On the other hand, the residual substructure of the material shock compressed to 8.0 GPa

exhibited the ˛-phase with very high density of both hai and hc C ai type dislocations gliding
on prism and pyramidal planes which led to a highly tangled dislocation substructure. They ob-
served numerous grains with clusters of thin

�
01N12

�
extension twins which were populated with

a high density of hai type dislocations, as shown in Figure 4.211a. In other areas of the shock
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Figure 4.20: Bright field TEM image of the substructure of the 5.8 GPa shock recovered sample.
Note that the as-received material was free of highly tangled dislocations [60].

recovered sample, the grains exhibited a high contrast substructure associated with high strains
and high dislocations densities. The phases and orientations in these areas were identified to be
ŒN211N3�! and ŒN1010�˛ zone axes, respectively, as shown in Figures 4.212a, 2b. Cerreta et al. [60]
determined that the quasi-static response of the as-received and shock recovered zirconium sam-
ples clearly exhibited a shock hardening behavior which they attributed to the shock induced
residual substructure.

The approach used by Cerreta et al. [60] to study zirconium was employed to study the
influence of oxygen content on the ˛ to ! phase transformation and shock hardening behavior
in high purity ˛-titanium and A-70 AMS 4921 titanium alloy [64]. The ˛ to ! phase transfor-
mation stress was determined to be 10.4 GPa for the high purity ˛-titanium, while the A-70
AMS 4921 titanium alloy did not undergo phase transformation when shock compressed up
to 35.0 GPa. Similar to zirconium, Cerreta et al. [64] found that by increasing the interstitial
oxygen content, the ˛ � ! phase transformation was completely suppressed in the A-70 AMS
4921 titanium alloy shock compressed to 35.0 GPa. According to Cerreta et al. [64], the sub-
structure of the as-received high purity ˛-titanium revealed few dislocations but when shock
compressed to 11.0 GPa, the residual substructure revealed a high dislocation and twin den-
sity. The dislocations were observed to reside within the deformation twins and also, within
the matrix titanium. As shown in Figure 4.221a and Figure 4.221b, respectively, the residual
substructure of the high-purity ˛-Ti shock compressed to 11 GPa also reveal both the ˛ and
! phases. On the other hand, the residual substructure of the A-70 AMS 4921 titanium alloy
shock compressed to 11 GPa revealed planar slip and deformation twins but no evidence of
the ˛ and ! phases. The aforementioned residual substructures in both high-purity ˛-Ti and
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1

2

Figure 4.21: (1a) Bright field TEM image of the 8 GPa shock compressed ˛-phase showing�
01N12

�
extension twins within the substructure. (1b) The resulting diffraction pattern for a twin

on the
�
01N12

�
plane and the matrix. (2a) Diffraction pattern for the ŒN211N3�! and ŒN1010�˛ zone

axes. (2b) Bright field TEM image of !-phase in the 8 GPa shock-compressed sample [60].
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1

2

Figure 4.22: Bright field TEM images of (1a) an area containing both the ˛ and ! phases present
in the high purity ˛-Ti shock compressed to 11 GPa and (1b) the corresponding diffraction
pattern for the .0001/˛ (represented by a solid line (-)), and the ŒN12N10�! (represented by a dashed
line (- -)). Bright field TEM images (2a) revealing planar slip and (2b) revealing twins within
the A-70 AMS 4921 titanium alloy shock compressed to 11 GPa [64].
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A-70 AMS 4921 titanium alloy shock compressed to 11 GPa are responsible for the different
quasi-static behavior of both materials according to Cerreta et al. [64].

4.3 FAILUREMECHANISMSANDSPALLATION INSHOCK
COMPRESSEDMETALS

Failure following shock compression can take numerous forms; the most prevalent form is spal-
lation. Spallation is the separation of a material resulting from very rapid tensile loading and for
ductile materials it is a process that generally involves the nucleation, growth, and coalescence
of nanoscale or microscale voids that result in macroscopic material failure by separation. For
example, Curran et al. [150] showed that void nucleation generally initiates at a relatively low
tensile stress level (incipient spall) and depends on the substructure, microstructure, mechanical
and material properties, and tensile loading history of the material involved. The spall process is
further complicated by the fact that the material first undergoes shock compression which may
change the as-received substructure and microstructure of the material prior to tensile loading.
Depending on the magnitude of the preceding shock stress, large amounts of defects such as
dislocations, deformation twins, stacking faults, etc., can be introduced in the material and can
lead to significant changes in material and mechanical properties prior to the tensile load or spall
pulse [6, 265, 339].

Shock compression can also increase the number of point defects such as vacancies,
vacancy clusters, and interstitials resulting primarily from the non-conservative motion of
jogs [313]. Vacancy clusters are known to be potential void nucleation sites. An increase
in potential void nucleation sites prior to tensile loading can effectively accelerate spallation
and can lead to the reduction of spall strength. The spall strength of a material is poten-
tially dependent on several competing mechanisms such as dislocation generation, disloca-
tion annihilation, generation of potential void nucleation sites, temperature rise, substruc-
ture evolution, and microstructure evolution prior to tensile unloading. As a consequence of
such mechanisms, the spall strength of a material is expected to strongly depend on the peak
shock stress, pulse duration, initial temperature, tensile unloading rate, and initial microstruc-
ture [55, 133, 134, 138, 139, 266, 290, 340–342, 342–346]. However, a review of the open litera-
ture shows inconsistent results for spall strength dependence on peak shock stress [139, 340, 347]
which points to the complexities involved during spallation.

For ductile metals, the nucleation of voids is generally classified as homogeneous or het-
erogeneous [19, 262, 348]. Voids nucleating from submicron heterogeneities such as dislocation
tangles and networks, low angle grain boundaries, and fine impurities are referred to as homo-
geneous; those nucleating from larger than submicron heterogeneities such as inclusions and
second-phase particles are referred to as heterogeneous. The stress required for homogeneous
nucleation of voids is higher than that required for heterogeneous nucleation and, therefore,
heterogeneities such as second-phase particles are favored void nucleation sites. Nevertheless,
if the stress is high enough, both homogeneous and heterogeneous nucleation can be activated
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simultaneously. The nucleated voids then grow and coalesce to form macrocracks and then con-
sequent failure of the material. Sections 4.2.1, 4.2.2, and 4.2.3 concern the substructures de-
veloped in shock compressed metals with FCC, BCC, and HCP lattice structures, respectively.
Sections 4.3.1, 4.3.2, and 4.3.3 will concern the spall failure in metals with FCC, BCC, and
HCP lattice structures, respectively, following shock compression at the microscale, mesoscale,
and macroscale.

4.3.1 SPALLATION INMETALSWITHFCCLATTICE STRUCTURE
The substructure and microstructure of shock compressed FCC metals and metallic alloys have
been extensively studied through plate impact recovery experiments [23, 139, 236, 302, 342,
349–354]. These experiments have been used for several decades to examine the structure-
property relationships under uniaxial strain conditions. For instance, Williams et al. [138, 139,
236] conducted a comprehensive study on 1100 commercially pure aluminum to develop a bet-
ter understanding of the governing fundamental structure-property relationships under shock
compression.

Williams et al. [138] conducted time-resolved in-situ spall experiments and show that
the spall strength of 1100-O aluminum increased between 4 GPa and 8.3 GPa, then decreased
thereafter. From shock recovery experiments, they determined that the as-received substruc-
ture of the 1100-O aluminum evolves substantially between 4 GPa and 9 GPa (see Figure 4.3).
This observation in conjunction with results acquired from spall recovery experiments (see Fig-
ure 4.23) suggest that the material shock hardened, and ductile fracture by void nucleation,
growth, and coalescence was the dominant fracture mode for shock stresses up to approximately
8.3 GPa. Whereas, beyond 8.3 GPa the material shock softened possibly due to reorganiza-
tion of the substructure (dynamic recovery), and brittle intergranular fracture by decohesion
along lamellar boundaries forming flat surfaces was the dominant fracture mode, as shown
in Figure 4.24. Isolated pockets of nanovoids were observed on the fracture surface but their
contributions to the dynamic recovery and fracture processes were unresolved. Microhardness
measurements show an increase in residual hardness throughout the shock stress range stud-
ied, validating that the material shock hardened up to approximately 8.3 GPa but also suggest
that thermal softening was not operative throughout the shock stress range studied. However,
dynamic recovery was thermally influenced during shock loading.

Both symmetric real-time (in situ) and end-state (ex-situ recovery) plate impact shock ex-
periments were conducted by Williams et al. [141] to study the spall response and role of second
phase intermetallic particles on the spall properties of both 5083-H321 and 5083-ECAE + 30%
cold-rolled (CR) aluminum alloys. The results from real-time plate impact experiments show
that, by mechanically processing 5083-H321 aluminum using Equal Channel Angular Extru-
sion (ECAE) and then subsequently CR to 30% reduction in height, the average Hugoniot
Elastic Limit (HEL) increases by 78%. However, this significant improvement on the dynamic
yield strength under uniaxial strain conditions (HEL) was not realized for spallation. The in-
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(a) (b)

Figure 4.23: SEM micrographs of the 1100-O aluminum shock compressed to 6 GPa showing
(a) dimples on the fracture surface and (b) the cross-sectional view of the fractured sample
showing voids below the spall plane [236].

(a) (b)

(c) (d)

Figure 4.24: SEM micrographs of the 1100-O aluminum shock compressed to 9 GPa showing
(a) intergranular spall fracture surface, (b) an enlarged view of the intergranular spall fracture
surface with tongues, (c) nanovoids in isolated areas of the fracture surface, and (d) the cross-
sectional view of the fractured sample [236].
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situ spall results show no significant change in the spall strength of 5083-H321 aluminum shock
compressed to 1.45 GPa and 2.88 GPa shock stress, respectively. On the other hand, the spall
strength of the 5083-ECAE + 30% CR aluminum shock compressed to the same stress levels
decreased by 37% and 23%, respectively, when compared to their 5083-H321 aluminum coun-
terpart. Moreover, end-state shock recovery experimental results show that the second phase
intermetallic Mn-Fe rich particles de-bonded from the aluminum matrix during shock com-
pression and were potential void nucleation sites in both materials. The ex-situ shock recovery
results also show that spallation occurs in both materials by void nucleation, growth, and coales-
cence. However, the overwhelming evidence shows that spall failure occurs along the re-aligned
intermetallic Mn-Fe rich particles for the 5083-ECAE + 30% CR aluminum and this perhaps
is responsible for the reduction in spall strength as a function of peak shock stress. As revealed
in Figure 4.25a, the resulting spall plane in the 5083-H321 aluminum is highly localized, while
that of the 5083-ECAE + 30% CR aluminum meanders across a wide damage zone consisting
of multiple cracks as shown in Figure 4.25b. The dominant failure characteristic for 5083-H321
aluminum was mixed-mode (ductile-brittle), emanating from homogeneous and heterogeneous
nucleation of voids, as shown in Figure 4.26.

(a) (b)

Figure 4.25: X-ray microCT scans of soft recovered (a) 5083-H321aluminum and (b) 5083-
ECAE + 30% CR aluminum samples shock compressed to approximately 1.46 GPa [141].

Simultaneous time-resolved in-situ spall experiments and spall recovery experiments were
conducted by Wang et al. [349] to study the effects of microstructure on the spall strength of
four different types of aluminum (high purity, low porosity, 2024-T4, and 7075-T6). They
determined that the high-density, high-purity aluminum (Al HP) has a higher spall strength
than the low-porosity pure aluminum but the 2024-T4 aluminum exhibited the highest spall
strength of all the aluminum studied followed by the 7075-T6 aluminum. From metallographic
analyses of the shock recovered samples, they attributed these findings to the lower number of
impurities at the grain boundaries in the Al HP samples compared to those observed in the low
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(a) (c)(b)

Figure 4.26: SEM micrographs of the fracture surface of 5083-H321 aluminum sample shock
compressed to approximately 2.96 GPa. (a) Areas consisting of dimples resulting from void
nucleation, growth, and coalescence with isolated areas of brittle fracture, (b) second-phase Mn-
Fe rich particles within the void dimples, and (c) smooth brittle-like surface [141].

porosity pure aluminum. They concluded that the low number of impurities at the grain bound-
aries led to an improved resistance to void nucleation. As shown in Figure 4.27a, relatively low
amounts of micro-voids are nucleated in the Al HP aluminum, which then grow but do not
generally coalesce; whereas, for higher impact velocities, the micro-voids grow then coalesce to
form major cracks and consequently spall fracture (see Figure 4.27b,c). Figure 4.28 shows the
micrographs of the (a) as-received AL HP and (b) that recovered from the 246 m/s impact ve-
locity. Figure 4.28b clearly reveals that the micro-voids primarily nucleate and grow along grain
boundaries. On the other hand, Wang et al. [349] from spall recovery experiments conducted
at approximately 300 m/s on 2024-T4 and 7075-T6 aluminum, respectively, were able to show
that the vast majority of microvoids and/or cracks were heterogeneously nucleated at second
phase particles by particle-matrix debonding at the interface, as shown in Figure 4.29a,b.

(a) (c)(b)

Figure 4.27: Optical micrographs of the cross-sectional views of the spall-recovered Al HP sam-
ples at various impact velocities; (a) 150 m/s, (b) 246 m/s, and (c) 302 m/s [349].
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(a) (b)

Figure 4.28: Optical micrographs of the cross sectional views of (a) the as-received mi-
crostructure of Al HP material and (b) spall-recovered Al HP sample at an impact velocity
of 246 m/s [349].

(a) (b)

Figure 4.29: SEM micrographs of the cross-sectional view of recovered samples (a) 2024-T4
and (b) 7075-T6 at an impact velocity of approximately 300 m/s [349].
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The effects of microstructure on the spall fracture morphology in high-purity and low-

impurity aluminum samples were studied by Brewer et al. [355] using laser-shock-induced spall
failure at strain rates ranging from 2 � 106 s�1 to 5 � 106 s�1.Their samples were fabricated from
high-purity aluminum in the recrystallized form and a low-impurity aluminum alloy containing
3 %wt magnesium in both recrystallized and cold-rolled forms. Their results clearly show that
the shock-compressed recrystallized pure aluminum exhibited spall fracture surfaces character-
ized by transgranular ductile dimpling as shown in Figures 4.30a,b. Moreover, the recrystallized
aluminum-magnesium alloy with a 50 �m grain size exhibited less ductile spall surfaces, which
were dominated by transgranular fracture, with some isolated transgranular ductile dimpling at
the higher strain rates (see Figures 4.30c–f ). Transgranular ductile dimpling regions were not
evident in the recrystallized alloy samples with an average grain size of approximately 23 �m
which were spalled at higher rates. The cold-rolled alloy samples exhibited spall failure sur-
faces consisting of brittle intergranular and transgranular fractures (see Figure 4.30g). Brewer et
al. [355] correlated the acquired spall strengths to the resulting spall morphologies and deter-
mined that the measured spall strength increases with increasing ductile fracture character, and
spall failure preferentially follows grain boundaries as revealed in Figure 4.31, making grain size
an important factor in spall failure characteristic and fracture surface morphology.

Peralta et al. [351] studied the correlation between spall damage and local microstruc-
ture in multicrystalline copper samples using laser-driven plate impact recovery experiments at
shock stresses ranging from 2–6 GPa. In order to isolate the effects of microstructure on the
local response, they utilized microstructures with large grains relative to the thicknesses of the
samples which were 200 �m and 1000 �m, respectively. Using Electron Backscattering Diffrac-
tion (EBSD) analyses, Peralta et al. [351] were able to correlate crystallographic orientations to
porosity around microstructural features such as grain boundaries and triple points. Using this
methodology, they determined that for thin samples with an average grain size of approximately
230 �m where the porosity appears in proximity to grain boundaries, transgranular damage was
dominant (see Figure 4.32a,b). However, when the grain size was reduced to 150 �m, the dom-
inant damage mode transitioned from transgranular to intergranular. Their analyses also show
that thick samples with an average grain size of approximately 450 �m exhibited both modes
(see Figure 4.32c,d). Intergranular damage was observed mostly in areas where the grains were
smaller than average and preferred nucleation sites include grain boundaries and triple points.
Also, strong damage localization was observed at the tip of deformation twins which terminate at
grain boundaries that are approximately parallel to the shock direction shown in Figure 4.32c,d.

Peralta et al. [351] concluded that the cause for this strong influence on the damage mode
includes impedance and spall strength mismatches across grain boundaries, original density of
defects, along with a possible interplay between grain size and pulse duration for which changes
in damage mode can occur provided the local value of grain size is smaller than a characteristic
length scale which is the product of the shock velocity and the pulse duration.



86 4. DEFORMATIONMECHANISMSANDSPALL FAILURE

(a) (b)

(c) (d)

(e)

(g)

(f )

Figure 4.30: Spall failure surface features at low (left column) and high (right column) magni-
fications for (a) and (b) Al HP 500 �m, (c) and (d) AlMg RX 200 �m, (e) and (f ) AlMg RX
500 �m, and (g) AlMg CR 500 �m targets [355].
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(a)

(b)

(c)

(d)

Figure 4.31: Optical micrographs of unetched (left column) and etched (right column) cross
sections of the same area are shown for (a) Al HP 500 �m, (b) AlMg RX 200 �m, (c) AlMg
RX 500 �m, and (d) AlMg CR 500 �m targets. The free surface of the target is at the top of
each image [355].
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(a)

(b)

(c)

(d)

Figure 4.32: EBSD inverse pole figure maps of recovered multicrystalline copper samples
(a) �200 �m thick shock compressed to >2.6 GPa, (b) �200 �m thick shock compressed to
�4.6 GPa, (c) �1000 �m thick shock compressed to �4.6 GPa, and (d) �1000 �m thick shock
compressed to �4.8 GPa [351].

4.3.2 SPALLATION INMETALSWITHBCCLATTICE STRUCTURE
Over the past few decades, shock compression scientists and engineers have compiled a con-
siderable amount of data on the substructure and microstructure evolution in shock compressed
metals and metallics alloys with BCC lattice structure because of their importance in ballis-
tics and nuclear weapons. Consequently, the effects of substructure and microstructure evo-



4.3. FAILUREMECHANISMSANDSPALLATION IN SHOCKCOMPRESSEDMETALS 89
lution on the spall behavior of metals and metallic alloys with BCC lattice structure have
also received considerable amount of research attention. For instance, the ductile and brittle
characteristics of spall fracture in iron and some steels have been explored by numerous re-
searchers [19, 214, 263, 264, 345, 356–365]. Interestingly, the spall strength and spall mor-
phology changes significantly and these changes have been linked to the reversible polymorphic
or allotropic phase transformation which takes place at approximately 13 GPa. When iron and
some steels are shock compressed above the phase transformation stress (from ˛-phase to �-
phase) and then released to stresses below 9.8 GPa (back to the ˛-phase), the spall morphology
has been observed to be ductile (smooth surface). But when shock compressed below the phase
transformation stress (only ˛-phase), the spall morphology has been observed to be brittle (rough
surface) [214, 363].

To decipher this observed ductile to brittle transition in spall morphology in iron and
some steels, Erkman [214], Banks [358], and Barker and Hollenbach [366] proposed that the
formation of a rarefaction shock and the sudden rise in the tensile stress pulse occurring in a very
narrow region of the material is responsible for the formation of smooth spall surfaces. Meyers
and Aimone [19], Zurek and Meyers [363], and Zurek [365] concluded that this response can
lead to a very localized fracture region.On the contrary, when thematerial was shock compressed
and spalled below the phase transformation stress of 13 GPa, the tensile stress pulse increases
at a slower rate (no rarefaction shock) and, therefore, the deformation occurs in a wider region
creating a rough spall surface. Zurek et al. [363, 365] have studied the influence of shock pre-
strain and peak pressure on spall behavior and spall failure characteristics of 4340 pearlitic steel.
They found that the ˛-to-� phase transformation strongly influences the transition in fracture
mode from brittle (below 13 GPa shock stress) to ductile (above 13 GPa shock stress). The
resulting spall morphologies of the 4340 pearlitic steel above and below the phase transformation
stress are shown in Figure 4.33. Zurek et al. [363, 365] concluded that the spall strength of
the 4340 pearlitic steel increases due to the phase transformation but pre-stress decreases the
spall strength when shock compressed above the phase transformation stress with no change
of mode in the spall morphology. It must be noted that some other parameters such as grain
refinement [367], strain-rate [367], and local temperature rise [365, 368] can also influence the
ductile-to-brittle fracture transition point.

The high strain rate deformation twinning behavior of high-purity BCC tantalum sub-
jected to high explosively driven shocks was studied by Livescu et al. [369]. The recovered
samples which were shock compressed to relatively high and low stresses exhibited significant
amount of f112gh111i deformation twins. From their analyses, they were able to show that for
the lower shock stress, the recovered sample exhibited deformation twins that are spatially clus-
tered at the mesoscale and, thereby, reveal the role of twin termination at grain boundaries to
produce the required twin initiation stresses in neighbor grains. Furthermore, the results they ac-
quired from electron backscatter diffraction analysis suggests that twin propagation across grain
boundaries does not requireminimalmisorientations between the active variants of the deforma-
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(a) (b)

(c) (d)

Figure 4.33: Fractographs of 4340 pearlitic steel showing (a) ductile fracture surface above
13 GPa, (b) cross section of smooth spall surface above 13 GPa, (c) brittle fracture surface below
13 GPa, and (d) cross section of rough spall surface below 13 GPa. Note that the spall plane is
at the bottom of figures (b) and (d) [363, 365].

tion twins in adjacent parent grains. Livescu et al. [369] established a minimum threshold grain
size of approximately 25 �m below which deformation twinning was suppressed. They observed
microvoids at twin intersections which implies that deformation twinning increases the density
of potential void nucleation sites during the shock compression phase (see Figure 4.34). Their
overall observations show that deformation twinning plays a significant role in the deformation
and damage evolution processes in shock-compressed tantalum.
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Figure 4.34: EBSD map showing intragranular voids at twin intersections in a tantalum sample
shock compressed to a relatively low stress [369].

4.3.3 SPALLATION INMETALSWITHHCPLATTICE STRUCTURE
Metallic alloys ofMagnesium (Mg), Zirconium (Zr),Hafnium (Hf ), Yttrium (Y), andTitanium
(Ti) with low-symmetry Hexagonal Close Packed (HCP) crystal lattice structure have seen an
upsurge in usage for structural and other applications. This is primarily because of their attractive
properties such as high specific strength relative to other traditional structural materials, excel-
lent corrosion resistance, and low absorption cross section for thermal neutrons. This increase
in usage has led to an increase in research activities relating to the mechanical behavior of these
HCP metals and metallic alloys across different length-scales. Although the bulk of research
relating to materials with HCP crystal lattice structure has been primarily limited to three met-
als and their metallic alloys (magnesium, titanium, and zirconium) because of their importance
in the automotive [370–373], aerospace [374–379], defense [380–383], and nuclear [384, 385]
industries; research relating to the high strain rate behavior, in particular the shock response of
HCP materials is relatively low when compared to its FCC and BCC counterparts. The need
to develop a better understanding of the structure-property relationships pertaining to shock
compressed HCP metals and their metallic alloys is of great interest to the shock compression
science community. A reasonable amount of research papers concerning the spallation and mor-
phology of spall failure of HCP metals and their metallic alloys have been published in the open
literature [61, 63, 140, 169, 170, 386–390] and this section will elucidate some of these results.

The shock and spall responses of armor-grade wrought magnesium alloy Elektron 675
were examined by Hazell et al. [386] with respect to the material’s processing type and loading
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direction. Two armor-grade wrought magnesium alloys Elektron 675 were examined, the cast
then extruded “F condition”and the cast, extruded, then artificially aged “T5 condition.”The
HEL for the T5 condition was determined to be 0.38 ˙ 0.02 GPa which is higher than that
obtained for the F condition. Precursor decay was observed in the F condition material but the
T5 condition material did not exhibit precursor decay. Hazell et al. [386] attributed this signif-
icant difference in the elastic-plastic response to the aging process, which hinders dislocation
nucleation and mobility and, consequently, precursor decay. They observed an increase in the
HEL when the samples were shock compressed along the extrusion direction and attributed this
increase to the presence of the striations of small grains (see Figure 4.35). Hazell et al. [386]
observed that deformation twinning was hindered by the level of precipitation hardening in the
samples. For instance, a relatively low amount of deformation twins were observed in the T5
condition samples, while more extensive deformation twins were observed in the F condition
samples.

(a) (b)

Figure 4.35: Inverse pole figure maps of armor-grade wrought magnesium alloys Elektron 675
(a) normal to the extrusion direction and (b) perpendicular to the extrusion direction [386].

This research clearly reveals that the spall strength of this armor-grade wrought magne-
sium alloy Elektron 675 is a function of processing direction. It was determined by Hazell et
al. [386] that long striations of smaller grains as revealed in Figure 4.35b may be responsible for
the observed increase in spall strength when the alloy was shock compressed along the extrusion
direction for both conditions. On the contrary, these long striations of smaller grains are likely
responsible for the drop in spall strength when the material was shock compressed perpendicular
to the extrusion direction for both conditions. In other words, these long striations of smaller
grains are the weak link in the microstructure and are potential failure sites. The micrographs
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in Figure 4.36a and Figure 4.37 (which is an enlarged region around the spall plane) revealed
that cracks nucleate and grow perpendicular to the spall plane when the material was shock
compressed along the extrusion direction and they tend to grow along the boundaries of small
grains. However, Figure 4.36b reveals that when samples were shock compressed perpendicular
to the extrusion direction, spall failure was activated by the presence of the small bands of grains.

(a) (b)

Figure 4.36: Spall cracks for two T5 Elektron 675 samples: (a) shock compressed along the
extrusion direction and (b) shock compressed perpendicular to the extrusion direction at ap-
proximately 1.3 GPa shock stress [386].

The effects of microstructure on the spall strength have also been studied by Farbaniec et
al. [140]. They conducted both time-resolved normal plate impact experiments and spall recov-
ery experiments to study the spall response and failure characteristics of AZ31B-4E magnesium
alloy processed via Equal-Channel Angular Extrusion (ECAE). The Hugoniot Elastic Limit
(HEL) of this material was determined to be approximately 0.181 ˙ 0.003 GPa. Farbaniec et
al. [140] found that the spall strength of the shock compressed samples decreases by 5% for shock
stresses ranging from 1.7–4.6GPa.However, they concluded that this reduction in spall strength
may fall within the experimental error. They performed post-test fractographic examinations
on the shock-recovered samples and observed that spall failure originated at micrometer-size
second-phase intermetallic inclusions which propagated through the material with very limited
void growth. As shown in Figure 4.38, the second phase intermetallic inclusions were identified
as Al-Mn using Energy Dispersive Spectroscopy (EDS) analysis.

Figure 4.39 shows the microstructure of the as-received and recovered materials; it reveals
a uniform distribution of closely spaced submicron-sized Al-Mn particles throughout the mag-
nesium matrix in addition to the large Al-Mn clusters. Farbaniec et al. [140] concluded that the
strengthening of AZ31B-4E magnesium alloy via the ECAE process resulted in detrimental ef-
fects on its microstructure and consequently, the spall behavior, because of the process-induced
cracking of second phase Al-Mn intermetallic inclusions and their weak interface strengths.
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Figure 4.37: Shock recovered sample of the armor-grade wrought magnesium alloys Elektron
675 revealing the details of the cracks emanating from the spall plane parallel to the direction
of impact at approximately 1.3 GPa shock stress (T5 condition shocked along extrusion direc-
tion) [386].

(a) (c) (e)

(b) (d) (f )

Figure 4.38: Combined SEM/EDS map analysis of the AZ31B-4E Mg alloy, where: (a) SEM
micrograph of the investigated area of the as-received material, (b) EDS elemental map of Mg,
(c) EDS elemental map of Mn, (d) EDS elemental map of Al, (e) EDS elemental map of Fe,
and (f ) EDS elemental map of Zn [140].
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(a) (a)

(b)

(b)

(c)
(c)

1 2

Figure 4.39: SEM micrographs of the as-received AZ31B-4E Mg alloy sample in backscattered
electron contrast (BSE) mode, where: 1(a) investigated sample, 1(b) zoomed-in view secondary
phases of Al-Mn, and 1(c) high-magnification of the sample showing a cluster of broken sec-
ondary phases of large Al-Mn intermetallic inclusions surrounded by a smaller distribution of
the same phase. SEM micrographs (BSE mode) of the mid-plane (spall plane) of the recovered
AZ31B-4E Mg alloy sample shock compressed to approximately 1.7 GPa: 2(a) investigated
specimen (the red arrow indicates the position of the plane of the specimen under investiga-
tion), 2(b) zoomed-in fracture surface at the center of the spall plane with intermetallic inclu-
sions identified by arrows, and (c) zoomed-in fracture surface at the edge of the spall plane with
intermetallic inclusions [140].
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They suggested that it is likely that these clusters of inclusions present in the fracture surface
as shown in Figure 4.392b in this magnesium alloy were formed during the ECAE process and
not during shock compression. Nevertheless, their locations on the fracture surface, and proba-
bly most important their prevalence, suggest that these inclusions act as initiation sites for spall
failure. Furthermore, they hypothesized that the early stages of spall failure was dominated by
nanovoid formation as shown in Figure 4.40 near the interfaces between the intermetallic inclu-
sions and the matrix magnesium. However, the cause for nucleation, growth, and coalescence
of the nanovoids cannot be attributed to vacancy clusters or neither ruled out and is therefore
unresolved.

Figure 4.40: SEM micrograph of the fracture surface in the center of the spall plane revealing
nanovoids at the interface between the intermetallic inclusions and the magnesium matrix. The
solid box is an enlarged area of the small box [140].

Farbaniec et al. [169] also studied the spall response and failure characteristics of AMX602
magnesium alloy powder obtained from Spinning Water Atomization Process (SWAP), which
was cold-pressed and hot-extruded between 573 K and 673 K [391, 392]. They employed both
in-situ (real time) and ex-situ (end-state) plate impact experiments for this study and their in-situ
results for this AMX602 magnesium alloy show that the spall strength increased by 8% for shock
stresses ranging from 1.61–4.53 GPa. This result is contrary to that obtained for the AZ31B-4E
magnesium alloy. They also determine the Hugoniot Elastic Limit to be approximately 0.187 ˙

0.011 GPa, comparable to that obtained for the AZ31B-4E magnesium alloy. They analyzed the
morphology of the spall surface of recovered samples using a scanning electronmicroscope. From
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their analysis, they observed that the fracture surface of the spalled sample shock compressed to
approximately 1.7 GPa was striated and the striations were unidirectionally aligned, as shown in
Figure 4.41, most likely due to the presence of the lamellae-like oxide (MgO) layers. This feature
is somewhat consistent with previous observations on spalled surfaces of metals consolidated by
powder metallurgy.

Figure 4.42a represents a magnified view of the striated spall surface shown in Figure 4.41
and the striations are clearly visible in the horizontal direction. The pore in Figure 4.42a (en-
closed by the box labeled b) when further magnified, reveals that the spall surface exhibits brittle-
like fracture with few traces of larger cracks (indicated by the arrows), as shown in Figure 4.42b.
Furthermore, the region labeled c in Figure 4.42b reveals a brittle-like phase on the fracture sur-
face (marked as i i in Figure 4.42c) delineated from the ductile region by a major crack, which
is most likely an intermetallic inclusion. However, this brittle-like phase is surrounded by a
well developed ductile fracture zone with nanometer and micrometer size voids. Few precip-
itates believed to be intermetallic Al2Ca compounds are observed within the voids (indicated
by the arrows). Farbaniec et al. [169] made another interesting observation of a rather unusual
feature inside the pore (see Figure 4.42d) and concluded that the cold compaction process of
elemental powder blends followed by hot-extrusion does not always result in a homogeneous
and uniform microstructure. Such types of heterogeneity are generally undesirable and can lead
to non-uniform properties in the material. They speculated that local variations in spall strength
values were affected by these microstructural variations in the material.

The recovered sample shock compressed to approximately 0.9 GPa, revealed isolated
cracks within the spall zone spanning several hundred microns, as shown in Figure 4.43b. They
characterized the spall damage as having multiple isolated horizontal cracks (indicated by the
arrows in Figure 4.43b), which are linked by vertical cracks within the spall zone. Such discon-
tinuous damage zones are likely to grow and become a well defined spall plane at higher shock
stresses. Figure 4.43c represents a magnified view of the fracture surface of an isolated region
depicted by c within the spall zone in Figure 4.43b. It is quite evident from Figure 4.43c that the
spall surface is populated with nano (labeled as nv) and submicron size voids (labeled as mv).
Such mixed mode failure in metals and metallic alloys can occur when both homogeneous and
heterogeneous nucleation of voids are activated concurrently by the application of high enough
tensile stresses. In general, low-angle grain boundaries, fine impurities and precipitates, dis-
locations tangles and networks, and vacancy clusters are known to be potential homogeneous
nucleation sites [19, 262] for nanovoids. On the other hand, high-angle grain boundaries, inclu-
sions, and second-phase particles are known to be potential heterogeneous nucleation sites for
microvoids [19, 262]. Farbaniec et al. [169] also observed that the spall surface was populated
with numerous Al2Ca based intermetallic compounds (labeled as i i in Figure 4.43c) and closely
spaced submicron-sized precipitates. These microstructural defects were most likely responsi-
ble for the initiation of spall failure of the sample. Based on these fractographic examinations,
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Figure 4.41: Optical micrograph of the recovered sample shock compressed to approximately
1.7 GPa [169].

(a) (b)

(c) (d)

Figure 4.42: SEM micrographs of the fracture surface of the recovered AMX602 magnesium
shock compressed to 1.7 GPa: (a) magnified view of the striated spall surface, (b) closeup view
of the void shown in subfigure (a), (c) intermetallic Al2Ca compound surrounded by nanometer
and micrometer size voids, and (d) internal voids or microporosity in the microstructure of the
as-processed Mg alloy [169].
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(a)

(b)

(c)

Figure 4.43: (a) Optical micrographs of the cross-sections of the recovered sample shock com-
pressed to approximately 0.9 GPa, (b) SEM investigation of the damage zone showing isolated
cracks within the spall plane, and (c) a view within the crack designated c showing micron-size
or largervoid-like features (mv), nanovoids (nv), and intermetallic inclusions (i i) [169].

Farbaniec et al. [169] suggested that the dominant mechanisms for spallation is driven by the
nucleation, growth, and coalescence of nanovoids and microvoids.

Jones et al. [390] conducted simultaneous time-resolved in-situ and end-state spall recov-
ery experiments to study the directional dependence of spall strength and spall failure charac-
teristics of an additively manufactured (AM) Ti-6Al-4V alloy. They used two pieces of selective
laser melted (SLM) Ti-6Al-4V alloy produced from extra-low-interstitial (ELI) Ti-6Al-4V al-
loy powder such that the dynamic tensile stress developed from the collision of release waves in
the material will align either along or normal to the interfaces between build layers. Wrought
bar-stock Ti-6Al-4V alloy was used as a reference material, which is a representation of a tradi-
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tionally manufactured material. Figure 4.44 is an inverse pole-figure map of the microstructure
of the additively manufactured Ti-6Al-4V alloy. The figure reveals a microstructure constituting
of fine needle-like or acicular grains of ˛0 martensite contained within much larger columnar
˛ grains, of which the larger columnar ˛ grains approximately lie parallel to the build layer
interfaces.

Acicular α' 

martensite

Large, columnar

α grain that

was previously

ß phase

Build

Direction

Figure 4.44: Inverse pole-figure map of the additively manufactured Ti-6Al-4V alloy; image
taken along the through thickness direction [390].

From this research, Jones et al. [390] observed that when the additively manufactured
Ti-6Al-4V alloy was shock compressed normal to the interfaces, the corrected spall strength
determined from time-resolved in-situ shock experiments is significantly reduced. This reduc-
tion represents a 60% drop in spall strength relative to that of the wrought bar-stock Ti-6Al-4V
alloy which was determined to be 5.28 ˙ 0.11 GPa. However, when the material was shock
compressed parallel to the AM build layer interfaces, the spall strength was determined to be
95% of the wrought bar-stock Ti-6Al-4V alloy. Jones et al. [390] suggested that when the mate-
rial is shock compressed and then subjected to tensile stresses normal to the AM layer interfaces,
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voids and cracks are nucleated with relative ease due to the weak AM build layer interfaces, lead-
ing to delamination along these boundaries. The optical micrographs in Figure 4.45 represent
spall damage evolution in both the wrought bar-stock and additively manufactured Ti-6Al-4V
alloys shock compressed to 3.7 GPa (310 m/s) and 4.9 GPa (415 m/s), respectively. The general
consensus derived from these experiments is that damage evolution is dependent on sample ori-
entation. The wrought bar-stock Ti-6Al-4V alloy suffered the least damage at both stress levels
followed by shocking parallel to the AM layer interfaces, and the most damage was suffered by
shocking normal to the AM layer interfaces. These results corroborate the spall strength results
determined from time-resolved in-situ shock experiments. It is noteworthy to point out that
Jones et al. [390] obtained similar results from their quasi-static experiments using the same
sample orientations but the interface weakness resulting from the SLM manufacturing process
were much more pronounced in the shock experiments. Results derived from this research are
strong justifications for the importance of rate-dependent studies on damage evolution in AM
materials.
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Figure 4.45: Optical micrographs of the shock recovered additively manufactured Ti-6Al-4V
alloy samples. The 5 mm � 2 mm dashed boxes represent the region used for damage analy-
sis [390].
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Cerreta et al. [60, 393] studied the dynamic response of zirconium (Zr) and they have

determined that the ˛ � ! phase transformation and substructure evolution can strongly in-
fluence the material’s residual mechanical properties. For instance, they determined that the
residual hardness of shock compressed Zr increases substantially at stresses above the threshold
required for the ˛ � ! phase transformation. It is well known that ductile materials possessing
high strength, tend to resist void growth under tensile stresses [130, 394–399], perhaps for this
reason, Hazell et al. [387] studied the influence of shock-induced ˛ � ! phase transformation
on the evolution of damage during spallation. From the micrographs shown in Figure 4.46, the
classical nucleation, growth, and coalescence of ductile voids is clearly evident. The amount of
residual damage shown in Figure 4.46 appears to increase with increase in shock stress up to
approximately 5.3 GPa. Also, voids coalescing to form large damage zones is quite evident in
Figure 4.46e. However, at approximately 7.6 GPa, spall damage becomes more disperse about
the spall plane showing less evidence of void coalescence (see Figure 4.46f ). Interestingly, the
change in damage mode occurs between shock stresses of 5.3 GPa and 7.6 GPa, which is in
proximity to the ˛ � ! phase transformation stress reported in the open literature [60]. Hazell
et al. [387] postulated that the hard ! phase may be responsible for the resistance to void growth
and consequently arrest damage evolution during the spall process.

4.4 MICROSTRUCTUREOFEXPLOSIVELYCOMPACTED
POWDERSANDPOWDERMIXTURES

For several decades, a wide variety of materials, parts, and commercial products have been devel-
oped or fabricated using powder metallurgy. Numerous materials such as silicon carbide [247],
boron nitride [400], nickel-base superalloys [43], titanium alloys [401], and aluminum-lithium
alloys [402] have been compacted from powders and powder mixtures. Although powders and
powder mixtures can be compacted or consolidated by conventional methods such as press-
sintering, hot isostatic pressing (HIP), etc., explosives offer the best densification for metal and
ceramic powders and powder mixtures. Powder compaction and consolidation using explosives
involves very evanescent (shock rise time of �50 ns [403]) and intense deposition of shock en-
ergy to facilitate interparticle bonding in powders and powder mixtures. Under ideal shock con-
ditions, the densities achieved can approach 100% of the theoretical value [244]. The densities
of shock consolidated ceramic powders strongly depends on the particle size of the as-received
powder or powder mixture. The aim of this section is to present a concise description of the
mechanisms and microstructure evolution active during the shock consolidation of powders and
powder mixtures. Nevertheless, for an in-depth knowledge on the subject, the reader is strongly
encouraged to review the references of [244, 251, 404–417] on shock consolidation of powders
and powder mixtures.

For instance, the shock consolidation of mechanically alloyed titanium-aluminum (Ti-
Al) intermetallics was investigated by Szewczaka et al. [416]. Their starting powder composed
of 99.8% purity aluminum and 99.5% purity titanium with particle size ranging from 40–50 �m
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(a) (b)

(c) (d)

(e) (f )

Figure 4.46: Optical micrographs of ˛-zirconium showing spall damage for shock stress: (a) 2.6;
(b) 3.9; (c) 5.3; (d) 7.6 GPa. Scanning electron micrographs of the spall damage at (e) 5.3 and
(f ) 7.6 GPa. The shock direction in all micrographs is from bottom to top [387].



104 4. DEFORMATIONMECHANISMSANDSPALL FAILURE
and 150–200 �m, respectively. Two elemental blends were attained using compositions of Ti-
25at.%-Al andTi-50at.%-Al, which were subsequently cold compacted under 500MPa pressure
to form supersaturated solid solutions. The samples were then shock consolidated with an ex-
plosive possessing a detonation velocity of 3000 m/s, generating a 4.4 GPa pressure and 400ıC
temperature. After shock consolidation, the samples were annealed for 1.5 h at 700ıC. From the
X-ray powder diffraction (XRD) results shown in Figure 4.47a, Szewczaka et al. [416] observed
that the Ti50Al50 sample after 100 h of milling consists of three phases, HCP Ti(Al), FCC
Al(Ti) supersaturated solutions, and an amorphous phase.
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Figure 4.47: XRD patterns for (a) Ti50Al50 and (b) Ti75Al25 samples [416].

However, they only observed diffraction peaks from HCP supersaturated Ti(Al) for the
Ti75Al25 samples after 100 h of milling as shown in Figure 4.47b. After shock consolidation,
the XRD results in Figure 4.47a reveal a small change in the intensity of the FCC and HCP
diffraction peaks for the Ti50Al50 sample, indicative of a phase transition of some part of the
alloy. But the same was not true for the Ti75Al25 samples, no change was observed in the phase
composition (see Figure 4.47b). It is evident from the XRD results in Figures 4.47a and 4.47b
that annealing the shock consolidatedmaterials can lead to phase transitions.The annealed shock
consolidated Ti50Al50 sample reveals the formation of a TiAl-L10 compound with Ti2AlN
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impurities, whereas the annealed shock consolidated Ti75Al25 samples reveals a transformation
of hexagonal disordered phase into hexagonal ordered phase which was identified as Ti3Al.

Szewczaka et al. [416] concluded from this research that: (1) mechanical alloying of ele-
mental powder mixtures of titanium and aluminum form supersaturated solid solutions and an
amorphous phase in the Ti50Al50 sample; (2) grain sizes of approximately 400 nm were achieved
by shock consolidating mechanically alloyed samples with no transitions of metastable phases
into stable phases; (3) no significant change of amount ratio of HCP Ti(Al) and FCC Al(Ti)
phases was observed in the case of the Ti50Al50 sample; (4) annealing the shock consolidated
samples leads to the formation of stable phases, TiAl compound in the case of Ti50Al50 com-
position and Ti3Al compound in the case of Ti75Al25; and (5) shock consolidation causes small
change in the structure of lattice defects produced by mechanical alloying and a considerable
change in this structure was observed after annealing.

The sintering of boron carbide and different modifications of boron were investigated by
Kalandadze et al. [418]. They used pyrolytic and electrolytic amorphous boron powder with
purity of 99.9-wt% and 96.0-wt%, respectively, to produce ˛ and ˇ rhombohedral boron from
amorphous boron by crystallization at temperatures of 1200ıC and 1800ıC, respectively. Kalan-
dadze et al. [418] produced boron carbide from the elements (boron and carbon) by direct syn-
thesis at a temperature of 2000ıC and the boron carbide powder was subsequently hot pressed at
temperatures ranging from 1900–2100ıC with pressures ranging from 20–40 MPa. The micro-
graphs in Figure 4.48 illustrate the homogeneous and inhomogeneous grain structure emanating
from hot-pressed monodisperse and polydisperse boron carbide powders. Higher densities were
achieved from the monodisperse powders at lower temperatures. Note that, higher temperatures
can increase the number of twins and grain size inhomogeneity due to grain growth and this
is evident for the polydisperse boron carbide, as shown in Figure 4.48b. The powders were ex-
plosively shock compacted to approximately 10 GPa pressure to achieve 30% of the theoretical
density. Figure 4.49 shows the residual microstructures of the shock compacted boron carbide
and ˛-rhombohedral boron after thermal treatment and it is quite clear from the micrographs
that the thermal treatment eradicates the remaining micropores after explosive compaction and
facilitates grain growth.

From this study, Kalandadze et al. [418] concluded that the powder size distribution of
the boron carbide defines the residual microstructure of a sintered pellet. Also, they found that
the usage of ˛-rhombohedral boron to produce the boron carbide pellets in reactive sintering can
lower the maximum sintering temperature to 1800ıC due to its isostructural character. Compar-
ing the sintering properties of ˛-rhombohedral, ˇ-rhombohedral, and amorphous boron, they
found that their sintering into the ˇ-rhombohedral phase at the final stage can produce higher
densities. They attributed this to the phase transformation occurrence from amorphous boron to
ˇ-rhombohedral boron through ˛-rhombohedral boron modification. Kalandadze et al. [418]
concluded that thermal treatment after explosive compaction and subsequent sintering of boron
and boron carbide eradicates micropores and facilitates grain growth.
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(a) (b)

Figure 4.48: Micrographs revealing the microstructure of hot-pressed boron carbide: (a) from
monodisperse powder (x300) and (b) from polydisperse powder (x300) [418].

(a) (b)

Figure 4.49: Micrographs revealing the microstructure of (a) boron carbide (x800) after the
explosive compaction and thermal treatment at 1600ıC and (b) ˛-rhombohedral boron (x800)
after the explosive compaction and thermal treatment at 1200ıC [418].
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C H A P T E R 5

TheNew Frontier in Shock
Recovery Experiments

Although modern day shock recovery experiments have served the shock compression science
community extremely well since the 1950s in developing a fundamental understanding on the
structure-property relationships pertaining to condensed matter under extreme dynamic envi-
ronments; its employment in shock compression science is still warranted today because of three
new developing fronts. These fronts are novel materials and mechanical processing techniques,
new/improved and emerging technologies in microscopy for materials science and engineer-
ing, and the recently developed time-resolved in-situ XRD shock experiments which were not
available few decades ago. For instance, within the past few decades, there has been significant
improvements on the development of tools required for probing the structure of materials over
multiple length-scales ranging from the atomic level through the continuum level. The ability of
modern microscopes to resolve and record digitized images in real time has increased tremen-
dously in the past decade or two. Modern microscopes provide the ability to observe features
that were not previously observed or studied before at exceptionally high resolution. Some of the
new/improved and emerging technologies in microscopy for materials science and engineering
include but are not limited to the following.

Microscopes

• Confocal Microscope [419–423]

• Electron Backscatter Diffractometry (EBSD) [424–430]

• Electron Channeling Contrast Imaging (ECCI) [431–435]

• Atomic Force Microscopy (AFM) [436–440]

• Atom Probe Tomography (APT) [441–445]

• Electron Energy-Loss Spectroscopy (EELS) [446–449]

• Energy Dispersive X-Ray (EDX) Spectroscopy [450, 451]

• Focused Ion Beam (FIB) [452–457]
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• X-ray Computed Microtomography (�CT) [458–461]

• Precession Electron Diffraction (PED) [462–465]

• High-Resolution Transmission Electron Microscopy (HRTEM) [466–469]

• Scanning Transmission Electron Microscopy (STEM) [470–473]

• Phase Contrast Microscopy (PCM) [474–477]

• Phase-Contrast X-Ray Imaging (PCI) [477–481]

In addition to new/improved and emerging technologies in microscopy, which are re-
quired for probing the structure of materials across multiple length-scales, novel materials, and
mechanical processing techniques are being developed. For example, coarse-grained metals and
metallic alloys are currently been processed by Severe Plastic Deformation (SPD) processes to
achieve very fine crystalline grain structure in the bulk. The size of these fine-grained crystalline
structures can be less than 100 nm (nanocrystalline materials) or range from 100–500 nm (ultra-
fine grained materials). SPD processes often involve very large strains plus complex stress states
and as a consequence, enhanced mechanical properties such as superplasticity can be realized at
lower temperatures. Some novel and emerging materials and SPD processes are listed below.

Novel materials

• Nanocrystalline [482–488]

• Ultra-Fine Grained [489–494]

• High-Entropy Alloys (HEAs) [495–500]

• Long-Period Stacking Ordered (LPSO) [501–507]

• Additively Manufactured [508–512]

• 3D Printed [513, 514]

• Cold Spray [515–518]

• Novel Composite and Alloys [519–521]

• Powder Metallurgy [391, 522–526]

• Metamaterials [527–534]

SPD Processes

• Equal Channel Angular Extrusion (ECAE) [535]
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• High Pressure Torsion (HPT) [536]

• Accumulative Roll Bonding (ARB) [537]

• Repetitive Corrugation and Straightening (RCS) [538]

• Asymmetric Rolling (ASR) [539]

• Spinning Water Atomization Process (SWAP) C Hot Extrusion [540, 541]

The third front is the recently developed time-resolved in-situ (real-time) high-energy
synchrotron X-ray diffraction (XRD) measurements via plate impact shock experiments. These
experiments were developed to couple time-resolved velocity measurements with X-ray scat-
tering (Debye-Scherrer rings or Laue spots) or imaging (phase contrast) to understand the
fundamental mechanisms governing time-dependent behavior in shock compressed condensed
matter. These experiments are currently being conducted with great success at three main syn-
chrotron facilities around the world, which are listed below, and have been playing a signif-
icant role in understanding the fundamental basis of material behavior under extreme condi-
tions [113, 153, 191, 192, 542–550]. These measurements are well suited for validating multi-
scale computer models designed to study shock compressed solids, but also, when these mea-
surements are coupled with results derived from shock recovery experiments, they can help to
bridge the existing knowledge gap between the ambient, shock, and release states. It should be
noted that time-resolved in-situ (real-time) high-energy synchrotron X-ray diffraction (XRD)
measurements are in their infancy and currently do not provide data on the morphology of the
substructure, microstructure, and mesostructure of the material being interrogated. At present,
data concerning the morphology of the aforementioned structures have to be derived from shock
recovery experiments. Finally, this book on the subject of structure-property relationships un-
der extreme dynamic environments closes by strongly encouraging researchers to revisit old un-
solved problems and pursue new ones to develop the fundamental knowledge of the mechanisms
governing the time-dependent behavior in shock-compressed condensed matter and bridge all
existing knowledge gaps.

High-Energy Synchrotron X-Ray Diffraction (XRD) Shock Facilities

• Dynamic Compression Sector (DCS), Advanced Photon Source (APS), Argonne Na-
tional Laboratory, USA

• Stanford Linear Accelerator Center (SLAC) National Accelerator Laboratory, Stanford
Synchrotron Radiation Lightsource, USA

• European Synchrotron Radiation Facility (ESRF), France
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