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Preface

Results from LHC, the Large Hadron Collider at CERN, relativistic heavy—ion
collision experiments as well as various cosmological observations are expected
to shed much light on several aspects of particle physics in the years to come.
Study of the formation of the Quark Gluon Plasma in high temperature and
high density environments can, for example, lead to a better understanding of
strong interactions. In turn, QCD effects have to be understood well to correctly
interpret collider results at the electroweak scale. Higher energy processes can
be studied in the laboratory of the Universe and particle cosmology can teach
us much about issues such as the number of light neutrinos and the effective
Lagrangian on GUT scales.

This volume includes reviews that cover various topics in strong interac-
tion physics, anomalies and particle cosmology and are based on lectures that
were delivered at the XXI and XXIT SERC Main School in Theoretical High
Energy Physics held at the Physical Research Laboratory, Ahmedabad and the
University of Hyderabad from February 11 - March 3, 2006 and January 18 -
February 7, 2007 respectively. We believe that these reviews will be of value
to any student of particle physics who is keen on understanding issues in these
important areas.

The SERC Schools in Theoretical High Energy Physics have been held
regularly since 1985 and provide Ph.D. students with an introduction to im-
portant topics in High Energy Physics. The Ahmedabad School covered courses
on Cosmology for Particle Physicists, Quark Gluon Plasma, Black Hole Physics
and Flavour Physics. Each course consisted of nine lectures, and nine tutorial
sessions in which certain concepts and problems were discussed. The lectur-
ers and the tutors for the courses were Urjit A. Yajnik (Indian Institute of
Technology Bombay, Mumbai) and L. Sriramkumar (then at Harish-Chandra
Research Institute (HRI), Allahabad), Ajit M. Srivastava (Institute of Physics,
Bhubaneswar) and (late) Abhee K. Dutt-Mazumder (Saha Institute of Nuclear
Physics (SINP), Kolkata), Soumitra Sengupta (Indian Association for the Cul-
tivation of Science, Kolkata) and Sumati Surya (Raman Research Institute,
Bangalore), and Sreerup Raychaudhuri (then at Indian Institute of Technol-
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ogy Kanpur) and Anirban Kundu (Calcutta University, Kolkata). This volume
contains the lectures on Cosmology for Particle Physicists and Quark Gluon
Plasma.

The Hyderabad School had four courses with the following topics and lec-
turers and tutors: Wilsonian RG and Effective Field theory by Shiraz Minwalla
and S. Lahiri (Tata Institute of Fundamental Research, Mumbai), Perturba-
tive QCD by V. Ravindran (then at HRI, Allahabad) and P. Mathews (SINP,
Kolkata), An Introduction to Anomalies by Dileep Jatkar and Sumathi Rao
(HRI, Allahabad) and Electro-Weak symmetry Breaking Scenarios by Gautam
Bhattacharyya and Probir Roy (SINP, Kolkata). This volume contains the lec-
tures on Perturbative QCD and Anomalies.

We thank all the lecturers, tutors and students for their dedication and
enthusiasm which contributed greatly to the success of the Schools, and also
to the preparation of this volume. While this book was being prepared, Abhee
Dutt-Mazumder passed away. His lectures on thermal field theory at Ahmed-
abad were greatly appreciated and we dedicate this book to his memory.

Raghavan Rangarajan M. Sivakumar
Physical Research Laboratory University of Hyderabad
Ahmedabad Hyderabad
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Quark-Gluon Plasma: An

Overview

Ajit Mohan Srivastava

1.1 Introduction

The physics of the Quark Gluon Plasma (QGP) is being actively investigated
presently theoretically as well as experimentally. The motivation for this comes
from the cosmos as well as from attempts to understand the phase diagram
of strongly interacting matter. The universe consisted of quark-gluon plasma
during the early stages when the age of the universe was less than a few mi-
croseconds. It is also believed that the cores of various compact astrophysical
objects, e.g. neutron stars, may be in the QGP phase. Laboratory experiments
consisting of collision of heavy nuclei at ultra-relativistic energies are being
carried out in an attempt to create a transient phase of QGP in tiny regions
of space. These lectures will provide an overall picture of QGP starting with a
basic understanding of Quantum Chromo Dynamics (QCD) which is the theory
of strong interactions.

Let us start by recalling the four basic interactions: Electromagnetic,
Weak, Strong, and Gravity. We know that the first two of these are unified
into an “Electroweak Interaction”. There are attempts to unify the electroweak
and strong interactions into an, as yet unknown, Grand Unified Theory (GUT).
Unification of all the four basic forces is attempted in String Theories. How well
do we understand these forces individually?

© Springer Science+Business Media Singapore 2016 and Hindustan Book Agency 2014 1
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High Energy Physics - 2, Texts and Readings in Physical Sciences 15,
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2 1. Quark-Gluon Plasma: An Overview

Electromagnetism: The theory of Electromagnetism is provided by
Quantum Electrodynamics (QED). This theory is well understood and its pre-
dictions have been verified in experiments with very high accuracy.

Electroweak Theory: Of course, the complete theory of Electromag-
netism is given only when unified with weak interactions. The Electroweak
theory is also well understood, and its predictions are verified in experiments.
One major “missing part” of the theory was the Higgs boson which plays a
crucial role in the formulation of the theory (spontaneous symmetry breaking
leading to massive W and Z bosons which are responsible for the “weakness”
of the weak force). Recent experiments at CERN have confirmed detection of
a Higgs-like boson.

Gravity: Gravitational interactions are very well understood at the clas-
sical level in terms of Einstein’s General Theory of Relativity. However, at
present there is no theory of Quantum Gravity. There are various attempts
towards Quantum Gravity. The most popular approach is in terms of String
Theories. There are other approaches within conventional frameworks, e.g. us-
ing canonical quantization (Loop Quantum Gravity), etc.

Strong Interactions: Let us now discuss strong interactions which will be
the subject of these Lectures. The theory for strong interactions is believed to
be Quantum Chromo Dynamics (QCD). The basic ingredients for QCD were
proposed by studying properties of hadrons which are supposed to be made up
of the basic degrees of freedom in QCD, namely quarks. Interactions between
quarks are mediated by gluons (in the same way as photons mediate interactions
between electrons).

Theoretical investigations of QCD show a remarkable property of strong
interactions. At very high energies, the strength of the interaction between
quarks becomes smaller. In other words, the effective coupling constant of
strong interactions becomes smaller at large energies, eventually approaching
zero. This is known as “asymptotic freedom”. This behavior is the opposite
of the behavior in QED where the coupling constant increases with energy.
Asymptotic freedom (for which there was already evidence from deep inelastic
scattering experiments) is well tested in experiments to a high accuracy. How-
ever the understanding of QCD in the domain of low energy remains poor. This
is the domain where hadrons form, and quarks are confined in these hadrons.
Recall that it was the study of these hadrons which led to the formulation of
QCD.

Apart from this “confinement” there is another domain where QCD is
not well understood. This is the domain of high temperature and high density
of matter. From the theoretical side it is expected, based on asymptotic free-
dom, that at high temperatures the interactions between quarks will become
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weak. Does that mean we should get an ideal gas of quarks and gluons at high
temperatures?

Some of these questions led to the search for the so called “Quark Gluon
Plasma” phase of QCD. From general physical arguments one expects that at
sufficiently high temperatures (at T > T, ~ 170 MeV, the deconfinement tem-
perature) and densities, quarks and gluons are no more confined. Essentially
at such high temperatures and/or densities, one has overlapping hadrons, so
it makes no sense to talk about quarks and gluons confined inside individual
hadrons. However, it should be clear that at high 7" or high density p, one
is inevitably dealing with many body effects. Here the understanding obtained
from deep inelastic scattering experiments may not be directly applicable. Also,
it appears that the interactions between partons are not weak at temperatures
achievable in the laboratory (in relativistic heavy ion collisions). At present, we
also do not have theoretical tools to properly analyze the behavior of QCD in
these domains using analytic calculations (except possibly at ultra high tem-
peratures). Lattice QCD is the only theoretical tool we know for understanding
this domain. Results so far lead to interesting behavior of quarks and gluons in
this QGP phase.

A direct motivation for understanding this high 7', p domain comes from
cosmology and astrophysics. In the standard Big Bang theory of the universe,
the temperature of the universe was very high initially. When the age of the
universe was less than 107% sec, its temperature was higher than about 200
MeV. So we expect that the universe was filled with QGP at those early times.
To understand the evolution of the universe at those early times one must
understand the properties of the QGP phase at high T'. Further expansion and
cooling of the universe converts QGP to hadrons. This is expected to be a phase
transition (or, more likely, a crossover) at a critical temperature of about 170
MeV. If it is a first order transition then it could have consequences for different
primordial element abundances in the universe.

In the present day universe, there are heavy and superdense objects known
as neutron stars. These form at the end of fusion reaction chains of regular
stars which undergo supernova explosion. The mass density in a neutron star
is about 104 gm/cm?®. At the center of these neutron stars the density may be
even higher, of the order of several times the nuclear density. It is expected that
in the cores of neutron stars hadrons (neutrons/protons) may be closely packed
so that quarks and gluons may no more be confined, leading to high density
(not high temperature) QGP. Various properties of neutron stars (maximum
mass, spin, etc.) depend crucially on the properties of this type of core.

All of these are theoretical consideration. Even neutron stars are accessible
only through indirect observations. The universe at the age of less than 10~6
sec is in the distant past and no experiments are possible for observing that.
So, how do we test our theoretical modeling of QGP at high T and/or high p
which is relevant for these cases?

Relativistic heavy ion collisions allow us the possibility for doing this.
For example, at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven,
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USA, beams of Au-Au are collided at 200 GeV per nucleon pair center of mass
energy. We first discuss, briefly, the physics of these experiments - a detailed
discussion will be provided later. As the nuclei are accelerated to very high
energies, spherical nuclei get Lorentz contracted. (Note that Lorentz factor ~
100 but the Lorentz contracted width is not less than 1 fm due to quantum
effects.) At such high energies nuclei, or even protons and neutrons, lose their
identity and the interaction between nuclei becomes effectively quark-quark
interactions. Due to asymptotic freedom, this interaction is also weak, so most
of the quarks go through each other, creating secondary partons in the middle.
The density of these secondary partons grows due to multiple scatterings and
the system thermalizes. This central thermalized system cools as it expands.
If its initial temperature is above 200 MeV, we expect that it should be in an
equilibrated QGP state. On subsequent expansion it should undergo a phase
transition to a hadronic system. Note that the resulting system is just like
what was present in the early universe (apart from some differences like the
expansion rate, etc.). Thus investigation of this system allows us to probe a
part of the early history of our universe.

Experiments at lower energies (such as AGS and future GSI experiments
in Germany) have higher baryon densities in the center (as the quark-quark in-
teraction is stronger at lower energies), though lower temperature. This matter
is similar to neutron star core matter and could help us in understanding this
domain of QCD.

Above all, studying the creation of QGP and the subsequent phase tran-
sition to hadrons helps us in better understanding confining forces between
quarks because the process of hadron formation at the transition stage depends
crucially on that.

We will discuss these relativistic heavy-ion collision experiments in these
lectures. Through these experiments we can probe different parts of the QCD
phase diagram. The phase boundaries in the QCD phase diagram are obtained
from several symmetry arguments, or in effective low energy models. Lattice
calculation also give us some handle on these (especially for zero or small baryon
chemical potential).

The plan of the lectures is as follows. First we will provide a general
introduction to QCD leading to the concepts of asymptotic freedom and running
coupling constant. The discussion is mostly taken from the books in ref. [1] and
for further details these books should be consulted. Since the whole discussion
is based on QCD, we will discuss important aspects of QCD including its basic
structure in detail. Then we will sketch steps to give a basic understanding of
running coupling constant and asymptotic freedom for QCD.

Next we discuss the prediction of the QGP phase of QCD. This discussion
is primarily based on refs. [2,3]. We will see how general arguments lead us
to the prediction of QGP phase of QCD. We will discuss arguments based on
the running coupling constant as well as more detailed ones based on the Bag
model of hadrons leading to the expectation that QGP phase should exist at
high temperature as well as high density.
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Following this we will discuss QGP formation and evolution in relativistic
heavy-ion collisions [4]. We will discuss the Bjorken picture for the evolution
and various signals of QGP [6]. We will then discuss various topics such as the
deconfinement-confinement phase transition, etc.

1.2 QCD

Our approach will not be historical. We will list the requirements, from experi-
mental evidence, for the theory of strong interactions and then argue that QCD
satisfies these requirements.

1.2.1 Basic Contents

1. We know that there are six quarks.

() () ()

u, ¢, t quarks have charges +%e while d, s,b have charges —5e, where —e
is the electron charge.

Quark masses | Current quark mass | Constituent quark mass
d 15 MeV 330 MeV
U 7 MeV 330 MeV
s 200 MeV 500 MeV
c 1.3 GeV 1.5 GeV
b 4.8 GeV 5 Gev
t 170 GeV -

Note: No free quarks are seen, and we do not list constituent quark mass
for the t quark as no hadrons involving the ¢ quark are known yet. The
current quark mass is what enters in the QCD Lagrangian. The constituent
quark mass tells us how the quark behaves inside hadrons (i.e., it accounts
for the confining forces).

2. Quarks are spin 1/2 fermions and have an internal quantum number called
color. Hadron spectroscopy implies that there are 3 colors for each quark
and that hadrons are color singlets (the color wave function is totally
antisymmetric). This is known as color confinement and is required by
the fact that no isolated quarks are observed. They only appear inside
hadrons. There are two types of hadrons made up of quarks — Mesons (¢q
systems) and Baryons (qqq systems), and their antiparticles.

With the above quark content, we need an interaction between
quarks with the following properties:
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3. The interaction should lead to color confinement. Thus the interaction
should correspond to the color charges of quarks. Following the success of
QED, we want to construct a “gauge theory” of color interactions.

4. Deep-inelastic scattering of leptons with nucleons shows Bjorken scaling
which implies that at short distances quarks are almost free: this is the
‘asymptotic freedom’. Thus, we need a theory where the coupling constant
becomes small at large energies. In 4 dimensions, only Yang-Mills theories
show this type of behavior. These are gauge theories with a non-Abelian
gauge group.

Combining the requirement of asymptotic freedom with that of color
charge interaction (with 3 different colors), we come to a theory of strong
interactions based on the SU(3) color gauge group. This is called Quantum
Chromo Dynamics (QCD) and is believed to be the correct theory of
strong interactions.

To understand this theory, we will first recall the basics of QED
which is a gauge theory based on the Abelian gauge group U(1). We will
then generalize the construction to QCD.

1.2.2 QED
First recall the Lagrangian for a free electron field ¥ (x),

Ly = () ("0, — m)Y(x)

Ly has a global U(1) symmetry under the transformation

P(z) = ¢ (x) = e ()
D(x) =P () = eP(x)

Here « is the parameter of the symmetry transformation. « is independent of x
and ¢ and hence the transformation is called a global symmetry transformation.
We generalize this symmetry to a local gauge symmetry when « depends on x
and t, so @ — «a(x). The motivation for this is simply that we know that this
way we can write down the theory of electromagnetic interactions of charged
particles.

With a — «a(z) one says that the symmetry is gauged. So, now we consider
the following transformation

@) > a) = T y()

U(x) = (2) = @)



1.2. QCD 7

With Lo = () (iv*0,, —m)(z) we see that the m ¢ term is invariant under
this transformation, but the derivative term is not invariant.

P(@)0u () — P (2)y (x)
= @(w)em(mau (e_m(m)w(a})>

The second term on the r.h.s. spoils the invariance. If instead of ¥ ()0, (x),
we had a term ¢ (x)D 1) (x) where D, (x) has simple transformation rule

D,(x) = [Dyb(z)] = e @ D ap(x)

(i.e. Dytp(x) transforms in the same way as ¢(z)), then ¢ (z)D,(z) will be
gauge invariant. D, (z) is called the gauge-covariant derivative (or simply
covariant derivative) of ¥ (z).

One can realize this requirement of D, (x) by enlarging the theory by
including a new vector field A, (z), the gauge field. With this,

Dyip(x) = (9 — ieAy) P(x)
One can easily check that the requirement
[Duio(@)] = e Dy (@) (x)
implies the following transformation property for the gauge field:

A(z) = Ay (x) - é@,boz(x)

With A, transforming like this, the derivative term becomes invariant
iyt (8, —ieAy)y  — P iyt (0 —ieA},) ¢
= e @ikt (9, —ieA, +id,a(x)) e M@ (z)
= Ei,yli (au - ieA“) 1/’(@

Thus, the extra term from the gauge transformation of A, precisely cancels
the extra term when 0, acts on e~**(®))(x). This will be important when we
discuss QCD. Our Lagrangian Lj changes now to

L = pint (9 — ieAy) ¢ — mynp

A, is the gauge field for the electromagnetic interaction. To include dynamics
of A, we add

1
La=—JFuF", P =0"A" - 0" A"
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This leads to the Maxwell equations. With the —i normalization one gets the
equation

O FM = —eJ"
where J* = 1y is the conserved matter current. One can easily check

directly that F'*" is gauge invariant.

Exercise: Verify that
[D,D, — D,D,| ¢ = —ieF,,\

(This equation has a nice geometric meaning in terms of curvature.)
Using this and the transformation property of D, one can show that
F,,, is gauge invariant. We thus get the final QED Lagrangian

_ — 1
L = pin (0, —ieAy) p — mipp — ZFW'FW

Note the following:

1. A term like m?A, A" is not gauge invariant, so the photon is massless.
This will remain true for all gauge theories including QCD.

2. The coupling of the photon to the electron is contained in the D, term.
It is called the ‘minimal coupling’. This will also be used in QCD

3. The QED Lagrangian does not have a gauge field self coupling, i.e., there
are no terms like AAA, or AAAA. This is because the photon does not
carry charge. This will not be true for QCD. Gluons (which are the analogs
of the photon) carry color charges and hence self interact. Let us now write
down the Lagrangian for QCD with 2 colors (a hypothetical case).

1.2.3 Non-Abelian Gauge Symmetry: Yang-Mills theory

We first consider a theory with the symmetry group SU(2) (it was U(1) for
QED which is Abelian). SU(2) is a non-Abelian group. Let the fermion fields
be a doublet (fundamental representation of SU(2)):

_(
¢‘<w
Note that each component 1; will be a four component Dirac Spinor. Under
an SU(2) transformation, ¢ will transform as

Y)Y @) = e { —re } e
U(r)
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where 7 = (71, T2, 73) are the usual Pauli matrices, satisfying the Lie algebra of
SU(2), v.iz.,

T Tj ik Tk ..
{é,é} = jek 2 1,7, k=1,2,3

2

and 0 = (61, 62, 03) are the SU(2) transformation parameters.
We write the Lagrangian

L = 4)() (i7" 0, — m) ¥(x)

This is again invariant under the above global SU(2) transformation with 7
being independent of X and ¢.

Y=y = Uy
=9 = YU where U'U =1

Now we gauge this symmetry, i.e., make 6; space-time dependent. Then

Y(x) = d(x) = Ul)P(x)

with

NSy

Uf(x)) = exp {—i _o(a:)}
Again we can easily see that the mass term ma)e in L is invariant under this
symmetry transformation but the derivative term is not. To make the deriva-
tive term also invariant we will again construct a covariant derivative D,, by
introducing new gauge fields (like A, was introduced for QED).

Note that the derivative term which spoils gauge invariance has a term
proportional to 0,U(#), i.e.,

aﬂ{mp<ﬁ;@%@)}Awﬂ@ﬂ%@emﬁm)

for a = 1,2, 3. It is this term which spoils the invariance of L when 6 depend
on X and t. Using gauge fields we have to compensate for these derivatives.
Since 7%, a = 1,2, 3 are linearly independent, to cancel each derivative, such
as 710,01, one will need a gauge field. That is, we will need a term like TAL,
a = 1,2,3 with each gauge field transforming with the appropriate 6 (as we
see below). Thus the number of gauge fields to be introduced = number of
generators = 3 for SU(2).

Note: When we construct a gauge theory for SU(3), i.e. real QCD, then we
need the number of gauge fields = number of generators of SU(3) = 8. (For
SU(N) , the number of generators is N2 —1 for N # 1). Each gauge field is like
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an independent photon. These are the gluons (massless gauge bosons). Thus
we will need 8 gluons for QCD.

We go back to the case of 2 color QCD with the gauge group SU(2). Again,
to have the derivative term gauge invariant, we need the following transforma-
tion property for the covariant derivative:

Dyp(x) = [Dy(@)] = U(0) Dyt ()
where ¢(z) — ¢'(z) = U(8)y(z). Clearly, with 9, replaced by D,, we get
L =4(x) (i7" Dy —m) ¥(x)

which will be gauge invariant. We write D, 1 (x) as
T
D) = |0 — ig "5 A3 | ()

where ¢ is the coupling constant. One can check that the requirement of
[Dyy(z)] = UB)D,y(z) implies the following transformation properly for
the gauge fields:

T al __ T a —1 i —1
SAY=UOTAUO - L BUO1U0)
Recall that for QED also, we had

P(z) = (z) = e y(a)
= U(o)(z)

The transformation of A, is then analogously

A, = U(a)AU Ha) [0,U(a)] U (e)

(~idu(x)) = Ay — 0,0(2)

)

e

1

= AH——
(&

which is the familiar transformation for QED.

Self Interactions of Gauge Fields

One crucial difference between QED and Yang-Mills gauge theories is that for
the non-Abelian case gauge fields have self interactions whereas in QED photons
do not have self interactions. To understand the basic physical reason for this,
let us go back to the SU(2) gauge theory case and consider an infinitesimal
gauge transformation for the vector potentials.

For 0(z) < 1 we write

—

U(6) = exp {_1';*(93)} 1 Z.F.OQ(x)
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Exercise: Using this in the transformation law for Aj, and neglecting 62 terms,
show that one gets

T T° 7¢ 17

SAL = FAL A0 (@) AL — géa,tac(x).

Since 7 are linearly independent, we get
1
e __ b b
A=Al + €0 A, — ;@LGC

€?¢ comes from

Consider global transformations, so 0,0¢ = 0, we get
Ic __ pc abcpa Ab
Ay =A) + €0 A

This shows that Af, transforms in the adjoint representation of SU(2). Several
important results follow from this expression. Recall Noether’s theorem which
implies that one can calculate a symmetry current and the associated charge.
For example, recall the case of QED.

= (z) = e @y(x)
Ay A1) = Aua) — ua()

For global transformations, a(x) = a and we get

V' (2) = e (z) and A, (x) = Au(x)

So, under a global U(1) (continuous) symmetry transformations, ¢ (z) trans-
forms non-trivially. The associated charge is the ”electric charge” of the field
¥ (z). However, A, (x) transforms trivially under global U(1) transformations.
So in QED, the photon does not carry any electric charge (the symmetry cur-
rent will give zero charge). As the photon does not have electric charge, it does
not have self couplings like AAA or AAAA. Now, for the SU(2) case we saw
that the transformation of Af for constant SU(2) transformations is

Ic __ Ac abcpa oAb
Ale = A¢ 4 cabege Al

Thus, under global SU(2) transformations, Ay, transforms non-trivially. Hence
there will be a non-zero Noether charge associated with Af,. Due to this we
expect self couplings. Indeed, we will see that for every Yang-Mills theory there
are self couplings like AAA and AAAA.

Note : So far we have the Lagrangian for the SU(2) case

L =4(x) (i7" Dy —m) ¥(x)



12 1. Quark-Gluon Plasma: An Overview

We are missing a term analogous to F,, F*" for the QED case. To write such
a term we recall the following relation from QED

(D/LDV - DUD/A) 1/’(@ = —ierw(l’)

We will use this type of expression for defining the appropriate expression for
F,,,, for the SU(2) case. Since

LT
D, = <6M - zg2.AM> P
involving Pauli matrices, we extend the earlier relation appropriately as
T
[D,D, — D,D,|vy = —ig <2F5V> )

This expression is used to define Fyj,,.

Exercise: Show that the evaluation of the Lh.s. gives
c c c cab ga Ab
Fy, = 0uA;, — 0, A;, + ge* AL A}

This is the expression for the field strength F, for the non-Abelian case. We
can write

A, = AZ% and F, %ng and  F,, = 0,4, — 0,4, —ig[A,, A

Exercise: In QED, F),, was gauge invariant. Show that under an SU(2) gauge
transformation

TUFS, — TF = UO)r U (0) 7"
Thus, to construct the analog of F,,, F*” term here, we write
T { (7B ) (FF™)}
This will be gauge invariant due to the cyclic properly of the trace. Note that
Te {r°Fg, " F*"} = Trror°F} Fo = 2F P

using Tr[r97°] = 2§9.
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Now, we can write down the complete gauge invariant Lagrangian for the
SU(2) color gauge theory with the doublet field v as

1 a apuy s s
L = —ZFWF“ + Yiy" Dy — mapp

Generalization to other Lie Groups

One can generalize this construction to any other Lie group. Essentially, one
has to replace 7° by appropriate generators and €2*° by corresponding structure
constants.We will first discuss the general case of a simple Lie Group and then
write down the Lagrangian for QCD with 3 colors. Suppose G is a simple Lie
Group (essentially meaning that it is not a direct product of other groups). Let
F* be the generators of the group, satisfying the Lie algebra

[Fa,Fb] _ ifachc

where fe¢ are totally antisymmetric structure constants (¢ are real). For
SU(2) we had

Suppose 9 transforms under some representation of G with representation ma-
trices T, i.e., under a gauge transformation

@) = ¥(@) = exp{~ilf2)}v(a)
OMEY

Thus
[Ta’ Tb] _ ifabCTC

abce

Recall that for the SU(2) case, T were Z and fo¢ was ¢®°. The covariant

derivative then is

NI

D= (GM — igT“AZ) )
The field strength tensor is
a a a abc Ab gc
Fi, = 0,47 —0,A; +gf*" Al Aj
The gauge transformation for Af is

- i

T.Au(x) — T.A,(z) = UO)T.A, U (0) p [0,U(0)]U1(6)

Again, all these are exactly the same as the SU(2) case with the replacement

R T

—T and % — f“bC
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Also the number of A}, is equal to the number of generators 7. We can write
the complete Lagrangian as

1 a [n% A
Li*ZF/uzF'u +¢(Z’Y“Du*m)¢

Self Interactions

Note that F'2, F** term has the following types of terms

Qv
gayAZfabcAp,bAVc
and
2 pabc palm Ab fgc L gvm
g febe pim AL AC AM A

The corresponding Feynman diagrams have three point and four point vertices.
Thus, every gauge theory with a non-Abelian gauge group has self couplings
for the gauge fields. This was expected since we saw that gauge bosons here
carry charges. In contrast, in QED (Abelian Group U(1)) photons have no self
interaction.

It is straightforward now to write the Lagrangian for QCD. We have six
types of quarks (flavors u, d, s, etc). The gauge group is SU(3) color. Each quark
comes in 3 colors. That is, quarks are taken to transform as the 3-dimensional
fundamental representation of the SU(3) color group. SU(3) has 8 generators,
so we need 8 gauge fields A}, a = 1,...8. These are associated with 8 gluons.

We can write down the Lagrangian

LQCD:——F“ F“‘“’—FZ?/J VM D, —mq) Ya

where a = u, d, ¢, s, t, b is the flavor index for quarks.
As 1), is taken to be in the 3-dimensional fundamental representation of
SU(3)., we may represent it as, for example,

red

,(/}a — wblue

green
¥ o

Thus, we take the following representation for the generators of SU(3)

)\a
=7 a=1,2..8
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where A\ are the Gell-Mann matrices

010 0 —i 0
M= 10 0], =i 0 0
000 0 0 0
1 0 0 00 1
=0 -1 0,], M=|0 00
0 0 0 1 00
0 0 —i 00 0
=00 0 |, M=| 0 01
i 0 0, 010
00 0 1/vV3 0 0
M= 00 —i |, Xg= 0 1/V3 0
0 i 0 0 0 —2/V3

Also,
[/Iva7 Tb:l _ ifabcTc

is the Lie algebra of SU(3) with antisymmetric structure constants fe*¢ given
by

f123 — 17 f458 _ f678 _ \/3/27 f147 _ _f156 _ f246 _ f257 _ f345 _ _f367 _ 1/2
With T® = %, the covariant derivative is
Do = (8u - igsTaAZ) Yo

gs is the strong interaction coupling constant. The expressions for F}j, etc. are

the same as given for the general case of group G with 7% = % We thus
conclude that gluons carry color charges and hence they have self interactions.

1.2.4 Symmetries of QCD

Apart from the gauge SU(3) symmetry of QCD, which is exact, QCD possesses
the following approximate global symmetries.

Isospin Symmetry

This played a crucial role in the early stages of development of QCD in terms
of hadron spectroscopy. If m, ~ m for certain «, say o = u,d, s, then we can
write

d Y= (uds)
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L = $(iy"Dy—m)p+ Y 0y (i7" Dy —mp) g B=ctb
B

This is invariant under an SU(3) global symmetry transformation acting on

u
d

S

This invariance is known as the isospin flavor symmetry and originally it led to
the discovery of the quark model.

Chiral Symmetry

This is a very important symmetry of QCD which arises if m, ~ 0 for certain «,
leading to decoupled left handed and right handed components of the massless
quarks.

1.2.5 Feynman Rules for QCD

Essentially, the only difference from the case of QED is that for QCD we have
color factors (color states C' and CT) and A matrices. Also, in QCD we have
3-gluon and 4-gluon vertices which are not there in QED. The Feynman rules
for QCD (in the Lorenz gauge) are given below.

1. The gluon propagator: Recall that the propagator in QED for the photon
is

v
. g¥
9

q2

The Feynman rule for the gluon propagator is

AVAVAVAVAVAV, g
—i qué‘ab

«—q

where a,b = 1,2,..,8 are color indices for gluons. Note that one may
expect 9 gluon states : 3®3, 17, rb, rg, etc. However 3®3 = 1+ 8, where
1 is a color singlet. The gluon cannot be a color singlet, otherwise it does
not interact via the color interaction. Hence there are only 8 (an octet of)
gluons. Color states C' for quarks are given by a 3 vector

1 0 0
C: 0 ~ red, 1 ~ blue, 0 ~ green
0 0

—
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Similarly, we have an eight element column vector for gluons

1 0
A " | for 1), ... , for |7), etc.
0
: 0
2. Quark propagator:

where o, 8 = 1,2, 3 are color indices for quarks. Apart from d,4 the above
is the same as in QED for electrons.

3. Quark-gluon vertex: The quark-gluon interaction term in the QCD La-
grangian is
_ )@
Lint = g5 77/114%1/}
(a is the color index). Thus the quark-gluon vertex is given by

a,p

Aa
1gs—"

In QED, the electron-photon vertex is iey*.

4. Three gluon vertex: The relevant term in L is
—gs (04 AG — 0, A%) o0 AP A

The vertex is

gsfabc [guu(kl - k?))\
= + gua(ke — k3),
+ gau(ks — k1))
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5. Four gluon vertex: The relevant interaction term in L is

_ggfabcAZA;:/fadeAduAeV

So, the vertex is

a, [ b,v
_Zgz [fabe fcde (gu)\gup _ g,upgl/)\)
— _|_face fbde (g,uz/g)\p _ g,upgu)\)
+fade fbce (gp,ug)\p _ gp,)\gz/p)]
¢ A d,p

6. External quarks and anti-quarks: External quark with momentum p, spin
s, and color C"

e Incoming quark: u(*)(p) C, while for QED we have u(® (p).

e Outgoing quark: *) (p) CT, while for QED we have H(S)(p).
For an external antiquark:

e Incoming antiquark: 7(*)(p) Ct, while for QED we have 7°.

e Outgoing antiquark: v(*)(p) C, while for QED we have v*. Here C
represents the color of the corresponding quark.

7. External gluon:

e Incoming gluon of momentum p, polarization e, color a: €,(p) A%,
while for QED (photon) we have €,(p).

e Outgoing gluon of momentum p, polarization e, color a: €, (p) Aat
while for QED (photon) we have €, (p).

In addition there are Feynman rules for unphysical ghost particles corre-
sponding to the longitudinal polarization of virtual gluons. Feynman rules for
the same can be found in, e.g. the first reference in ref. [1].

1.3 Running Coupling Constant in QCD

1.3.1 Physical Picture

Let us recall how a ‘screened’ charge appears in an ordinary dielectric medium
like water. A test charge +¢ in a polarisable dielectric medium is screened from
outside. There will be an induced dipole moment P per unit volume, and the
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effect of P on the resultant field is the same as that produced by a volume
charge density equal to -V.P. For a linear medium, Pis proportional to E SO
P= XeoE Gauss’s law is then modified from

ﬁE‘ = pf7'ee/€o

to

Taking x to be approximately constant, we get

V.E = Pl OB
€o
or, V.E = Pfree

€

where € = (1 + x)e, is the dielectric constant of the medium (e, being that of
vacuum). Thus, the electric field is effectively reduced by the factor (14 x)~*.

However, this is a macroscopic treatment with the molecules being re-
placed by a continuous distribution of charge density, —V.P. For very small
distances (~ molecular distances), the screening effect will be reduced. Thus,
we expect that e should be a function of the distance r from the test charge.
In general, the electrostatic potential between two test charges ¢1, and g2 in a
dielectric medium can be represented phenomenologically by

1492

Vir) = ——~—
) dre(r)r

where €(r) varies with 7. We can define an effective charge

r q

€(r)

for each test charge.

Effective Charge in QED

In quantum field theory, the polarisable medium is replaced by the vacuum. We
know about the polarization of the vacuum arising from vacuum fluctuations
which are always there. Virtual e*e™ pairs align in the presence of a test charge.
Thus, near a test charge, in vacuum, charged pairs are created. They exist for
a time At ~ h/mc?. They can spread to a distance of about cAt (i.e. the
Compton wavelength \.). This distance gives a measure of the equivalent of the
molecular diameter for a dielectric medium. Virtual eTe™ pairs are effectively
dipoles of length A\, ~ % Again, due to the screening effects of these vacuum
fluctuations, the effective charge will depend on the distance.
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Meaning of the Familiar Symbol e

This is simply the effective charge as r — oo, or in practice, the charge relevant
for distances much larger than the particle’s Compton wavelength. For example,
it is this large distance value of the charge which is measured in Thomson
scattering. The distance (or momentum) dependent coupling constant is called
the ‘Running coupling constant’. It arises due to renormalization which we
discuss in the next section.

1.3.2 3 Function in QFT

We will see that due to renormalization in QFT, one gets a running coupling
constant g(t) where ¢ is the momentum (distance™!) scale. The behavior of g(t)
as a function of ¢ is determined by the § function

dg(t) _

t
dt

B(g) -

Once we know the § function of a theory, we can immediately get the running
coupling constant of the theory.

How does one calculate 8(g)? Let us sketch the important steps for a scalar
theory. We will then discuss results for QED and QCD. Note that renormalized
g arises due to vacuum fluctuations. The latter also lead to divergences. Hence
the two are intimately connected.

Divergences and Renormalization in QFT

First take the case of scalar field theory with a ¢* interaction,

2

1 m g
_ w2 4

The Feynman rules for the propagator and vertex of this theory are given by
i

p2 —m?2

and —ig

Divergences arise from loop integrals. For example, the self energy contribution
at the one loop level to the free particle propagator is

/ dlq 1
g (27’(’)4 q2 _ m2

This is ultraviolet divergent as there are 4 powers of ¢ in the numerator and 2
in the denominator.
Similarly, consider the 1-loop contribution to the 4-point vertex function.

, dq 1
g / (2m)* (g2 — m?) ([pl +pa—q° - mz)
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Here there are 4 powers of ¢ in both numerator and denominator, so we have
a logarithmic divergence.

1PI Diagrams

For studying renormalization we focus on the one particle irreducible (1PI)
diagrams. These are the connected Feynman diagrams, which cannot be dis-
connected by cutting any one internal line. Correspondingly, we define the 1PI
Green’s function '™ (py, ..pn) which have contributions from 1PI diagrams
only. The reason for selecting 1PI diagrams is that every other diagram can be
decomposed into 1PI diagrams without further loop integration. So, if we know
how to take care of the divergences of 1PI diagrams, we can then handle other
diagrams also.

1.3.3 Regularization

One needs to isolate the divergences in these divergent integrals and regularize
them or make them finite. Eventually, these divergences are absorbed by re-
defining various parameters of the theory, i.e. by renormalization. There are
various techniques for regularizing a divergent Feynman diagram.

e Pauli-Villars regularization
Here the propagator is modified to

1 1 m2 — M?

pP—m?  pP— M2 (p?—m?)(p? - M?)

As the propagator now behaves as p%, integrals usually converge. When
we take M? — oo, the original theory is restored.

e Cut-off regularization

One can use a cut off A in the momentum integral. Eventually the
A — oo limit is taken.

The above methods become problematic when non-Abelian gauge
theories are considered.

e Dimensional Regularization

This is the most versatile regularization technique. Here the action
is generalized to arbitrary dimensions d where there are regions in the
complex d space in which the Feynman integrals are all finite. Then as
we analytically continue d to 4, the Feynman graphs pick up poles in d
space, allowing us to absorb the divergences of the theory into physical
parameters.
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1.3.4 Scalar Theory

Let us consider dimensional regularization for the scalar theory

9

1 m? 9 4
L= u¢3“¢—7¢ _Id)

2
We first generalize this theory to arbitrary d dimensions. As S = [ Ld%x is

dimensionless (S should have units of & = 1), we have, from the first term in
L

)

1
ﬁLd[Qﬁ]Q =1
= [¢| =L

where L denotes the length dimension (same as mass~! dimension in natural
units). So the mass dimension of ¢ is g —1.

The g¢* term has mass dimension [g] M?¢~*. This needs to be [M]%. To
keep g dimensionless, we need to introduce a factor u*~¢ to cancel the (2d—4—d)
mass dimension in [ g¢?d?x. Thus we get

1 s m2 M4—dg
L=30u00"0 =50 == ¢

Note the presence of the arbitrary mass scale . With this L we can calculate
the divergent 1-loop diagrams. The self energy is

1 44 dp 1
Z = 5IH d 2 2
2 (2m)d p%2 —m

These integrals can be calculated using the gamma function.

= e () e ap

= 3272 m?2

The gamma function I" has poles at zero and negative integers, so, we see that
the divergence of the integral manifests itself as a simple pole as d — 4. Using
e=4—d

I‘(lfd/2):I‘(—1+%>:_?2—1+’y+0(e)

where v = 0.577 is the Euler-Mascheroni constant. Thus expanding the above
expression about d =4 using a® =1+ e¢ln a +...., we get

1 o2 2 A2
Iy o= wm Lgm 1—'y—|—ln( 7T/~2L)
m

19
; 1672¢ | 3272 +0(9)

S,

igm .
= —~—— 4 finite

1672¢
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Similarly, the 4-point function to order g2 is

d
92(M2)4—d/ (d p 1 1

2m) (p2 —m?) [(p — ¢)* — m?]

1

2

Again using the I" function one can get
i92u€

1672

— finite part

We can now obtain the vertex functions (with amputated legs). The 2-
point function is given by

@) = p*—m>=> (%)

= p2_m2<1_

167r26) neglecting the finite term

Apart from the inverse of the bare propagator, I'® contains only 1PI graphs.
The 4-point function is given by

I (p;) = —igu (1 — 39 + finite = —iggR
1672¢

Renormalization

Consider now the vertex functions I'® and I'® to one loop approximation.
I = pP-m>=>
> -
16m2e

where € = 4 — d and we have ignored finite parts. We can rewrite it as

r¥p) = p?-mi

where

2

m2 = m? (1 -9 ) = mn
! 1672e (14 g/1672%€)

my is taken to be finite, representing the physical mass. This is called the
renormalized mass. Y is divergent (with e — 0) so m (the bare mass) is taken
to be appropriately divergent so that m; is finite.
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The renormalized mass m; is given by
m2 = -T3(0)
Note that this is the renormalization condition where the physical mass is

defined at p = 0. It could very well have been defined at some other value of p.
Similarly, consider I'*) where

2, €
. e g3 =
T W (p;) = gy — 1672 L + F(Pi)}

where f’(pz) is finite. Define a new parameter g;, the renormalized coupling
constant, by

2,,€

gops (3 =
= guf — Z41(0
G1=91 ~ 53 L+ ()]

Again, note here that g; is being defined at p;=0. An alternative is to define it
at the symmetrical point, pf =m?, so s,t,u = 4m?/3.

These are the results up to the 1-loop level. It turns out that when 2-loop
diagrams are calculated then using renormalization of the m and g parameters,
I'® is finite, but I'®) remains divergent. This is due to overlapping divergences
at the 2-loop level. So, coupling constant and mass renormalization do not re-
move this additional divergence at the 2-loop level. It is removed by absorption
in a multiplication factor and we define a renormalized 2-point function

r® = Zy(g1,m1, )T (p,my, p)

I'? is now finite with Zy infinite. \/Zy is called the wave function (or field)

renormalization constant. Field renormalization is ¢ = Z;l/ 2(1)0, where ¢q is
the unrenormalized field. So, the 2-point function is

(O[T ¢(x1)(2)|0) = Z; (0| T o (1) bo(w2)|0)

where the 2-point functions on the Lh.s. and the r.h.s. are Gg) (x1,22) and
GE(Q)g (1, x2) respectively.

Thus, in general, the renormalized field ¢ defines the renormalized Green’s
functions Gg) which are related to the unrenormalized ones by

OIT9(1)... ()]0}
= 2" (0T o (w1)..-do () 0)
= ;"G (21...x0)
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In momentum space, we get

G (pr-pn) = 2GSV (p1...pn)

Now, to go from the connected Green’s functions given above to the 1PI (am-
putated) Green’s function, we have to eliminate the one-particle reducible di-
agrams. But more importantly for us, we have to remove the propagators for
the external lines in the 1PI Green’s functions (to get amputated Green’s func-
tions). Thus, we need to remove Ag (p;) from Gg) (p1--pn) and A(p;) from
Gén)(pi). Now X

Ar(pi) = Zy Alps)

where the propagators on the Lh.s. and r.h.s. are Gg) and 6'82) respectively.
Thus, we get

() = [Ar(p)] " GW ()
= Z3 (M) " 2,26 (pi)
) = 237 [Ap) "G ()

n/2n+(n
= 2w
Thus, finally using renormalized quantities, we can write
n n/2n(n
L% (o1, pni gy mp, 1) = Z 05 (p1--pn, g0, m0)

Note that I‘((]") (pi, 9o, mo) will be divergent. Some divergences will be removed
by using renormalized mpr and gpr, the remaining divergence will be removed

by multiplying by Z;L/2.

1.3.5 Renormalization Group

We have
F%) (pingamRa:u) = Zg/zl“(()n) (pi7907m0)
or, an) (piaQOamO) = Z;n/2rgg) (pi7gRamR>M)

Now the unrenormalized vertex function Fén) should be independent of pu, so

d \(n)
—1 =0
’udu 0

(Note that I'y is divergent; here it is used with proper regularization, e.g. di-
mensional regularization with € # 0. T'y diverges in the e — 0 limit.) We get

d

mo [Z;"/QFE? (pi, gr, MR, M)} =0
m
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where gr and mpg depend on p. This implies
0 891% 0 6mR 0 F(n) —0

i+ 25 g+

n,(-n/2-1) 9024
7 il 2} I 7 R 7
H 0, " op ogn " on omn

279 o

Multiplying the above with Z;L/ 2 gives

0 0 (n)
—npu—1 Z — 4+ ... | TR =
[ n,uau n+/ ¢+uau+ ] R 0
Define

o
py-Iny/Zs = 1(g)
N

)

Blg) = “aTi
om

mym(g9) = i

We then get the renormalization group (RG) equation:

0

B B
9 9 _ 9 | _
"o + B(9) ny(g) +mym(g) am | T 0

dg

B(g) is called the 8 function of the theory. The renormalization group equation
expresses how the renormalized vertex functions change when we change the
arbitrary scale p.

We are interested in knowing the behavior of coupling constants, etc.
under the change of the momentum scale, because we want to understand the
behavior of the theory at high energies. We therefore make the following scale
transformations and desire a slightly different constraint on the vertex function.
Consider p; — tp;, i.e. rescaling of all momenta by ¢t. Then

™ (tp;, g,m, i) = t°T™ (py, g, t 7 'm,t 7 p)

where D is the mass dimension of the vertex function I'™ or

D *p;
™ (tp;, g,m,p) = p f(g, )
mi
= uPf(g.q)

This is because I' is Lorentz invariant, and hence can only be a function of
various dot products p;.p;. To create a dimensionless quantity, we divide by pum.
The overall scaling quantity x” means that the function has mass dimension
D. Let us calculate

)
1™ (tp, = pDpP1
"o (tpi, g,m, ) = pDp= =" f + = 5 e

p19f <_t2p12>
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Similarly,
2
taiztﬂDﬁ 2t7p
ot da \ mp
WO 0 (7
am " Ba m2pu

Summing all these terms, we get

0 0 0
— o -~ (n): D
|:tat+mam+ua'u D:|F i

8 t2 2 2t2 2 t2 2
of [ P2 tp } ~0

O Cmp

We now have two different equations for I'™. Note that for the RG equation
also, we can consider I'("™) (tp,g,m, ). We can eliminate ,u% term from the
above equation and the RG equation. We get

) ) ) )
[ﬂ (9) 39 ny(g) + mym(9) 5 tor —mo—+ D} r 0

[ﬁ(g)ag - t% —nv(g) + m (ym(g) — 1) 8% + D] ™ (tp, g,m, p) =0

This equation directly gives the effect of scaling up the momenta by a factor ¢.
This equation expresses the fact that a change in ¢ (i.e. momentum scale) may
be compensated by a change in /m and ¢ and an overall factor. Thus, we expect
that there should be functions g(t), m(t) and f(¢) such that

T (tp,m, g, 1) = fFE)T™ (p,m(t), g(t), ).

Differentiating this with respect to ¢ we get (m and g also depend on the scale t)

v apm. g = 0 m), g(e).
+tf(t) {%’?;ﬂ + gz(‘fg] L(n)(p,m(t),9(t), 1)
Then using
L (tp,m, g, ) = f(O) T (p,m(t), g(t), 1)
we get

GOyt om O 098] _
o f(t) dt o om T 8g] " (tp,m, g, n) = 0

Comparison of this equation with the previous equation gives

dg(t)

o

= B(9)
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We also get

om

t— = m(g) —1

v m [ym(g) — 1]
This gives the change in mass. Furthermore,

t df

- D—

i ny(g)

The solution of this equation is

F(t)=tPexp {_ /Ot W]

Recall that T (tp,m, g, u) = fEOT™ (p,m(t),g(t), ). Here tP gives the
canonical mass dimension of the vertex function I'™). The exponential term
gives the ‘Anomalous Dimension’ for the vertex function arising entirely due to
renormalization effects.

1.3.6 (3 Function
We have

2alt) _

5 B(g)

where ¢(t) is called the ‘running coupling constant’. Knowledge of the function
B(g) enables us to find g(t), and of particular interest is the asymptotic limit
of g(t), as t — cc.

We now consider the possible behavior of g(t) as t — oo, i.e. at large
momentum (and assuming that the above equation is still valid there).

1. Suppose ((g) has the following behaviour. It is zero at g = 0. Then, as
g increases, it increases first and then starts decreasing, crossing the g
axis at go and becomes negative after that. The zeros of g at ¢ = 0 and
g = go are called ‘fixed points’ (as g does not evolve there). For g near gg
if g < go, B > 0. So g increases with increasing ¢t and is driven towards
go- Similarly, if g > go, then g < 0 and % < 0, so g decreases towards gg
with increasing t.

Thus, go is an ultraviolet (large t) stable fixed point and g(co) = go.
Note that gg is an infrared unstable fixed point. Because for g < gg, 5 > 0
so g decreases away from go with decreasing t. Similarly, for g > gg, 5 < 0,
so decreasing t takes g away from gg. By the same arguments, g = 0 is an
infrared stable fixed point.

2. Now consider the other possibility. Suppose §(g) is zero at g = 0. But
now, as g increases, it decreases first and then starts increasing, crossing
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the g axis at go and becoming positive after that. Here gy is an infrared
stable fixed point while g = 0 is an ultraviolet fixed point. This is because
if g > 0 near g = 0 then 8 < 0 so when ¢ increases then g(¢) decreases
towards 0. So, g(t — o0) — 0. This is called asymptotic freedom. For
theories with ¢ = 0 as an ultraviolet fixed point, the perturbation theory
gets better and better at higher energies and in the infinite momentum
limit, the coupling constant vanishes.

We will see that QCD is an asymptotically free theory, with a negative g
function.

1.3.7 (3 Function for a Scalar ¢* theory
Recall the definition of the S function,

_ ,99r
5(9)—/1(%

At the 1-loop level, we recall that the renormalized coupling

92,“6
1672

€ 3 :
g1 = gu— — + finite term
€

Defining the bare coupling as gp = gu€, we have

2, —€ 3
G = — 9{36/;2 L + finite term}
g1 g~ [3 .
Hence, 7 a = € 1672 |2 + finite term
3 5
= 1em2t

in the € — 0 limit ignoring terms of order ¢> and higher corresponding to the
2-loop level and higher. So, keeping terms only up to the 1-loop level (i.e. of
order g2) one gets the § function by taking the ¢ — 0 limit as

991 _ 3¢}
Fou =~ 16m2

Blg1) =

From the above discussions about the fixed points we see that g = 0 is an
infrared stable fixed point and that ¢* theory is not asymptotically free. Recall
that

9g(t) _ _ 3g(t)?
e = Blg(t) = 25

We can rewrite this equation as
dg(t) 3 dt

> 16wt
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which implies

go

3
1-— 16?2 lnt/to

This gives us the running coupling constant. As ¢ increases, ¢ increases.

1.3.8 Running Coupling Constant in QED

We start with the Lagrangian in d dimensions,

1

L = ipy"0u1h — mnp + ep® =2 Aoy, p — =

1 L
. (0, A, — 0,A,)° — 3 (8, A")?

where the last term on the r.h.s. is the gauge fixing term. With this, one gets
the Maxwell equation as 0,0 A, = 0 (in Lorenz gauge with 0* A, = 0).

The vertex graph at the one loop level leads to the renormalized coupling
constant e, related to the bare coupling ep as,

1 2
ep = (1 + e) ep/?

12 w2
Using 855 = 0 we can show that 8(e) = ug—z = % So, in QED also, the 3
function is positive and there is no asymptotic freedom. Using
Oe(t) e3
t = =
ot be) = 5
we get
de dt
e3 1272t
2
t
P —TS
1 — 5= In(t/to)
Defining o = €2/ (4m),
t
at) = o)

1 — 22lo) 1, (4 /4

Note: The Landau singularity occurs at

61
t= to exp (6m*/¢*(t0)) = to exp <47roc(t)>

If tg ~ 1 MeV then ¢t ~ 10%° MeV. But note that for energies higher that 100
GeV one should use the Electroweak theory.
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1.3.9 Asymptotic Freedom in QCD

The quark gluon vertex function leads to the renormalized coupling constant g
at one loop level, which is related to the bare coupling gg as

2 n
—gu/? |1 - L (11-2LE
98 = 9 [ 1672¢ ( 3

Here the factor of n F comes from the field renormalization factor Z 4 for vacuum
polarization. Using %’;}’f =0, we get

Jg e 9 2np
=pt = —ep 2 (11— =28
Blg) = u on = " oz 3

(Corrections are at higher loop order.) So

3 2
)=~ 16z [1- ]

For the number of quark flavors np < 16 (we have only 6) we have 8(g) < 0, i.e.,
a negative § function. This implies that g decreases with increasing momentum
scale and the theory is asymptotically free. g = 0 is an ultraviolet fixed point.

From

dg g3 nF
7 — 11 — 22—

ot ~ P9 = "1 3

we can solve for g and using % = g, we get
4’/TO£0
= 2np Q?
dm +ag (11— #5) Inggy

with Q2/Q? = t?/t2 , where @ is the momentum. Another way of writing « is
to define

2 2
(11 — 3nF) Qg mQ% — 4 = (11 - 3NF> ap In A?

Then we get
2TLF

3

A is the QCD scale fixed by various scattering processes (e.g. high en-
ergy ete” — hadrons). One has ag ((1OOGeV)2) = 0.2 which implies A =
112MeV for np = 6. The current value of A in the literature ranges from 100
MeV to 300 MeV.

Decrease of ag with Q2 in QCD is due to antiscreening from colored gluons.
qq pairs however still give the usual screening [1]. That is why for a sufficiently
large value of np there is no asymptotic freedom.

o, (Q%) = 471'/(11 — ) In Q?/A?
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1.3.10 Running of a; with Momentum Scale

Implications of running coupling constant in QCD and QGP

We have seen that the coupling constant in QCD becomes smaller at
large energy scales and the theory is asymptotically free. This means that the
interactions between quarks and gluons become weaker at very higher energies,
while they are strong at lower energies.

Thus a collection of quarks and gluons interacting with each other with
typical momentum transfer much larger than A should constitute a weakly in-
teracting system of particles. As we mentioned earlier, the typical value of A
(from scattering experiments) is about 200 MeV.

Thus, we expect that if a system of quarks and gluons is at a temperature
much higher than several hundred MeV, then the coupling constant will be
small and the system should behave as an ideal gas. In such a system we do
not expect the effects of confinement of the QCD interaction to survive. This
system of quarks and gluons where quarks and gluons are no more confined
within the region of a hadron (~ 1 fm size) is called the quark-gluon plasma
(QGP).

In the other limit, when quark and gluons have small energies, say they are
at low temperatures, then we expect the coupling constant to become strong.
This is the domain where confinement takes place and all quarks and gluons
are confined inside hadrons.

We expect that the transition between this low energy hadronic domain
to the high energy (high temperature) QGP domain is a phase transition. This
is called the deconfinement-confinement phase transition, or, the quark-hadron
phase transition.

1.3.11 High Density Behavior

At sufficiently high density (compressed baryonic matter) we expect that
hadrons should be almost overlapping. For example, in neutron star cores very
high baryon densities are achieved. At such densities, the typical separation
between constituent quarks of different hadrons become much less than 1 fm
or (200 MeV)~!. Again, the effective coupling constant for the quark-gluon in-
teraction should become very small at such high densities. We can then expect
that a state like QGP may exist at very high densities also.

One needs to be careful here as at such high densities many body quantum
effects can play an important role if temperatures are not very high. One expects
exotic states like the color superconductor to form at very high baryon densities.

In this section we saw that at the asymptotic freedom of QCD suggests
that a system of hadrons heated to very high temperatures (much above few
hundred MeV) should transform to a weakly interacting system of quarks and
gluons, i.e. QGP. This expectation is strongly supported by lattice calculations
and other phenomenological approaches, and we will now discuss some of these.
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What we need is to study the system of quarks and gluons at high temperatures.
That is QCD at finite temperatures.

1.4 Field Theory at Finite Temperature

In the following, we will discuss the basic formalism for finite temperature field
theory [3]. We will then specialize to our requirement of a system of fermions
(quarks) and bosons (gluons) at finite temperature. Further details of finite
temperature QCD will be discussed when and where required.

1.4.1 The Partition Function

We know that all thermodynamic properties for a system in equilibrium can be
derived once we know its partition function

1
Z="Tre PH =~
re I} T

where Tr stands for the trace, or the sum over the expectation values in any
complete basis. Thus

Z- / dbaldale|60)

We now recall the expression for the transition amplitude in the path integral
formalism

(prle”H(1=12) )

1

P(Z1,11)|p(T2, b2))

/ D¢ e™s

where ¢ is the basic quantum field variable, N’ is an irrelevant normalization

constant and S is the action.
ty
= / dt / dzL
to

where L is the Lagrangian density of the system. The functional integral (path
integral) is defined over paths which satisfy

P(T1,t1) = ¢1, and (T2, t2) = ¢

¢1 and ¢- are the fixed end points. There is no integration over these fixed end
points.

From the expression of the partition function we can easily see that Z can
be written in terms of a path integral if we identify ¢; — t5 with —i3. Then

2() = Tre®H— / dér (dn]e 7 |61

N’/D¢e—sE
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where Sg is the Euclidean action (¢ — it),

B
SE:/ dT/dBJZLE
0

Furthermore, in view of the trace, we require that in the path integral the inte-
gration is done only over those field variables which satisfy periodic boundary
conditions

o(Z,8) = ¢(Z,0)

Note that here the end points are also being integrated over as there is a sum
over states in Tr e ##. We will see that for fermions one gets antiperiodic
boundary conditions. Boundary conditions on field variables can be seen by
examining the properties of the thermal Green’s function defined by

G(z,y;7,0) = Z7'Tx (7P [¢(, 7)(y, 0)])
where T is the imaginary time ordering operator. We have for bosons

T [p(m1)d(72)] = ¢(11)¢(12)0(11 — 72) + $(72)$(71)0(72 — 1)

whereas for fermions we have

T [ih(m1)p(m2)] = (1) (12)0(11 — T2) — Y(72)Y(72)0(T2 — T1)

from the anticommuting properties of fermions. For bosons we see, using the
cyclic property of the trace that

G(z,y;7,0) = Z 'Tr[e PHo(z,7)p(y,0)]
= Z7'Tr [e*ﬂHeﬁHd)(y, 0)e PHp(x, 7)]
= Z 'Tr [e_BH¢(y,B)¢(J;, T)}
where
0y, 8) = Mo(y,0)e”
in analogy with the realtime Heisenberg time evolution
oy, t) = Me(y,0)e

Thus

)

G(w,y;m,0) = Z7'Tr (e7?MT[p(x,7)9(y, B)])
or, G(z,y;7,0) = G(z,y,T,8)

This implies the periodic boundary condition for bosons is

¢(y,0) = ¢(y, B).
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It is then straightforward to see that for fermions we will get

G(z,y;7,0) = —=G(z,y;7,0)
and, ¥(x,0) = —(x,B)

The important lesson for us is that in the functional integral representation for
the partition function, the integration over the field variables is restricted to
those fields which are

1. Bosons : periodic in (imaginary) time with period 8
2. Fermions : antiperiodic in (imaginary) time with period 8

This will be important for us when we discuss the deconfinement-confinement
phase transition and the Polyakov loop order parameter for that transition.

We now come back to discussing a system of bosons or fermions. We are
familiar from the standard results from statistical mechanics that

1. For one bosonic degree of freedom (one state of energy w):
E=wN, and
N = <25~ (Bose-Einstein distribution)
where N ranges continuously from zero to oo and p is the chemical

potential.

2. For fermions
N =

N ranges from 0 to 1

1 R, . . .
—se—myy (Fermi-Dirac distribution)

One can rederive these expressions using finite temperature field the-
ory methods. With these, we can obtain various thermodynamic properties

of a system consisting of fermions or bosons.

Quarks

Let us write down the expressions for the energy density and pressure for a
system consisting of a relativistic gas of fermions (quarks). The number of
quarks in a volume V with momentum p within the interval dp is

dmp?dp 1
(27‘(‘)3 ]_ =+ e(P_.U'q)/T

dNg = g,V

This is the Fermi-Dirac distribution. 4 is the chemical potential (same as the
quark Fermi energy) and g, = N.N;Ny is the number of independent degrees
of freedom of quarks (degeneracy of quarks). Let us take the case of g = 0, so
the density of quark and antiquarks is the same.
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We can now write down the energy of the massless quarks in the system
of volume V' and temperature 7.

s 3
_ gV [T _pdp I
- 272 J, 1+er/T for massless quarks with £/~ p
4 7 © 23dz
272 R

= Z'J—ZT‘L 23dze™? Z(—l)”e‘"z
m o n=0
ng 4 = n 1
= ==T°T4 1)t

where I' is the gamma function. It is easy to show that

D) g = (=27

n=0

where ((4) is the Riemann zeta function.

Thus, we get

7 2
A@:§%V%T4

We know that for massless fermions and bosons, the pressure is related to the
energy density p = E/V as

P=-
3P
Hence, the pressure due to quarks is
1oy
~ 39190
Similarly, the pressure due to antiquarks is given by the same expression with

9q — 97-
We can also obtain the number density of the quarks and antiquarks as

P

oo

ng = ng= 2L _pidp_
e T on2 Ji 14 er/T

9¢ 733
27T2T QC(B)

where ((3) = 1.20206.
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Gluons

Let us now write down the energy of gluons in a system of volume V and
temperature T using the Bose-Einstein distribution for bosons

g9V [ 5 1
Eg_27r2 o pdp(eP/T—l>

where g, is the gluon degeneracy. g, = number of different gluons x number of
polarizations = 8 x 2 = 16.
We get

99V 7 * 23dz

B, =%
97 o2 o €e*—1

Following earlier steps, we get

oo

V —Zz —nz
E, = 271_2 T4/ 23dze E e
o n=0
— ggV 4
271'2 ni:o n—|—1 DY (4)¢4)

or, B, = ggVW—T4

Note the absence of factor for bosons compared to fermions.
Again, using P = 3p, We get the pressure for the gluon gas as

2

ﬂ'
P, = gg%T4
The number density of gluons is
_ 9 [T 1
ng = 53 pdp<€p/T_1)
= I T3r(3)¢(3) = 1.20206 2273
272 w2

The net energy density of a system of quarks and gluons at temperature 7 is

PQGP = Pqgt Pg
7 w2 74
94qg = %:NCNSNF:3X2X6

N¢, Ng and Ng are the number of color, spin and flavor states of the quarks
and g4 = 16, so

7 2
=(=xT72416) —T1*
PQGP <8>< + >3O
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Of course, this assumes that all the quark flavors can be treated as massless at
the temperature T. So, the above expression is valid only for T' > my,, ~ 170
GeV.

Let us calculate pggp near the expected transition temperature of few
hundred MeV, say at T' = 200 MeV. At this temperature, only u and d quarks
can be taken to be approximately massless. Thus, for 7' = 200 MeV

Jg+g =2X 3 x2x2=24

where the factors correspond to ¢ and ¢, No, Ng and Ngp= u,d. So

7 72
=(<-x24+16) —=1"
PQGP (8 + ) 30

3772
30

T4

or PQGP =

For T = 200 MeV and using 1 fm = (200 MeV)™!, we get pogp =~
37(200 MeV)* ~ 2.5 GeV /fm®. This is the energy density of a system of quarks
and gluons in thermal equilibrium at a temperature of about 200 MeV. Thus,
if we are able to create a dense system of partons (quarks and gluons) with an
energy density much above this and one can argue for thermal equilibrium to
exist then we should expect that a state of QGP will be achieved. This is what
is expected to happen in relativistic heavy-ion collision experiments where the
nuclei colliding at ultra high energies create quarks, antiquarks and gluons with
a central density which is expected to be much above 3 GeV /fm3.

We saw how asymptotic freedom in QCD leads us to believe in the exis-
tence of a QGP state at high temperatures (and high densities). We will now
briefly discuss here how the prediction of the QGP phase arises in the context of
phenomenological models of QCD which were used very successfully to account
for different properties of hadrons.

1.5 Quark Confinement

We know that quarks cannot be isolated, and are confined inside hadrons. On
the other hand, the asymptotic freedom of QCD implies that at very short
distances (or large energies) the quark-gluon coupling goes to zero, so quarks
become almost free. There have been many phenomenological models which
incorporate these two features and try to calculate properties of hadrons [2].

1.5.1 Potential Models

Here one assumes a contribution of a Coulombic potential (f%) and a confining
potential (+Ar) between quarks and calculates the spectrum. (We will discuss
this later for the J/1 suppression signal.) These models work well for heavy
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quarks but for light quarks the properties of bound states with a confining
potential become difficult to calculate.

1.5.2 String Model of Quark Confinement

Here one takes hadrons to be string like objects where quarks are bound by
‘strings’ or tubes of color flux. This model arose from a certain property of
hadrons known as Regge trajectory behavior where it is seen that hadrons
seem to lie on lines given by J ~ M? in the J vs M? plane. Here J is the spin
and M is the mass of the hadron. It can be shown that a relativistic rotating
string leads to this type of relationship between .J and M?2. This gave birth to
the string model of hadrons.

It was this string model whose attempted quantization and subsequent
development eventually led to the modern string theory where every elementary
particle is supposed to correspond to a fundamental string. In the present form
it does not have anything in common with the initial string model of hadrons.
(Though, it has been recently suggested that these may be intimately connected
at a deeper level.)

The string model of hadrons still provides a good description of certain
properties of hadrons and of hadron production. For example, in scattering
experiments, the production of hadrons is often modeled using a phenomeno-
logical string model. As g and ¢ created in et e~ annihilations separate with
ultrahigh energies, a string stretches between them. After some stretching, it
becomes unfavorable for the string to stretch further and it breaks by creating
a qq pair. Now the individual string pieces keep stretching and further keep
breaking. Eventually relative velocities between a ¢q pair connected to a
single string segment becomes very small so that no further string breaking
is possible. The resulting system consists of hadrons.The creation of gq and
Gq pairs by string breaking leads to the formation of baryons. Such string
models of hadron formation are usually called fragmentation models and are
widely used in various Monte Carlo programs simulating hadron production in
et e~ or hadron-hadron scattering experiments. These models are especially
successful in describing the production of jets in these experiments.

Note:

1. In the string model of confinement, the potential energy of a ¢q pair
increases with distance as Ar, where X is the mass per unit length of the
string. This is exactly like the linear term in the potential models. So for
a g q system

V(r) = —g + Ar

2. QCD strings to fundamental strings : The appearance of a spin-2 mass-
less particle in the spectrum of strings could be possibly understood as
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a certain pomeron excitation in QCD. But there were problems with the
requirement of 26 dimensions for the QCD string model. For fundamen-
tal string theory models this spin-2 massless particle provided additional
motivation as it could be identified with the graviton. Thus the funda-
mental string could naturally incorporate gravity along with other types
of elementary particles.

1.5.3 Bag Models

We now discuss another class of phenomenological models which accounts for
the confinement of quarks inside hadrons as well as the physics of asymptotic
freedom. We will then use these models to reach a definite quantitative predic-
tion of the transition to a QGP state.

There are many different versions of the Bag model. Here we will describe
the MIT Bag model which contains the essential characteristics of the phe-
nomenology of quark confinement [5]. We will also use it to understand the
circumstances of how quarks can become deconfined in the new QGP phase.
In this model one assumes that quarks are confined within a sphere of radius
R. Quarks are assumed to be free inside the sphere, which is in the spirit of
asymptotic freedom. (R will be less than 1 fm, so the coupling constant should
be small for such short distances.) It is further assumed that quarks cannot
go outside this sphere, i.e. they are infinitely heavy outside. This captures the
physics of confinement of quarks inside hadrons (the coupling constant is large
for large distances).

One therefore solves the Dirac equation for a free fermion of mass m

MOy (x) = my(x)

This equation is solved in a spherical region of space of radius R. By using
appropriate boundary conditions, 4.e. no current flows across the surface of
such a sphere, we get quantized energy levels

2\ 1/2
w:(m —|—R2)

Here x ~ 2.04 for the lowest level with [ = 0, where [ is the orbital angular
momentum. For a system of several quarks with different flavors and masses
m;, the total energy of the quark system is

E= Z(m +>1/2N1-

where N; is number of quarks of the same type. We note that this energy can
be lowered by increasing R. Thus, there is no automatic confinement in the
model, unless one artificially fixes the value of R.

To prevent an increase in R one introduces a ‘pressure’ term B which sta-
bilizes the system. This is the essential feature of the MIT Bag model [5]. This
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bag pressure is directed inwards, and is a phenomenological quantity introduced
to take into account the non-perturbative effects of QCD. Quarks and gluons
are all confined inside the bag. In this description, the total matter inside the
bag must be colorless by virtue of Gauss’s law. We know that this allows for
qqq and qq states inside the bag.

With this bag pressure, the total energy becomes

1/2 3
4R
E N(m —i—) + W3 B

One can now minimize E(R) with respect to R to get the equilibrium configu-
ration. Since u, d are light, we may set m, = mgq = 0 and get

3
E(R) - 204N 4R

B
R 3

(Recall is the characteristic momentum and hence the energy for a massless
particle conﬁned in a region of size R.) Then

OF 2.04 2
R 0= — T2 — N+ 47R°B

or,

(N x 2.04)1/4

R =
(4rB)1/4

Putting this back into the expression for E(R) we get

4
E = g(47TB)1/4(N x 2.04)%/4

From the relation between R and B, if we take the confinement radius to be
0.8 fm for a 3 quark system in a baryon then we get (say for uud or udd, i.e.
proton or neutron)

BY* = 206 MeV

The value of BY/# ranges from about 145 MeV to 235 MeV depending on specific
details of the models.

1.5.4 Transition to the QGP State in the Bag Model

The physics of the Bag model implies that if the pressure of the quark matter
inside the bag is increased, there will be a point when the pressure directed
outward will be greater than the inward bag pressure. When this happens,
the bag pressure cannot balance the outward quark matter pressure and the
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bag cannot confine the quark matter contained inside. A new phase of matter
containing the quarks and gluons in an unconfined state is then possible. This
is the QGP phase.

The main condition for a new phase of quark matter (QGP) is the oc-
currence of a large pressure exceeding the bag pressure B. A large pressure of
quark matter arises in two ways:

1. When the temperature of the matter is high (this is when QGP forms at
high temperature, as in the early universe).

2. When the baryon density is high (this is when QGP forms at high baryon
density, as possibly in the cores of neutron stars).

QGP at High Temperature

Let us recall the pressure of a quark-gluon system at temperature 7. The total
pressure is

2

P = ota 7T4
Jtot 190
7
Grotal = |gg+ g X (94 + 97)

By taking only light v and d quarks, we have seen that g;otq;= 37, so we get
2
™
P = 37_T*
90

By equating it to the bag pressure B, we can get an estimate of the critical
temperature for the transition to QGP state

2
Y
37—TY = B
90" ¢
90 1/4
T, = BY/*
e {377r2}

For BY/* = 206 MeV, we get T, ~ 144 MeV.

We will later discuss that the current estimates for 7T, from lattice com-
putations are near 170 MeV. Note that this is of the same order as expected
from the running coupling constant argument when «; becomes small near

q> ~ (200 MeV)2.

QGP with High Baryon Density

We now discuss the possibility where the pressure inside a bag can be large
enough to lead to the deconfined QGP state even at T' = 0 due to high baryon
density. In this case the pressure arising from the Fermi momentum of quarks
will be large enough to balance the bag pressure, leading to the QGP state. Since
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this situation arises when the baryon number density is very high, we neglect
effects of antiquarks and gluons. Again, the number of states in a volume V'
with momentum p within the momentum interval dp is

94V 2
E 4dpdp

As each state is occupied by one quark, the total number of quarks, up to the
quark Fermi momentum g, (i.e. the chemical potential) is
ng Hq 9
N, = 4dmpd,
© T )y TP
94V 3
6r2a

Thus the number density of quarks (N/V) is

_ Y94 3
"0 = Gzt
Note that
-1
g p—u
dpng = (2;)347rp2dp[1—|—exp( Tq>}
—1
dpne = 91 _amp?dp |1+ exp (LM
p q - (27_‘_)3 7Tp p Xp T

Consider the case of very large value of jg, % > 1. Then we see that

1
1+ exp (—p}’“)

The factor in bracket is 1 for p < % and approximately 0 for p > %, whereas
ngdp ~ 0 always as p > 0. Thus, for the case of complete degeneracy, i.e.
24 >> 1, we have (starting with a Fermi-Dirac distribution),

9q

2
(27r)3 4pdp

ng dp ~

9a
(2m)3
~ 0 for p> py

ng dp dmp?dp for P < lg
and ng dp =~ 0 always.

The energy of the quark gas in volume V is

ng Hq 3
E, = 4 d
q (27r)3»/0 ( P ) P
94V 4
g2l
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So the energy density is

_ Y94 4
Pa = grata
Again, for massless quarks, the pressure is
1 9q 4
37~ 24n2ta

The transition to the QGP state will be achieved at a critical value of pg >~ .
when this pressure is balanced by the bag pressure. This gives

9q 4
P = B =
247T2MC

which implies

1/4
e — [247r2] RBl/4
9q

Using this for ny, we get a critical number density of quarks as

ngritical — (22512)1/4 33/4
7I

The corresponding critical baryon density becomes

L 4 g 1/4
critical __ q 3/4
= - B
"B 3 (247r2 )

Again, taking only u and d flavors, we take g, = 3 x 2 x 2 = 12 for 3 colors, 2
spins and 2 flavors.

Using BY/4 = 206 MeV we get nCBT“iC“l = 0.72/fm? corresponding to the
critical value of the chemical potential u. = 434 MeV. These values for the
transition to the QGP state should be compared with the nucleon number den-
sity np = 0.14/fm® for normal nuclear matter in equilibrium. Thus, the critical
baryon density is about 5 times the normal nuclear matter density. When the
density of baryons exceeds this critical density, the baryon bag pressure is not
strong enough to withstand the pressure due to the degeneracy of quarks and
a transition to a new deconfined QGP state is possible. Note that all these
estimates for Tg, n., ., are based on the phenomenological Bag model and
not from detailed calculations from QCD. Such calculations are possible from
lattice gauge theories and they show that these estimates are roughly correct.

We are now in a position to have a rough picture of the phase diagram of
strongly interacting matter. For low temperatures T and chemical potential p,
we have hadronic matter while at high temperatures and/or u, we get QGP.
Later we will discuss this QCD phase diagram in more detail and discuss various
interesting phases and expected phase transitions. At present we note that
our search for the QGP state leads us to consider where one can create high
temperature and/or high density matter.
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1.6 Relativistic Heavy-Ion Collisions

We will now discuss relativistic heavy-ion collisions where conditions for QGP
are expected to arise [4]. Let us first discuss some useful variables which will
be needed to describe particle production and evolution in relativistic heavy-
ion collision experiments (RHICE). (We will reserve RHIC for the Relativistic
Heavy Ion Collider at Brookhaven National Laboratory, USA.)

1.6.1 Rapidity Variable

Rapidity is a very useful variable to describe particle production in scattering
experiments. It is defined as

—lln Py+ P,
Y=\ p—P,

where Py and P, are time and z components of the momentum of the particle.
The z-axis is typically taken along the beam direction. Depending on the spin
of P,, y can be positive or negative.

Exercise: Check that in the non-relativistic limit the rapidity of a particle
traveling in the longitudinal direction (we take this to be along z axis) is equal
to v/c.

Exercise: y depends on the reference frame in a simple manner. Show that under
a Lorentz transformation from the laboratory frame F to a new coordinate
frame F’ moving with a velocity 8 in the z-direction, the rapidity g’ of the
particle in the new frame F” is related to the rapidity y in the old frame F by

=y — where —lln 1+5

yp is called the rapidity of the moving frame.

For a free particle which is on mass-shell, its four momentum has only
three degrees of freedom and can be represented as (y, ﬁT), where Pr is the
transverse momentum (transverse to the z-axis). The z-axis will later be chosen
to be along the beam direction in RHICE. We can relate the 4-momentum:
(Po, ]3) and (y, ﬁT) as below. From the definition of rapidity, we have

Y | Py + P, —y Py— P,
e/ =y =———ande ¥V =4/ ——
PO - Pz PO + Pz
Adding these equations we get
Py = mp coshy
where my is the transverse mass of the particle

m% =m? 4 P2
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Subtracting the above two equations gives
P, = mpsinhy

Thus, the information contained in (P, 13) is all contained in (y, ]3;,«)

We saw that the rapidity of a particle in a moving frame is equal to the
rapidity in the laboratory frame minus the rapidity of the frame. This is quite
like the law of addition of velocities in Galilean relativity. Thus, it is often
useful to treat the rapidity variable as a relativistic measure of the velocity of
the particle.

1.6.2 Pseudorapidity Variable

To characterize the rapidity of a particle, it is necessary to measure two proper-
ties of the particle, such as its energy and its longitudinal momentum. In many
experiments it is only possible to measure the angle of the detected particle rel-
ative to the beam axis. In that case, it is convenient to utilize this information
by using the pseudorapidity variable 1 to characterize the detected particle. 7
is defined as

n = —In[tan(6/2)]

where 6 is the angle between the particle momentum P and the beam axis. In
terms of the momentum, the pseudorapidity variable can be written as

| P | +P

4
| P|-P;

m=35m

By comparing the expression for the rapidity y, we see that 1 coincides with
1y when the momentum is large, i.e. when |]3| ~ Py. By transforming variables
from (y, Pr) to (n, Pr) we can transform rapidity distributions and pseudora-
pidity distributions to each other.

Mandelstam Variables

For a scattering process, A B — C D, the Mandelstam variables s, ¢, u are
defined as
s=(Pa+Pp)*, t=(Pa—Pc)

u=(Ps— Pp)’
\/5 is the center of mass energy. For the center of mass (CM) frame, Pg = —Py.
So
s = (Pa+Pp),(Pa+Pp)

N N 2
= (EA+EB)2*(PA7PA)
= 4E? if M4 = Mp

or, /s = 2F
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If A and B have the same mass, say M, then the laboratory energy Fjq, (where
one particle is at rest) is related to Fcas by

E2
Eg = S -M
lab Wi

For RHICE, M should be the mass of a single proton. Then

Ecn = /s = /2M2 +2M Ejg ~ \/2M Eja

For example, for 200 GeV 2%6Pb on 2%6Pb collisions in the laboratory frame

Ecnm = V2 x 1GeV x 200GeV ~ 20 GeV

In the laboratory frame much of the energy goes in generating the momenta of
the final particles, whereas in the center of mass frame the entire energy can
be spent in creating final particles which can have even zero momenta. That is
why beam-beam collisions are preferred.

1.7 Bjorken’s Picture of Relativistic Heavy-Ion
Collisions

Bjorken gave a simple picture of QGP formation in relativistic heavy ion colli-
sion experiments [6]. As we mentioned earlier, at ultra-high energies the initial
nucleons, containing the initial quarks, primarily go through each other due
to asymptotic freedom. As Lorentz contracted nuclei go through each other,
the intermediate region is filled with secondary partons that are produced. The
early evolution is dominated by longitudinal expansion. Note that the strictly
longitudinal expansion assumption is valid only for ¢ < R, the nucleus size.
Overlap of the nuclei is taken to be at time ¢ = 0 in the center of mass frame.
This results in a longitudinally expanding plasma with the fluid in the middle
being at rest. Net baryon number is contained near the receding nuclei. At the
simplest level we assume that during the collision each of the nucleons in one
nucleus has undergone a collision. Essentially, one can sit in the rest frame of
one nucleus, and see each nucleon being struck as the other highly Lorentz
contracted nucleus passes through it. Produced partons equilibrate in a certain
time scale ¢y and the system thermalizes. The value of ¢y is extremely crucial
for the estimate of the energy density and further evolution.

1.7.1 Estimates of the Central Energy Density

We will make an estimate of the energy density arising in the central region
by assuming that partons in this region simply arise from individual nucleon -
nucleon collisions. That is, we just add the contribution of all the nucleons to
get the particle density and energy density in the central region. To do that,
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we need to know the behavior of particle production in individual nuclear-
nuclear collisions. The essential feature of the hadron production in, for exam-
ple, proton-proton collisions is that at high energy, (e.g.\/s ~ 200 GeV), there
exists a “Central Plateau” structure in the particle density as a function of
the rapidly variable. This central plateau region plays a central role in devel-
oping an elegant picture of the evolution of QGP in Bjorken’s boost invariant
hydrodynamic model.

We note that the rapidity variable in a moving frame 3’ is related to the
rapidity y in the original frame by ¥’ = y + Yrame Where Ygame i the frame

rapidity yg
L 1+p
= —In —_—

Due to the central plateau structure, we note that particle production (i.e.
%yc") will appear the same to different Lorentz observers as long as 3’ and y
remain in ‘the central rapidity region’ (discussed later). In this central rapidity
region, the description of QGP (in terms of density, etc.) will be invariant under
a Lorentz boost. This is called Bjorken’s boost invariant model.

Recall now the relation between (Py, P) for a particle and (y, Pr),

P, = mgpsinhy
m% = m?+ P}
and Py = mgp coshy

The velocity of the particles in the longitudinal direction is therefore

z
v, = — = tanh
iy Y
For a particle starting from the origin z = 0 at ¢t = 0 (z,y are arbitrary), we

have o

1= v, = tanhy
From these relations one can show that
z=r71sinhy and =17 coshy

where 7 is the (fluid) proper time variable defined by 7 = v/t — 22. Note that
this is the proper time for the fluid element and not for individual particles
which have nonzero Pr. We can also show that

1. t+z 1. 14w,

=—1In = —In
Y= Tt

as below.
Firstly,

z zt t 1

~=-- = tanhy———tanhy—-——
T tT y\/t2—22 y\/l—zz/t2
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Now,
1 G 1 — tanh? !
— — =1—tan =
t2 Y= osh 2
Therefore,
z sinh y
- = coshy
T coshy
or, z = 7 sinhy
Furthermore,
t 1 L
— = ———— = c08S
T /1= 22 Y
Finally,
t+z  7(coshy+sinhy)
t—z  7(coshy —sinhy)
_ eY+eV4el—ey _ 2eY o

eY+eY—e¥+e Y 2e7Y

which implies

y = llnt+z

2 t—=z
or, y = llnl—H}Z
’ 2 1—v,

This is like frame rapidity, though here we have particle velocity.

Central Rapidity Region

In the center of mass system, the region of small rapidity is called “the central
rapidity region”. We have z = 7 sinhy ~ 7y for y < 1. This means for a given
proper time 7, a small value of rapidity y is associated with a small value of z.
Hence the central rapidity region is associated with the central spatial region
around z ~ 0 where the nucleon-nucleon collision has taken place.

With a relation like z = 7sinh y, the rapidity distribution % of particles
can be transcribed as a spatial distribution from which the initial energy density
can be inferred.

It is easier to measure the pseudorapidity variable

n = —In[tan(6/2)]

For ultra relativistic particles n ~ y.
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Energy Density Estimate

In the center of mass frame the fluid is at rest at z = 0. The volume of the region
under consideration is S x Az where S is the transverse area of the Lorentz
contracted nuclei. We consider the proper time 79 at which a QGP system may
have formed by equilibration. So 7y is the time at which the initial system of
quarks and gluons achieves thermal equilibrium. It is a very important quantity
for which various estimates exist. This plays a crucial role in the evolution of
plasma.
The number density of particles in this region at time 7y is

AN 1 dN dy

SAZ|Z=0 - gdiy%hJ:O

where % refers to the observed hadrons (number of particles) per unit rapidity.
From z = 7sinhy we have
dy 1

‘ :Oii‘yzo atT:TO

dz'* To coshy

So the number density at 7 = 79 is

1dN 1

o= S dy 7o coshy V™

0

We have seen that the energy of a particle Py is

Py = mp coshy

where mr = (m? + Pr?)1/2 is the transverse mass. So the energy density at

time 7, is
mrT dN
€0 = poNo = Tm@ly:o

This estimate was first given by Bjorken. Here one can either estimate ¥ by

dy
combining the expected % resulting from each nuclear-nuclear collision, or,

one can take %bzo from some experiment and from that deduce ¢y at time
Tp. From that estimate one can then decide whether a QGP state is expected
to have formed at 7, (for example if ¢ > 2.5 GeV/fm® from the Bag model).

Estimates of 7y range from those based on cross section calculations to
those coming from Monte Carlo simulations. It is expected that for collisions
at higher center of mass energy 7y will be smaller. For the SPS experiment at
CERN in the collisions of 0O on Au at 200 GeV (laboratory frame),

dN, ch dN. ch
dn dy
Various estimates give 79 ~ 0.4 fm for these energies and mp ~ 400 MeV. Then

o~ 0.4 GeV x 160
O~ " 04fm S
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For a nucleus of mass number A the radius is given by
r~1.2AY3fm
So the area S = (1.2)2A%/3 fm?. Substituting this value we get
€0 ~ 3 — 4 GeV/fm®

This energy is high enough that we expect that QGP may have formed. Now
one sees the importance of 7. If 7y is larger by a factor 3, say 79 ~ 1.2 fm, then
€0 ~ 1GeV /fm® and one does not expect QGP.

1.7.2 Evolution of QGP

Bjorken’s picture respects boost invariance for boosts along the z axis. So phys-
ical quantities should depend only on proper time 7. That is, we say that the
energy density e(7) has a value ¢y at 7 = 79. Recall that 7 = V2 — 22. So
a given 7y is achieved at different values of ¢ at different z (where ¢ is the
laboratory time, or the proper time measured at z = 0).

We can then write down a picture of the evolution of QGP in Bjorken’s
model. The QGP is modeled as an ideal fluid with 4-velocity w, (u,u* = 1).
The energy momentum tensor is

Tw = (e+Pluyu, —guP

where ¢ = ¢(7) and P = P(7) are the energy density and pressure (they only de-
pend on 7). The energy-momentum conservation equation is (neglecting effects
of viscosity),

0T,

O0x,,

=0
with initial conditions (1) = €g, and u,(79) = %(t, 0,0,z).
Exercise: Show that the energy density evolves as

de 7€+P

dr T
€

Using the relation P = £ we get e(7) ~ 7=4/3 and using the ideal gas equation
we find T(7) ~ 77'/3. Further, one can show that

d (dSY\ 0
dr \dy )
where Z—Z is the entropy per unit rapidity which is constant under evolution.
As the QGP system expands, it cools and eventually hadronizes at 7 = 7,
when its temperature falls below the quark-hadron transition temperature T,

(present lattice estimates suggest a value of about 170 MeV for T¢.). Note that
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we only get hadrons from the freeze out surface, i.e., after the proper time

when hadrons stop interacting. From these hadrons we have to deduce about

the transient stage of QGP between 79 < 7 < 73,. This is almost like looking at

the cosmic microwave background photons from the surface of last scattering.

We have to deduce what happened during inflation, etc. from these photons.
This now brings us to the issue of signals of QGP.

1.8 QGP Signals

We need signals of the intermediate, transient stage of QGP. This can only be
in terms of some special properties of the finally detected particles [4]. We will
discuss some important signals which have been proposed for the detection of

QGP.

1.8.1 Production of Dileptons and Photons in QGP

The Drell-Yan process is
qq@— = 1T

The lepton interaction with quarks in the QGP is electromagnetic and the cross

2
section ~ ( %) (with a = ﬁ and /s the center of mass energy) and is much
smaller than the strong cross section. Therefore leptons after production do not
further interact with the QGP and directly reach the detector.

On the other hand, the production rate and the momentum distribution of
the produced 7]~ pairs depend on the momentum distribution of quarks and
antiquarks in the plasma, which are governed by the thermodynamic condition
of the plasma. Therefore, [*]™ pairs carry information on the thermodynamic
state of the medium at the moment of their production and can help us to
detect whether a QGP state has been achieved.

Particle production also happens by hadronic interactions. So, one needs
to calculate all contributions and then compare with the data. Photons are
produced via

q+q—7+g

qq — 7y has a smaller cross section compared to ¢ — yg by a factor (%)

Detection of the photon gives similar information as dileptons because photons
also do not further interact with the QGP after their production.

1.8.2 J /4 Suppression

J/1¢ particle is a bound state of the ¢¢ quark-antiquark system (charmonium
states). As the ¢ quark is heavy, the bound state has a small radius. (Recall
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m, ~ 1.3 GeV.) These charmonium states are well described by a potential
model where the potential between ¢ and ¢ is taken as

Vir) = —@ + Ky
Fitting with cc states gives aeg = 0.52, K = 0.926 GeV/fm with m, = 1.84
GeV. When these states are formed during the early stages of collision, they
have to survive through a QGP state if they have to be finally detected.

We know that quarks are not confined in the QGP phase so all hadrons
should disappear. But that depends on the temperature scale of the QGP and
the time available before the QGP hadronizes. In the QGP phase the QCD
string disappears so there is no Kr term in V(r). However the Coulomb part
could still let the c¢ system remain bound. However, this Coulomb interaction
is modified because of Debye screening of charges in the plasma

—T‘/Ad
V(r) ~

r

where Ay is the Debye screening length. If Ay < Tpouna Where Tpoung is the
bound state size for the c¢ state, then the Coulomb attractive part between
the c¢¢ pair is also greatly modified. (Recall that the Kr part has anyway
disappeared due to the QGP.) In that case the ¢¢ state will melt away. This
will lead to the suppression of J/v¢ production.

Note: If the QGP never forms then this suppression mechanisms will not be
operative and one should expect a larger number of J/1 particles.

Also for lighter mesons (made up of u, d, s) this type of signal can not
be used since they are abundantly produced in thermal processes near T ~ T.
The c¢ are too heavy to be produced like that.

1.8.3 Elliptic Flow

This signal has yielded very useful and surprising information about the equa-
tion of state of matter achieved at RHIC showing that it is like an ideal liquid.
For non-central collisions with non-zero impact parameter, one gets a QGP
formed which is not spherical but has an ellipsoidal shape. After thermaliza-
tion there is some central pressure while P = 0 outside the QGP region. Clearly
the pressure gradient is larger along the smaller dimension of the ellipsoid. This
forces the plasma to undergo hydrodynamic expansion at a faster rate in that
direction compared to the other (transverse) direction. Thus particles produced
have larger momentum in that direction than in the other direction. In other
words, the spatial anisotropy gets transferred to a momentum anisotropy due
to hydrodynamical flow. This clearly depends crucially on the equation of state
relating pressure to energy density. Thus, the observed momentum anisotropy
of the particle distribution can be used to extract useful information about
hydrodynamic flow at very early stages probing directly the equation of state
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of the QGP. If thermalization is delayed by a time Ar, any elliptic flow would
have to build on a reduced spatial deformation and would come out smaller.

The data seems to be in very good agreement with the prediction of ideal
fluid hydrodynamics pointing to a very low viscosity of the QGP produced. The
QGP does not behave as a weakly interacting quark-gluon gas as suggested by
naive perturbation theory, nor does it behave like viscous honey (as suggested
by some calculations). This is termed as Strongly Coupled QGP (sQGP), with
a strong non-perturbative interaction.

1.9 Phase Transitions

Note that the signals discussed above depend on the existence of the QGP

phase. We know that as the QGP expands it undergoes a phase transition

to the hadronic phase. Such a phase transition can have its own interesting

signatures on the final particle (hadron) distribution. For such signals we should

understand the nature of the phase transition expected as the QGP hadronizes.
From the partition function we get the free energy as

F=-Tlhz

Now we consider different types of phase transitions.

1.9.1 First Order Phase Transition

Here the free energy F' is continuous but g—; is discontinuous at the phase

transition temperature. Recall that

oF
F=E-TS, S=—
’ oT

el

_E_F+T5

Ty v

As F' is continuous but g—g is discontinuous, we conclude that the energy den-
sity € is discontinuous as a function of temperature during a first order phase
transition. The difference in the energy density € at the discontinuity gives the
value of the latent heat.

1.9.2 Second Order Phase Transition

Here the free energy F' and OF /0T are continuous while 9*F/9T? is discontin-

uous (or divergent) at the phase transition temperature. Because the specific

heat at constant volume is related to g—? or %, a second order phase tran-
sition is characterized by a continuous free energy and energy density but a
discontinuous (or divergent) specific heat at constant volume.

Second order transitions are also called as continuous phase transitions.

Here the order parameter (discussed below) goes to zero continuously as T —
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T., the phase transition temperature. In contrast, the order parameter changes
discontinuously as T'— T, for a first order transition.

1.9.3 Order Parameter

The order parameter is a quantity (thermodynamic variable) which is typically
zero in one phase, the disordered phase which has higher symmetry, and is
non-zero in the ordered phase having lower symmetry. (It may happen that
the symmetry does not change during a phase transition, as in a liquid-gas
transition.)

The free energy density plot for a second order phase transition has the
minimum of the free energy for zero order parameter for 7' > T, while for
T < T, the minimum of the free energy shifts continuously away from the zero
order parameter value. (This is most often the case. However it is also possible
to have the reverse situation, that is the symmetry may be restored at low
temperatures and spontaneously broken at high temperatures. This happens
to be the case for the center symmetry for QCD, as we will discuss in Sect.
1.9.7.) An example is given by the following free energy density,

F = —a¢? + bo*

where a < 0 for T > T, while a > 0 for T' < T...

For a first order transition the order parameter changes discontinuously
through T,.. Here the transition proceeds via bubble nucleation. An example of
the free energy density for this case is

F = a¢?® +bg® + co?

where a,c > 0 and b changes sign through T, being positive for high T

1.9.4 Landau Theory of Phase Transitions

This is a phenomenological theory. This postulates that one can write down a
function L known as the Landau free energy which depends on the coupling
constants K; and the order parameter 7. L has the property that the state of
the system is specified by the absolute (i.e. global) minimum of L with respect
to n. L has dimensions of energy, and is related to the Gibbs free energy of the
system. Importantly it is not the same as the Gibbs free energy, hence there is
no requirement for it to be a convex function of the order parameter.

We assume that thermodynamic functions of state can be computed by
differentiating L, as if it were indeed the Gibbs free energy. To specify L it is
sufficient to use the following constraints on L (it is not certain whether all
these are necessary).
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1. L has to be consistent with the symmetries of the system.

2. Near T, L can be expanded in a power series in 7, 7.e., L is an analytic
function of both 1 and the parameters [K]. In a spatially uniform system
of volume V', one can express the Landau free energy density L as

L_

b=y = D aalli T

3. In an inhomogeneous system, with a spatially varying order parameter
profile n(r), L is a local function, i.e. it depends only on 7n(r) and a finite
number of derivatives.

4. In the disordered phase of the system, the order parameter n = 0, while it
is small and non-zero in the ordered phase, near the transition point. Thus,
for T'> T,, n = 0 solves the minimisation equation for L; for T' < T, the
minimum of L corresponds to n # 0. Thus, for a homogeneous system:

L= Z an([K], T)n"

where we have expanded L to O(n*) in the expectation that 7 is small,
and all the essential physics near T, appears up to this order. Whether
or not the truncation of the power series for L is valid will turn out to
depend on both the dimensionality of the system and the co-dimension of
the singular point of interest.

1.9.5 Construction of L
Consider

oL

an = ay + 2asm + 3azn® + dasn® =0
Since for T" > T,, n = 0, therefore a; = 0. Note that this is not true when
the symmetry is also broken explicitly in which case the order parameter never
completely vanishes. If n — —n is a symmetry of the free energy, then az =
as = a7 = ..= 0. Then

L= aO([K]7T) + az([KLT)UQ + a4([K]7T)774

Note that the requirement that L be analytic in n precludes terms like || in
L. Also note that finiteness of L requires a4 > 0.

Coefficients a,, ([K],T): ao([K],T) is simply the value of L in the high temper-
ature phase, and we expect it to vary smoothly through 7T.. It represents the
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degrees of freedom in the system which are not described by the order parame-
ter, and so may be thought of as the smooth background, on which the singular
behavior is superimposed. It may be said that L — ag represents the change in
the Gibbs free energy due to the presence of the ordered state, apart from the
fact that L is not exactly the Gibbs free energy.

For discussing the order parameter, one may set ag = 0. We expand a4 as

ag =a) + (T —T.)aj + ...

It will be sufficient to just take a4 to be a positive constant. The temperature
dependence of this equation will turn out not to dominate the leading behavior
of the thermodynamics near T,.. We expand ay as

T-1T,
a2_ag+< - ) W+ 0 ((T-T.7)

Note that a3 can be absorbed in the definition of T,. For a continuous phase
transition L is of the form

L = atn®*+bn'

where

and a and b are constants. For a first order transition

L =atn? +bn* —cn?

1.9.6 Deconfinement-Confinement Transition

Consider the case of SU(3) gauge theory at finite temperature without dynam-
ical quarks. We will calculate the free energy for this system with a single,
infinitely heavy, test quark at position rg. (In this section we follow the dis-
cussion in ref. [7].) We start with the evolution equation for the field operator
¥ (ro, t) of this static quark (suppressing the color label),

(—ia - QAO(TOJ)) ¥(ro,t) =0

where A = T.AC (T* are the generators of SU(3); see Sect. 2.3.1 of ref. [7]).
This equation gives

¢
P(ro,t) = T exp (zg/ dt’AO(ro,t’)> P (ro,0).
0

Here T denotes time ordering. Now, the partition function for this system is
given by
1
— p—BF(ro) _ —BH
Z=e O—NE(s|e )

S
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where the 1/N factor is introduced to compensate for the color degeneracy
factor for the static quark (N equals 3 for QCD and is the number of colors),
and the sum is over all the states of the system with the infinitely heavy quark
at ro. Using the quark field operator 1 (rg,t), we can write it as

(—BF(ro) _ %Z<39|1/1(I‘0,0)6_5H¢T(r070)|39>

Sg

where, now, the sum is over all states |s,) with no quarks, that is, over states
of pure glue theory. Recall, from Sect. 1.4.1, that for Euclidean time t,

6BH¢(r07 O)eiﬁH = ’l/)(I'Ov ﬁ)
Thus, we get

e~ BF(ro) — %Z(sg|€7’8H1Z)(I‘0,ﬁ)¢T(r0a0)|59>

Sg

We introduce the Wilson line,

1 B
L(r) = =TrTexp <zg/ thO(rO,t)> .
N 0
With this, using the solution ¥ (rg, t) of the time evolution equation above, and
the equal time anti-commutation relation of the fermion fields (with discrete
space labeling, for simplicity), we can write

e PF(ro) — Ty [e=PH L(rg)]

where the trace is over all states of the pure glue theory. Dividing this by the
free energy without any heavy fermion, we get the difference in the free energy,
AFy, due to introduction of the infinitely heavy quark at rq as

eI~ (L(xo))

where (..) denotes the thermal expectation value. (L(rg)) is an order parameter
for the deconfinement - confinement phase transition.

Confining phase: We expect the free energy with an isolated quark to diverge,
i.e. AF = 00, and thus (L) = 0.

Deconfining phase: Here isolated quarks can exist, leading to a finite change
in the free energy with respect to the pure glue background, i.e. AF is finite,
which implies (L) = e #2F £ 0.
Thus (L) is an order parameter for the deconfinement - confinement (D-C)
phase transition.

Recall that Ag(re,t) must be periodic in the Euclidean time ¢.

Ao(ro,0) = Ag(ro, 3)

Thus the dt integral in the expression for the Wilson line is actually a loop
integral. This is also called as the ‘Polyakov Loop’.
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1.9.7 D-C Transition as a Symmetry Breaking Transition

Recall the gauge transformation
A, — UAU'+iU9, U

where U(x,t) € SU(N) and A, ~ A,%". Under the gauge transformation, the

Wilson line
B
T exp z'g/ drAo(x,7)
0

~ TrQ(z)

L ~ Tr

will transform as
L(z) = TrU(z, )Q(z)UT (z,0)

This can be checked by expanding the time ordered exponential. Thus L is
invariant when U is periodic,

U(.I, 0) = U(I,ﬁ)

(using the cyclic property of the trace).
However, we note that the Euclidean action

1
Sk =7 / d*z dr F, F“

is in fact invariant under a larger group than the periodic gauge transforma-
tions. The only physically important constraint is that A* (Z, t) remain periodic
in 7 when gauge transformed. Consider, e.g.,

AM(CL', 0) = AH(.%', 6)
Under a gauge transformation
Al (2,0) =U(x,7)A,(z, 0O)U N, ) + iU (2, 7)0,U (2, 7)|r=0
Similarly,

A (x,B) = Uz, 7)Au(z, ) Uz, 7) + iU (2, 7)0,U z,7)| =5
= U(QZ,T)AH(I7O)U71(I,T)JriU(l‘,T)@“Uil(:L',T)‘T:g

First take U(z, 8) = U(x,0) due to the identification of points 7 = 0 and 7 = 3.
Then,

Al (z,8) = Ulz,7)Au(x,00U  (z,7) + iU (2,7)0,U " (2,7)|r=0 = A}, (x,0)

Hence A; also remains periodic and hence single valued.
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Now note that in the above argument we could take
U(z,B) = ZU(x,0)

where Z € SU(3) (or Z € SU(N) in general) such that ZU = U Z for every
U € SU(N) (sothat UAU™Y - ZUAU1Z7' = U AU!) and Z is space
time independent. Thus, as long as Z commutes with every element of SU(N),
A, remains periodic in 7 if 4, is.

Elements Z constitute the center of SU(N) by definition.

o
Zzexp( 7;\;”>€ZN

where Zy is the cyclic group of order NV and n = 1,2...N. n = N corresponds
to the identity of SU(N). Note that

o
DetZexp<7]TVm><N)1

So Z € SU(N) (clearly Z'Z = 1). For QCD we have
Z € Zg

Thus, we conclude that finite temperature SU(N) gauge theory (Euclidean ac-
tion) has Zn symmetry (Z3 for QCD) as the Euclidean action (or the partition
function and hence the free energy) is invariant under Zy transformations of
the basic variables A, (x). This is called as the center symmetry. (Quarks break
this Zn symmetry explicitly because fermions obey an antiperiodic boundary
condition ¢ (z, 8) = —1(z,0).)

Though the Euclidean action is invariant under this extra Zy transfor-
mations, the order parameter L(z) is not. Recall that L(x) = TrQ(xz). Under
the gauge transformation U(x,7) we have

L(z) — L'(z) = Tr[U(z, B)Qx)U " (x,0)].
IfU(x,8) =ZU(x,0), we get
L'(z) = Z Tr[U(x,0)Q(z) U (2,0)] = Z Tr Q(z) = Z L(x)

So, while under a periodic gauge transformation (Z = 1), L — L, under an
aperiodic gauge transformation L — Z L.

We now study the confining and deconfining phases of the SU(3) gauge
theory.

Confining Phase: With (L) = 0 (corresponding to e P2 AF = o0), the
system respects Zs symmetry as (L) = 0 is invariant under L — Z L transfor-
mation.
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Deconfining Phase: With (L) # 0, the system is NOT invariant under Z3
transformations. There are 3 equivalent phases characterized by (L), (Z L),
and (Z2 L) which all correspond to physically the same deconfining phase.
We conclude that in the deconfining phase the Z3 symmetry is spontaneously
broken.

Here the symmetry restored phase is the low temperature confining phase.
This is in contrast to most cases, where the symmetry restoration happens in
the high temperature phase. The symmetries of the order parameter can be
used to characterize the phase transition in the Ginzburg-Landau approach.

The order parameter for the SU(2) gauge theory has the same symmetry
as the Ising model which has a global Z5 symmetry. In 3 + 1 dimensions, the
Ising model undergoes a second order transition. Hence we expect that the
SU(2) gauge theory exhibits a second order transition.

Similarly, Z(3) spin models in 3 + 1 dimensions display a first order tran-
sition. Hence we expect that pure SU(3) QCD will have a first order transition.
Lattice calculations confirm these expectations.

Clearly, for QCD, L? — Z3L3 = L2. Thus, in the construction of L and
free energy, one can write down

V(L) = a|L|? + b|L|* + C(L? + L*?)

The L? term makes the transition first order. Note that for the SU(2) gauge
theory this term cannot be written down. One can write down a term Re L2
which makes the transition second order.

1.9.8 Deconfinement-Confinement Transition with Dynamical
Quarks

As mentioned above, with quarks, the Zy symmetry is broken explicitly (similar
to the explicit breaking of chiral symmetry, in some sense). (L) is non-zero even
in the confined phase. The deconfinment-confinement transition which is first
order for pure gauge theory, is smoothed into a crossover when light quarks are
present. Lattice results seem to suggest no first order transition. An important
point to note is that with quarks, no appropriate order parameter is known. In
closing we mention that in discussing different phase transitions in QCD one
is invariably in the non-perturbative regime, where reliable calculations cannot
be performed. Hence one either has to do lattice calculations, or use effective
models using symmetry considerations (as we did above for the D-C transition).
Thus, many theoretical discussions about the nature of the phase transition
in QCD are based on the Landau theory of phase transitions. Especially the
investigations of phase transition at finite baryon density has difficulties even in
the lattice approach, though special techniques have been developed to handle
these. Most of the knowledge in this regime of QCD comes from specific effective
models such as chiral quark models, random matrix models, etc.
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An Introduction to Thermal
Field Theory

Abhee K. Dutt-Mazumder

2.1 Introduction

Thermal Field Theory (TFT) is a combination of all three basic branches of
modern physics, namely quantum mechanics, the theory of relativity, and sta-
tistical physics. Therefore one could also call it statistical quantum field theory.

Within TFT, two classes of formalism can be distinguished: one is the
imaginary time (Euclidean) formalism (ITF) and other is the real time formal-
ism (RTF). Matsubara was the first to build a TFT by incorporating a purely
imaginary time variable into the evolution operator. His name is associated
with the discrete energy frequencies. The RTF formulation however is more
appropriate for studying transition processes than ITF since no analytical con-
tinuation is necessary to reach the physical region. The two formalisms agree in
the calculation of the self-energy and the thermodynamic potential with which
we are presently concerned. Though ITF has difficulties, as it involves frequency
summations, whereas RTF is free of such problems, nevertheless, for our pur-
pose here, we restrict our discussion to ITF to calculate thermal self-energies
and thermodynamic quantities.

Another important application of TFT is to study gauge theories at fi-
nite temperature. This has applications both in the context of early universe
cosmology and laboratory based heavy ion collisions where the properties of
Quantum Chromo Dynamics (QCD) at finite temperature can be studied.

We know quantum field theories have difficulties in dealing with loops be-
cause of divergences. At finite temperature no additional ultraviolet divergence
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appear as the higher momentum modes are cut off by the distribution func-
tions. However, new infrared divergences do appear in dealing with the massless
bosonic field. In ITF this would correspond to the zero Matsubara mode; in
the RTF formalism this is even easier to understand. In the soft momentum
limit, the Bose distribution brings in a factor of T'/k which cancels one power
of momentum from the numerator. Therefore new infrared divergences may ap-
pear and divergences which were already there might get worse. For instance, a
logarithmic divergence in vacuum may become a quadratic divergence at finite
temperature.

2.2 Green’s Function

The most important quantity in perturbative field theory is the 2-point Green’s
function or propagator. How do propagators looks like at non-zero temperature?
Here we discuss scalar field theory, which we shall use in the following as a
simple model to study the different techniques in TFT. At zero temperature
the bare propagator is given by the vacuum expectation value of the time
ordered product of two fields at different space time points

OIT{o(X)o(Y)}0)

dAK e iK.(X-Y)
N /(27r)4 K2 —m? +in

INX )

(2.1)

where |0) denotes the vacuum state of the non-interacting theory and A de-
scribes the free propagation of a free scalar particle from Y to X for zg > yo
(creation at y, destruction at z) and from X to Y for yo > zo. At finite tem-
perature the vacuum is replaced by a ground state having real particles. Stated
differently, the destruction operator acting on the vacuum at finite tempera-
ture T does not annihilate the vacuum to gives zero. Thus vacuum expectation
values have now to be replaced by quantum statistic expectation values, i.e.

(4)

Te(DA)
1 _
= ETI'(Ae BH)

1 - n
= - Zn:<n|A\n>e AE (2.2)

where A is an arbitrary quantum operator, 5 = %, D is the density operator
and Z is the partition function. Applying eq. (2.2) for non-zero T to the scalar
propagator yields

IAX —Y) = % Y (lT{G(X)G(Y)}n)e  Fn (2.3)

where F,, and |n) are the eigenvalues and eigenstates of the non-interacting
Hamiltonian.
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2.2.1 The Imaginary Time Green’s Function

The non-interacting Hamiltonian operator Hj is usually expressed in terms of
creation and annihilation operator @ and a'. Thus the calculation of Z reduces
to the expectation value of time ordered products of such operators.

The possible propagators ~ (T ag(71) az (12)), (T ar(m)ar(m)) or
(T'al (1) al(r2)) since Hy = Y ealay, and alay = N where A is the num-
ber operator. As Hy commutes with A/, only the first among the three possible
propagators listed above will enter the perturbative expansion. We define time
dependent creation and annihilation operators in the interaction picture as (see
Appendix I)

aL(T)EeTHOa,TC(O)efTHO = eE”al(O) (2.4)
ar(1) = e™Hoay(0)e o = =7 g, (0) (2.5)

The Green’s function or propagator is defined as (to focus on temporal
properties all the spatial coordinates have been suppressed).

Gr(r — 1) = (Tar(r)a)(r))
—  e—er(Ti—m) [@(Tl — 7-2)<ak,a;r€> +O(1e — 71)<a,1ak>]
— eer(ni—m2) [@(7—1 — 7'2)<1 + azak) +0O(m — TQ(G%%)}
_ e*Ek(Tl*TZ) [@(7—1 _ 7-2)(1 + Nk) + @(7—2 — Tl)Nk] (2.6)
where + signs are for bosons and fermions respectively. We also have used

[a, a};} =1 for bosons and {ay, aL} =1 for fermions.

1

S
Nie = {arar) = 5o

2.7)

(Here =+ signs are for fermions and bosons respectively ). Using eq. (2.6) for
bosons, with 7 = 71 — 79 we have

Gu(r=p) = e T D[0(r = B)(1+Nio) +O(=7 + BN  (2.8)
When 0 < 7 < 8 we obtain
Gr(r—B) = e Te*BNy

1
_ —€rT €k B
= e KTk (eﬁekl)

= e_EkT(l + Nk)

= Gi(1)
(2.9)
and when—3 < 7 < 0 we obtain
Gr(t+B) = e *Te P14+ Ny)
— TN,

Gr(7) (2.10)
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Thus

Ge(t =) = Gi(r) for 0 <71 <8,

Gp(t+8) = Gg(r) for —3<7<0, (2.11)
or the imaginary time Green’s function obeys the periodicity condition. Since
Gr(t — B) = Gg(7) where (0 < 7 < f3), i.e. the Green’s function is defined

within a finite time interval maintaining the periodicity condition, this allows
us to represent G (7) by a Fourier series:

Gg(r) = %Zefiw"TGk(iwn)

]
Grliw,) = / dre™nT Gy (T) (2.12)

0

where w,, = nn/f with n = 0,£1,42,.... Even though all integer modes
are allowed in the Fourier expansion, because of the periodicity (boson) or
antiperiodicity (fermion) condition satisfied by Gy, only even integer modes
contribute to the bosonic Green’s function while only the odd integer modes
contribute for fermionic Green’s function. This can be easily proved by

Giliw,) = / dre“nT Gy (T /dTe“""TGk T)
1 1
= :I:f/ dre™ TGy (T + B) + /dTe“"“TGk()
2 ), 2
= / dre™"=A G (1) / dre’ "G, (1)
(lzlzefi“’"ﬁ)/ dre“nT Gy (1)
0

B
(1+eimm) / dret ™ Gy (r)
0

NI~ N~ N

—~
—_

g
—1)"}/0 dre* T Gp(T) (2.13)

This shows that Gy (iw,,) contribute for bosons when n is even and contributes
for fermions when n is odd. Thus we conclude that

Gg(r) = %Ze%w”Gk(iwn)

o
Chliwn) = % / dreinT Gl(7) (2.14)
-B
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where
2
Wn = T for bosons
B
2 1
= W for fermions. (2.15)

These are commonly referred to as the Matsubara frequencies.

The spatial coordinates, on the other hand, are continuous just as in the
case of zero temperature field theory and therefore, there is nothing new in
their Fourier decomposition. Thus including all the coordinates we can write
the free propagator as

1 A3k .
_ —i(wpT—k.x) .
Go(T, ) 3 En: / O e Go(iwn, k)

p .
Goliwn, k) = /dT/d?’xe’(“’”_k'w)Go(T,x) (2.16)
0

where we have assumed 4 spacetime dimensions and the allowed frequencies are
as defined in eq. (2.15). Now in the case of Klein-Gordon field theory, the zero
temperature Green’s function satisfies (in Minkowski spacetime with signature

(+7 R _))
(0,0" +m*)Gy(t,z) = —0(t)8*(w)

2
(gﬁ -Vt m2) Go(t,x) = —d(t)o*(x) (2.17)

Going over to imaginary time, ¢ — —i7 (by rotating to Euclidean space or
imaginary time), the above equation leads to

{—(—iwn)2 — (ik)* + m2} Go(r,x) = 6(7)8° ()

1 B3k ,
(wi + K2+ m2) E Z / 7(2@3 e_’(“"'T_k'x)Go(zwn, k)

1 d3k —twnT tk.x
- BZ/ e °

Then

Gol(iwn, k)

w2 + k2 +m?
K2 —m2

= —— 2.18
€ +w? (2.18)
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where K = (iwy, k) and €, = vk? + m?2. This is the momentum space Greens
function or propagator. Here We have also used

5(r) = %Z eTiwnT (2.19)

and

3
53 (x) = / (;17:;3 eth-w (2.20)

The important thing to note is that, unlike the zero temperature case,
here the Green’s function do not have singularities for real values of the energy
and momentum variables. Finite temperature Green’s function calculations are
completely parallel (at least qualitatively) to the zero temperature case. Only
the exact form of the propagator is different from the zero temperature one and
it carries the temperature dependence via the Matsubara frequency (wy,).

2.3 Thermodynamic Potential and Pressure

In this section we will show how to calculate pressure perturbatively. For a
scalar field theory with a ¢* interaction the dynamics is governed by the fol-
lowing Hamiltonian

I 1

5 T 5(qu)? + %m2¢2 + A Pt (2.21)

H = z
4!

The thermodynamic potential or free energy is given by

Q = —% In Z (2.22)

Since

Z = Zy <Texp{—/06dTH1(T)}> (2.23)

we get

B
Q = Qo—%ln <Texp{—/0 dTHl(T)}> (2.24)

Qg is the thermodynamic potential for the non-interacting fields that we eval-
uate in the following subsection.
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2.3.1 Non-interacting Case

If the Hamiltonian is given the partition function becomes

Zy = Tr e~ PHo

— —38er —Bnrer
[y

r

_18e 1
1:[@ éﬁrnm

T

(2.25)

Then

In ZO

—;BZT:ET - zr:ln(l —e Py

1 1
I - = Buwy
Q = QZwk—l—ﬁZln(l e~y (2.26)
k k
In the continuum limit, Y, =V [ % and the free energy looks like

Q = V/g:)cg Bwk + %111(1 - e—/M)} (2.27)

The first term in the square bracket is temperature independent and leads to
a divergent integral. The infinite result is of course nothing other than the
zero-point energy of the vacuum, which can be subtracted off, since it is an
unobservable constant, although differences in the zero-point energies can be
observed. Ignoring the zero-point energy and setting m = 0, we have

_ 4 - —Bk
Qy = 27T25/o k*dkIn(l — e "%)
Vv /°° (Bk)*d(Bk)
67234 J, efk — 1
Vr?
_ 2.28
9071 (2.28)
The pressure becomes
390 7T2T4
P = - = 2.29
1% 90 ( )

This result for the pressure is that of an ultra relativistic ideal gas of spinless
particles.
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2.3.2 Interacting Case: Perturbative Method

In this subsection we briefly review the formalism of thermal field theory in
equilibrium. We shall in particular recall how perturbation theory can be used
to calculate the partition function

Z =Trexp{—-BH} = Zexp{fﬁEn}, (2.30)

from which all the thermodynamical functions can be obtained.

The simplest formulation of perturbation theory for thermodynamical
quantities is based on the formal analogy between the partition function
(2.30) and the evolution operator U(t,tg) = exp{—i(t — to)H}, where the
time variable t is allowed to take complex values. Specifically, we can write
Z =TrU(tg —iB,t0), with arbitrary (real) to. More generally, we shall define
an operator U(7) = exp(—7H), where 7 is real, but often referred to as the
imaginary time (1 = i(t — to) with ¢ — ¢y purely imaginary). The evaluation of
the partition function (2.30) by a perturbative expansion involves the splitting
of the Hamiltonian into H = Hy + Hy, with H; < Hy.

We then set
U(r) = exp(—7H)
= exp(—7Hy)exp (tHp)exp (—7H)
= Uo(T) U[(T), (231)

where Uy(7) = exp(—Ho7). The operator Uy(7) is called the interaction repre-
sentation of U. We also define the interaction representation of the perturbation
Hl )

Hi(r) = "o Hyem ™Mo, (2.32)

and similarly for other operators. Now

d—UI(T) = eHogye ™ _ grHofre=TH
-
_ eTHO (HO _ H)e—TH
= et (2.33)
Hy(r)Us(r) = e" Mo Hye ™ (2.34)

Thus it is easily verified that Uj(7) satisfies the following differential equation
d
%U](T) + Hyi (1)U (1) =0, (2.35)

with boundary condition

Ur(0) = 1. (2.36)
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The solution of the above differential equation, with the boundary condition
Ur(m1,71) = 1, can be written formally in terms of the time ordered exponential
as

Ur(ri,m) = Trexp (— /:dTﬂl(T)> (2.37)

The symbol T implies an ordering of the operators on its right, from left to
right in decreasing order of their imaginary time arguments. For our case

e—BH _  ,—BHo,—BH:
_ BT exp {_ /0 ’ dTﬂl(T)}
= e PHOL(B,0) (2.38)
Now
LUr0) = Hi(n)U(r,0) (2.39)

dr

Integrating from 7 = 0 to 7 = 8 we obtain

B
U;(5,0) —U;(0,0) = —/_0 drHq(T)U;(7,0)

B
Ur(8,0) = 1—/ drH,(1)U;(7,0) (2.40)

=0

To solve this we substitute the equation itself inside the integral on the right
hand side to yield,

B
TTeXp{—/O dTHl(T)}
Ur(B,0)

1-— /B drHy (1) {1 - / drng(rg)Uz(rz,O)]

= 1—/ drHy (T /dﬁ/ dro Hy(m1)Hy(m2) +

B
1—/0 drH (1) + 5/0 dridr T Hi(m)Hi(m)] + -+ (2.41)

Due to the presence of time ordering we have to include % outside the second
integral.
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Using eq. (2.38), one can rewrite Z in the form

Z

Tr (e PH)

e PHO T exp {—/6 dTHl(T)}]
0
B
Zy <T(7') exp{—/o dTHl(T)}>, (2.42)

where, for any operator O,

= Tr

(0) = Tr (6_;:0 o) . (2.43)

2.4 ¢* Theory at Finite Temperature

2.4.1 One Loop Mass Correction

We have already seen that in the imaginary time formalism the only differ-
ence between the zero temperature and the finite temperature field theories
lies in the form of the propagator which carries all the temperature depen-
dence. The vertices at finite temperature are exactly the same as those at
zero temperature. Thus, given any quantum field theory, we can carry out cal-
culations of thermodynamic variables perturbatively by calculating Feynman
diagrams.

Let us consider a self-interacting ¢* theory described by the Lagrangian
density

1 1 A
_ - w022 4
L = 5 . POM b 2m 10) —4!¢> (2.44)

According to our discussion, if we want to calculate quantities at finite tem-
perature, we should treat time as an imaginary parameter in which case the
theory becomes a Euclidean theory Lg = L.

1 1 A
Ly = iamam + §m2¢2 + I¢4 (2.45)

The diagrammatic calculation is analogous to that of the zero temperature
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case; the only difference is that since the energy values are now quantized,
the intermediate energy integrals have to be replaced by sums over discrete

values

[

d3k
-3 Z / (2.46)

The mass correction becomes

—iIl = —1

IT

II

. 3 .
%;Z/ o 3wl :—ek
5/ %A(iwn,m
52/ &k /OB dre™nT A(T, k)
;/(S:;/ﬂdmv k)= Ze“"”

3 B
%/%/ dr A7, k)o(T)

A [ A3k
S / 2 AOR) (2.47)

In the above 2! is due to the symmetry factor at the vertex.

From eq. (2.8)we have

p p

Figure 2.1: One loop mass correction

=D [O(7)(1 + Ni) + O(~7)Ni]

1
5 (12N (2.48)

A / Bk [14 2N,
2] @3 | 2wy
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The first term corresponds to the zero temperature part and the second term
represents explicit temperature dependence. For m = 0, the second term is

A 4drk? dk A k A
2 / PR —1] © (an) / k1 =y 2

The total self energy or mass correction at finite temperature thus becomes

A B3k 1 AT?
A N 2.
4 / (2m)3 wy, + 24 (2:50)

The divergences in the expression for the mass correction is entirely contained
in the zero temperature part. The temperature dependent part is free from
ultraviolet divergences. Therefore the zero temperature counterpart is sufficient
to renormalize the theory. We see here that temperature induces a mass for the
bosons analogous to a particle moving in a medium and the mass is positive.

Figure 2.2: Mass counterterm

In eq. (2.50) the first term is temperature independent but ultraviolet
divergent. To avoid this divergence one uses the mass counterterm in the La-
grangian, %6m2¢>2; this is known as mass renormalization.

A 1
sm?2+25"— — o
m+2zk:2wk

2.5 Pressure in ¢* Theory

We have shown that the pressure for the scalar field is given by eq. (2.29). But a
well known problem at high temperatures is the breakdown of the conventional
perturbative expansion at some order in the coupling constant (A). Therefore,
to compute consistently to a given order in A\, we have to take into account all
the relevant higher loop graphs— these usually form an infinite set.

First order correction: To go beyond leading order, one must compute two loop
(and higher) diagrams in the effective expansion.

k k

Figure 2.3: First order correction to pressure
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3 2 3 1 3L N2
ig/dk‘A(O’k) _ Q/dki_F/ko
4! (2m)3 4! (27)3 2wy, (27)3 wy
3) / &k 1 ?
T (27)3 2V/k2Z + m2
N / #ek 11\
(2m)3 wy, eBwr — 1

Jr2/d3k1/d3k’1 1
(2m)3 2wy, f (2m)3 wy eBer — 1

(2.51)

The first term is the zero temperature contribution having an ultraviolet diver-
gence and the second term is the temperature dependent part. The third term
is potentially dangerous; it is divergent and temperature dependent.

Figure 2.4: Counterterm contribution to the pressure

The counterterm contribution to the pressure is obtained by folding
fig. (2.2) as shown in fig. (2.4). Mathematically this is given by

1 1+ 2Ny
5(5”’12 (Z 2w;€/ )
1{ X 1 1+ 2Ny
-3 (T ()
A 1 1 A 1 N/
- _§Zk:ﬁzwk/_lzk:m;wk/ (2.52)

Thus the mass renormalization term cancels the potentially dangerous term
in the first order correction to the pressure in eq. (2.51) which is temperature
dependent and also ultraviolet divergent. After cancellation of that term there
is still the first term of the above equation which is ultraviolet divergent. But
this is temperature independent and thus harmless. One elegant way to avoid
this term is to define the renormalized free energy

Qr(T,m*\) = QT,m* \) — QT =0,m? \) (2.53)
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From this renormalized potential one obtain the correction of order A to the
pressure of the ideal gas in the m = 0 case

A e

The first term (already calculated) equals ”Zg‘l and the second term is
”254( 5 47r2) Thus the pressure up to first order in A is

w274 5
= 1—-——= 2.
90 < 647T2) (2:55)

Second order correction: Mathematically the second order correction to the
pressure is given by

(o s o
_ %2 (; Qik/ + Z’:) > (M)Q (2.56)

k,n

Now the second factor can be written as

K

k K k

Figure 2.5: Second order correction to the pressure

() - AT (an) e

k,n k,n= O n#0 k

where we have separated the n = 0 and n # 0 terms. For the m — 0 case

3k
(wi — k?), and defining Z = V/ ((;w)?” we get
k

1 Bk 1 dk
;T;i — /(2w)3ﬁ_> 7 % for k=0  (2.58)

i.e. this term has an infrared divergence. From eq. (2.56) the first term is the
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same as that obtained in the first order correction. Thus, as the n # 0 term is
non-divergent, the divergence becomes worse and worse as we go to higher and
higher order.

2.5.1 Infrared Divergence and resummation of ring diagrams

In order to see if the perturbation series is well behaved, it is necessary to look
at higher orders. In the previous section we have seen that higher order rings,
as in fig. (2.5), are infrared divergent as in eq. (2.58). In scalar field theories,
it is known that the dominating infrared contributions to the self energy come
from the so-called ring diagrams. Ring diagrams consist of loop diagrams of
various orders forming an infinite series, and each of them is infrared divergent.
When summed over, this series gives us a finite result as shown in eq. (2.62).
It is to be noted here that the entire sum for the n = 0 mode contributes to
the order A3/2, while each term is of higher order in A. Thus higher order loops
contribute to the pressure at lower order in coupling after summing the series. In
effect, this implies a reorganization of the perturbation series where a particular
class of diagrams are summed over in a definite way. This reorganisation of the
perturbation series is known as resummation.

For two loops with two propagators the renormalized free energy is given
by

Qp =-— 2522{ (i, k) A(iwy,, k) (2.59)

Here the first 2 factor in the denominator is the symmetry factor at each vertex
and the second 2 arise from 2 loops. For the ring diagrams, the renormalized
free energy is given by

Figure 2.6: Ring diagram

QR = Zzi{ szna ) (anak)}N

k,n N=2

25 Z {In[1 + H(iwy,, k). A(iwn, k)] — (iwn, k).A(iw,, k)
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The factor of % is a symmetry factor which can be understood in the following
way: there is a factor of 3! for connecting two lines at each vertex, a factor of
2 for how the remaining two lines at each vertex are connected to the adjacent
vertices, a factor of $(N — 1)! for the number of ways of ordering the vertices
along the circle, and a factor of - from the expansion of the exponential of the
interaction in the partition functlon. The summation over N begins at N = 2
because in case of the single loop (N = 1) the self energy contribution from the
temperature dependent part, A\T?/24, is already calculated as part of the first
order correcion.

Op = % ;H(iwn,k).A(iwn,k) - ;zk: (; Z:) 3" (Aliwn, k) +

k,n

© = D g Hiwn, k). A(iwy, k) (2.60)
Now
w 2= ; ’ = i ?
%(A( o) §<w2+w%) Ek: o g;(waer) (2.61)

The separated n = 0 term is infrared divergent for m = 0 and the n # 0 term
is proportional to 1/(/{2 + 4n27r2T2) and is non-divergent for £k — 0 due to the
existence of the 4n?m2T? term. Thus divergences become worse and worse as
we go to higher and higher order terms. Since the n # 0 term does not diverge,
we only consider the n = 0 term for the m — 0 case (see Appendix II).

o - / o gﬁg ATt
S Y] 24 k2 24 k2
N 25 67rB3 24

1 /(A)?

Thus the correction is of order /\%, not of order A2 as would have been expected.
This arises from the infrared singular behavior of the propagator.
The expression for the pressure considering upto the ring diagram is

po_ T 5 9 i%-i-
90 6472 1273 \ 24
T [ 15 A 15/ A \?
— el (AN 2.63
90 ) (247r2) + 2 (247T2) + ( )
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The first term is the pressure for a free boson gas. The second term is from
the first order correction and the third term is from the ring diagram. Thus if
one restricts oneself to the n = 0 term, i.e. the static mode, the total result
exhibits a breakdown of perturbation theory due to the infrared divergence.
Infrared divergences come from the static modes only, as w,, = 2anT acts as
a mass term in the propagator for n # 0. Thus the results obtained in naive
perturbation theories can be incomplete in the order of the coupling constant
since higher order diagrams after resummation can contribute to lower order
in the coupling constant.

2.6 Appendices

2.6.1 Interaction picture creation and annihilation operators
CLL(T) = eTH"aE(O)e*THO (2.64)
arp(t) = e Hogy(0)e "Ho (2.65)
These give
—ap(t) = e Hyay(0)e ™o — e™Hog, (0)Hye THo
= e™[Hy, ap(0)]e”"Ho
= [H07a'k(7—)]
= Y eval (Daw(n), ax(r)
= —Gk/(sk/kak/(T)

= —Gkak(T)

ar(7) = e *Tai(0) (2.66)
Similarly

al(t) = e*Tal(0) (2.67)

2.6.2 Ring diagram calculation for zero Matsubara frequency

For the ring diagram calculation the actual equation is

Vv d3k A 1 A 1
% = 5 @n) {1“ (”24 ﬂ2k2> " ﬁk} (2.68)
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To solve the above we solve the equation below,

1

I
—
o,

&

8l\.’)
/3
=
I/~
—

+
| >
S~
RM‘ o
N

1 A 3 Az 2. _, (=

1.s A2 1 1\° n\*
1. I = —— )2 Z 232 —
Jim 3)\ 7T+2x 9)\ (x) +O{<x>

~ —é)\%w (2.70)
. B In A 2In A 2\ 4 4
il_r)%l = )\x+(3 3 +9> + O(z*)
~ 0 (2.71)
Thus using eq. (2.70) and eq. (2.71),we get
I = / dr x? <1n<1—|—/\2> —)\2>
0 x x
= _%A%W (2.72)
Thus
3
V /A2 1

2.6.3 Problems

1. (a) Define the creation and annihilation operator in the interaction picture
as

a;i(T) = eTHOaL(O) e~ THo
ap(1) = eTHog(0) e o
Then show that

ar(7) = e *Tai(0)

a,t (r) = eJ““a}LC (0)

(b) The non-interacting partition function for bosons is given by Zy =
Tre—P#Ho where Hy = ni€q + noes + ... Prove the following identities:

i) ({alas) = f(e)
(i) ((alas)®) = fles)f(es) + 1] + [f(es))?

where f(e) is the Bose distribution function.
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2. Prove that

o0 n 1

(1)/ dxeﬂf T = 5n+1<(n+ DI'(n+1) (for bosons)
0 _
oo xn

(ii)/0 dxeﬂz — = 5n1+1 <1 - ;ﬁ) Cn+1DI'(n+1)) (for fermions)

3. Prove the Kubo-Martin-Schwinger condition
(AB)B([)) = (BE)A(t+ip))

Here the angular brackets represent thermal averages.

4. Prove that for a free gas the pressure becomes

7 T2
pP= f
(nB + 8nF) 90

where np and np are the degeneracies for bosons and fermions.
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Perturbative Quantum

Chromodynamics

V. Ravindran

3.1 Structure of Hadrons

Quantum Chromodynamics (QCD) is the theory of strong interaction force
among hadrons. It is a gauge theory based on a non-Abelian gauge group
namely SU(3). In the following, I will describe the perturbative aspects of
QCD that is relevant for studying high energy scattering processes involving
hadrons.

Strong interaction force is responsible for binding the nucleons inside the
nucleus. It is a short range force which is effective within few Fermi (of the
order of 10713¢m). Thus, the typical cross section for the process mediated by
strong interaction is of the order of square of few Fermi which is 10726¢m?
(10 milli-barn (mb)). The characteristic energy scale of strong interaction force
is of the order of few hundred million electron volt (MeV) and the life time
of any excitation will be around inverse of few hundred MeV. However, its
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interaction strength is several hundred times larger than those of weak (wk)
and electromagnetic (em) forces(a & 1/137).

Hadrons such as baryons (proton, neutron, A, A, 2, etc. having 1/2 integer
spins) and mesons (7%, 7%, K, p having integer spins) being composite objects
are classified in terms of their constituents: quarks and anti-quarks. They are
spin-1/2 point-like particles carrying fractional charges. There are six types of
quarks with different flavour quantum numbers denoted by up (u), down (d),
charm (c), strange (s),top (¢) and bottom (b). The u, ¢, t quarks carry 2/3 and
d, s,b carry —1/3 units of electron charge. In addition to flavour quantum num-
ber, these quarks carry three colour quantum numbers, namely red (R), blue
(B) and green (G). We denote them by states namely qlf where f =wu,d,c,s,t,b
and ¢ = R, B, G. These states qlf transform like a vector in the fundamental rep-
resentation of SU(ny) group, called flavour group with ny number of flavours.
SU(ny) is a set of ny x ny unitary matrices denoted by U satisfying the con-
dition detU = 1. These transformations are space-time independent, usually
called global or phase transformations. In addition, these states transform like
a vector under SU,.(3) group, called colour group. Hadrons by themselves can
carry definite flavour quantum number and hence the hadronic wave functions
can be non-singlets under SU(ny) transformation. On the other hand, there
is so far no experimental evidence for a hadron with non-zero colour quan-
tum number. Hence, hadronic wave functions are always singlets under SU.(3)
transformations. Mesonic states can be obtained by combining quark and anti-
quark states, i.e., >, qu 16{ > can be a meson with an effective flavour quantum
number obtained using f1, fo and they are colour singlets. Baryonic states are
obtained by combining three quark states, i.e., Zijk eijkqlfl ququ);s where €1,
is anti-symmetric tensor in i, j, k. They are again colour singlets with definite
flavour. The anti-symmetrization of colour indices in the baryonic wave func-
tions is needed in order to preserve the Pauli exclusion principle in the states
with three spin-1/2 quarks.

Though, the static properties of hadrons can be obtained using the flavour
quantum numbers of the their constituents, the nature of strong interaction
force can not be explained by models based only on global continuous sym-
metries such as SU(nys). Understanding the dynamics of the strong interaction
force in terms of the constituents is an important task in hadronic physics. The
task is to look for a suitable gauge theory that describes the dynamics of these
constituents and also the mechanism behind the binding force.

The crucial inputs to construct a suitable theory of strong interaction
force come from various elastic and inelastic experiments involving hadrons.
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Elastic scattering of lepton on a hadron provides low energy description of
hadrons, namely the electric and magnetic charge distributions inside the
hadrons. Consider an elastic scattering process:

e (k)+ P(p) = e (K')+ P(p') (3.1)

where the incoming electron e~ and proton P carry momenta k and p respec-
tively, k¥’ and p’ are their momenta after the scattering. The scattering takes
place by exchanging a virtual photon of momentum g = k’'—k which is space-like
(¢*> < 0). This is the lowest order process in quantum electrodynamics (QED)
where photon interacts with charged particles. The interaction vertex of the
photon with the electron and its propagator are known from QED. It is given
by —iej, A* where j, is the electro-magnetic current of the electron and A* is
the photon field. In QED, the electromagnetic current is given by j, = E’ylﬂ/}
where, v is the wave function of the electron. On the other hand the wave
function of the proton and proton-photon interaction vertex are not known.
They can be obtained by first modeling them based on the symmetries and
then by fitting against the experiments. In other words, one first parameterises
the current of the hadron that couples to the photon in terms of trial wave
functions denoted by ¥(p) and ¥(p') and a set of form factors F;(¢?), (i = 1,2)
multiplying suitable vectors constructed out of p,,, p;” - In momentum space,
the typical interaction term is given by

AT | Fr(@) e+ g FalQ7) o | () (3.2)

where 0, = i[y,,7.]/2, x the anomalous magnetic moment and Mp the mass
of the proton. The scalar functions F;(Q?) parameterise the structure of the

hadron in terms of the scale Q2 = —g?. The elastic cross section is found
to be
o 102E'? {G%(Q% + 87=Gu Q) Lo
= cos” —
/ 4 Q?
Q.dE q [ 5

? 2 PAP ¢ Q2
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where df), is the solid angle of the scattered electron in the laboratory frame,
E’ its energy. We have

_ ¢ greappsn! -
a = - Q° = sin” 7, v =p.q/Mp
~ 2 ~
Ge(@) = Fi(@)- > P(@)
Gu(@Q%) = F(Q)+rF(Q) (3.4)

where x depends on the magnetic moment. The elastic form factors (E(Cf)7
equivalently G;(Q?),i = E, M) describe the electric charge and magnetic mo-
ment distributions of the proton as a function of a scale denoted by @ of the
photon that probes the proton. Experimentally, one finds that Gg(Q?) and
Gu(Q?)/(1 + k) decrease as 1/Q* when @ increases. This implies the elas-
tic scattering cross section falls off rapidly at large angles. The distribution of
these charges in terms of energy easily translates to a spatial picture of the
proton.

We will now study a different kind of experiment called (deep) inelastic
scattering in which the proton is bombarded with very high energetic photon
that breaks the proton into pieces. That is, we consider e~ (k)+P(p) — e~ (k') +
X (px) where X are final state hadrons carrying momentum denoted by px.
We restrict ourselves to inclusive cross section where all the final states but the
scattered lepton are summed over. To lowest order in em, the differential cross
section can be written as a product of leptonic part £,,, and a hadronic part
Wow:

d%o B o?
a9 _ £ & e
LA Eﬁw(k,q)QLlW (¢,p) (3.5)
where
]. Sy — 1/ *
Lu(k,q) = 5Z(U(k,Sz)VuU(k,Sl))(U(k,82)%U(k,81)) (3.6)
s1,s2
1
W (q,p) = SMPWpz:s@,S\JM(O)IpopleV(O)Ip,8)

(2m)*6W (g +p —px) (3.7)
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The lepton part is fully computable in QED. On the other hand the hadronic
part requires the knowledge of the matrix element of electromagnetic cur-
rent J, between proton states. J,, is Hermitian and conserved. Using trans-
lational invariance, J,(z) = e?®J,(0)e""* and the completeness relation

Dpy IPx) (x| =1,

1

Walan) = g [ @0em5 S sl @ L0l (33

Since
[ e 3 ool )7, 0.5} =0 (39)

which follows from energy conservation along with the condition ¢° > 0, we
find

Wola.p) = [ a3 S o [Ju(o), O] Ip5) - (3.10)

S

This commutator vanishes for 2 < 0, so the integral has support only for

z? > 0. To proceed further with the hadronic tensor W, (g, p), we exploit the
symmetries at our disposal such as Lorentz covariance (that is, second rank
nature) of Wy, (q,p), ¢.W""(q,p) = ¢.W""(q,p) that follows from the current
conservation d,J#(x) = 0 and finally parity and time reversal invariance of the
interaction. To this end we parameterise the hadronic tensor as

Wu(q,p) = (—gﬂu+q’;q”)Wl( 2.p%,p-q)

+(pu—%qﬂ)( e qqy)A/}QW( . p%p-q) (3.11)

where W;,7 = 1,2 are called structure functions which are functions of Lorentz
invariants ¢> = —Q?% p? and p - q. Since p? = M3, we suppress obvious p?
dependence in the rest of the analysis. The summation over spin in the lep-
tonic tensor gives traces over gamma matrices which can be easily evaluated.
Substituting the resultant £, and W, in eqn.(3.5), we get in the laboratory
frame,

d*o 402K 9 50 5 Y
aLdE 0% Wa(Q7,p - q) cos §+2 W1i(Q?,p - q)sin 3 (3.12)
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In the above formula, the structure functions W; (i = 1,2) are still unknowns.
Using this formula and measuring the differential cross section, these structure
functions can be extracted for various values of Q% and p - ¢. Alternatively, the
qualitative feature of these functions can be obtained by studying them in the
infinite momentum frame. The study of the hadronic tensor in the infinite mo-
mentum frame where p, component of the proton tends to very large value(say
o0) reveals much simplified form for these structure functions. In particular,
when Q? — oo with the ratio Q%/2p - ¢ fixed, usually called Bjorken limit
(denoted by Bj), one finds

lg?Mpwl(Q2,p~q) = Fi(xBy)
Bj Mp ’ ’

where z5; = Q?/2p-q. In the Bjorken limit, the structure functions are no longer

functions of two invariants @* and p - ¢ but the ratio x5; = Q2/2p - g,called

Bjorken variable. The deep inelastic scattering cross section following form
d’o 402E"? | Mp

0 2 0
- _ 2 .9
l}Br? 0.dE ~ 0 p.qF2($Bj)COS §+—MP Fi(xp;)sin B} (3.14)

implying “scaling” behavior of appropriately normalised cross section in terms
of the the variable zg;. Such a scaling is called Bjorken scaling and deep inelas-
tic scattering experiments at SLAC, Stanford confirmed it. We will come back
to the physical interpretation of this scaling after we study the hadronic tensor
in the Bjorken limit using a more rigorous approach called operator product
expansion (OPE).

3.2 Operator Product Expansion and Parton Model

We have already seen that the hadronic tensor W, (g, p) has support only for
22 > 0. Now we will show that the dominant contribution to the hadronic
tensor in the Bjorken limit comes from the light-cone region 22 = 0. Let us first

find out how this limit can be applied to the integral in eqn.(3.10). Note that

QMP

P -q

q-x= ];W%q(xo —x3) — (zo + x3) (3.15)
P

This implies that it diverges in the Bjorken limit provided xy — z3 is very
different zero. If so, the exponential of ¢ ¢ -  will be highly oscillatory leading
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to vanishing integral. This oscillation gets suppressed only in the position space
x, when 79 — 23 < Mp/p - q and g + 23 < const.p.q/Q?. This corresponds to
the region where 2 < 2% — 23 ~ 0. The region where z2? ~ 0 is called light-
cone region. The summary of the above simple exercise is that the dominant
contribution to W, (¢, p) in the Bjérken limit comes from the light-cone region
of the integral.

The hadronic tensor W, (g, p) can be written as

Wirlon) = o= |Tuld® +i0) Tl —i0] (310
where
i 4 i~:c1
Toap) = gy [ dhee™ 5 S oslT (@)L O) lps) (317

S

In this representation, we can easily apply Bjorken limit as can be shown be-
low. The task now is to study the time ordered product of two electromagnetic
currents on the light cone, that is, lim,2~0 T (J,(2)J,(0)). It is understood that
the currents are already normal ordered. In quantum field theory, care is needed
to define the product of quantum field operators, the composite operators (nor-
mal ordered product of quantum field operators) at the same space-time point.
Same is true for the product of such operators on the light cone. The reason
is that they are often singular and ill-defined and a prescription is needed to
define them. Wilson proposed a systematic method to organise such product of
quantum field operators and composite operators as a series expansion in terms
of well defined local operators with appropriate singular coefficients organised
in such a way that the most singular/dominant terms appear first and the less
singular and regular terms appear successively in the expansion. This goes un-
der the name operator product expansion (OPE). We can now apply OPE to
T (Ju(x)J,(0)) on the light cone. Since incoming leptons are unpolarised, the
leptonic tensor £, is symmetric in the indices p, v and hence only symmetric
part of T}, will be considered for our study below:

lim T (Ju(2)J,(0)) = (9u0y — gm,(r“)Q)(’)L(%O)

2220
+ (g,u)\apau + gpua,uaA - g,u)\gpua2

7g,uua)\8p)og\p($,0) (318)
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where the operators O;(z,0),i = L,2 are given by

Or(z,0) = Z Cz7n(m2)x“1 x0T (0)
O3 (x,0) = > C4,(a%)at - 05% . (0) (3.19)

The local operators Of , . (0) and Og?fl -, (0) are well-defined in the
sense that their matrix elements between physical states are ﬁnlte On the
other hand, the coefficients Cf, (2?),7 = L, 2 are singular when z* ~ 0. These
coefficients are called Wilson’s coefficients. Using OPE on the light cone, the

symmetric part of T},, becomes,

220

: 1 a
lim T{uy} = 7Z(q”qy - nguu> ) Z<p; 5|OL,/L17...7M,,L (0)[p, s)

X Z dixpe' g oL gphin C’g’n(f) — i(gwqpqy + Gprquqr

a,n

1 A
_g,u)\gpl/q2 - guuQ)\Qp) 5 Z<p7 |Oa,upl, i (O)|p, S>

X Z / dzeldTph ... ahrCy , (47) (3.20)

It can be simplified further using the method of tensor decomposition as follows:

iq-x a . 2 e ~Na
/d“xe” gt O (2% = i (—(72> ¢ g C (=)

2 n+1 _
+i (—*> q2{g“1“2q“3~--q“”}SCZ,n(—q2)
+ (3.21)
where the subscript S means symmetrisation of all the indices inside the paren-

thesis. A similar expansion defines Fourier coefficients C’g}n(—qQ), C~'§7n(—q2), e
for the Wilson’s coefficient C§ ,, (¢%). The operator matrix elements can be writ-
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ten as
%Z <p,slO% o (O)ps > =AY (P*)pu, P
;
+B%,n(p2)p2{gmu2pu3 - 'Pun} <
4.
> <pslOR W Olps > = A PR P}
;

+B’S,n(p2)p2{gm2ﬁp”p#3 S D }S

4+ (3.22)

On the light cone, terms proportional to metric tensor in the eqns. (3.21,3.22)
are suppressed because they give contributions that are proportional to z2 or
p?/Q?. Hence only C’E’n(—qQ), ¢4, (—¢) and fl%’n(pQ),/lg)n(pz) contribute to
T{/,LV}(Q7p):

Ty = 2 w"|ewA] ,(0°)CF (=) + duw A3, (0°)CS . (—¢%) | (3.23)
where

_ 2p-gq _ qulv

- ?aeuu*guu_ q2

¢ | Puly + Pty

dy = —Guv — PuPv 3.24
! T (pg)? p-q (3.24)
Translation invariance implies,

T{MV}(—U]) = T{ul/} (w) (325)

It is clear from eqn.(3.23) that Ty, (w) has a branch cut |w| > 1. If T}y (w)
is analytically continued to a complex plan spanned by complex w, then branch
cuts will be along Re(w) > 1 and Re(w) < —1. Consider a contour C enclosing
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the origin and leaving the branch cuts outside. Then,

/dwT{W}(w) _ .1/OodwT{W}(w—i—ie)—T{W}(w—ie)

wm

1
2 / dEE™ W, (6, Q) (3.26)
T™Jo

where £ = 1/w. Using the identity (27i)~! [, w™ ™dw = 6, m—1, we find

1
/0 dejxgjlwuV(mBj7 QZ) = Z |:elJ«VAaL7m71(p2)Cg,mfl(Q2)

a

A8 (P C8 1 QY] (327)

The structure functions satisfy the following relation:
1
/ drpjay;  Fi(zp, Q ZA n(@Y), i=L2 (3.28)
0

The structure functions F;(zpj, Q%) are in general functions of p?, Q% and p-g.
Using OPE, we have shown here that in the Bjorken limit, the Nth moment
of the structure functions with respect to xp; factorises into product of purely
p? dependent functions Af ~(p?) and functions cy ~(@Q?) that depend only Q2.
The hadronic matrix elements, flf} ~(P?), parametrise the long distance physics

of the process. On the other hand the Wilson’s coeflicients C’f ~(Q?) capture all
the short distance part of the process. The scaling behaviour of the structure
functions in the Bjorken limit now corresponds to situation in which the Wil-
son’s coefficients become Q2 independent when Q? — oco. Hence, any candidate
model or a theory for strong interaction force should result in Q2 independent
Wilson’s coefficients for the structure functions F;(xp;, Q?).

Let us now express the differential cross given in eqn.(3.14) in the Bjorken
limit in terms of these structure functions:

4a2E’ 2Mp. 5 0
B a0, dQ i / dy/ deyFo(y)|[ =g g ot 3000 = Ao, —v2)

! 102E? 2,0

(3.29)
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The above result offers an elegant interpretation: let us recall the expression
for the elastic scattering cross section for a point like particle, that for the for
process, € + it — e + p, we have

d%o 40?E? | 2Mp L0 2 L0
aLdE O ?25(172’)(308 §+M—P5(1fz)s1n B (3.30)

where the dimensionless variable z = Q*/2p,, - ¢. Comparing eqn.(3.29) with
the eqn.(3.30), we find that the inelastic scattering in the Bjorken limit can be
thought of as the weighted sum (integration) of elastic scattering cross sections.
The weight factors here are nothing but the structure functions that depend
on the variable y = zp;/z. Since the cross sections are basically probabilities,
the weight factors can be interpreted as some probabilities. This simple minded
interpretation of the deep inelastic hadronic cross section in the Bjorken limit
in terms of elastic scattering cross sections of point like particles leads to a
picture of hadrons at high energies (Bjorken limit belongs to this category)
which goes under the name Parton Model. In this model, the hadrons at high
energy or equivalently at short distances are described in terms of what are
called free partonic states. These states correspond to elementary point-like
particles, called partons that constitute the hadrons. These free partons can
interact with other standard model particles through electromagnetic (em) or
weak interactions. For example an electrically charged parton can interact with
a photon through em interaction and with Z boson through weak interaction.
Since the model does not contain any mechanism for the binding of nucleons
at low energies, the corresponding long distance physics of these partons is
parametrised in terms of some unknown quantities which are usually extracted
from the experiment. The above picture of hadrons in terms of free partonic
states can be easily justified by studying the inelastic cross section of hadrons
in the rest of frame of the virtual photon. In this frame, the hadron is Lorentz
boosted which leads to length contraction of its size along the boosted direc-
tion. This reduces the distance traversed by the electron during the scattering.
In addition, the internal interaction of the partonic states, which is responsible
for binding the partons inside the hadron, is time dilated. This means that
the partonic states live longer than the time scales associated with the inter-
action of an electron(i.e., the virtual photon) with the single partonic state.
Therefore, the electron or equivalently the virtual photon scatters off on only
a single partonic state. The scattering cross section is then proportional to the
probability of finding this partonic state in the proton. Hence, the hadronic
cross section is incoherent sum of cross sections of various partonic states of
the hadron with appropriate probabilities. If we denote fa /n(y), the probability
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of finding a partonic state a inside the proton with momentum fraction y of the
proton momentum and d&.,(z, @?) the elastic cross section of an electron on
the partonic state, then the inelastic cross section in the Bjorken limit is given
by

llmdaeh xBJ? Z/ dy/ dzfa/h dae(L(Z Q ) (J:BJ —yZ) (3 31)

Note that the above formula is a generalisation of the result given in eqn.(3.29)
with F; replaced by f, /n and terms within the square brackets replaced by
dGeq. Here fa /n(y) is called parton distribution function. It depends only the
type of parton a and the hadron h and they are process independent. These
functions can not be calculable within the model and hence should be extracted
from the experiments. On the other hand, dé..(z,Q?), called partonic cross
sections, which result from the scattering of point-like partons with electron
through electromagnetic and/or through weak interactions. The above formula
reproduces the scaling behaviour of the deep inelastic scattering in the Bjorken
limit given in eqn(3.29). It is straightforward to relate the hadronic structure
functions Fj(y) with the partonic distribution functions f, /n(y). In the case of
proton, the structure functions can be expressed as

Fi(zp;) = % Z eifa/P(ﬂﬁBj) (3.32)
a=u,d
FQ(ZBJ') = ZL’BjFl($Bj) (333)

where we have assumed that the proton is made up of "up”(u) and ”down” (d)
type partons inspired by the classification of hadrons in terms of quarks.

3.3 Gauge Symmetry

In this section we will study the role played by gauge symmetry in constructing
classical actions that can describe various forces of nature. Let us first study
the theory of electrons and electromagnetic fields. The classical Lagrangian that
describes free electrons is given by,

Ly = P)ig — ml(a) (3.34)

where v is a 4-component Dirac field, m their mass and ¢ = +,0". This La-
grangian is invariant under global (space time independent) transformation
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given by:
P(xz) —  eMp(x) (3.35)

') is an element of a one parameter unitary group denoted by U(1). However,
it does not have local U(1) symmetry. The local symmetry corresponds to
replacing the parameter A by the one which depends on both space and time,
i.e., A = A(z). Because of the derivative which can now act on A(z), the free
fermion Lagrangian is no longer invariant under this local U(1) transformation.
The local U(1) invariant (ie., gauge invariant) Lagrangian can be constructed
provided one introduces local vector fields A, (x) (also called electromagnetic
gauge field) with the transformation law under local U(1) given by

Au(z) — Au(z) + 0\ (z). (3.36)
The following Lagrangian with these gauge fields

P[i(§ — ief) = m] (3.37)

is invariant under the combined transformations, given by eqns. (3.35,3.36),
usually called U(1) gauge transformations. Notice that the second term in the
eqn.(3.37) describes the interaction of electrons with the gauge fields with the
interaction strength given by e. In the quantised version of this theory, the
gauge fields will correspond to photons. The kinetic part of the gauge fields can
be obtained from the following gauge invariant Lagrangian:

1 174
_ZFWFH (3.38)
where
F, = 0,A,—-0,A, (3.39)

The U(1) gauge invariant Lagrangian describing the theory of electrons and
the em gauge fields is given by

Lopp = TlHF—ieA) —ml — 1 PP (3.40)

We would now like to study how the above construction can be generalised to
cases where the gauge symmetry is SU(N). In other words, we will construct,
in the following, a local SU(N) gauge invariant action. Before we do this, let
us very briefly review the groups U(N) and SU(N).
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Set of N x N unitary matrices forms a group called U(NN). Elements
of U(N) satisfying detd = 1 form a sub group called SU(N). An element
of SU(N) group depends on N2 — 1 (unitarity gives N? real constraints and
unit determinant given one real constraint) independent real parameters. An
element of group can be obtained by parametrising it infinitesimally close to
its identity element. For example, we can write this element as

U=1-iecw

Here € is a small real parameter and w is an N X N matrix. Unitarity of these
elements give

UTU =T +ie(w’ —w) + O(2)
which implies that w is hermitian, w! = w. The condition det/ = 1 implies
that w is traceless. Since one requires N? — 1 independent real parameters to
parametrise each element of the group, we can expand w as

NZ-1

w = Z T

a=1

— €aT(l
These matrices, T, are called generators of the group and they are nor-
malized as
Tr(TT®) = Ty6%.
where Ty = 1/2 and they form Lie algebra given by
[Ta’ Tb] _ ifabCTC

Here f¢ are called structure constants which are real and anti-symmetric in
all the indices (abc).

We will take ¢ to transform under fundamental representation of SU(N)
so we require N fermionic fields t;(x) with ¢ = 1,..., N. The transformation
of these fields under SU(N) is given by

N?-1 N

Spi(x) = (@) — vilw) = =i D D e(T)ijeh; () (3.41)

a=1 j=1

In the following we will use the summation convention for both ¢ and a. It
is easy to see that the following Lagrangian is invariant under global SU(N)
Symimetry,

P(i§ — ml)y (3.42)
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where we have introduced matrix notation for the fermionic fields:

U1 (x)
v = ], W) = (i), ok(@) ) (3.43)
YN (x)
The local gauge invariant Lagrangian with N fermionic fields can be achieved

by introducing N2 — 1 gauge fields denoted by A witha=1,..., N? — 1 with
the transformation property

1
SAS = — =0, — flaP AL (3.44)
Js
It is a straightforward exercise to show that the Lagrangian given by

P[i(1g — igs A°T*) — mI]e (3.45)

is invariant under the local SU(N) transformations given by eqns. (3.41,3.44).
Analogous to the tensor field F),, () given in eqn.(3.38), the kinetic energy part
of the SU(N) gauge fields can also be constructed using N? — 1 second rank
tensor fields given by

Fl, = 0.A, —0,A; + gsfabcAZAi (3.46)
Since Fy, transforms as
a __ ‘a a _ abc b c
5F,uy - F,uu(x) - F,uv(x) - _f F;u/(x)e ((E) (347)
under the transformation given by eqn.(3.44), the following action
1 v
—5TrlF, T F" b0 (3.48)

is invariant under gauge transformations.
The complete SU(N) gauge invariant action is given by

Lym = —%Tr[F;VTGFWbTb] + Yi(1g — igs A*T*) — mly (3.49)

The above Lagrangian is usually called the Yang-Mills (YM) Lagrangian. Since
SU(N) is a non-Abelian group, the SU(N) gauge symmetry is called a non-
Abelian gauge symmetry and the gauge fields are called non-Abelian gauge
fields. Notice that the action describes not only the interaction of N fermions



98 3. Perturbative Quantum Chromodynamics

with N2 — 1 gauge fields, but also describes the interaction of gauge fields
among themselves. The interaction of gauge fields among themselves comes
from terms proportional to Fi¢,(z) in the action eqn.(3.49) which contains a
term g, f**¢ Ab, (z) AS () (see 3.46). This feature is characteristic of theories with
non-Abelian gauge symmetry. Since the theory of electrons and em gauge fields
has an invariant Abelian symmetry i.e., U(1), the em gauge fields do not interact
with each other. We will show that the non-Abelian Yang-Mills Lagrangian with
N = 3 can describe strong interaction dynamics. In the following we describe
the quantization of classical Yang-Mills action:

Syar = / A4 Ly p (A (2), (), (), m, g2) (3.50)

In the canonical formalism of quantization, one replaces the classical fields
by operators and their canonical commutation relations with their conjugates.
The equations of motion that result from the least action principle and their
solutions in the Fourier space, subjected to the canonical commutation rela-
tions, lead to set of operators that can create and annihilate single particle
states. Using this approach one can compute propagation of the quantum par-
ticles and their interaction in terms of the scattering matrix, called S matrix.
The S matrix elements are nothing but the residues of vacuum expectation
value of time ordered product of quantum field operators on the mass-shell. An
alternate approach to quantization is the path integral formulation, in which
the quantum fields are treated as commuting variables/functions. The quantum
vacuum expectation value of time order product of quantum field operators is
given by

OIT (g, (1) - @5, (2n)) [0) = (D5, (21) .. By, ()
where
0i(z) = {9 (), 9 (), A} (2)}
|0) denotes the vacuum, and T' means time ordering of the operators. It is also

called Green’s function in the literature. The path integral formalism provides
a prescription to compute these Green’s functions:

_ JIL, D®; @j (21)... 95, (xn)eis[{q>}]

<(I)j1 (x1)... @5, (zn)) f Hz Dd; eiSHeY
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! The momentum space Green’s functions can also be obtained using path
integrals as

$ 3 JTLD®: @, (k) ... &, (kn)eSEP]
(@), (k1) ... By, (k) = inDEI;i el

where the Fourier components ®;(k) are defined by
d;(k) = / d*ze* T, (z)

The generating functional to compute the Green’s functions is given by
) d*k ~ ~
2070 = [ TIPBweap i@+ [ 5 Ti-0E,0

where jl are the source fields. Using,
8.J;(k1)
0J;(k2)

= (2’/T)4($(4)(k1 — kg)él-j

we obtain,

(@, (k1)...B; (k) = Z%(H(i(gw)ﬁi(%(‘s_lﬁ))...(i(?ww)

Z({J}) (3.52)

{Ji}=0

IThe path integral measure [ D®; can be visualised if we replace the continuous the space-
time by a 4-dimensional lattice with a lattice constant a (distance between two neibouring
lattice points). That is,

" = (a no,a n1,a n2,a n3)
where a is real and n; are integers. We will suppress the label ¢ on ®; for notational clarity.
The fields are given by
() = Png,ny,n0,n3, (3.51)
/d4m —at Z
nop,n1,n2,n3

and the measure f D® takes the form

/ch->/ [T d®npninomns

no,n1,n2,n3
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We will interrupt the discussion of Yang-Mills theory to exemplify the calcu-
lation of the Green’s function by the path integral method in a simpler case
of a real scalar field and calculate the 2-point Green function G2 (p1,p2). This
2-point function is also called propagator of the theory if it only involves the
free part and does not include the interaction terms.

The free part of the action is

5= [ s [;as(x)(a?  m?)g(a) + J(2)é(x) (3.53)

where we have introduced the source field J(z) and m is the mass parameter in
the Lagrangian. To express action in ¢, the Fourier transform of ¢, we substitute

4 ~
o = [ e

J@) = / (;iw];4e_ik'$f(k)

in the above expression. We can do the integral over = using the definition of
Dirac delta function

/d4x e ikithe)z (2m)26% (k1 + k2),

and use this delta function to integrate out one of the momenta and obtain

1 [ d% 1~ ~ =
So = 5 [ (amys [FRMWIIE + 2705

1 [ d* .
= 5 [ Gyt [T 0T

+ (B + T(=k)M 1 (k)) M(R) (3(k) + T(R) M~ (0))]

where M (k) = k? — m?. Note that M (k) = M(—k). We can now do a change
of variable by defining

¢'(k) = o(k)+M ' J(k)
F(=k) = S(=k)+MJ(=k)
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Substituting this in the expression of generating functional and doing the path
integral over the fields we obtain for Zj,

2T} = N eap |- [0 [ R (om)i5t ks + )

xj(—kl)M_l (kl)j(_kQ)]

where N is a normalization factor. From this we can obtain the two point Green
function.

com) — (i) (o) 217
G*(p1,p2) = Zo[0] ( i(2m) 5}(_p1)> ( (2m) 5j(—p2)> 2

J=0
= i(2m)'6" (p1 + p2) M (p1)
Substituting M~ = 1/(k%? — m?) we get
- i
Gz(pl,pg) = m(27)454(p1 +p2) (354)

With this experience let us now continue with Yang-Mills theory. To proceed
further with the path integral approach, we split the Lagrangian as

SHeH = So[{®}+ Sr[{®}] (3.55)

where the first term Sy contains terms which are quadratic in 5, for example
it contains terms of the form ®,(k)®;(k’). Sy contains the rest. In the case of
YM Lagrangian, the Sy is given by

%WWAﬂ:=/¢ D) (i — m) ()

—i (0, A%(x) — 0, A%(x)) (9* AV (x) — 8 A" (x)) | (3.56)

and Sy is given by

St W?¢7Az,gs,m] = Sd),A va,Afugs] +SA3 [A,?ugs} + SA4 [Aﬁags] (357)

where Sy, 4 describes the interaction of fermions with the gauge bosons and
S a3 and S4a are triple and quartic gauge boson interaction terms.
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The free action Sy can be expressed in terms of Fourier components of the
fields as

Sfhoa] - if (;lﬁ’j [w(—k)(lé—m)w(k)

+%/TZ(—I€) (kK — K2gh) A%(k) (3.58)

Notice that the above integral exists only if (f —m) and (kHk” — k2g"") are
invertible. The fermionic part My (k) = f —m has an inverse f + m/(k* —m?).
On the other hand the corresponding part of the gauge fields given by

My(k) o % (K"k” — k*g") (3.59)

does not have inverse since dotting it with k, gives zero, and hence the path
integral for the gauge fields is ill-defined.

3.4 Gauge Fixing

In the previous section, we found that the path integral for the gauge fields
is ill-defined. We will now try to understand the reason behind this. This will
also help us to construct well defined Green’s functions of the gauge fields.
In the following we restrict ourselves to physically relevant quantities such as
expectation value of the product of gauge invariant operators [[, O;(z;). Few

examples of O;(x;) are Fyj,(z)F**(z), Y(x)i(P — igs A®(x)T?)(z). Since the
fermionic part of the action does not play much role in the following discussion
we drop them and keep only gauge fields in the action. Now, in the Fourier

space, we have

<H151 (kﬁfi» _ [ DA ST, Oy (k, A)

L (3.60)
fDAﬁelSA(Aﬁ)
The gauge field Af(x) and the gauge transformed Aﬁa () given by
Al(x) = —=(3U) U +UA,(2)U (3.61)

9s

obtained by the finite SU(N) gauge transformation U(0) = exp(—igs0®(x)T?)
are said to be in the same gauge orbit. Since they describe same physics, A,,(z)
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and AZ(m) are called gauge equivalent gauge field configurations. Notice that

the action as well as the composite operator 6l(k7gft) are gauge invariants.
On the other hand the measure does depend on the gauge parameter. We can
write the measure as

DZ;; ~ DAz\mqungrbit (3.62)

then we observe that the integral over Dgﬁlgrbit part of the measure in the

numerator (N) as well as in the denominator (D)of the eqn.(3.60) gives di-
vergent contributions. This is the reason why we obtained an ill-defined path
integral for the gauge fields earlier. Notice that even though the A and D are
individually divergent, the ratio N'/D is well defined and finite. If we can man-
age to factor out the divergent (ill-defined) parts from both N and D of the
eqn.(3.60), cancel them, then the remaining numerator and denominator are
finite. The resultant path integral is well defined and suitable for computation
of gauge invariant objects. This can be achieved by the method called ”gauge
fixing”. Gauge fixing involves path integration over inequivalent gauge orbits.
One has to do this in such a way that the result is independent of the choice
of the path. It can be achieved by doing the integrations over the path that
intersects the gauge orbits only once. we know that each point in the group
space is parametrised by N2 — 1 independent variables. Hence, we need N2 —1
conditions to define a path in the group space. Also, these conditions have to
be gauge dependent. The gauge fixing conditions can be written as

G*(Au(z)) = B*(2), a=1,---N?~1 (3.63)

where G®(A,(z)) are single valued functions of Af(x). The choice
G(Ayu(z))) = 0,A"(z) is called Lorenz gauge and G®(A,(z))) = n, A" (x)
(where n is an arbitrary vector), the axial gauge. We have to implement the
gauge fixing conditions to both A" and D of the eqn.(3.60) in such a way that
the numerical value of N / D is unaffected.

Let us first prove the following identity:

/datl/de(S(fl(xl,xg))(S(fg(xl,xg)) ldet (g;)] —1 (3.64)

2

where,

g of of:
o 83:; 81132
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and (29, 29) is the unique solution to the equations f; = 0, fo = 0. The identity,
eqn.(3.64), can be easily proved by defining

fi(z1,m2) = u, fa(z1, @) =

and using the Jacobian of the transformation:

dudv = ldet <6{>] dridxs
ox

If (29, 29) are the unique solutions to the equations
fl(CC(l),l'g) =0, f2(x(1)7x8) =0
then, the eqn.(3.64) becomes

/ du / dvd (u)5(v) = 1 (3.65)

The generalisation of the above identity is given by

N ~
/H(da:ié(fi(:f))) [det (gi_;)] =1 (3.66)

—

where Z is the unique solution to the equations f(Z) = 0. The above identity
involving parametric integrals can be generalised for functional integrals:

/ D6 [ 5 (é“ (k 2;39) - E“(k)) det
a,k
Inserting the above identity in eqn.(3.60), we find for the numerator,

N o= [o8 [ DR[O (k) 51
l

0

aé(ﬁgg)

Ly (3.67)
00

«I[s (éa (k Z‘;g) - Ea(k)) det [/c (7‘39)} (3.68)
a,k
where,

K (~“ ) - % (3.69)
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Since
DAY =DA%,  Oi(k, A% = Oy(k, A%),  Sa [Zﬂ:@ [Zgg} (3.70)

the eqn.(3.68) becomes,

/ DO" / DAY, k A )eigA[AZe]
<[5 (éa (k Aﬁe) - Ea(k)) det [/c (%)} (3.71)
a,k

Since A}, is dummy variable inside the functional integral, we can make the
replacement: A7, — A% which gives,

{ / DG“} / DAY Hol k A“) i5a[ A7)
< JTo (G (k. AL) = Be(h)) det |1 (A5)] (3.72)

Notice that [ DO has factored out from the rest of the integral. Similar exercise
for the denominator also results in an integral where the same 6 dependent
measure factors out and hence we can cancel this in the ratio N'/D.

We use the following integral representation for det/C so that we can apply
standard techniques of path integration formalism.

X Xelk1)Kea (b, hz, A ) gd(k2)> (3.73)

where Y% and %‘; are anti-commuting variables called Grassmanian variables.
We also insert the identity,

/DB“@:Ep( 26/ d4k’ B B“(k)) =1 (3.74)
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to express the Dirac delta function in a form suitable for computation. Here
¢ is an arbitrary parameter but our final results do not depend on it. Using
eqn.(3.73,3.74), we find

N N
<H o, (Au>> == (3.75)
where N = N'/D§* and D = D/D6". Hence
N = /Dﬁg/piapgbﬂ@ (k,ﬁ;‘;)
!
X exp lz <§A {Zlﬂ + ggp [Ah;a&b] + §GH {EZ] ) (3.76)
D = / DA / DY DY’
X exp lz (gA {AVZ} + gGF [A‘;ﬁ;a,%b] + §GH {AVZ] ) (3.77)
The various pieces of the action are given by
o ~CL 1 d4k ~CL ~CL ~(1 ~(1
Sor [4z]) = -3 / GO R ARG Ak (378)
Seu |A X% = —i A [ Ak = Kea (K1, k2, A%) Xa(k
GH[ wr X 7X} = -1 W WXC( 1) cd( 1, R2, #)Xd( 2)
(3.79)
Let us now compute K4 for the gauge fixing condition:
G*(A}) = 0, A" (x) (3.80)
This implies
0G* (AZG) = 0"0AL,(z) (3.81)

where

DH5A%y () = 8766% () — go 0" (ALy(2)50°(x)) (3.82)
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In the momentum space we find,

Ak~
(2m)*

5Ge (k,ﬁ;e) = K200°(k) + igs fo0 ke / Ay (=1 + k)56°(k1)  (3.83)
This implies

Ta 5éc(k) 2 4¢(4
Kea(k, k', Afp) = 500R) k2 (2m)* 0@ (k — k')dcq

+igs fkP AL (K + k) (3.84)
Substituting the gauge fixing condition in the momentum space given by
G*(k, A},) = —ik" A (k) (3.85)

in the eqn.(3.78), we get
Ser A" Y / d4k k)kF kY A% (k) (3.86)
This additional term modifies the quadratic part of the path integral action as
MY = —k*g" + (1 — g) kr kY (3.87)

which is invertible. Hence, using the method of gauge fixing, the propagator of

the gauge fields can be computed. In fact, the entire path integral in terms of

N and D is well defined and now suitable for further computation.
Substituting Eq. (3.84) in Eq. (3.79), we get

~ ~ —a d4k. d4k
a T ob i 1 2= 2 45(4
Sau [A,“X ,X] = —z/ o) / o )4X0(k1)lkl(2ﬂ) W (ky — k2)beq

igs fkE A%y (—ka + K1) | Xalks) (3.88)

The fields appearing in the eqn.(3.73) are anti-commuting variables, usually
called Grassman variables or fields. The first term in the above equation de-
scribes the kinetic part of the Grassman fields Y, and Xq. Even though these
fields are anti-commuting (fermonic fields), their propagation is bosonic in na-
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ture. Hence they are called ghost fields. The second term describes the inter-
action of the ghost fields with the gauge fields.

3.5 Regularisation and Renormalisation of YM
Theory with nny Fermions

In the last section, we demonstrated the quantization of YM theory using path
integral approach. We also derived Feynman rules to compute gauge invariant
products of quantum field operators. Using these Feynman rules, it is straight-
forward to compute observables such as scattering cross sections, decay rates
etc. We can apply the standard techniques of perturbation theory treating the
coupling constant g as an expansion parameter,

We know from quantum electrodynamics, the quantum corrections that
enter via loops are often divergent. It comes from the large momentum region of
the loop momenta and is called ultra-violet (UV) divergence. This remains to be
the case for quantised YM theory as well. The standard approach to deal with
UV divergences and to make reliable predictions involves two important steps:
regularization and renormalization. Regularisation involves modifying the the-
ory by introducing a suitable regulator so that the loop integrals appearing in
the quantum corrections are made finite. The next step involves redefinition of
fields and parameters of the regularised theory in such a way that the physical
predictions of the theory are finite when the regularization (regulator) is re-
moved, this is called renormalization. This redefinition is allowed because the
parameters and fields appearing in the Lagrangian are not physical observables.

We will use dimensional regularization as it preserves all the symmetries
of the theory. Here, the space-time dimension is taken to be n = 4 + ¢ with
€ < 0 which regularises the UV divergences appearing in the loop integrals.
The renormalization is carried out by writing the original Lagrangian in n
dimensions as follows:

L = ER [wR»ERvAZ,va(]l%aY?{vgsn,RamRagRanvﬂR]

+£C [¢R7 ER7 AZ7R7 X%a Y(}l% 9sn,R, MR, €Ra n, Zia UR] (389)

where, L is obtained by simply replacing all the parameters and fields by the
respective ones with the subscript denoted by R. That is,

Lr(®Pr,ar,n, pir) = L(® = P, a0 = ag,n, jt — [iR) (3.90)
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with ® = {¢, 1), Al x® X"} and a = {gs,m,§}. L€ s so chosen that it preserves
all the symmetries of the theory. We define,

L = (Zo— V)r(id — mp)Yr — Zo(Zm — 1)mrY ¥R

(222523 = 1) gon ROR AT U
]' a a rva 174 a
—1(Zs = (0,47 5 — 0,45, ) (0" A — 9 AR

(24 2 = 1) gun.nd (0,45 5 — 0,45 ) A A%

DN | =

= (ZoZ5 = 1) g2 n ™" [ A R A R Al AT

=] =

+(Zs = 1)i 0" XhDu
~1 ~ 1
(25 273 1) igon n S "0 XX p A (3.91)

In n-dimension, the coupling constant has mass dimension [M](*=™)/2, We de-
note this dimensionful coupling constant by gs, g. This can be written in terms
of a dimensionless coupling constant using

4—n

gon.k = Pg" s r(1HR) (3.92)

where pp is an arbitrary mass scale and g, R(,u%,-c) is a dimensionless coupling
constant. It is straightforward to show that after rescaling all the fields and the
parameters as

1/2 4q a 1/2
23740 = AL Z3*pr = b,
51/2 4 a ~1/2_q —a
Zs/XR = x% Zs/XR:Xa
4—n
ZV%0n = 9Pz, Ztp=¢  Zuymp=m (3.93)

we reproduce the original Lagrangian in n dimensions,
£R+£c = C(@,w,AfL,X“,X“,gs,m,f,n,,u) (394)

In the above we have introduced a scale p so that g, is dimensionless in n-
dimensions. In the following we will use the Feynman rules derived from Lp
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and L€ to compute the Green’s functions. The difference in this approach is that
we will be computing all the Green’s functions in terms of the renormarlised
parameters and fields and the results will explicitly contain the unknown con-
stants Z; and Z;, which are called renormalization constants. Our next step is
to make various Green’s functions finite, which were originally UV divergent, by
adjusting the Z; and Z; suitably. We determine some of these renormalization
constants order by order in perturbation theory in what follows.

In the following we will restrict ourselves to the determination of the
renormalization constant Z, which defines the renormalised coupling constant.
This is done by computing Z5, Z3 and the combination (Zng)%ZQ. Zs and Z3
are computed using one-loop corrected self energy of the fermionic fields and the
vacuum polarization of gauge fields respectively. The combination (Zng)%Zg
is determined from the one loop corrected fermion-antifermion-gauge boson
vertex.

The vertex contribution comes from two different Feynman diagrams,
namely

igsn,RFTij = ggn,R (TaTCTa)ij Iy (3.95)
where,
- / A"k el (H+ v + 927" (3.96)
(2m)" k2(k 4 p1)*(k + p1 + p2)?
and
igon, 7y = —igS, m S (T°T"),, 18 (3.97)
where
= / A"k o (¥ + P2)vsT5" (k. p1 + pa, —k — p1 — pa) (3.98)
(2m)m k2(k + p2)?(k + p2 +p1)?

with
DoH (1, ko k) = [gP (k1 — ko)™ + " (ka2 — k3)? + g°P (ks — k1)"]  (3.99)

Using Feynman parametrisation and integration in n dimension give

/ d”k PR — I (3.100)
2m)" k2(k+p1)2(k +p2 +p1)2 YV IR .
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where
B i (=2p1-p2\"*TPT(3 = n/2)2(n/2 - 1)
T = 1672 ( 4r ) I(n—2)
Guv
x [(n T 4)] (3.101)
i (=2p p2 "B - /2% (n/2 - 1)
Tl = g ( Ar ) T(n-—2)

oo e (= * 3w e (o)

1 1
+(p1p,p2u +p1up2u) <7’L 4 + 2(7’L — 2)):| (3102)

Using these results we obtain,

o i (=2 PP /2T (n/2 - -2,
LUV 1672\ 4r T(n - 2) n—4'
) n—2
= e/l
—i 2 2
Yoy = ——fiafa 1
2,UV 1672 fiaf <(n ) — ) + o= 4) (3.103)
where

. ) n/2—2 2(n/2 —
fro = (211; p2) (3 —n/2), fn= W (3.104)

Using the identities

1 )
(TT°T*)s5 = <TC (2CA + TaT“)) Ty = 5CA(T)i;
9

(3.105)
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where Cy = N, we get

igon 00ty = igenn (TS0 + T 1n) (3.106)

. " { n—2 c 1 arpa
ngn,RFéLj’,CUV = ggn,R’yl (_ 1672 lefn) |ffL ) (T <_20A + 71T )) -
ij

" <(n - 22)?71 5 " n - 4) ;CA(TC)”} (3107

The gauge boson contribution to vacuum polarization is given by

1 d"k 1
g _  __ fcad gdbc 2 /
pv,ab 2f f 9sn,R (27T)n k.Q(k +p)2

XFS,)\MU(k7p7 _k - p)rg,u)\(k + b, —Pp, _k) (3108)

Using,
A Rk, G (2w _n
/m)n k+p)? 167r2f1’f"( L “’“p”) 2(n — 1)(n — 4)
'k k, i 1
/(27r)" k2(k +p)2 _167r2fpfnp” (_ n4>
d"k 1 i 2
—-_ = = — - 1
/ (2m)™ k2 (k + p)? 1672 Todn ( n— 4) (3.109)
where
2\ n/2—2
o= (L) (3.110)
we obtain,

) 1 1
119 _ _ 2 cad pdbc "
nv,ab ( 167’(‘2) gsn,Rf f fpf n—4 2(71 — 1)

X [ (=p?) (60 = 5) + pup, (Tn — 6)] (3.111)
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The fermionic contribution to vacuum polarization is given by

- wrin [ A"k [T (wby(H + )
0w = —9mr(T Tb)“/ (Ww{ B+ p)? ]

) 4
= 16n 295n R(TaTb)ufpfn (_4)

n—2
X (_n — 1> [—pQgW + p#py] (3.112)

The ghost loop contribution to the vacuum polarization is

th y = anRfaCdfbdc/ d"k |:k,u(k+p)u:|
ur,a sn,

(@m)™ LR2(k +p)?
i ac C 1
= W.fpfnggn,l%f afhd m
X (g (=D%) + pupu (2 — )] (3.113)

We finally arrive at

Hl“’y”'b = nu, n.b + H‘u‘u ab + H/,u/ ab
1 @b 2
= nYsn,R7 1N/ A\ 7T i(8 — 4 - v v
o el =y [T a8 — A (P e + B
£ (30 = 2) (<P g + b )] (3.114)

where n is the number fermion flavours in the theory. To compute Z; we need
to compute the self energy of the fermion:

d"k vt
—g? Taa i./iﬂi
gsn,R( ) J (271')77‘ kZ(k +p)2

= 16 2 fpfngen R(TaTa)ljﬂ( Z) (3115)

i

The renormalization constants Z; and Z; in £¢ are fixed by demanding that all
the Green’s functions of the theory are finite. There is of course orbitraryness in
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determining these constants because they can contain finite terms in addition
to UV divergences when the regularization is removed. This leads to various
renormalization prescriptions or schemes. We will use modified minimal sub-
traction (M S) scheme in the following. We can use fermion-antifermion-gauge
boson vertex, gauge boson propagator and the fermion propagator computed
to one loop level along with the contribution coming from the Lagrangian £¢
to determine the renormalization constants Z,, Zo and Zs. We find

ny (T*T"),. (4n — 8)

(za-1) = (S 1
1672 777" (n — 1)(n — 4)

+fcadfdb0(3n o 2)] }

MS

ggn,R n—2 ara
5 (z-1) = Y qetnn | (223) aern, ]
MS
c 1 aa n—2
<T (20A+T T >),»jn—4

%CA T <(n - 22)?71 5 ta i 4)] }(3‘116)

MS

c % % ggnR
T5 (22 7:-1) = (ks

In the above, the subscript M S means that only those terms that diverge in
the limit n — 4 and those terms proportional to log(4m) and Euler’s constant
~vE are kept and rest of the terms are set to zero. This prescription defines the
renormalization constant in M .S scheme. We find

_ o 9sm(uR) (8 o 10 N1
Zs = 1+ 752 \3wlr—30);
2
\ 1
Z, = 142800 ’1’36;“23) (2Cr)
1 i gsR(/ﬁR) 1
227,72 = 72, =1+ 28R 90, 4 90, 2 3.117
g 4243 1 + 167T2 ( A+ F)é ( )
where
1 1 €
Z=: (1 + 5 (~In(4m) +7E)) (3.118)
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This implies

f z
Zgé = 1;
272
2 2
95 r(1R) (11 4 1
S R A2 B O ) ) [ 3.119
T (3A3”ffé (3:.119)

Notice that in M.S scheme, the renormalization constant contains a finite piece
(= In(47) + vg)/2 along with a divergent piece 1/¢ in four dimensions.

Recall that the renormalised coupling constant gs p(u%) is related to
gs(p?) through Z, as follows:

2 _%_Z% 2 1 2 2
gs(p)p~2 = Zg gS,R(NR)ﬂE 9s. R(KR) R

€

(3.120)

In the next section, we will study the scale dependence of the coupling constant
using renormalization group equation.

3.6 Asymptotic Freedom

In the last section, we derived the renormalization constant Z; in M S scheme
using dimensional regularization. If we define as(u?) and a,s(u%) by

20,2 2 (2
o9y g5(p?) 2y gs,R(MR)
aS(M ) - 1672 ’ aS(NR) - 1672 (3121>
we find from eqn.(3.120)
~ — & ]. —£
ol s = 2, (0,4), 2 ) ol (3.122)

The fact that the left hand side of the above equation is independent of the
renormalization scale g, gives what is called renormalization group (RG) equa-
tion. Since

da
2 s
— =0 3.123
we get
das(p1%) (&‘ dlnZ )
2 00s(VR 2 2 g
1 =as(ug) | 5 —n (3.124)
Bduy \2 TR duy,
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Defining the beta function B(as(u%)) through,

da,
u%ggg— = Blas(pZ))
= =) al(up)Bi (3.125)
1=0

and using the one loop result for the Z, given in eqn.(3.119), we can compute
Bo as:

11 4
Bo=—Ca— znsly (3.126)
3 3
The solution to eqn.(3.125) is given by
2 as (1) 2(,,2
as(Q°) = + O(a; (1)) (3.127)

1+ Boas(pg) In(Q?/15)

The renormalised mass m(p%) is related to 7 (u?) and is given by

1(p?) = Znm (as(u?z), i) m(p%) (3.128)

The renormalization group equation for m(,u%%) is given by

5, dInZ,, 5 dlnm

1 7 =0 (3.129
B dps, " du )
We now define
dln Z
2 m 2
2 = ImlGs(ft
W (0 (43))
= Y AW a (uh) (3.130)
i=1

where 7, is the anomalous dimension of the mass m. To order a,(u%) one finds,

Zn = 1= "Cra(u}) +Ola?)

6
InZ, ——Cras(p%) (3.131)
€
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This implies
5 dInZz,, 6CE

MRW = *Tﬂ(as)
B _60pa € ,dlnZ,
N e \2 TR oAy
= —3Cras(u%) + 0(a?) (3.132)
From this result, we find,
W) = —=3C (3.133)

The solution to the eqn.(3.130) to leading order is given by

a 21\ 3Cr/Bo
m(Q?) = m(ud) (a:((c,jg))> + O(a?(ud)) (3.134)

In M S scheme, the renormalization constant takes the following form:

2 2
Z (0.9, 2.6) =147 (00043, 73 (s 05,).)

€ €2
where, £ is the gauge fixing parameter. Differentiating eqn.(3.135) with respect
to &, we get

das 1 (dZ_4 dag 1 [dZ_» dag
- —as+Z_ — | —as+ Z_ L=
df+e<d§“ 1d§>+e2(d£a+ 2d§>+ !

+... (3.135)

where we have suppressed the arguments of Z_; and a, for simplicity. Compar-
ing the coefficients of 1/¢ on both sides, we obtain,

dag dzZ_; .
= = =12,--- 1
€ 0, £ 0, ) ,2, (3.136)

Hence Z, is independent of gauge fixing parameter. Suppose, we choose a renor-

malization scheme in which the coupling constant renormalization Zg has the
following expansion:

271 (aS(M2R7£)a£)

€

Z, (asmé,&), is) = Zo (as(pk €),€) +

272 (as(;ug%v f)v 6)

€2

- +.. (3.137)
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Differentiating eqn.(3.137) with respect to &, we get
dZy ~ das 1 (dZ_, =~ da,
—as+ 2 | ——as+Z_
<d§a+ Odf) +e<d€a+ 1d§>

1 dZ_Q ~ das
— | — Z_
2 ( dé as + 242 dE

>+...:o (3.138)

This implies that the renormalization constant Zg is gauge dependent.

The general structure of the renormalization constant Z; and Z can be
found in MS scheme in terms of 3; and the corresponding anomalous dimen-
sions (v; for Z; and 7; for Z;).

, dInZ; ,dInZ;

2 2
MRW = 7vi(as(uRr)), MRW =7i(as(ur)) (3.139)
We first determine the structure of Z,
70 PO
Zy=14a,—* +ad2 <‘22+‘1 +... (3.140)
€ € €
A A B A< B AP
In Zg = Qg c + ag 2 + p — ?(Z—l) (3141)
dlnZ 7z 1
2 9 _ -1 2 | ~(2) (2) (1)y2
MR dlu%q = ag B) + ag |:Z_1 + < (2_2 — (Z—l) ):| (3,142)
On the other hand,
2 dnZy(uh) (e Blas(pk))
% =
dlﬁ% 2 QS(N%)
£ =
= 5+ ; 0l (u) B (3.143)
Comparing the powers of as(u%) in eqns. (3.142,3.143) we find
Z(jl) =20, Z(fl) =B, Z(fz) =452 (3.144)

Hence,

2
Zg = 1+as(u%)@+a§(/ﬁz) <4§O+il> +... (3.145)
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3.7 Wilson Coefficients

In this section we will study the renormalization group equation satisfied by
the Wilson coefficients given in eqn.(3.28). Defining

1
Fin(Q?) = i depjzyy; ' Fi(rp;, Q%)  i=L,2 (3.146)
In quantum field theory (QFT), the composite operators (say those ap-
pearing in Af ~(p?)) require an over-all renormalization in addition to renor-
malization of the parameters and fields through the renormalization constants
Z;, Z; that appear in the Lagrangian. The over-all renormalization constants
for the composite operators are computed in the same way one computes Z;, Z;.
We can use dimensional regularization to regulate the new divergences that
emerge from the local nature of the composite operators and renormalise them
using M S scheme. The renormalization introduces a scale at which these op-
erators are renormalised. This scale is analogous to the renormalization scale
and there exists no compelling reason for them to be same. This new scale
is called the factorization scale, up. Let us denote these new set of renormal-
ization constants by Zp n(u%,1/¢). Hence, the renormalised operator matrix
elements are defined by

s

A?N(Pz) = Zab,N (up, > Api N(p ,UF) (3.147)

This implies
(@) = X Zax (1. ) AP Cin(@), = L2 (3138)
The fact that the left side of the above equation is finite implies,

Ca(@ ) = ¥ Zu (b 2)Con@) @)

is finite. Hence the eqn.(3.28) now becomes,

Fin(Q ZA (P, u3)Cen(Q% p7),  i=1L,2 (3.150)

To summarise, in QFT, the separation of long distance part denoted by a set of
operator matrix elements A{ y(p*) and the short distance part usually called
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Wilson’s coefficients C’f ~(@?) is arbitrary upto a scale that separates them.
This scale is called the factorization scale. Notice that the observable F; n(Q?)
does not depend on the scale pp. That is,

d
;de—zFi’N(QQ) =0 i=1L2 (3.151)
Ky

This implies

d
ZC?,N(QQ»N%‘) <M%dN2A?,N(P27MF) ZA p MF
a F

d
2 — O N (Q% 2 152

Since
P (3.153)
dp.” " ’
d
13 Gz NP5 E) = Pupn (1) A n (07, 7)) (3.154)
b

where, P v (u%) is defined as

Z Zac NM%' d 2 Zep N(MZF) = - ab,N(/j‘2F) (3155)
Substituting eqn.(3.154) in eqn.(3.152), we get

Z(ﬂu%(i/ft‘lfpfv(u%)) (Cin(@p2)" = 0 (3.150)

a ab

where we introduce a matrix notation in which Py, N(u%) is the ab-th matrix
element of a matrix Py (u3) and Cf  (Q*, u%) is a component of a-th vector de-
noted by C; n(Q?, u%). We would like to find out the behavior of C; n(Q?, u%)
when @Q? is large for fixed value of N and p%. It is computable using perturba-
tive method. We can write C; y as a series expansion in a,

(oo}
Cin(@%p3) = D al(R)CR (@7 1k i) (3.157)
7=0
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The RHS of the above equation is independent of the renormalization scale pup.
Hence we can choose pur = pp for the rest of the analysis. Since the coeflicient
is dimensionless,

Q2
Con(@ ) = G (Fp0) (3158)
HE
The total derivative with respect to u% gives
d 0 0
2 2 2
- + B(as 3.159
M d/ﬁ? HE 6#%‘ (as(up)) da. (N%") ( )
Parametrising Q% = etéz with @ fixed, we find
—2
0 Q Q 0
aci,N (et,u%7 QS(M%‘)> = t a ’L N ()\7 as(:u%‘))
0 Q Q 0
5=—Ci P a(p? :*tff A, as(p2 .1
1 8#%‘0 N (6 ’u%aa< (HF)) € a)\c ( y Qg (ILLF)) (3 60)

This implies
—2

< o, +B(as(p ))c')as?m + P(as(ufv))> Cin (etfz,as(u%)> =0 (3.161)

F

We will solve the above equation by introducing an auxiliary function
@s(t, as(p2)) which depends on t as well as as(u2) satisfying

d
%as (t, GS(M%)) =0 (as (tvasu‘%«“))) (3.162)
with the boundary condition
@ (1=0.a.(63) = a.(id) (3.163)

This is called running coupling constant. Using the eqn.(3.162), we obtain

(—gtjtﬁ(aé( ))8%? )>a5(t,as(u2F)) =0 (3.164)

which implies that any arbitrary function C; x depending on ¢ and as(u%) only
through the axillary function @, (t, as(p%)) will also satisfy
—2

(w( (u >>aaf))ci,N (f,a‘g(t,a‘;w%») — 0 (3.165)

(,UF %
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Hence, the solution to eqn.(3.161) takes the form:

@2 _ as(/”‘%‘) da
Ci,N <et’u%7as(ﬂ2F)> = exp </0 MPN(O[))
@2
XCLN </~L2F,as (t,as(u%))> (3166)

Rewriting the argument of the exponential as

a-i(#i“) dOé as(tva.i(/"i“)) dOé as(/"%‘) da
—P = —P — P,
L et = TP+ [ @@

as (t,as (%)

@ (tas(13) o, L / 2
_ / ij(a)_/ dt' P (as(t', as(uy)))
0 0

Blex
(3.167)
we obtain,
2 @ (basid) g
CiN <eti2%7as(/ﬁ;)> = exp (/0 ﬂ(Z)PN(Q))
t
X exXp (/ dt' Py (as(t’,as(u%)))>
0
—2
xCi N (%a (t,as(ug))> (3.168)
HE

We can determine C as follows: at t = 0, we get

@2 as(h:) oy
Ci N <’u%7as(/‘%)> exp (/0 B(Q)PN(G)>

—2
xCi N (Zzz»as(u?)> (3.169)

F
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Replacing as(u%) by @s(t,as(u%)) in the above equation, we get

=2 ES(tv‘IS(Ni“)) d
Ci,N (%;as(taas(ﬂi‘))> = €Xp <_A 6(CO{V)PN(Q)>

—2
xCi N (Zggyas (t; as(ﬂ%))) (3.170)

F

Substituting the above equation in the eqn.(3.168), we obtain

Cin (etfj,as(u%)> = exp < /t dt' Py (as(tlaas(ﬂ%‘)))>

F 0

@2
xCy N (lﬁ,as (t,as(;ﬁp))> (3.171)

F

Notice that the t dependence of the Wilson coeflicients is controlled by the
running coupling constant as(t, as(p%)). The solution to its renormalization
group equation (eqn.(3.162)) with the boundary condition a,(t = 0, as(u2)) =
as(p%) is given by

_ o GS(MQ)
as(t, as(p3) = Wa}:(u%) +O(a2 (7)) (3.172)

If we restrict ourselves to non-singlet combinations of structure functions such
as FyP — Fs™ or F¥¥ — FYP where p and n are proton and neutron targets
respectively, then only the non-singlet operator defined by

m—1
1
o =

M1 fin

n! {ETa’YltlD/Lz e D/Ln,/l/}}s (3173)

will contribute. Here, D, = 0, — igs A}, 1.
As expected the running coupling constant vanishes at large t. Using

Py(a) = Y o/PyV
j=1

—2 0o —=2
Ci,n <Q2a> = Y aic <Q2> (3.174)
K =0 HE



124 3. Perturbative Quantum Chromodynamics

where C'i(% (@2 / u%) = Ci(gz, is independent of @2 and p2., we obtain

’

—=2
. Q 0
lim G x <6tu2F7as(u%) = % (3.175)

which is independent of Qz as well as % and depends only N. This implies

that if we invert N dependent result Ci(,% into zp; we will find that the Wilson
Coefficients will depend only on zpg;. In other words, one recovers scaling at
large t (equivalently large Q2). This behavior is attributed to the vanishing of
running coupling constant at large energy scales. As we have already discussed
in the previous section, this behavior of the coupling constant is the important
feature of YM theory with certain number of fermions.

3.8 Infrared Safe Observables

In the last section we studied the behavior of Wilson coeflicients of non-singlet
structure function in the Bjorken limit. Thanks to operator product expansion
and the asymptotic freedom , we can compute them as a power series expansion
in as(p%) using the perturbation theory and also make predictions that can be
tested in the experiments. In fact we can demonstrate the scaling in the Bjorken
limit. The logarithmic pattern of scaling violation, an important prediction
of the theory, has been verified by deep inelastic experiments confirming the
correctness of the theory.

In this section, we will study a completely new process namely hadropro-
duction in ete™ annihilation. Here the cross section corresponds to summing
all the final states involving hadrons in the eTe™ collision. To lowest order in
strong coupling constant, the leading contribution comes from the production
of a pair of quark (q) and an anti-quark (g). To order as, real gluons emitted
from the quark and anti-quark states and virtual gluons in the loops contribute
to the cross section (see Fig. (3.1)). These quarks,anti-quarks and gluons will
eventually hadronize to produce hadrons which are then summed. Naively one
would expect the cross section for producing these partonic states is identical
to that for producing hadronic states because the sum over all the final states is
carried out. To this order in a4 and « (electromagnetic coupling constant), only
s channel processes contribute. The tree level cross section et + e~ — ¢+ is
straight forward to compute, we denote this by 6(°). To order a,, there are two
types of processes that contribute to the total cross section: gluon emissions
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and virtual corrections to the tree level process. They are given by
et +e” — q+q+g (3.176)
et +e- — g+g+one loop (3.177)
Let us begin with the computation of virtual gluon contribution. This involves

P2 P2 P2

(a) n ®) n (© "

Figure 3.1: Feynman diagrams for the process v* — ¢g with quantum corrections.
Real diagrams are shown in (a), (b) and virtual diagrams in (c).

computation of an integral given by

O d% N ()
r= / (2m)* k2 (k + p1)2(k — p2)?

(3.178)

where one finds NV (k) is regular at k0 = |E |. The above integral does contain UV
divergence which can be dealt with using standard renormalization procedure
discussed in the beginning of the course. We will demonstrate here the appear-
ance of new type divergences in certain regions of the momentum k. Partial
fractioning the gluon propagator and using Cauchy’s integral formula:

L 1 - 1
k? + ie 2k| \ kO — |k| +ie KO+ |k| —ie)’
dfkoﬂ = —2m’f(k> (3.179)
ko kO — |k| + ie KO
we get
t o d|E| ! N(k)‘kozwa
7 = ———— — dcos) ——— 3.180
32m2p10p20 /0 || J-1 1 — cos20 ( )
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We observe that the above integral

> d|k .
/ |l;:’|| : diverges logarithmically in the soft limit |k| — 0.
0
1
dcosf
/ Lz : diverges logarithmically in the collinear limit 6 — 0.
_1 1 —cos?0

Similarly, we will now show that similar divergences do appear in the processes
where real gluons are emitted from the quark and anti-quarks. The matrix
elements for the real gluon emission processes shown in Fig. (3.1) are

My = ai<p1><z'em)m(z’gsn,maT;;-)vj(m)e”(pg)
My = u(pﬁ(z’gm,mam)m(z’eqwuj(m)ea*(pg)

Using equations of motion:

P2Ya = 2P20 — Va2 ;P2v(p2) = 0 and Yaph = 2p1a — PiYe ;U(P1)PL =0

taking the soft limit (p3 — 0), we obtain

1€g9sn,R _
M = SR (p )Ty (pe)ed (ps) (205)
P2.P3
_ieg R * ¢
MBI = R (o) Ty (pa)el (pa) (20F)  (3.181)
P1-P3
The sum gives
(07 (0%
M+ vsgft — MoxiiTisgsn,r <p2 - n )63(1)3) (3.182)
' P2.p3  P1-P3

where Mox;; = @;(p1)iegyavj(p2) is the matrix element for the Born diagram
for the process v* — ¢g. The amplitude squared after multiplying —gx+ (virtual
photon propagator ) becomes

“of sof 2 N ,
|(MEST+ M) )| = Mori Moy (—™)TSTE,
* * 2
<@ (p2~6 (p3)  pre (m))’ (3.183)
' DP2.-p3 P1-p3
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The transition rate for the above process is obtained by integrating the matrix
element squared over the three body phase space given by

d®p;
/dP83 H/ P (2m)46@ (g — py — ps — ps)

27)32pi0

The soft limit of the above 3-body phase space is given by

d®p3 / d3p; A
dPSs = / 0@y o _
/soft : 27)32p30 [H 21)32p; 0 2m) (@ —p1—p2)
The ps integral over the soft part of the matrix elements squared is given by
soft soft
[ oo 2|+ M) o)

d*ps
(27)32p30 ‘ol

2

p2€*(ps) _ pr€(ps)|”
( )

P2.p3 P1-p3

— Mol THTT) g2, /

Rewriting the integrand as

* 2
Kp <p3>_p1.e*<p3>>‘ _ (pg - p%) ps
p2.ps3 P1-p3 pP2-p3 P1-P3 b2.p3  P1-P3
<Y en(ps)es(ps) (3.184)
pol

and summing gluon polarizations, we get

—2p ~p2> 1 dps 1 1
Ipillpz| ) 2(2m)3 Ip3| [p3]% 1 — cos?6

—9p,. 1 pamaz g,
‘M0|2Tr(TaTa)gs2‘n R ( —*pl—l')2> 3 / |Z‘)’3|
T\ Ipillpal ) 227) o P3|

= |Mo*Tr(T°T*)g?, 1 (

2m 1
1
d dcost) ——— 1
X/o ¢[1 cost T— 7 (3.185)

The above integral diverges in the soft limit (p3 — 0). In addition, we find
an additional divergence as cosf — =+1 This is called collinear singularity.
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This happens when two massless particles become collinear to each other. To
summarise, we have shown that both virtual gluon contribution as well as real
gluon emission processes contain soft and collinear divergences. In the following
we will demonstrate that the total cross section where all the virtual and real
gluon contributions are included is free of any of these divergences.

Since these processes are individually divergent, we first regulate them
using dimensional regularization similar to the way UV divergences were reg-
ulated. We evaluate all the matrix elements in n dimensions and both loop
as well as phase space integrals are performed in n dimensions. The matrix
element corresponding to the one loop correction is given by

MY = a(pr)iegTav(pa) (3.186)

where

s arby [ A"k Yl IN(F — g1 — p2)r
Iy = —iga p(T°T )/ (2m)™ k2(k — p1)?(k — p1 — p2)?

where k is the loop momentum. In n dimensions we have
Y VA ==2¢Yd+ (4 —n)d V¢ and u(p)pr =0; pav(p2) =0 (3.188)

The loop integrals that we require are given by

d"k k, -k
Juin = Hi Hn 3.189
e / @) (k= p1)2(k = p1 = pa)? (38.189)

(3.187)

where

(3Bo(p1 + p2)

1 1
JJ.I/ = —-——/——B P1+Pp2)gur +
/ A

2(2—n)

1
+4p1 - p2Co(p1,p2)) Prup1v — . Bo(p1 + p2)p2upav

1°P2
— By(p1 + p2) (p1ypas + Prupe)
4(n—2)p1.p2 0\P1 T P2)P1pP2v T P1vP2p
1
Ju = (Bo(p1 + p2) + 2p1 - p2Co(p1, p2)P14)

2p1.p2

— B
2172 o(p1 + p2)p2u

1 n-3
J = - B = C 3.190
ipan—4 o(p1 +p2) o(p1,p2) ( )
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where,

(Lo 2 LB n2T L4 n/2)
(4) /2 n—4 T(n—2)

Bo(q) = - (3.191)

Using the above results, we find

_gin,R
1672

'y =

i n 2) I'(1—¢€/2)T(1+¢)

8
T —2p1.p2)? (= + =
( ) Y (—2p1.p2) <€2+ T2+ o)
(3.192)
where n = 4 + € is used. The interference of the one loop corrected amplitude

with the Born level amplitude after phase space integrations of the two body

final states is found to be

2
* ’ ~ Gsn, €
/ dPSy Y MAMR) (=™ = 280© T Cp Re(—¢)

a,spin

" [_E 4 4} L(1—¢/2)T%(1 +¢/2)

e e (2 +e¢)
(3.193)
where
250 = agn ez N [(2 + E)W(ffp] (3.194)

Notice that the result has double as well as single poles in four dimensions.
The double pole terms come from the integration region where the gluons in
the loop that are collinear to quark or anti-quark become soft. The single poles
can originate from soft gluons which are not collinear to quark or anti-quark.
They can also result from hard gluons that are collinear to quark or anti-quark.
Notice that the double and single poles persist even if we do not integrate out
the final state quark and anti-quark.

We now compute the contributions coming from the real emission dia-
grams shown in Fig. (3.1). The matrix elements are given by

My = u(m)(ieqmm<¢gsn,maTa>v<p2)e*a<p3>
Mox = (p)(igonzraT® TP (o oy (a)e (o)

(p1 +p3)?
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We compute the matrix element squared in n = 4 + € dimensions:

Z |(M1xMay) €2 (q)

B (4n* — 24n + 32)

= 92, reaNCrny

1 1 D,
= D=+ = —1
(Da+Db+Dan)(8n 6)

a b 2
= (Bey Do) g2 gy
(Db Da)( n° —8n + 8)

where Do = (p1 +p3)?, Dy = (p2 +p3)®, Dec = (p1 4 p2)?. The three body
phase space in n dimensions is given by

3
dnflpi e
dPS; = Em@”) 6"(q —p1 —p2 — p3) (3.195)
2 2\ n—4 1 1
= q a # n=301 _ .\ 252
~ 16(2m)? (47r> F(n—2)/0 dx/o dv e (1 - )
x(v(1 —v)) "z (3.196)

where * = (2p1.9)/q*, (2p1.p3)/q® = vx, (2p2.p3)/q> = 1 — x. Using the
following integral,

[irsi——— - T (2} D J e
D2D} D] 16(2m)3 \4r ) T(2+¢)

><F(l +e/2—a)T(1+¢€¢/2 - (1+€/2—7)
I'343¢/2—a—8—7)

(3.197)

we obtain

2 (0) Jsn. R /
— 2A 0) Jsn, C 2\¢e/2
| 50 62 Or(a)

/ PS> |(Mix + May) €(q)
1 2

X (S+3+22+76+62)
€ €

4 T2(1+¢/2)
XS F eI (34 3¢/2)

(3.198)
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Notice that the above result also contains double and single poles in four dimen-
sions. The origin of these poles can be traced to the existence of soft gluon as
well as of hard gluon that are collinear to quarks or anti-quarks. The poles exist
even if we do not integrate over the phase space of the quark and anti-quark
states.

Even though the virtual correction to the Born process and real emission
processes are independently divergent in four dimensions, their sum is found to
be finite.

92R
1+ 5 OF(3)

QA(«)) v R)ZQA (0) Is.R
s|\oV/ +0 +0 So 1672

(3.199)

The integration over all the final states involving quarks, anti-quarks and glu-
ons means that we are summing over all possible final states of these particles.
Such a sum washes away not only the nature of these particles and also the
way in which they fragment into final state hadrons. Hence, the sum over fi-
nal state quarks, anti-quarks and gluons is equivalent to sum over all possible
hadronic final states. Hence the total cross section that we have computed with
final states involving quarks, anti-quarks and gluons corresponds to produc-
tion of hadrons in the ete™ annihilation. Hence the total cross section in eTe™
annihilation with hadrons in the final state is infra-red finite.

3.9 QCD Predictions Beyond Leading Order

In a theory with massless fields, transition rates are free of both soft and
collinear divergences provided the summation over the initial and final de-
generate states is carried out. This is called Kinoshita-Lee-Nauenberg (KLN)
theorem. Let us elaborate on what we mean by degenerate states. These are
eigen states having same energy. The states |ggsort) are said to be degenerate
to |¢) because of the soft gluons carry zero energy. Such states are called soft
degenerate states. The states [{qg}coliinear) are degenerate to either |q) or |g).
Such states are called collinear degenerate states. These soft and collinear de-
generate states are the potential sources of divergences in the transition rate.
The theorem ensures that such divergences cancel out if we perform summation
over initial as well as final degenerate states. We found that the cross section
for the hadroproduction in e~ e™ annihilation is infra-red finite because we car-
ried out the summation over all the final states that include both degenerate
states. This is in conformity with the KLN theorem. We can construct other
infra-red finite observables for the e™e™ annihilation process (see Fig. (3.2)).
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05 ¢ = /dps2 [M|2- i qq S2(p1,p2)
+/dPS3|M‘§*e+—)q(jg 53(171»]72»]73)

+/dPS4|M‘3—e+_>ngg 54(171717271737104)

2

et q et q

ete
Ottt = Xag + + — |q Qs

e q e q

2
+ g
I ‘qn e gs.,c>
s - soft
¢ - collinear
is finite.

Figure 3.2: The total cross section for the process eTe™ — ¢q is finite after summing
over all the degenerate states.

The functions S;(p1, .., p;) are chosen in such a way that the observable oc'e
is infra-red finite. A choice, S;(p1, ..., p;) = 1 gives

+

dO° ¢ = g8 © (3.200)

which is finite.
The S;(p1, ..., p;) are symmetric and the cancellation of soft and collinear
divergences is guaranteed by the following constraints on them:

S3(p1, (1 — N)p2, Ap2) = Sa2(p1,p2);  S3((1 — A)p1,p2, Ap1) = So(p1, p2)
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where A = 0, 1 correspond to the soft region and A > 0 to the collinear region.
Of course, one can construct different choices of .S; and they will give different
infra-red finite observables.

Even though we describe the scattering processes in terms of quarks and
gluons, what one observes experimentally are hadrons in the initial and/or
final states. For example, in the e*e™ annihilation process, one observes energy
deposits of hadrons in the hadron calorimeters. We have not been successful
in explaining the mechanism of how the quarks and gluons produced in an
experiment will convert into hadrons. All we know is that all the energy and
momentum of these quarks and gluons produced in the scattering experiments
will be transfered to hadrons. Using these energy and momentum variables,
one can construct and compute observables that do not require the knowledge
of how these quarks and gluons hadronise. For example, in eTe™ annihilation,
define an event by a probability that a definite set of energy and momentum is
deposited in the calorimeter. Different sets can give different events. Calculate
the sum of events where in each event, all the center of mass energy of eTe™
collisions but a small fraction € of it goes to a pair of oppositely directed cones
of hadrons of half angle §.

8+67
0 = [aPSaME 80, 0)
+/dP53|M|§,qung3(QJ1,QJz,e,a) (3.201)

S3 = 1 if (a) angle between any of (¢, q,g) particles is less than § or (b) any
of the particles (g, q, g) has energy less than eF and it is outside of any of the
cones with half angle §. S5 = 0 otherwise. Out of three particles, let us say two
of them make two oppositely directed cones.
(a) If the third particle lies inside one of the cones, it will have both soft and
collinear divergent contributions. These divergences will cancel against those
coming from ete~ — g + oneloop.
(b) If the third particle is outside the cone, it is free of collinear divergence.
But it can be soft producing soft divergence. This is again canceled against
ete™ — qq + oneloop. Hence, the above observable is infra-red finite. It is
dependent on € and §. These events are called Sterman-Weinberg jets.

In the following, we will discuss how the naive parton model can be im-
proved so that it can be used to computer various observables incorporating
higher order radiative corrections in a systematic way (see Fig. (3.3)). Let us
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recall the result of naive parton model for deep inelastic scattering:

1 1
lgparateny @) = 3 [ [[ )0t @5, =)

Zfa/h(xBj) ® d6ea(xBj;Q2) (3202)

where the convolution ® symbol has been introduced for the integrations. The
sum over a corresponds to summing over all the partons that contribute to the
partonic scattering process. Using this, the hadronic structure functions can be

Zincoherent{i}
K, P

21p

; e I
= I — =/ : ): Coap |

Figure 3.3: The schematic diagram showing that the deep inelastic scattering cross

section can be expressed in terms of the incoherent sum of the partonic cross sections
and the parton densities f(z).

expressed in terms of partonic structure functions F¢(zgj, Q%) as
2 _ n a 2
Fi(eg, Q%) = > fanlue) ® Fi(ve;, Q7). (3.203)
a

The partonic structure functions are computed from the partonic cross sections
5%(2,Q?) as follows:

Fi(z,Q% = P"e,(2,Q°% (3.204)

% v
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where

P an— 12% ne(n a
ol @) = 5 | H( s ) (21) 6“(p+q—zpz) pOILIA
(3.205)

5= (p+q)% P! are projectors and M? is the matrix element of the process
e+a — e+ X involving a parton of type a. To leading order O(a?), only quarks
and anti-quarks interact with the lepton through electromagnetic interactions:

e+q—e+q, et+q—e+7q (3.206)

We denote the sum of these contributions to the cross section by %) (2, Q?).
At order as(u%), the contributions come from two distinct sources. The first one
comes from real gluon emission and virtual gluon corrections through one-loop
to the tree level process given in eqn.(3.206),

etqgretqty, e+qoet+qtg

e+ g — e+ g+ one — loop, e+q— e+ q+one—loop (3.207)

We denote the resulting partonic cross section by &‘1’(1)(27 Q?, u%). The second
second source is the contribution coming from the gluon initiated processes:

e+g9g—q+7q (3.208)

The corresponding partonic cross section is denoted by 9 ’(1)(2, Q?, /ﬁ%). Hence
59(2,Q%) = 6O (2,Q%) +a ()" (2, Q% %) + O(a?)  (3.200)

69(2,Q%) = as(up)e?M(z, Q% k) + O(a3) (3:210)

Since we have used the renormalised parameters and fields, the partonic cross
sections expressed in terms of as(u%) are UV finite . Notice that the left hand
side of eqns. (3.209,3.210) are renormalization group invariants and hence the
right hand side is independent of pr provided the sum over entire series is
carried over. The truncated perturbative expansion is of course pur dependent.

Notice that in QCD , the running mass parameter vanishes at high ener-
gies. The higher order partonic cross sections denoted by 6% for i > 0 at high
energies often get contributions from large logarithms of the form log(m%/Q?)
that can spoil the reliability of the perturbative expansion. These large loga-
rithms come from the phase space regions of partons where massless partons
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are collinear to each other. Hence, the higher order partonic cross sections
with mass parameter put equal to zero are collinear singular. The predictions
from the perturbative methods can make sense only if we resum these large
logarithms to all orders. A systematic way to organise and resum these large
logarithms is accomplished by the procedure called mass factorization. If the
collinear singularities are regularised by dimensional regularization, that is,
the space time dimension is taken to be n =4 + ¢:

F(wej, Q%) = F* <37Bj7Q27 €I1R> (3.211)
The collinear divergences that appear as poles in €r factorise as
*(xg)) ZZab (wsj, ,up> ® A®(wg;, Q°, )
Now defining,

1
Zfa/h (xBj) ® Zap (!EBJ, nuF) = fb(xBjy,U%)

and substituting in eqn.(3.203), we find

Fiwe;, Q%) = Y fan(vey n7) © Af (ve;, Q% ). (3.212)

Here fo/n(2gj, u%) and A® 9(zgj, u3) are called collinear renormalised parton

distribution functions and cross sections respectively. fa /n(B;) is p2% indepen-
dent:

d .
N%"mfa/h(xBj) =0

which implies (suppressing the subscripts in the Z and f)

d21> af

2 -1 2
Wp— | Qf+Z T Qup—5 =
<qu% qu%

If we define,

dz-1
Ply.uzp) = —Z® M%W
a



3.9. QCD Predictions Beyond Leading Order 137

Py

Figure 3.4: Tevatron is a proton anti-
proton collider. Large Hadron Collider is
a proton proton collider. At the LHC, the
center of mass energy is 14 TeV.

Py

H
-— == Figure 3.5: LHC is capable of producing
Higgs through gluon fusion
which is finite, we find
2
, d fq(%ﬂ%) 1 dy qu(yvﬂ%) qu(yvﬂ%) f‘Z(g’MF)

e [

dyi, 2 Y

fo(z, 1%) Pyg(y, 13)  Pyg(ys uF) fo(2,u%)

The above equation is called the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DGLAP) evolution equation. The function P, are called splitting functions
which are computable in perturbative QCD as

Py = ag(u3) P (2) + a2(u3) P (2) + -

These splitting functions Péé) are known upto three loop level.
Typical processes where the QCD improved parton model can be ap-
plied for phenomenlogical study at hadron colliders namely Tevatron and Large

Hadron Collider are given in Figs. (3.4-3.7). The QCD improved parton model
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Py,

2 Comiton Figure 3.6: New particles predicted by var-
S ious models such as those with Z’, extra
particles dimensions , Supersymmetry can be pro-
duced due to energy available at LHC.

Py,

Py

1

P

Black holes !

Figure 3.7: Short lived black holes can also
be produced at the hadron colliders.

Py
Py

2

can be used to compute various observables at these colliders using

doPrP2 — Z/dxl /d.]jngLrl (ml,MQF) fp% (mg,;@_,) AP ($17$27{pi},M2F),
ab
(3.213)

where f,(z,u%) are parton distribution functions inside the hadron P and
are on-perturbative and process independent. &4y (7, {p;}, #%) are the partonic
cross sections and are perturbatively calculable. pr and pup are renormaliation
and factorisation scales. The partonic cross sections are computed as a power
series expansion in strong coupling constant. Using the parton distribution func-
tions extracted from other experiments, one can make predictions of various ob-
servables at hadron colliders which can serve to confirm and/or rule out models.
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Introduction to Anomalies

Dileep P. Jatkar

4.1 Introduction

Anomalies are important in quantum field theories, particularly in the gauge
field theories because they determine quantum consistency of the theory. The
word anomaly, in fact, is bit of a misnomer, and a more accurate description of
anomaly is quantum mechanical symmetry breaking. Symmetries of a classical
field theory can be broken in various different ways. One of them is explicit
symmetry breaking, which corresponds to adding a term to the Lagrangian
density which does not respect the symmetry. Another way of breaking the
symmetry is what is called the spontaneous symmetry breaking. In this case
the classical Lagrangian density has a symmetry which is not respected by
the ground state. In both the cases listed above symmetry is broken at clas-
sical level. The situation in the case of anomalies is different. The symmetry
of the theory is intact at classical level but quantum mechanical effects do
not respect the symmetry. It is in this sense that the word ‘anomaly’ is a
misnomer.

More specifically, consider the action S of a classical field theory. Let us
assume that this action is invariant under transformations of classical fields
under a symmetry group G. The symmetry group G is anomalous if the full
quantum theory does not respect this symmetry. Thus anomalous symmetries
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are legitimate symmetries of the classical field theory but fail to survive when
quantum effects are taken into account. Nature of the anomaly and its effects
on the physics of the quantum theory depend on the role of the symmetry group
G in the theory. For example, G can be a continuous group or a discrete group.
Similarly, G can be a global symmetry of the theory or it could be a local gauge
symmetry.

Anomaly in the global symmetry has interesting physical consequences
like the neutral pion decay (7° — 7). Anomaly in the local gauge symmetries
implies violation of the gauge invariance of the theory. The lack of gauge invari-
ance means the theory is nonunitary. Any gauge theory with anomalous gauge
group is therefore quantum mechanically inconsistent. The only way we know,
as of now, to make sense of such theories is to adjust matter content of such
theories so that the anomaly is canceled. This restores gauge invariance of the
theory at the quantum level. A classic example of this is the Standard model
of particle physics. For a generic matter content as well as charge assignment
the Standard model is potentially anomalous. However, it turns out that the
anomaly is canceled if we have equal number of quark and lepton families. This
is one of the nontrivial consistency checks of the Standard model of particle
physics.

In these lectures, we will begin our discussion of anomalies by studying
the Schwinger model, i.e., the two dimensional electrodynamics. We will see
that the anomaly in this model is due to the level crossing as one changes
the background gauge field. In this model we have two classically conserved
currents, the vector current and the axial vector current. The anomaly due to
level crossing implies that in the quantum theory we cannot have simultaneous
conservation of both the currents. Since the vector current is coupled to the
gauge field we will preserve conservation on the vector current. This in turn
means the axial vector current is not conserved. We will illustrate this computa-
tion using the point splitting regularization method as well as the Pauli-Villars
regularization method. The reason for doing this computation in two different
regularization scheme is to show that the anomaly is independent of the choice
of regularization scheme. We will then discuss vacuum degeneracy by studying
n-vacua as well as f-vacua in this model. After studying the anomaly in the
Schwinger model, we will consider anomalies in four dimensional gauge theories.
We will begin the discussion with the abelian gauge theory and then discuss
the non-abelian gauge theory. Path integral formalism is briefly introduced so
that derivation of anomalies can be carried out using path integral methods.
Finally we will apply it to the Standard model of particle physics and establish
the criterion for the model to be anomaly free.
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4.2 Two Dimensional Gauge Theory

Let us start with a toy model, the Schwinger model on a circle. The Schwinger
model is a two dimensional U(1) gauge theory coupled to a massless Dirac
fermion. The Lagrangian density is given by

1

L= —@FMVF'U'V + ‘Ili’)/'uDH\IJ, (41)

where, ¥ is a two component spinor field and
F,, =0,A, —0,A,, D,=0,+1iA,. (4.2)

The gamma matrices are: Y0 = o5, v' = io; and 4° = 3. We define the chiral
fermions ¥y, and Uy as

0
Uy, = < %1 > , Ur= ( o > ;o U =90, Ugp=-—"Up (43)

In the two dimensional electrodynamics, there are no transverse degrees of
freedom for A, (the photon), however, the Coulomb interaction does exist. The
Coulomb interaction in two dimensions grows linearly with the distance. This
leads to the confinement of charged particles for any non-zero value of the
coupling constant e. Here we are not interested in studying the confinement in
this model. Our interest is to study possible anomaly in this theory.

To minimize the effect of the Coulomb potential, let us consider the model
defined on a circle. We will take the circumference of the circle to be L. If we
choose L in such a way that el < 1 then the Coulomb interactions never
become large. We can then ignore the Coulomb interactions in the first approx-
imation and can include them perturbatively.

Let us impose following boundary conditions on the fields

A, <93—L,t> =A, (x— L,t) U <x— —L,t> =-VU <x— L,t).
2 2 2 2
(4.4

Using these boundary conditions we can expand A, and ¥ in terms of the
Fourier modes as

Ap(z,t) = f: au(k,t)exp<27r£kx)

k=—o0

U(x,t) = Z b (t) exp (W) . (4.5)

k=—o00
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The Lagrangian density is invariant under the local gauge transformation
U(z,t) = exp(io(x,t))V(x,t), Au(z,t) = Au(z,t) — Oua(z,t). (4.6)

Using the periodic boundary condition, we can write A;(x,t) as

omi
Aq(z,t) = Zal(k,t) exp ( mka:) (4.7)
k
If we choose I ok
mika
az,t) = Z 2m,ka1(k,t) exp ( T ) , (4.8)

k

then we can gauge away Aj(xz,t) except for the zero mode, i.e., kK = 0 mode
of Ai(x,t). The gauge parameter «(x,t) in (4.8) is periodic on the circle and
therefore it is a legitimate gauge transformation. Since only k¥ = 0 mode of
Aj(x,t) cannot be gauged away, it implies A;(x,t) is independent of x. Thus
only non-trivial gauge field component that we need to consider is a constant
mode.

However, the gauge transformation (4.6) does not cover all possible gauge
transformations. That is, after fixing this gauge, we are left with a residual
gauge symmetry. This residual gauge symmetry comes from the non-periodic
gauge transformations,

2
a(z,t) = %nm, n==+1,42,--- (4.9)

This gauge transformation parameter(4.9) does not obey the periodicity of
the spatial direction, but da/dz = constant, and da/0t = 0 as a result the
periodicity of A, (z,t) is still preserved.

Recall that the fermion wavefunction picks up a local phase, exp(ia(z,t)),
under the gauge transformation. In the interval x € [—%, %}, the phase picked
up by the fermion wavefunction is exp(ia(xz = L,t)) = exp(2min), where n is an
integer. Therefore the fermion wavefunction is left invariant by this non-periodic
gauge transformation(4.9). We thus conclude that the gauge field component
Aj(z,t) does not take values in the interval (—oo,00) but is valued between
[0, 27] with points Ay, Ay +27n/L, Ay £47/L, --- being identified due to the
linear non-periodic gauge transformation(4.9).

In addition to the local gauge symmetry, the Lagrangian density is invari-
ant under the global gauge transformation,

P(x,t) = explia)v(x, t). (4.10)
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This invariance corresponds to conservation of the electric charge. Using the
Noether procedure we can write the conserved current,

Ju = J"Yu@ba 7/; = W O’ (4.11)

with 0#*J,, = 0, using the equations of motion.
The conserved charge is

Q= /dww. (4.12)

The Lagrangian(4.1) is invariant under another symmetry transformation,
(1) — exp(iays)y(z, t). (4.13)
The conserved current corresponding to this symmetry is
Ty = 017, (4.14)
with 0*J 2 = 0, again using the equations of motion and the conserved charge
is
Qs = [doviu. (4.15)
Notice that for the massive fermions, the current .J 3 is not conserved.

oM = 2imyy e, (4.16)

where, m is the mass of the fermion. We have chosen gamma matrix convention
in such a way that ¥° = o3. Therefore, Q5 charge of ¥z, is +1 and that of ¥z
is —1. The conservation of @ and Q5 for massless fermions implies separate

conservation of 040 0-0
Qr=""", and Qp=-*>".

We can decompose the interaction term in the Lagrangian density, namely

1/_)7“1/1AH as

(4.17)

Py pA, = i (Ao + AL + Phvr(4o — Ay). (4.18)

This implies that within the perturbation theory, the photon does not change
the chirality of fermions. This would lead us to conclude that both @ and
Q@5 are conserved in the quantum theory. However, the exact answer is more
interesting, we will see that only one of these two classical symmetries survive
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in the quantum theory. Before we embark on this, let us first observe that in
two dimensions, J,, and Jﬁ are related to each other.

J) =€l (4.19)

where, €, is the Levi-Civita tensor in two dimensions.

However, conservation of J,, does not imply conservation of J 3 and vice
versa.

We will now ‘derive’ the anomaly using a heuristic argument. For simplic-
ity we will assume Ay = 0. This, to be precise, is not correct, because electric
charges in two dimensions feel only the Coulomb interactions, which implies
Ap # 0. However, if we take the circumference of the spatial circle small, i.e.,
el < 1, then Ag = 0 is a good approximation. This is because the Coulomb
potential Ay = e|x|, which gives rise to linear confinement of electric charges
does not take significant value for —L/2 < x < L/2. Therefore, to the leading
order we are justified in setting Ay = 0. We cannot set the gauge field com-
ponent A; to zero. Periodicity of A; implies any value of A; is identified with
Ay +2mn/L, n € Z. Only the constant mode of A; along the spatial direction
is relevant because this spatially constant mode cannot be gauged away.

We will now look at the fermion dynamics in this gauge field background.
The Dirac equation is

[igt + ag(ia% - Al)} b(z,t) = 0. (4.20)

Let us look for the stationary state solutions,
Y(x,t) = exp(—iExt) i (). (4.21)

The Dirac equation then becomes

Ek’(/Jk(.’L') = —03 (26(1 — A) Ql}k(l') (422)

On the spatial circle, we have imposed the anti-periodic boundary condition on
the fermion wavefunction. The spatial part of the wavefunction consistent with
this boundary condition is

Y(x) ~ exp2miz(k +1/2)], ke Z. (4.23)

Using this wavefunction we can write the energy spectrum for the left moving
and the right moving fermions

1\ 27 1\ 27
Eyr) = (k? + 2) -t A1, Eyr)=-— (k + 2) T~ Ay (4.24)
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Ey

3n/2

/2 R

—1/2 S~ Ay

=3m/2 o

Figure 4.1: Level crossing for the left moving fermion (solid lines) and that for the
right moving fermion (dashed lines).

At Ay = 0 and A; = 27n/L, the left moving and the right moving fermion
energy levels are degenerate(4.24) (Also see figure 4.1).

Due to the gauge invariance, points A; = 0 and A; = 27/L are identified,
but this identification occurs in a nontrivial way. By the time we move from
A; =0 to A = 2x/L , all the left moving fermion energy states(4.24) have
moved upwards by one unit and all the right moving fermion energy states(4.24)
have moved downwards by one unit. We will now see that this rearrangement
of fermion energy levels is responsible for the chiral anomaly.

To see this we will switch from the single particle state formulation to the
field theory. First thing that we need to do is to define the fermion vacuum.
Let us denote the unoccupied states by |0y r; k) and the occupied states by
|11 r; k). For Ay = 0, we define the fermion vacuum as

\If}?rm = IT 1wk 11 low;k)

k=—1,—2, k=0,1,2,--

X IT  loz;k) T ek |. (4.25)

k=-1,-2,- k=0,1,2,---

Notice that for all the left moving particles negative energy levels correspond
to k < 0 and for the right moving particles negative energy levels correspond
to k>0 for A; = 0.
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Now we will vary A; slowly until it becomes Ay = 27/L. At A} =27 /L,
we see that one negative energy level of the left moving fermion has moved
up and one negative energy level of the right moving fermion(hole) has moved
down. Thus at A; = 27/ L, we have a particle-hole pair over the vacuum defined
at A1 =~ 0. As far a the electromagnetic charge @ is concerned, this state with
a particle-hole pair is still electrically neutral, i.e., AQ = 0. However, this is
not true for the charge @5, because the Q5 charge of a right moving hole is the
same as that of the left moving particle. Therefore, AQs; = 2. The Q)5 charge of
the fermion vacuum at A; = 0 is zero by construction. Therefore we find that
slow variation of A; from A; =0 to A; = 27/L takes us from Q5 = 0 state to
Q5 = 2 state. Using this fact we can write

L
AQs = ZAA,. (4.26)
™

Treating this as an adiabatic variation of the axial charge, we get

dQs LdA, _d L\ _
U ad T <Q5 - ﬂf‘“) =0 (4.27)

Thus we find that the conserved charge is modified and is given by

/m(ﬁ;m). (4.28)

The current corresponding to this conserved charge is
TH I L .
JE=JE — —e'A,. (4.29)
T
This new current J£ is conserved,
Ot =0 = DIt = — e F, 4
wts = 0= 0y = 5.6 L (4.30)

While the new conserved charge is gauge invariant under small gauge trans-
formations, the new conserved axial current is not gauge invariant. Another
point to notice is that the original axial current, which is gauge invariant, is
not conserved anymore.

Thus we find ourselves in a situation where the conserved axial current
is not gauge invariant and the gauge invariant axial current is not conserved.
Since the gauge invariance is important to maintain consistency of the quantum
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theory, we give up on conservation of the gauge invariant axial current. Thus
1
9, JE = %e‘“’Fw. (4.31)

This is the axial anomaly in the Schwinger model. In this picture we see that
the axial anomaly is a statement of crossing of the zero energy levels.

In this derivation we have implicitly assumed some ultraviolet cutoff of
the theory. We have also assumed that whenever a state crosses zero energy
level and appears on the positive energy side, one state exits the ultraviolet
cutoff on the positive energy side and one state enters the ultraviolet cutoff on
the negative energy side. Although we have used infrared methods for counting
number of levels crossing zero energy, in most practical applications we need to
use the ultraviolet regularization method to derive the anomaly. This is because
many gauge theories, including the QCD, are much harder to analyze in the
infrared limit. The asymptotic freedom in these theories make the ultraviolet
analysis easy to carry out.

Let us now use the ultraviolet regularization to derive the axial anomaly.
There are various ways by which we can see the need for the ultraviolet regula-
tor. One way to see this is to notice that the fermion vacuum state with filled
Dirac sea involves an infinite product of fermion levels |11; k) and |1g; k). Thus
the energy of the fermion vacuum is

= 1\ 27

E ~ I§<k+2> T (4.32)
This is a divergent sum. To make sense of E' we need to regularize this sum. If we
choose a regularization procedure which throws away states with |k| > |kmaz]
then we get a finite answer for E but this regularization is not gauge invariant.
If we violate the gauge invariance, it would lead to the non-conservation of the
electric charge. We can instead choose to regulate this sum by restricting the
values of p + A. This would be a gauge invariant regulator. We will implement
this using the point splitting regularization. Another way to see the need to
use the ultraviolet regulator is to notice that the classical conserved currents
are written in terms of products of fields defined at a coincident space-time
point. In a quantum field theory, a product of two or more fields at a coin-
cident space-time point is ill-defined. Such a product gives rise to the short
distance singularities. These singularities are taken care of in the quantum field
theory using the ultraviolet regularization method. The regulated currents are
defined by writing the fields at non-coincident points and at the same time en-
suring that they continue to remain gauge invariant. This is the point-splitting
regularization procedure.
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4.3 The Point-Splitting Regularization Method

We define regulated expressions for the classically conserved currents using the
point-splitting regularization method as follows:

x+e
Jf‘eg = Y(x+e€t)y,0(x,t) exp <z/ Aldx’)
x+e€
JgRey = Yz + e,t)v,/ysw(x,t) exp (—z/ Alda:’> . (4.33)

The exponential factor ensures that the regularized expression of currents is
gauge invariant. The regularized expressions for () and Q5 obtained from the
regularized currents is

Q= / dzJf9(x,t) and Q5 = / dz 3R (z,t). (4.34)

The charge Qr = (Q + @5)/2 measures the left moving fermion charge and
Qr = (Q — @Q5)/2 measures the right moving fermion charge. We will now mea-
sure @7, and Qg charge of the Dirac vacuum state. The regularized expressions
for Q1 and Qg are

xr+e
QL /dﬂ/)}; (33 + ¢ t)’lr/)L (ZIJ, t) exXp (_Z/ A1d$/>

x+e
Qr = /dxw;%(m + e, t)r(x,t) exp (—z/ Aldx’) . (4.35)

The fermion wavefunctions with appropriate normalization on a circle of cir-
cumference L are

Yz, t) = % exp (—iEkt + 22% (k + ;) :1:) . (4.36)

We can expand v, and ¥ in terms of this basis. However, to evaluate @7, and
@r on the Dirac vacuum state we do not need full decomposition of ¥ and
1Yg in terms of Y. Only information we need is that in the vacuum state, the
left moving particles occupy states with negative k values and the right moving
particles occupy states with non-negative k values. Thus positive & modes of
11, do not contribute to vacuum value of @)1, and negative k modes of ¥ do
not contribute to vacuum value of QQr. Expressions for Q;, and Qr therefore
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are

Qr = LZ/L/2 dmexp(—?i(k—i—;) (HE))X

k<0 —L/2

oo (253 (i )Y (4 [ mar). s

Qr = Z/L/Q dwexp(—2z<k+1)(a;+e)) X

k>0 —L/2

oo (i Do) (< [ mas). am

Since A; is independent of z we can simplify these expressions by explicitly
carrying out integration over z.

QL = kzoexp {26 ( (k+ 1) +A1>} (4.39)
;Oexp {Ze( (k+ 2) +A1>} : (4.40)

where k € Z. Although expressions for @, and Qg look the same, the sum over
k is over different values. The range of values of k£ in the summation are chosen
for |A;] < m/L.

Let us first notice that in the ¢ — 0 limit, both @ and Qg reduce to
an infinite series ), 1. Although k takes different values for Q1 and Qg, this
fact is irrelevant for this infinite series, which is divergent. Point splitting is a
covariant regulator because it cuts off states with |p; + A;| > 1/e.

Both @1 and Qg are written in terms of geometric series. It is easy to
sum both of them.

Qr

exp[—ie(F + A1) exp[—i€e( L + A1)
_ , = . 441
QL exp[ 27,71'6} -1 QR 1— exp[ 217re] ( )
Expanding these sums in terms of a power series in € gives
L L
Qr = ——+—A1+0(¢) (4.42)
Qime 2w
L L
= — ——A . 4.4
@r 2ime 21 +o(e) (4.43)

The first term in both the expression diverges as we take the limit € — 0. This
is just a reflection of the fact that original series were divergent.
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It is easy to see that the electric charge of the vacuum state,

Q=0QL+Qr=0, (4.44)

in spite of the fact that Q; and Qg are individually divergent quantities.
Though Q1 and Qg depend explicitly on Ay, the electric charge @ is indepen-
dent of Ay once we remove the regulator, i.e., ¢ — 0. This ensures conservation
of electric charge.

The axial charge, on the other hand, has two contributions,

L

L
— + —A; +o(e). (4.45)
ime W

Qs =QL—Qr=
The first term is divergent as ¢ — 0, however, this divergence can be removed
by defining normal ordered expression for QJ5. The second contribution is finite
as € — 0, and it shows that the regularized axial charge depends on A;. Thus
as A; goes from 0 to 27/L, Q5 changes by two units. This result is identical to
the one obtained by counting the number of levels crossing zero energy in the
earlier computation.
If we change A; adiabatically then
d LdA 1
% = EdTI = Ol = 5" F. (4.46)
We have got the anomaly equation with correct normalization. Recall in the
infrared picture we got non-conservation of axial charge due to crossing of zero
energy level. This time around we have obtained the anomaly by imposing
ultraviolet cutoff. Non-conservation of the axial charge is now understood as
follows. As we change A; adiabatically from A; = 0 to A; = 27/L, one right
moving fermion level exits the Dirac sea from its lower boundary, i.e., —1/|¢|
and one left handed fermion level enters the Dirac sea from the same boundary.
In fact, both infrared and ultraviolet phenomena occur simultane-
ously. Compatibility of these two methods of determining axial charge non-
conservation is stated in terms of 't Hooft consistency condition. 't Hooft’s
consistency condition states that singularities of the amplitudes computed in
the ultraviolet theory should be reproducible from the amplitudes computed in
the infrared theory.

4.4 The Pauli-Villars Regularization Method

We will compute this anomaly one more time. This time we will use Pauli-
Villars regularization scheme. The reason for doing this computation once again
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is to show that the axial anomaly computed using point-splitting regularization
method is not an artifact of specific choice of the regularization scheme. In other
words, anomaly equation is independent of regularization scheme.

Since anomaly is intrinsically quantum mechanical, its manifestation is
seen at loop level in the perturbation theory. Loop diagrams are generically di-
vergent and we will use Pauli-Villars regularization method to evaluate loop in-
tegrals. For simplicity we will use background field method, i.e., we will assume
a fixed gauge field background and evaluate loop integrals in this background.
The relevant diagrams for computation of axial anomaly in the Schwinger model
are

X
Y Y
WYs NAVAVAVAVAVA Y“Y 5 NAVAVEVAVAYS

First graph is a one-loop contribution from the massless fermion, and the
second graph is one-loop contribution from the Pauli-Villars regulator fermion
X with mass Mjy. 7,75 corresponds to axial current vertex for both 1) and
x. In the Pauli-Villars regularization procedure, loop of the regulator fermion
does not pick up negative sign. The regulator fermion thus cancels all high
frequency modes of the fermion 1 in the loop. This cancellation occurs for all
frequencies w > Mjy. The regulator is removed by taking Mj to infinity. For all
low frequency modes of ¥, My acts as a gauge invariant cutoff. The regularized
axial current is

T = Py s + XY s X (4.47)
Due to existence of massive fermion we do not expect conservation of the axial
current. Equations of motion for ¢ and x are

D=0, and Px=—iMyx. (4.48)
Using these equations of motion we can evaluate divergence of the axial current,

We will now evaluate the vacuum expectation value of 9, J£ in the background
field formalism. If the current is conserved then this vacuum expectation value
should vanish as we remove the regulator, i.e., take My — oo. To evaluate the
vacuum expectation value of the divergence of the axial current, it is easiest to
work with the right hand side expression in the coordinate space representation.

2iMo (X (z, t)ysx(z, 1)) = 2iMo(Tr(ysx(x, t)X (2, 1))). (4.50)
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In spite of having x and ¥ defined at the same space-time point, the vacuum
expectation value (x(z,t)x(z,t)) gives a formal coordinate space propagator
for x. The coordinate space propagator satisfies the Green’s function equation

(i~ Mo)S(z,y) = i6*(x — y). (4.51)

Due to coincident space-time point, momentum space representation of S(z,x)

is
. d?p 1
S(z,t;x,t) :Z/Wm_i My’ I, =p.+ Ay (4.52)

Notice the exponential factor in the expression of propagator is missing. The

momentum p serves as the loop momentum. Let us list a few standard manip-
ulations

[
L M+ M, N+ My (4.53)
M- My WWI—Mg 12— M — LervFlys '

o [, 1] = =[Dy, Dy} = iF .
e In two dimensions y#~" = nH¥ + Vs .

Using these relations vacuum expectation value of 9, Jf can be written as,

(Ot (,1)) =—”@/é§ﬂ<wﬁ%>

w%/QEQ 11+ M)

R
112 — M§ — 5er Fuys
Expanding the denominator in a power series gives,

V5 (4.54)

(Op Tt (z, b)) = —zMo/(if;Tr[vs(M+Mo)

1 1 i 1
X —e' —_t 4.55
(i v (5o g+ )| 69
It is easy to see that the first term vanishes due to trace of the integrand. Third
term onwards all terms drop out as My — oo. Only relevant term is the second
term and therefore the effective one loop integral is

d?p e F,
“ = —2iM? d 4.
<6MJ5 (ac,t)) tiM / (271_)2 (H2 _ M§)2 ( 56)

A few comments are in order at this point.
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e WM does not contribute because trace vanishes.
e We get a factor of 2 because Tr 1oyo = 2.

We will now replace 1I,, by p, and neglect A,. we can do this because terms
proportional to A,, are not divergent as p — oo and hence can be dropped when
computing the anomaly. The loop integral now becomes

d’p  e"F
b — 92 pv
(OpJE (z,t)) = —2iM; / 27 (7 — M2 (4.57)

We will evaluate this integral by first performing Wick rotation in the momen-
tum space, i.e., (po,p1) — (ip2,p1). Define p%, = p? + p3. Substituting this in
the loop integral gives

dpepe €' P
0, Jt (z,t)) = 2M2/ K
< I 5('T7 )> 0 1t (p%+M§)2
MZ 1 >~ ¢ F,,
- _ 273 " Fly— P =—* nY (4.58)
e+ My, o n

Thus we see that the Pauli-Villars regularization procedure for removing ultra-
violet divergences gives the same anomaly equation as the one derived using
level crossing and point-splitting method. We therefore argue that the anomaly
is independent of choice of regularization scheme.

4.5 n-vacua and 0-vacua

It is now time to check if our assumptions are consistent with the results we
have obtained. Let us first recall what is our working hypothesis. We have
assumed that fermions are fast variables and gauge field is a slow variable. We
have taken el < 1 and neglected Ay. In the absence of Ay, the gauge kinetic

term becomes
1

42
Since A; is independent of z, contribution of the kinetic term to the effective
Lagrangian is LA?/2¢2.
Let us now look at the fermion Hamiltonian

v 1
F, F" = @A% (4.59)

H=— / W(m,t)ag(i(% A () da, (4.60)
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We will regularize this Hamiltonian using the point-splitting method.

T+e
H= —/dwa(w + e,t)ag(i(,% — Ay)yY(x,t)exp (—Z/L Aldx’> . (4.61)

Since o3 is the ys-matrix we can split the energy spectrum into E; and ERg.
Using Fourier modes (4.36) we can determine the energy of the Dirac sea

EL = ZEk(L)eXp(_ieEk(L)) (462)
k=—1

Er = ZEk(R)eXp(ieEk(R))v (4.63)
k=0

where, Ey 1y and Ey(g) are given in eq.(4.24). These are regulated expressions
and are valid for |A;| < 7/L. If we take € — 0 then we will get divergent sums.

Let us now notice that expressions for E;, and Er can be obtained by
differentiating @, and Qg (see eq.(4.37) and (4.38)) with respect to e. Thus
energy of the Dirac sea is

Ey=EL+ Er = i%(QL —QR). (4.64)
Since QL = Qr = {iexp(—icA1)}/{2sin(me/L)}(see eq.(4.41)),

.0 [iexp(—ieA;)\ L , w1
Eo= D¢ ( sin(me/L) ) 2« 241 - ztae) (4.65)

After dropping the constant term and soaking up the divergent term in the
normal ordering prescription we find that the energy of the Dirac sea generates
an effective potential for A;. The effective Lagrangian for A; degrees of freedom

is

L . L
This is just the harmonic oscillator problem with the spring constant K = 2L/,
mass m = L and h = e. The energy spectrum is,

E= <n + ;) \/Ee. (4.67)

Thus we see that characteristic energies of A; quanta is E4 o« e whereas char-
acteristic energies of 1 quanta is Ey, o< 1/L. Therefore E4/Ey ~ eL < 1. This
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implies A; quanta are low energy or slowly varying variables compared to 1
quanta. This justifies our procedure of studying ¥ quanta in the adiabatically
varying A; background. It is easy to determine the ground state wavefunction
of the gauge field problem, since it is a harmonic oscillator problem

Uo(Ay) o exp (— f%) . (4.68)

Thus the total vacuum wavefunction is

\IIO(AI?'(/)) = \IJE‘()e)rm\IIO(Al)
o H 1L k) H |0z; k)
k=—1,-2,-- k=0,1,2,---
x IT 10&:k) IT &k
k=—1,—-2,- k=0,1,2,---
LA%)
< exo (- , 4.69
p( 2me? ( :

provided |A;| < w/L. This wavefunction is invariant under small gauge trans-
formations. Recall small gauge transformations imply A; is independent of x.
Small gauge transformations therefore shift the centre of the A; harmonic os-
cillator slightly away from A; = 0. Note that small gauge transformations, by
definition, are those which transform the initial configuration, say, |A;| < n/L
to the gauge transformed configuration |4, | < 7/L.

Large gauge transformations are the ones which take A; to Ay + 2nk/L,
where (k = £1,42, - ). The vacuum wavefunction is not invariant under large
gauge transformations. Although A; = 0 and A; = 27/L are related by gauge
transformation, we know from our study of the fermion energy levels that the
fermion vacuum at A; = 0 is different from that at A; ~ 27 /L. In particular,
at Ay = 2m/L we have fermion spectrum containing a particle-hole pair. This
state is a gauge transform of the fermion vacuum at A; = 0. Clearly a particle-
hole pair over vacuum is not a legitimate vacuum state at A; ~ 27/L. In
other words, the correct vacuum state of fermions at A; = 2w /L has a different
description in the neighbourhood of A; = 0. It is certainly not the fermion
vacuum at A; = 0. From the level crossing picture, we know that as we increase
Ay, left moving fermion energy states move upwards and right moving fermion
energy states move downwards. The fermionic energy spectrum, nevertheless, is
identical for A; and Ay +27n/L (n € Z). Level crossing affects the occupation
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number of these energy states. The fermion vacuum state at A; appears as
a state with n left moving fermionic particles and n right moving fermionic
holes.excited over the Dirac sea at Ay + 27n/L with n > 0. However, we want
to define fermionic vacuum at every value of n, and we will describe this state
in terms of the fermionic state defined in the interval —7/L < Ay < 7/L.

Suppose we want to define fermionic vacuum at Ay =~ 27/L. Tt is now
obvious from the level crossing argument (see Fig.4.1) that the state at A; = 0
which evolves into a fermionic vacuum at A; ~ 27 /L is

27
vir = I 1tkor:k)
k=—2,-3,
X I lowskigsk) | (4.70)
k=—1,0,1,--

This state gives correct description of the Dirac sea at A; = 2w/L. It is now
easy to write down the full vacuum wavefunction

Ui(A,e) = I 1k)I0ssk)
k=—2,-3,
X II 1oL E)1R; k) ®o(Ay — 27/L). (4.71)
k=—1,0,1,--

This argument can be generalized in a straight forward manner to write down
the fermionic state describing the Dirac sea at A; ~ 27n/L. This implies we
have degenerate ground states labeled by an integer n corresponding to a large
gauge transformation 41 — A; + 27n/L, n € Z. Appropriate vacuum wave-
function for nth sector is

— 00

Ui(Ae) = 1 1wik)0ss k)
k=—1-n
i 2mn
kYR kYW | Ay — — 4.72
S L T P

where n € Z. A large gauge transformation takes us from ¥,, to ¥,,,. Therefore
these wavefunctions are not invariant under large gauge transformations. These
degenerate vacua are called “n-vacua”. It is, in fact, possible to write down a
new vacuum state which is invariant, up to an overall phase, under large gauge
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transformations. Define

Uy (A1) = Y Wa(Ar, ) exp(ind). (4.73)

n

This state depends on a continuous parameter 6, which is called the vacuum
angle.

Let us now see the effect of a large gauge transformation on the new vac-
uum state \Iléo)(Al, ). For illustration, consider a large gauge transformation
which takes A; to Ay + 27 /L. From the expression of n-vacuum state, it is clear
that this large gauge transformation takes us from W¥,, to ¥,,_;. This in effect
means

U s exp(i) v, (4.74)

This overall phase is not observable. The state \I/((,O) is not unique because for any
angle @ it is invariant under large gauge transformations. The states represented
by \I/éo)(Al,i/)) is called the “f-vacuum”. All physical quantities obtained by
averaging over f-vacua are invariant under all gauge transformations.

Existence of #-vacua can be incorporated in the Lagrangian density by
adding a term

0

Ly= —e"F

bl 4.75
2T H ( )

to the original Lagrangian density. This quantity is called the topological den-
sity. Since Ly is a total derivative, addition of it to the original Lagrangian
density does not affect equations of motion. Classical physics is therefore unal-
tered. The topological density contributes only if

L2 g4,
/dt/_L/dedt £ 0
L)2
/ o[ Ay (2t = 00) — Ayt = —00)] # 0. (4.76)

—L/2

Partition function of the Schwinger model in the Lagrangian formulation and
with the inclusion of the topological density is

Z= Y exp (i/d%(c + £9> : (4.77)

{A4}

where the summation is over all field configurations of 1) and A,. The original
Lagrangian density is invariant under both small and large gauge transfor-
mations. Invariance of the partition function under all gauge transformations
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means the topological density should change by a factor 27 x integer. Since we
are looking at adiabatic variation of the gauge field, integral of the topological
density itself must be 27 x integer. Thus we need

L/2
/ Ay, t = 00) — Ay (2, = —00)] = 2mn. (4.78)
—L/2

Using small gauge transformation we can set A; to be independent of x. We
can then choose A; varying adiabatically from A; at ¢ = —oo to Ay + 27n/L
at t = co. Thus,

Av(z,t = 00) — Ay (2,1 = —o00) = 2%71 (4.79)
Putting this back into the integral (4.78) and noticing that it is independent of
z and carrying out the integral gives us the desired answer. However, A; and
A1+ 2mn/L, n € Z are related by a large gauge transformation. That means
our final gauge field configuration is a gauge transform of our initial gauge field
configuration.

day,
Ay (2,t = 00) = Ay (z,t = —00) — a%’ (4.80)
where, a,, = —27na /L. The topological density therefore can be written as
L/2 L/2 g
/ dz[Ay(z,t = 00) — Ay (z,t = —00)] = 7/ dx—". (4.81)
—L/2 —L/2 Ox

We are now in a position to understand why we call Ly, a topological density.
Spatial direction in our model is periodic with periodicity L. The gauge field
component A; is also periodic with periodicity 27/L. As we traverse z from
—L/2 to L/2, o, changes by —2mn and as a result A; changes from A; to
Aj 4 2mn/L. Since both z and A; are periodic we can treat them as variables
parametrizing a circle. The circle parametrized by x has a circumference L
whereas the circle parametrized by A; has circumference 27 /L. Going around
x circle once takes us around A; circle n times. «,, defines a map from z-circle
to Ai-circle. Maps from z-circle to A;-circle which wind the A;-circle n times
are not continuously connected to the maps that wind A;-circle m times for
m # n.

Thus these maps are divided into different equivalence classes according
to number of times they wrap the A;-circle. These wrappings are parametrized
by an integer called the winding number. Mathematically, maps from a circle
to a circle are classified by the first homotopy group or the fundamental group
71. Windings parametrized by an integer is a statement 71 (S!) = Z. It is easy
to see that 7 (S*) forms a group.
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e For every element which gives a map with winding number n, there exists
a map of winding number —n. Composition of these two maps gives a map
with winding number zero.

e A map with winding number zero is in the equivalence class of identity
maps.

e A map with winding number n and a map with winding number m can
be composed together to get a map with winding number m + n.

71(S1) is an abelian group.

Why do we need f-vacua? The n-vacuum, denoted by ¥, is invariant
under small gauge transformations and that is sufficient to ensure conservation
of electric charge. We can then ignore the fact that ¥,, is not invariant under
large gauge transformations. If we are going to work within the perturbation
theory then we will not see such a large change in the field configuration anyway.

The problem with this line of argument is that W, violates the cluster
decomposition property of the quantum field theory. Suppose we are studying
vacuum expectation value of the time ordered product of some local operators,
then the cluster decomposition property implies that this vacuum expectation
value is reducible to the sum over intermediate states including the vacuum
state and all the excitations over it. The fact that ¥,, would violate this property
is easy to see. Consider a two point function of the operator

o) = / D, 1)(1 + sl t)de, (4.82)

Ga(t) = (¥, T{O(H)O(0)}¥y,). (4.83)
We are evaluating this two point function in ¥,, state. The operator O changes
the axial charge by minus two units. We therefore expect that Gz(t) will be
non-vanishing. Now if we use the cluster decomposition property then we can
insert complete set of states between OF and O. If we restrict ourselves to ¥,
sector then G(t), by cluster decomposition property depends on ((1+5)1).
Since 9)(1 4 75)v changes U, to U,,.1, (¥(1+73)1) = 0 in the ¥,, sector. This
contradicts our earlier expectation that Ga(t) is non-vanishing. If, instead of
v,,, we use \Iléo) then the cluster property is restored. This is because in the
f-vacuum we can have non-diagonal vacuum expectation value.

el

Violation of cluster property leads to violation of causality as well as violation
of unitarity. It is therefore imperative that we work with #-vacua and not with
an n-vacuum.

_ )3/2
(W B+ 350 ,) o +exp <z‘0 (2m) ) (4.84)
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4.6 Four Dimensional Gauge Theory

We will start with the four dimensional abelian gauge theory coupled to a
massless Dirac fermion. The classical action for this theory is given by

1 _
S = /d% <4F#,,F’“’ + \mm/> , (4.85)
where, D, = 0, — teA, and D= ~*D,,. Our conventions are

guu = glﬂj = dlag(L 713 717 71)7 P)/M = (’yoaf}/i)v 7# = (707 771)

0 o 0 1 i 0 O'i
_ .o01.23_ (10
s —wvvv—(o N

Since the fermion is massless, we can write it in terms of left handed and right
handed components.

1 1
U, = 5(1 +’V5)\I’, Up = 5(1 — 75)‘1’. (487)

Let us also consider four dimensional non-abelian gauge theory with gauge
group SU(N) coupled to ny massless fermions. The classical action for this
theory written in terms of left handed and right handed components of the
fermion is

1 nf N nf _
S :/d4$ (—4GZVGG#V +Z \I/mLilD\I’mL + Z \I/TVLRZ.@‘IITHR> ) (488)
m=1 m=1

where, G, = 0,47 — O, A, + gf“bCAZAﬁ and fermions ¥, are all in the
fundamental representation, N of SU(N). The covariant derivative is defined
as D), = 0, — 1gA;T", where T, a =1, - ,IN?2 — 1 are generators of the Lie
algebra of SU(N), in the fundamental representation.

1
[T, T = ifobTe, Tr(T°T) = 55@’). (4.89)

Let us enumerate symmetries of these actions,

1. Local gauge invariance: In case of abelian gauge theory, the action is in-
variant under

U(z) — U'(x)=e @@(g), (4.90)
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For non-abelian gauge theory, the action is invariant under
U(z) — U (2)=U0)¥,,(x), (4.92)
_ i _
A(@) = UOADUTO) - OUOUT ), (493)

where, U(0) = exp(—iT%0%(z)).
2. Global symmetries:

(a) Apart from obvious Poincare invariance, both abelian and non-
abelian gauge theory actions are invariant under the scale trans-
formation. This gives conserved dilatation current.

Au(x) — Al (x) = A, (\x), (4.94)
U(r) — U(x)=I\2T(\z). (4.95)

(b) Both the actions are invariant under the phase transformations

U(x) — e“U(x), or U, (z) = W, (), (4.96)
and
U(z) — PP (x), or U,,(x) =P, (z). (4.97)

These two symmetries give rise to conserved vector current
(@) = (U 0) (@) [(Tmy" Tm) (@), (4.98)

and conserved axial current

Ty (@) = (P 0) (@) [(Tmy" 95 Tm) (2)]. (4.99)

Action of these symmetries on left handed and right handed fermion
is (for vector transformation)

Ur(z) — Up(r) =e VU (z), (4.100)
Up(r) — W) =e "Vg(z), (4.101)

and (for axial vector transformation)

Up(z) — W(x)=ePUp(a), (4.102)
Ur(z) — Uh(x)=e PUp(x). (4.103)
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(¢) In addition to these symmetries, the non-abelian gauge theory action
has SU(nys)r, x SU(ns)r flavor symmetry. To see this symmetry we
first write n; fermions in a column vector

Uy

Uy
U(x) = _ (x). (4.104)

U,
An ny x ny unitary matrix U mixes these fermions into each other.
This unitary matrix is an element of SU(nys) group. Since we have
decomposed fermions into left handed and right handed components
with no term in the action which couples left and right components,
we can do independent rotations of left handed and right handed
fermions. This corresponds to the transformations

Up(x) — Vi(x)=UVL(x) (4.105)
Up(z) — Uh(z)=UUg(z). (4.106)

Thus in case of massless fermions we have SU(ns)r x SU(ns)r
chiral flavor symmetry. This symmetry can also be written as
SU(ng)y x SU(ny)a flavor symmetry. This can be seen by recog-
nizing that vector transformation acts on ¥r(x) + ¥r(x) and axial
vector transformation acts on ¥y (z) — Ug(z).

We are interested in the axial U(1) transformation symmetry. To study that let
us choose Fock-Schwinger gauge, i.e., J?“AZ(;L‘) = 0. We will make this gauge
choice both for abelian as well as non-abelian gauge theories. However, to see
the utility of this gauge we will carry out manipulations in the non-abelian
gauge theory. The Fock-Schwinger gauge implies we can write down the gauge
field A7, in terms of the field strength G, as

1
A,‘i(m):/o daax! Gy, (ax). (4.107)

It is trivial to see that this gauge field satisfies the Fock-Schwinger gauge con-
dition. However, it is instructive to check this relation explicitly. To do that let
us write

AL(y) = 0u(AS(y)y") — v 0. AL ()
fyﬂaﬂAZ(y) (4.108)
= PG (y) — YO, AL (4.109)

wp
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The last relation is true because

VG, (y) +y O AL = yP (9, AG — DpAf, + g f " A AT)
+ yPO,AL. (4.110)

The non-linear term vanishes due to gauge choice leaving us with
Y G, (y) +yP0, AL = y O, AL (y). (4.111)

We can now rearrange the equation (4.108) as

Y Gy (y) = A(y) + Yy 0, Ay (4.112)

Let us now write y* = aa*, which allows us to rewrite the equation (4.112) as
a d a

az’Gy (ax) = %(aAu(ozx)). (4.113)

Putting this expression back into (4.107) gives us the identity. Explicit expres-
sion for Af,(r) can be obtained by Taylor expanding the field strength and
carrying out integration over a.

" 1 " x* G2 (x)
Al(z) = /OdaaxpGpu(ax)z%
1P ardpGe,(v)  x*aPardr0pGY,(x)
3 8
+ o (4.114)

Using the gauge condition we can replace ordinary derivatives by covariant
derivatives.
xszu(x) N x'@xngGg#(x)
2 3
mAasﬁxpD,\DgGZu(x)
8

Similarly, Taylor expansion of the fermion field can also be expanded in terms
of covariant derivatives

A(x) =

+

(4.115)

W(w) = W(O) + D, W(0) + 5o a DuDW(0) + - (1.116)

Let us now consider the fermion propagator. we will ignore flavor indices on
the fermion.

S(@,y) = (T{¥(x)T(y)}). (4.117)
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The propagator satisfies the Green’s function equation
(i7" 0y + 97" Ap(2))S (2, y) = i (x — y). (4.118)

We will use the background field method, i.e., we will fix the classical gauge field
background A, (z) = Ajf,(x)T*. We cannot determine the propagator exactly,
however, we can express it in terms of the free propagator using the Dyson
series.

S(z,y) = SO (z —y) + g/d4z SOz — 2)A(2)SO(z —y) + -+ (4.119)

The free propagator in the coordinate space is given by

i -9

SOz —y) = 4.120
(=) = 5y (4.120)
This form of the propagator can be obtained by using following identities
4 e —ik-(z—y)
¢ J=-9=5O0@—y) =-9 [ Lhpm "

o [ dxexp( 7%2) = /27 = Volume of S? = 472
e Fourier Transform of 1/k? is 1/22.

This form of the propagator can also be determined by dimensional analysis.
We will now choose Af,(2) = 2#G%,(0)/2. Higher order terms are regular. Sub-
stituting this in the expression of the propagator

S(z,y) = SO —y)
0 [, o i

M A T T i Py D
i f—y izt -y
= — — eR 4.121
2’/T2 (x — y) + 47_(_2 ( y)gg 67 5 + - ( )
where Gaﬁ = %eaﬁ,ﬂ;G”‘;. This result can also be derived using momentum

space representation of the propagator and expanding exact formal propagator
in terms of free propagator.
Le us now look at the U(1) axial current in this theory.

JY = U(z)y y5 U (). (4.122)

We will consider only single fermion flavour and multiply the final result by ny
to accommodate contribution of all fermion flavours. The axial current in the
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quantum theory is ill-defined due to product of operators at same space-time
point. We will use point-splitting regularization method to define J ().

x+e

JY = U(z + €)y"ys exp <zg/ Apdyp> U(x —e). (4.123)

—€
Let us compute divergence of this current. Using equation of motion it is easy
to show that the divergence vanishes except for a contribution coming from
the derivative acting on the gauge field in the exponent. We thus get (using
Ay = %y“Gup(y))

OpJt = U(z + €)y" 15" Gup(z) exp (zg/ Apdyp> U(z — ). (4.124)

Let us now evaluate vacuum expectation value of 9, J in the classical gauge
field background.

x+e
@) = (Wt 0 Gpaa e (ia [ Ay 0o - )

= —(Tr(igy" 756 up (@)U (2 — ) U( + €)))
= —Tr(igy"15¢°Gup(2)(S(x — €,z + €)))

. 1 2
— B
= TI' (Zgr)/'u’fys€ GNB(:E) {2’/1'2 (26)4

ige®  ~
_ G AP -
271_2(2 )2 apV V5 + })
g
= Ga Ga“" 4.125
1672 ( )
where, we have used the relation Tr(T%T?) = %5“1’ and anticipating the fact that
in the point splitting method we eventually take ¢ — 0 we have retained only
non-vanishing terms. We will take ¢ — 0 limit in such a way that the Lorentz
invariance is recovered. This corresponds to taking this limit in a symmetric
manner,

e 1

5 = Zgaﬁ . (4.126)
In this way we get the axial anomaly equation in four dimensional abelian and
non-abelian gauge theories. In case of non-abelian gauge theory this anomaly
is computed using single fermion flavour. Taking into account contribution of

ny flavours gives

2
w9
(0.98) = 12

@ G, (4.127)
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4.7 Path Integral Method

We know how to study quantum mechanics and quantum field theory using
canonical operator formalism.We have developed elaborate techniques to com-
pute physically relevant quantities in this formalism and have compared them
with laboratory results. We will now briefly introduce path integral methods
and use them to compute anomalies. There are several reasons to take re-
sort to the path integral methods. Firstly, operator method is not manifestly
Lorentz invariant, although the final result is Lorentz invariant. Secondly op-
erator method becomes cumbersome if the interaction Hamiltonian contains
derivative terms. Path integral method is well suited for quantizing non-abelian
gauge theories.

We have developed good intuition in classical physics. However, many of
these classical physics intuitions encounter problems in quantum theory in the
operator formalism due to operator ordering ambiguity, normal ordering, time
ordering of operators in the correlations functions etc. A quantization approach
which avoids these roadblocks and allows extension of classical intuition to the
quantum theory domain is most desirable. This is precisely what is achieved
in the path integral method. Of course, this can not be achieved at no cost.
In the path integral approach we not only sum over all classical trajectories
but we also sum over all other trajectories connecting initial and final point.
Advantage of this method is, we work with classical variables.

4.7.1 Path Integral Approach to Quantum Mechanics

The utility of the path integral approach is easy to illustrate in quantum me-
chanics. We will show that the canonical operator method in quantum mechan-
ics is identical to the path integral method. Let us start with the Hamiltonian

operator
52

i = éan +V(9) (4.128)

This is derived from the classical Hamiltonian

H=— . 4.12
v (4.129)
The corresponding Lagrangian is
1,
L=-mq¢*°—-V(q). (4.130)
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t

a; q,; q

Figure 4.2: Classical trajectory of a particle.

The action associated with a given path ¢(¢) is

ta
S= [ dt (1mq'2 — V(q)) : (4.131)

ty 2
Any path joining ¢; at ¢ = ¢; and g2 at time t = t2 gives a number for the
action. Extremization of the action functional gives the classical path. Let us
use Heisenberg picture to describe quantum mechanics, i.e., states are time
independent and operators are time dependent. Using the Heisenberg equation
of motion for an operator O,

o 90 . .
E = E—’_Z[H?OL (4132)
we can write R R
O(t) = exp(iHt), (4.133)

where for simplicity we have set i = 1. Let us define position eigenstates. |¢")
and |¢"’), with eigenvalues ¢’ and ¢” respectively. Let us now define the kernel
K(q/’ t/, q//’ t//) as

K t'5q" ") = (¢" | exp(—iH{t" —t)|q). (4.134)

K(q',t';q",t") give the probability amplitude of a state created at a point ¢’
at time ¢’ and measured at a point ¢” at time ¢”’. We now claim that

K(q/,t/;q",t”) :N/[Dq] exp (Z;j) (4.135)
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where N is the normalization factor and [[Dg] is a sum over all paths in

t

q q q

Figure 4.3: Path Integral representation of motion of a quantum mechanical particle.

(¢,t) space which begins at (¢’,¢') and end at (¢”,t"”). We sum over all paths
connecting ¢’ and ¢ with the weight exp(iS/h). This sum over paths is carried
out by discretizing time interval (¢ —¢') into N units, A = (¢ —¢')/N, N large
but fixed. Using this the action can be written in the discretized form as

t,,
S = / dt (lmq'2 — V(q))
§ 2

- AZ{ (ql“ q>QV(q1)}, (4.136)

where ¢; = q(t;) and ¢; = t' + (i — 1)A. The kernel in the discretized form
becomes R

K(¢,t;q",t") = (¢"|exp(—iHNA)|q'). (4.137)
By writing exp(—iHNA) = exp(—iHA) - - - exp(—iHA) N-times and introduc-
ing complete set of position eigenstates between them, we get

K(d t;q",t") = /dq2-~qu(Q"IGXP(*Z'fIA)Iqm

(an|---laz){az| exp(—iHA)|q'). (4.138)

Let us look at one matrix element
~0
e Y o
(lesp(-i8)a) = (aiesfoxw (=i | 2+ V@) )

qi> . (4.139)
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We will now use the following results

o (-5 [ £+ via) )

exp (—ZA P’ ) exp (—iAV (§))
X exp(—o(A?))

dlai) = aila)

lgi) = /dplp>(p|q>

(plg) = exp(—ipq)

plp) = »plp), (Blp) =0(p—p)

Using these results we can write the matrix element as

<Qi+1

2
X exp <—z’A2p;n> exp(i1Apgi+1)0(p — P) exp(—iApg;) (4.140)

e (80 + V(@)

qz-> - / dpdpexp(—iAV (g:))

Carrying out the integration over the d-function and using the following identity

o (o vite ) = Eoor (-5 qaaan

we get

(i1 exp(—iHA)|g;) = exp(—iAV (g;)) exp (i%(qi+1 - qi)2) - (4142)

Substituting this expression back in the expression for the kernel gives

K(d,t;q",t") = N/ dgo - - dgn

exp (mz { <qz+1 a >2 - V(qi)}> . (4.143)

The term in the exponent is precisely the discretized form of the action. The
final expression for the kernel does not contain any operator. It contains only
eigenvalues/numbers. Therefore description in terms of classical action makes
sense. In this formalism, vacuum expectation value of time ordered product of
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operators can be written as

(¢"| exp(—iHt")T (H ) exp(iHt'|¢)

/ [Dq] exp(iS)qn(tn) - - q1(t1)- (4.144)

Note that in the path integral ¢; --- ¢, are all classical variables. We can or-
der them any which way we want, but when we evaluate the path integral it
naturally gives thee time ordered expression.

4.7.2 Path Integral Approach to Quantum Field Theory

Results of quantum mechanics can be generalized to quantum field theory.
Quantum mechanical degrees of freedom ¢;(t;), p;(t;) go over to quantum field
theoretic degrees of freedom qASZ(x), II; (). In the path integral picture we re-
place Lagrangian of the classical mechanical system by the Lagrangian density
of the classical field theory.

5= / dtL(g,q) — S = / A L(6(x), 0,6(x)). (4.145)
In case of the free scalar field theory we write the path integral as
Zpree = [ DSl (4.146)
where,
Sle] = / d'x Bn"”amaucb — ;m%ﬂ : (4.147)

and [D¢] is the integration measure defined over the space of field configu-
rations. Vacuum expectation value of time ordered product of field operators
¢(x;) is given by

(T(B(z1) - Blan)) = / (DY) exp(iS[a) (1) -~ ). (4.148)

It is worth noting that on the left hand side we have expectation value of
product of quantum operators and on the right hand side we have classical
action functional and classical fields. In path integral approach we do not need
to put in explicit time ordering. This method can be extended to any field
theory involving bosonic fields.
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Let us now discuss path integral with fermionic fields. The Dirac field
satisfies anticommutation relations

{7&0( (X? t)a 1&5 (ya t)} = 0 (4149)
{0, 05y, )} = 0 (4.150)
{a(x,1), 0 (y, )} = hoagd®(x—y). (4.151)

Note z/AJL (x,t) is the momentum conjugate to @a(x, t). In the i — 0 limit we find
that all anticommutation relations vanish. This is not a regular classical limit,
because in the classical limit the functions should have commuted but instead
they seem to anticommute. Thus there exists no classical limit of fermions, and
the classical theory would be a formal construction. Path integrals for fermions
also are formal procedures.

The formal action for a free fermion is

St = [ dtad(o)irve, ~ myu(o) (4.152)

and the path integral is
/ [Dy][Dy] exp(iS[)). (4.153)

¢ and 1) are anticommuting variables. We need to define the notion of inte-
gration over anticommuting variables. Anticommuting variables are called the
Grassmann variables. They have following properties.

Suppose 8;, (i =1,---n), are n Grassmann variables, then

o Anticommutativity: 6;0; = —0;0;, V1, 7,

e Suppose F () is a function of Grassmann variables then it has a finite
Taylor series expansion in powers of 6s.

F(01,02,-+ ,0,) = fo+ Y fO0+--4 Y g, -o-0; , (4.154)

11, in
where f; are ordinary numbers. F(f) is an even(odd) function if

fom+1(fom) vanish for all m.

e Differentiation:

00; »
— =4, 4.155
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This implies
0 OF 0G
F
00; (FG) = 06; (=1)" 20;’
where, (—1)f is 1 if F is an even function and —1 if it is an odd function.
Since differentiation anticommutes §%F /9607 = 0.

(4.156)

o Integration: We define integration using the property that integration if a
total derivative term vanishes.

/ do— (4.157)

This implies [ d9F(0) = 0F(0)/06. This is effect means

/dﬂ =0, and /d99 =1. (4.158)
Consider an integral involving ordinary variables
/dx1-~-dmnf(:1c1,-~-xn). (4.159)
If we make a change of variables z; — y; = A;;2; then define
/d331 coedry f(Aym, - Apitg). (4.160)

Let us not relate these two integrals. To do that let us notice that
dyrdys - - - dyy, = (det A)dzidzy - - - dxy,. (4.161)

Thus

/dacl coeden f(Avixg, - Apizy) =

(det A)~" /dy1 s dyn f(yr, o yn)- (4.162)
By relabelling y as x we get

/dﬂcl cedrn f(Ayx, - Aniry) =

(det A)~! /dml coodrn f(xy, - xp). (4.163)
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Let us now consider an integral involving Grassmann variables,
/dé)mdem_l < d01F (61,02, ,0m), (4.164)
and relate it to

/ A0 dBpy_1 - - - A0y F(Ari0;, Agi, - - -, Apni). (4.165)

It is easy to see by explicitly expanding F (/19) in terms of the Taylor series
that

/demd9m—1 o d F (A0, Asiby, - -+ Ai) =
i(detﬁ)/domdem_l..-dolF(el,az,.-. Om). (4.166)

Let us also compare the Dirac §-function for ordinary variables and for Grass-
mann variables. For ordinary variables

/00 dxd(z) f(z) = f(0), (4.167)

—00

and for Grassmann variables
/ d05(0)F(0) = F(0). (4.168)

In particular, if F'(§) = a + b6 then F(0) = a, implying §(0) = 6.
Let us now define complex Grassmann variables

0; = ¢, + iy, and 0] = ¢; — iv);, (4.169)

whereg; and 1; are real Grassmann variables. Same rules for differentiation
and integration extend to complex Grassmann variables.

4.8 Path Integral Formalism for Anomalies

Let us start with the discussion of symmetries and conservation laws. Since
the path integral formulation of quantum field theory is in terms of classical
action and classical field variables, it is trivial to implement Noether procedure
and derive conservation laws corresponding to the symmetries of the action.
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However, path integral approach is designed to give us results in the quantum
theory. That would imply all classical symmetries and conservation laws would
trivially carry over to the quantum theory. If this is so then what is the status
of anomalies? How do we derive them from path integral approach?

Although classical action is invariant under symmetry transformations,
we have not checked if the integration measure is invariant or not. If the inte-
gration measure is not invariant then under symmetry transformation we will
get a Jacobian factor. It is this Jacobian factor which can potentially carry
information about anomalies.

Having spotted possible location for finding anomalies in the classical
symmetries let us proceed with the analysis of the integration measure in gauge
theories coupled to fermions. For simplicity, let us consider SU(N) gauge theory
coupled to a single Dirac fermion. The Minkowski space action is

S = /d4x£, L= %GZVG““” + i . (4.170)
The fermion belongs to the fundamental representation N of SU(N). In the
path integral approach it is convenient to work in the Euclidean space. This
cane be achieved by Wick rotating time direction 20 — —iz* and Ay — iAy.
We define in? = 4* and ) = v'D; + v*D,. Like 7%, 4* is antihermitian but
v5 = 170919293 = —y14243~4 is hermitian. The metric on the Euclidean space
is gy = diag(—1,-1,-1,-1).

To define path integral measure, let us decompose the Dirac field in terms
of the complete set of eigenfunctions of .

Y(z) = Z an®n(T), 7;(37) = Z (bil(x)gn’ (4.171)

where,

and

/ A 6] () bm () = S (4.173)

where a, and b,, are elements of Grassmann algebra. In terms of this decom-
position of v, the path integral measure becomes

1P AP0 @) Do) = [[PAu@) [T dow [[db. (4174)

Since we will not be concerned too much with the gauge field measure, we will
not bother to define it properly. To derive conserved current corresponding to
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the chiral transformation, we will follow Noether’s prescription. Consider the
local chiral transformation.

() = (x) = exp(ia(r)ys)P(z) (4.175)

U(@) = (x) = P(z)explia(@)ys). (4.176)

Under this transformation the Lagrangian density of the Dirac field transforms
as

iy Dytp — Din" Db — Oyeu() by ysep. (4.177)

Effect of this chiral transformation on the fermion modes is

Z a, dn(x Z ane @5 ¢ (z). (4.178)
Using this relation and orthogonality of ¢, (x), we can write a}, in terms of a,,

=3 / d*xpl (2)e" @5 g, (2)ay, = ZAmnan. (4.179)

Similarly,

Z / Azl () @b, b, (2 ZAmn - (4.180)

Since [ df is same as 9/00,

Hda et Amn l;Idan (4.181)
and
H v’ et Amn 1;[ db,,. (4.182)
Therefore,
H da,db!, = m 1;[ day,db,. (4.183)

Let us now evaluate this determinant for infinitesimal chiral transformation.

/ Azt (2)(1 + i(z)7s)bn (z) +

Am,n

= Gt [ diwia()o (@hsal@) £ (4180
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Thus,
-1
[det A, ]! = det {6% +i / d4xa(x)¢;(x)75¢n(x)}

= exp (—Tr In [5mn +1 / d4ma(x)¢;'n(x)'y5¢n(x)}>
— exp (—iz / d4ma(x)q§};(a:)75¢n(x)> . (4.185)

As a result we find

[ da,,dbi,, = [ dandbye2 =) deat@én@nsonte), (4.186)

Thus the Jacobian factor is

exp <2¢ > /d4m(x)¢f(x)75¢n(x)) = exp (2@ /d4m(x)A(x)> . (4.187)

We will evaluate this Jacobian by regularizing the term in the exponent. For
global chiral transformations a(x) is independent of coordinates and can be
pulled out of the integral.

Let us now look at the infinite sum in the exponent,

quT J5¢n(x) = lim <Z¢T ‘(*n/M)zqsn(x)). (4.188)

We regularize the infinite sum by introducing the Gaussian cut off. This not
only gives a smooth cut off for eigenvalues A\, > M but also maintains the
gauge invariance. For simplicity we will change basis vectors from ¢, (x) to
plane wave basis, i.e., e*®

Ax) = lim (Zqﬁ )se W/M%n(m))

M—o0
. d4k —ik-x _— 2 ik-x
= N}gnoo<Tr/ (2#)4756 hew o= (D/M)” ik ) (4.189)

Using the expansion Y= 1I? + [y*,4"]G /2 and 11, = (ik, + A, (x)),

: Ah ik A G )20
A(z) = lim Tr @ )4")/56 pT e T S . (4.190)
T

M—o0



4.8. Path Integral Formalism for Anomalies 179

We need to pull down [y*,~+] factors enough number of times to get non-zero
trace. Since A,, is not relevant in trace manipulations, we will ignore it. We will
then be left with a Gaussian integral over k.

1 1 d*k 2
= : woAv 2 - —k“ku/M
M) = i ol "G s | oo
1 v g ! 7
_ @TI‘GHVGM , G#V = ie‘uupa’GP . (4191)

We will now substitute A(x) back into the Jacobian factor. The Jacobian factor
is

g2 e A@) — o3l (4.192)
Total variation of the path integral is

[ 1A @IDUDT exp(=814,0.3) —

[PA@IDEDY exp(-s[a.0, )

- / (DA, DYDgeSAwTI-] d'a,a() i

Xe&r% fd4fL‘Oé(I)(TrG“,yéHU)' (4193)

Thus we get the anomalous conservation law
OpJ5 (x) = *SZ?TI“GWC?“”, (4.194)

where, JE(x) = ¥ (x)y ys51(z).

Analytlc continuation from the Euclidean space back to the Minkowski
space gets rid of ¢ factor in front of the anomaly term. The imaginary factor
has important implications in the Fuclidean version of the theory. Another
point to note is that the exponent of the Jacobian factor is given by

Zaﬁ* )Y5¢n(x (4.195)

The basis vectors ¢, (x) satisfy the Dirac equation with eigenvalue A,

Pon(x) = Ao (). (4.196)
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Multiplying this equation by 5 we get

%5(1571(3;) = _/\n75¢n(-r)- (4197)

Thus for every eigenvector ¢, () with eigenvalue \,, there exists an eigenvector
V50n () with eigenvalue —\,,. Therefore ¢, (z) and y5¢,(x) are orthogonal to
each other. This implies

/ d*z Az / d%:Zgb* )Y50n () = 0, (4.198)

except for the zero modes, i.e., when A = 0. When X\ = 0, we can rewrite A(z)
as

/ d*z Az / d%Zgzﬁ )56 (x
~ [t (qu D)pin(e Z¢> )i (v ) (4.199)

where ¢, (g) are left handed (resp. right handed) zero modes, and

/d4xA(x) =ng—n_. (4.200)

In other words, the anomaly term is equal to the number of positive chirality
zero-modes minus the number of negative chirality zero-modes. This is the
Atiyah-Singer index theorem.

Yet another point to notice is that computation of the Jacobian factor
gives the anomaly term in any even space-time dimensions. Number of factors
of [7*,7"]G,,, that we pull down depends on dimensionality of space-time or
equivalently on the definition of 75. It is also easy to see that in two dimensions
non-ablelian gauge theory cannot have anomaly because TrG,,,, = 0.

Let us now consider a theory with parity violating gauge couplings. The
Lagrangian density is

L= (x)iPhr(z) - EGZUGWV (4.201)

where ¢, = (1 —5)1/2, ¥r belongs to representation N of SU(N). Using the
fact that v5¢,, (z) has eigenvalue —\,, if ¢, has eigenvalue A, we can decompose
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the eigenvectors into left and right chirality modes as

1—15

Gnr(r) = 7 ¢n(x), for Ay, >0 (4.202)
_ 1= () for A =0 (4.203)
bnr(z) = L\/;%n(x), for Ay > 0 (4.204)
-1 + 75 4 (2) for A = 0. (4.205)

Using these modes we can decompose the chiral fermion as

Yr(z) = Y andur(x) (4.206)
An>0

Vr(z) = Y buglp(2). (4.207)
An>0

Under global U(1) chiral transformation,

Y (x) = e @y () (4.208)
b () = Pp(x)e™, (4.209)
where we have kept o to be x dependent only to carry out the Noether pre-
scription. The change in the Lagrangian density due to this transformation
is
L — L+ 0,ay"Yr. (4.210)
The integration measure also changes under this transformation. It is now easy
to see that the Jacobian factor is

exp | [ dtoa(e) 3 (6] (00onso) - 6] a(0)6nn(z)

An>0
= exp (—i/d4xa Zq’)T VY5 Pn (2 >
= exp (—i/d4xa(m)A(;v)> . (4.211)

This phase factor is half of the factor obtained with the Dirac fermion. If we
define the current B
= ¢L’}/‘M¢L, (4212)
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then

0Tt = 1o L ™G,,an. (4.213)

It is now trivial to extend this result by replacing abelian chiral transformation
by non-abelian chiral transformations. Consider a chiral transformation,

Yr(x) = exp(—ia®(z)T")Yr (), (4.214)

where, T% are generators of the gauge group G. The classically conserved cur-
rent in this case is

Ji(x) = Yo (x)y, T YL (@). (4.215)

Since the generator T does not affect our computation except for contributing
to group theory trace, it is easy to write down the anomaly factor

Z(b* )T P () = % (;2) T (TG, G"). (4.216)

Due to Bose symmetry of gauge bosons the anomaly factor can be written as
a _ b duv a b d
At(x) = 1 (87r2> G, G T (TH{T, T}). (4.217)

This is called the gauge anomaly. It is now easy to see that this anomaly
vanishes for SU(2) gauge theory. For SU(2) theory

(1%, 7%} = 26° = Te(T*{T°, T%}) = Te(T*) = 0. (4.218)

Let us now look at the Standard Model of particle physics. This model
is based on a gauge theory with gauge group SU(3). ® SU(2), ® U(1)y. Of
these SU(3). is not a chiral gauge theory and hence is free from anomalies.
SU(2), ® U(1)y theory can be potentially anomalous.

However, we will see that for the anomaly to cancel we will get constraints
on the matter content of the theory. Let us look at the fermionic matter content
of the Standard Model and their quantum numbers.

e Quarks
Y=1/3 o\ V=13 L\ Y=1/3
, (4.219)
S /L b )

unlY = 4/3), dnl(Y = ~2/3). ca(Y = 4/3),
sp(Y = —2/3), tr(Y =4/3), b(Y = —2/3). (4.220)

SURS
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e Leptons

() ()

eR(Y = ) /,LR(Y = — Y = —2 (4222)

Let us look at only one generation of leptons and one generation of quarks.
Result obtained in this case generalize naturally to three generations. We will
see that the Standard Model anomalies cancel in each generation provided
quarks come in three colours. Potentially anomalous traces in the Standard
Model are

Tr(Y?), and Tr({T%, T°}Y), (4.223)

where, T® are generators of SU(2);, and Y is a generator of U(1)y. There
are two more traces but they do not contribute due to tracelessness of SU(2)
generators and the fact that every member of SU(2); multiplet has same Y
quantum numbers. Let us now concentrate on Tr({7%, T°}Y") term. Due to the
fact that for SU(2) group {T%, T} = 26?*, we get

Tr({T¢,T°}Y) = 26°°Tr(Y). (4.224)

It is now easy to see that hypercharges of u, d quarks when added up give
Y, = —Y1/3, where Y, is the total hypercharge of quarks in one generation and
Y} is the total hypercharge of leptons in one generation.

|
\
_|_
\
+
\
|
[
\

Y, (4.225)
Y, = —1-1-2=—-4. (4.226)

Thus hypercharge anomaly cancels if quarks come in three colours. That is
3, +Y, =0. (4.227)

Let us now look at Tr(YYY') anomaly. First of all notice that hypercharge gauge
field B,,(z) does not couple hypercharged matter through vector coupling. For
example, coupling of B, (z) to left handed electron is different from coupling
to right handed electron.

/
Djep = <8H—|—i923#) er (4.228)

Dyer = (0, +i9'B,)er. (4.229)
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We will split this interaction into vector and chiral coupling. We will choose the
vector coupling in such a way that chiral coupling involves only right handed
fields. Of course, this is purely a matter of choice. It is always possible to adjust
vector coupling so that chiral coupling are purely left handed. The latter choice
is more physical as we will see below.
For anomaly computation, this splitting means we can write Y = Yy +Ypg.
Let us do this assignment for the first fermion generation.
vo ve— Lt oya Loyt o ye (4.230)
72 V_S’V_gv v~V = » SV T .
Vi YE=1,Ya=—1, Yh: YE=1Y5=—1. (4.231)

Substituting this in pure hypercharge anomaly term gives
TI‘(YYY) = Tr ((YV + YR)(YV + YR)(YV + YR))
= Tr(VwYvYy)+3(Tr(YvY3)
+Tr(Y3YR)) + Tr(Y3). (4.232)

However, we know that the triangle diagram with three vector current insertions
is not anomalous. We are thus left with

Tr(YYY) = 3(Tr(Vo YZ) + Te(Y3YR)) + Tr(Y3). (4.233)

It is trivial to see that Tr(Y73) cancels within quark generation ans lepton
generation separately. However, the term (Tr(Yy Y3 + YrY{?)) cancel between
a quark generation and a lepton generation provided there are three coloured
quarks.

1 1 1 1 2
Tr(YyYE+YrYE)y = (2—-4+-+2)=2 4.234
Tr(YvYi + YY) = —1—-1=-2 (4.235)
3Tr(YvYh + YrY ), + Tr(YwYj + YRY), = 0. (4.236)

Let us now look at the Standard Model anomaly cancellation from low
energy point of view. This would be a check of 't Hooft’s anomaly matching
condition. At low energy we are left with the quantum electrodynamics. This
theory has only vector coupling and we know that a theory with vector coupling
does not have gauge anomalies. This may seem like a trivial result but if er
demand 't Hooft’s anomaly matching condition and turn the argument on its
head, we would say that the theory defined in the ultraviolet limit better be an
anomaly free theory because QED is free from gauge anomalies.
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Although it is trivial to see that the infrared theory is anomaly free, it is
still instructive to see how that affects the anomaly cancellation in the Standard
Model. To do this we will split the hypercharge gauge coupling into vector
coupling and left handed coupling. This is a familiar decomposition. This tells
is how electric charge is related to the third component of SU(2), generator
and the hypercharge.

Q=Ty+ 5 =Y =2Q Ty (4.237)

Since T3 is a purely left handed charge and @ is purely vector charge, this gives
us the desired decomposition of the hypercharge. With this decomposition,
the Standard Model anomaly cancellation is the statement that if quarks have
three colours then the Standard Model fermionic matter is ‘electrically neutral’
in each generation, i.e., the sum of electric charges of all fermions in a given
generation vanishes. To see the relation between these two statements, let us
proceed with the analysis of the gauge anomalies.

The first kind of term is Tr(Y) = 2Tr(Q — T3) = 2Tr(Q). Total charge in
the quark sector (u,d) = 1/3 and total charge in the lepton sector (v, e) = —1.
This implies Tr(Q) = 0 only if quarks come in three colours.

The second type of anomaly is Tr(Y?3).

Tr(Y?) = 2Tr(Q? — 3Q*Ts + 3QT% — T3). (4.238)

Of these terms we already know that Tr(Q?) = 0 because the vector coupling
is not anomalous. We also know that Tr(73) = 0 due to the tracelessness of
odd powers of T3. Thus we are left with

Tr(Y?3) = —24Tr(QT3(Q — T3)) = —12Tr(QT3Y). (4.239)
Now using the fact that @ = To + Y/2, we can write
Tr(YV?) = —12Tr(TFY) — 6Tr(T3Y?). (4.240)

The second term in eq.(4.240) vanishes because T35 is traceless and that the
hypercharge of all the members of a given SU(2);, multiplet is same. Thus we
are reduced only to one term and since T32 = loxo,

Tr(Y?) —12Tx(Y) = —12Tx(2(Q — T3))

—24Tr(Q) = 0. (4.241)
Thus we have seen that the Standard Model anomaly cancellation means that

the fermionic matter of the Standard Model is ‘electrically neutral’ when all
charges of the fermions is a given generation are added up.
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Cosmology for Particle

Physicists

Urjit Yajnik

5.1 Introduction

Over the past two decades Cosmology has increasingly become a precision sci-
ence. That the Universe is expanding was an astonishing discovery. Now we
know its details to unprecedented precision. An expanding Universe also im-
plied an extremely compact state in the past, and therefore very high tempera-
ture. The Particle Physics forces which can now be explored only in accelerator
laboratories were in free play in the remote past. Thus the observation of the
oldest remnants in the Universe amounts to looking at the results of a Particle
Physics experiment under natural conditions.

In these notes we present a selection of topics, each section approximately
amounting to one lecture. We begin with a brief recapitulation of General Rela-
tivity, and the Standard Model of Cosmology. The study of Cosmology requires
General Relativity to be applied only under a highly symmetric situation and
therefore it is possible to recast the essentials as Three Laws of Cosmology. The
study of very early Universe brings us squarely into the domain of Quantized
Field Theory at given temperature. Intermediate metastable phases through
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which the Universe passed require an understanding of the effective potential
of the field theory in a thermal equilibrium. This formalism is developed in
some detail. The important topic of Dark Energy could not be included within
the limitations of this course. The reader can refer to some of the excellent
reviews cited at the end or await the next avatara of these notes.

The remainder of the notes discuss important signatures of the remote
past. These include : (i) inflation, (ii) density perturbations leading to galaxy
formation, (iii) study of hot and cold relics decoupled from the remaining con-
stituents, some of which can be candidates for Dark Matter, (iv) finally the
baryon asymmetry of the Universe. As we shall see each of these has a strong
bearing on Particle Physics and is being subjected to ever more precise obser-
vations.

5.1.1 General Theory of Relativity: A recap

Special Theory of Relativity captures the kinematics of space-time observa-
tions. On the other hand, General Theory of Relativity is a dynamical theory,
which extends the Newtonian law of gravity to make it consistent with Special
Relativity. In this sense it is not a “generalization” of Relativity but rather, a
theory of Gravity on par with Maxwell’s theory of Electromagnetism. It is nev-
ertheless a very special kind of theory because of the Principle of Equivalence.
The equivalence of gravitational and inertial masses ensures that in a given
gravitational field, all test particles would follow a trajectory decided only by
their initial velocities, regardless of their mass. This makes it possible to think
of the resulting trajectory as a property of the spacetime itself. This was the
motivation for introducing methods of Differential Geometry, the mathematics
of curved spaces for the description of Gravity. Due to this “grand unification”
of space and time into a dynamically varying set we shall use the convention of
writing the word spacetime without hyphenation as adopted in ref. [1].
Throughout these notes we use the convention 7~ = ¢ = 1 and the sign
convention ds? = dt? — |dx|2 for the spacetime interval in Special Relativity.
The principle of General Covariance states that a given gravitational field is
described by a metric tensor g,, a function of spacetime variables collectively
written as z* = x,t. Gravity modifies the spacetime interval to the general
quadratic form g, dx*dz”, where the summation convention on same indices
is assumed. The trajectories of test particles are simply the shortest possible
paths in this spacetime, determined by the metric tensor through the geodesic
equation
d%zt ,  dz¥ dz?

dr? VP dr dr
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where the Christoffel symbols I'*, | are given by

1 A 69w\ agup agp)\
F‘uyp:ig# ( +

oxP ox* oxV

These symbols are not tensors but determine the covariant derivative much the
same way that the electromagnetic potentials which are themselves not gauge
invariant determine the minimal coupling of charged particles to electromag-
netic fields.

The equations which determine the gravitational field, i.e., the tensor g,
itself are the Einstein Equations,

1
G — Agpw = Ry — §QWR —Ag, =87GT),,

where T}, is the energy momentum tensor and the Ricci tensor R, and the
scalar curvature R are the contracted forms of the fourth rank tensor the Rie-
mann curvature, given by

Rul/ozﬁ = aaruuﬁ - aﬁl—wua + Fuaarguﬁ - Fuaﬁroua
Rl“’ = RAH)\V
R = ¢"Ru

The tensor G, is called the Einstein tensor and has the elegant property
that its covariant derivative vanishes. The last term on the left hand side is
called the Cosmological term since its effects are not seen on any small scale,
even galactic scales. It can be consistently introduced into the equations pro-
vided A is a constant. Since the covariant derivative D,g,, = 0, the covariant
derivative of this term also vanishes. This fact is matched on the right hand
side of Einstein’s equation by the vanishing of the covariant derivative of the
energy-momentum tensor. The vanishing of the Einstein tensor follows from
the Bianchi identities in Differential Geometry. The geometric significance of
the identities is that given a spacetime domain, they express the statement “the
boundary of a boundary is zero”. We leave it to the reader to pursue ref [1]
to understand its details. Thus a geometric principle implies the covariant con-
servation of energy-momentum tensor, a physical quantity. But it has to be
noted that covariant conservation does not imply a conserved charge the way
it happens in flat spacetime with divergence of a four-vector. But if there are
3-dimensional regions on whose 2-dimensional boundaries gravity is very weak,
it does imply conservation of total mass-energy in the given volume.

There are quite a few subtleties concerning the implications of General
Relativity and the conditions under which it supercedes Newtonian gravity.
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We present here a few “True or False” statements for the reader to think over
and discuss with peers or teachers. Starting points to answers are given in
Appendix, sec. 5.11.

True or False

1.

® N> oW

Curved spacetime is a necessity of GR due to the underlying Special Rel-
ativity principle.

The invariance of the equations of physics under arbitrary reparameteri-
sation of spacetime is the essential new content of GR.

The notion of energy density becomes meaningless in GR

The notion of total energy becomes meaningless in GR

Points where some of the metric coefficients vanish are unphysical
Points where some of the metric coefficients diverge are unphysical
Points where any components of curvature tensor diverge are unphysical

Newtonian gravity is insufficient to describe an expanding Universe and
GR is required.

5.1.2 The Standard Model of Cosmology

Here we summarise the broadest features of our current understanding of the
Universe based on a vast variety of data and modeling. We summarise size, age
and contents of the Universe as follows

e There is a strong indication that the Universe is homogeneous and

isotropic if we probe it at sufficiently large scales, such as the scale of
clusters of galaxies. The typical scale size is 10 Megaparsec (Mpc) and
larger. At the scale of several tens of Mpc the distribution of galaxies is
homogeneous.

It is at present not known whether the Universe is finite in size or
infinite. A finite Universe would be curved as a three dimensional manifold.
An infinite universe could also show curvature. At present we do not see
any signs of such curvature.

Secondly we believe that the Universe has been expanding monotonically
for a finite time in the past. This gives a finite age of about 13.7 billion
years to our Universe.

What was “before” this time is not possible to understand within
the framework of classical General Relativity. But Newton’s gravitational
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constant suggests a fundamental mass scale, called the Planck scale Mp; =
G~1/2 ~ 1.2 x 101GeV and corresponding extremely small time scale,
10~ sec. We expect that Quantum theory of Gravity should take over
at that scale. Unfortunately that theory has not yet been worked out due
to insufficient data.

e Finally it has been possible to map the current contents of the Universe
to a reasonable accuracy. More about them below. The contents of the
Universe can be divided into three types,

1. Radiation and matter as known in Particle Physics

2. Dark Matter, one or more species of particles, at least one of which
is necessarily non-relativistic and contributing significantly to the
total energy density of the Universe today. These particles have no
Standard Model interactions.

3. Dark Energy, the largest contributor to the energy density balance
of the present Universe, a form of energy which does not seem to fit
any known conventional fields or particles. It could be the discovery
of a non-zero cosmological constant. But if more precise observations
show its contribution to be changing with time, it can be modelled
as a relativistic continuum which possesses negative pressure.

Of the contents of type 1, there are approximately 400 photons per cc and
107 protons per cc on the average. Compared to Avogadro number available on
earth, this is a very sparse Universe. Of these the major contributor to energy
density is baryonic matter. This constitutes stars, galaxies and large Hydrogen
clouds out of which more galaxies and stars are continuously in formation. The
other component is the Cosmic Microwave Background Radiation (CMBR), the
gas of photons left over after neutral Hydrogen first formed. Its contribution
to total energy density is relatively insignificant. But its precision study by
experiments such as the Wilkinson Microwave Anisotropy Probe (WMAP) and
the Planck space mission is providing us with a very detailed information of
how these photons have been created and what are the ingredients they have
encountered on their way from their origin to our probes.

There probably are other exotic forms of energy-matter not yet discovered.
Two principle candidates are topological defects such as cosmic strings, and the
axion. We shall not be able to discuss these here. Axions are almost a part of
Standard Model though very weakly interacting, and could potentially be Dark
Matter candidates.

Aside from these current parameters of the Universe there is a reason to
believe that the Universe passed through one or more critical phases before
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arriving at the vast size and great age it presently has. This critical phase in its
development is called Inflation. It is expected to have occurred in remote past
at extremely high energies, perhaps in the Planck era itself. What is interesting
is that the fluctuations in energy density which finally became galaxies could
have originated as quantum effects during that era. Thus we would be staring
at the results of quantum physics in the very early Universe whenever we see
galaxies in the sky.

A quantitative summary of present observables of the Universe is given at
the end of Sec. 5.3.

5.1.3 The Standard Model of Particle Physics

We assume that the reader is familiar with the Standard Model of Particle
Physics. Appendix B of “The Early Universe” by Kolb and Turner (hereafter
referred to as Kolb and Turner) contains a review. Cosmology has a dual role
to play in our understanding of the fundamental forces. It is presenting us
with the need to make further extensions of the Standard Model and is also
providing evidence to complete our picture of Particle Physics. For example
whether Dark Matter emerges from an extension of the Standard Model is a
challenge to model building. On the other hand axions expected from QCD
may perhaps get verified in Astroparticle physics experiments and may have
played a significant role in the history of the Cosmos.

Study of Cosmology also sharpens some of the long recognized problems
and provides fresh perspectives and fresh challenges. Symmetry breaking by
Higgs mechanism in Standard Model (and its extensions the Grand Unified
models) causes hierarchy problem. But it also implies a cosmological constant
far larger than observed. We hope that the two problems have a common solu-
tion. Despite the conceptual problems with the QFT of scalar fields, inflation is
best modeled by a scalar field. Similarly, consider Dark Energy which is almost
like a cosmological constant of a much smaller value than Particle Physics scales.
This has finally been confirmed over the past decade. Again many models seem
to rely on unusual dynamics of a scalar field to explain this phenomena. We
hope that supersymmetry or superstring theory will provide natural candidates
for such scalar fields without the attendant QFT problems.

5.2 Friedmann-Robertson-Walker Metrics

Cosmology began to emerge as a science after the construction of reflection
telescopes of 100 to 200 inch diameter in the USA at the turn of 1900. When
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Doppler shifts of Hydrogen lines of about twenty nearby galaxies could be
measured it was observed that they were almost all redshifts. Edwin Hubble
proposed a linear law relating redshift and distance. Then the data could be
understood as a universal expansion. Over the last 75 years this fact has been
further sharpened, with more than 10 million galaxies observed and cataloged.

It is reasonable to believe that we are not in a particularly special galaxy.
So it is reasonable to assume that the expansion is uniform, i.e. observer on
any other galaxy would also see all galaxies receding from him or her at the
same rate. This reasoning allows us to construct a simple solution to Einstein’s
equations. We assume that the Universe corresponds to a solution in which aside
from the overall expansion as a function of time, the spacetime is homogeneous
and isotropic. This would of course be true only for the class of observers who
are drifting along with the galaxies in a systematic expansion. (An intergalactic
spaceship moving at a high speed would see the galactic distribution quite
differently). We characterize this coordinate system as one in which (1) there
is a preferred time coordinate! such that at a given instant of this time, (2) the
distribution of galaxies is homogeneous and isotropic.

It should be noted that this is a statement about the symmetry of the
sought after solution of the Einstein equations. The symmetries restrict the
boundary conditions under which the equations are to be solved and in this
way condition the answer. In older literature the existence of such symmetries
of the observed Universe was referred to as Cosmological Principle, asserted in
the absence of any substantial data. Over the years with accumulation of data
we realize that it is not a principle of physics, but a useful model suggested by
observations, similar to the assumption that the earth is a spheroid.

The assumptions of homogeneity and isotropy made above are very strong
and we have a very simple class of metric tensors left as possible solutions. They
can be characterized by spacetime interval of the form

2

ds?> = dt? — R?*(t){ ———
sh=d R(){l—kr2

+ 72d6? 4 r? sin” 9d¢2}

The only dynamical degree of freedom left is the scale factor R(t). Further, there
are three possibilities distinguished by whether the spacelike hypersurface at
a given time is flat and infinite (Newtonian idea), or compact like a ball of
dimension 3 with a given curvature, (generalization of the 2 dimensional shell

IThis time coordinate is not unique. We can define a new time coordinate #(t) as an
arbitrary smooth function of the old time coordinate t. What is unique is that a time axis is
singled out from the spacetime continuum. What units, (including time dependent ones), we
use to measure the time is arbitrary.
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of a sphere in usual 3 dimensional Euclidean space), or unbounded and with
constant negative curvature, a possibility more difficult to visualize. These three
possibilities correspond to the parameter k¥ = 0, or K = +1, or k = —1. The
cases k = —1 and k = 1 also have representations which make their geometry
more explicit

, dt? — R*(t) {dx® + sin® x (d6? + sin® 0d¢?)} k=1
ds® =
dt? — R%(t) {dx? + sinh® x (d6? + sin® 0d¢?)} &k = —1
The time coordinate ¢ we have used above is a particular choice and is
called comoving time. An alternative time coordinate 7 is given by

dt
dn = —
"R
2 2 2 dr? 22 2.2 2
ds* = R*(n)qdn Ty dr® — r*sin” 0d¢

Its advantage is that for £k = 0 it makes the metric conformally equivalent to
flat (Minkowski) space.

5.2.1 Cosmological Redshift

In this and the next subsection we identify the precise definitions of redshift
and cosmological distances to understand Hubble Law in its general form.

The observed redshift of light is similar to Doppler shift, but we would
like to think that it arises because spacetime itself is changing and not due to
relative motion in a conventional sense. In other words, in cosmological context
the redshift should be understood as arising from the fact that time elapses
at a different rate at the epoch of emission t; from that at the epoch ¢ty of
observation. Since light follows a geodesic obeying ds? = 0, it is possible for us
to define the quantity f(r1) which is a dimensionless measure of the separation
between emission point 7 = 0 and the observation point r = r;

"o dr o dt
o= [ [
0o (1- kr2)1/2 o R(t)
where the second equality uses ds? = 0. Now the same f(r1) is valid for a light
signal emitted a little later at ¢ = ¢ 4+ dt; and received at a corresponding later

time tg + dtg. e
otdto gy
foo= [T
( 1) t1+dt, R(t)
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Equivalently,
t1+ots gy to+oto gz
[, % -/, 70
oty At
R(t1) R (to)
or
w_d _Mo _ R()
v dtg Ao Rto)

It is convenient to define the redshift z, originally so defined because it would
always be small, as given by
X R(to)

1+Z:/\7:R(t1)

5.2.2 Luminosity Distance

Defining a measure of spacelike distances is tricky in Cosmology because phys-
ical separations between comoving objects are not static and therefore lack
an operational meaning. Since distances are measured effectively by observing
light received, we define luminosity distance dj, by

2 _ L

L™ dnF

where L is the absolute luminosity and F’ is the observed flux. If the metric were
frozen to its value at time ¢ this would have been the same as in flat space,
R(to)?r} with r; the coordinate distance travelled by light.Due to expansion

effects, we need additional factors of 1+ z, once for reduction in energy due to
redshift and once due to delay in the observation of the signal

42 = R? (to) r? (1 + 2)°

d

We now introduce measures Hy for the first derivative, representing the Hubble
parameter and a dimesionless measure g for the second derivative, traditionally
deceleration, by expanding the scale factor as

If((fo)) = 1+ Ho(t—t)~ %qug (t—to)” + ...
_ R(to) _  R(t) .
Hy = R(tz) 0=z (:O)R(to) = 7mz
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Therefore
z=Hy(to—t)+ (1+%) H2 (to —1)° + ...

so that
(to—t) = Hy? (Z - (1 + (12—0) 7% 4 )

We now use the quantity f(r) introduced in the discussion of redshift of light,
which for the three different geometries works out to be

sin~try = 4+ %
f(r)= 1
-1 1
sinh = -5
Therefore
1 1 9
= to—t —Hy(tg—t
1 Rlio) [(0 1)+2 o(to—t1)" + ]
Substitute (to — 1)
1 1
—|z—=(1 24
1 R (o) Ho {Z 2( +qo) 2° + }
1
Hyd;, = Z+§(1—q0)22+...

The last relation expresses the connection between observed luminosity of dis-
tance dy, of galaxies and their redshift z, incorporating the curvature effects
arising from the expansion of the Universe. Extensive data on dj, and z gath-
ered from galaxy surveys such as 2-degree Field Galactic Redshift Survey (2dF
GRS) and 6dF GRS can be fitted with this equation to determine cosmological
parameters Hy and qq.

5.3 The Three Laws of Cosmology

It is possible to discuss the cosmological solution without recourse to the full
Einstein equations. After all a comprehensive framework like electromagnetism
was discovered only as a synthesis of a variety of laws applicable to specific
situations. Specifically, Coulomb’s law is most useful for static pointlike charges.
Similarly, given that the Universe has a highly symmetric distribution of matter,
allows us to express the physics as three laws applicable to Cosmology, these
being
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1. Evolution of the scale factor : The evolution of R(t) introduced above is
governed by
N 2
R k A 8w
({)*m‘ngP

2. Generalized thermodynamic relation : The energy-matter source of the
gravitational field obeys generalization of the first law of thermodynamics
dU = —pdV,

d d
— (pR? —(R¥}) =0
7 (PR°) +po (RY)
To put this to use we need the equation of state p = p(p). For most

purposes it boils down to a relation
p=wp

with w a constant.

3. Entropy is conserved : (except at critical thresholds)

d d (R?
56 =% (F0+n) =0

The law 2 can be used to solve for p as a function of R with w a given
parameter. Then this p can be substituted in law 1 to solve for R(t) the cos-
mological scale factor.

As for Law 3, in the cosmological context we speak of entropy density s.
Thus the above law applies to the combination sR3. Further, non-relativistic
matter does not contribute significantly to entropy while for radiation s oc T3.
Hence we get the rule of thumb

S = sR* o< T(t)*R(t)* = constant

Thus Law 3 provides the relation of the temperature and the scale factor.
However, critical threshold events are expected to have occured in the early
Universe, due to processes going out of equilibrium or due to phase transitions.
The constant on the right hand side of R(t)T'(t) equation has to be then re-set
by calculating the entropy produced in such events.

This formulation is sufficient for studying most of Cosmology. However if
we are familiar with Einstein’s theory the above laws can be derived systemat-
ically. We need to calculate the Einstein tensor. The components of the Ricci
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tensor and the scalar curvature R in terms of the scale factor R(t) are

R
ROO - —3§
R R* &k
Rij = 6<R+R2+R2>gm
R = —6|=+(= =
R+<R> +R2

The resulting Einstein equations contain only two non-trivial equations, the
Goo component and the G;; component where ¢+ = 1,2,3 is any of the space

components.
2" & 8
us
00 : — — =—G
<R> TR 3O

. L\ 2
.. R R k

It turns out that the 77 equation can be obtained by differentiating the 00
equation and using the thermodynamic relation

d (pR*) = —pd (R?)

Hence we only state the second law rather than the i equation.

5.3.1 Example: Friedmann Universe

An early model due to A. A. Friedmann (1922) considers a k = 1 universe with
pressureless dust, i.e., p = 0 and with A = 0. Then according to Law 2,

d 3\

Now let t; be a reference time so that for any other time ¢, p(t)R3(t) =
p(t1)R3(t1) Then according to Law 1,
1 (dR>2 k LI

R2

dt

R~ 37MRs
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which implies

where g
Y
Rma:}c = ?Gpl Ri’

This equation is first order in time, but non-linear. It can be solved by express-
ing both ¢ and R in terms of another parameter 7. The solution is

1 1 .
R(n) = iRmax(l — cos1) t(n) = ERmrw(n — sinn)
It results in a shape called cycloid. The first order equation thus solved can
also be thought of as a particle in potential V (z) = —£mez with total energy —1.

T

Exercise: (Friedmann 1924) Solve for the scale factor of a A = 0 universe with
pressureless dust but with negative constant curvature, i.e., k = —1.

5.3.2 Parameters of the Universe

We now summarise the observable parameters of the Universe as available from
several different data sets. But first we introduce some standard conventions.
First we rewrite the first law including the cosmological constant,

H2 + i — ﬁ — %
Rz 3 3
Suppose have a way of measuring each of the individual terms in the above
equation. Then with all values plugged in, the left hand side must balance the
right hand side. Our knowledge of the Hubble constant Hj is considerably more
accurate than our knowledge of the average energy density of the Universe. We
express the various contributions in the above equation as fractions of the
contribution of the Hubble term. This can of course be done at any epoch.
Thus, dividing out by H?2,

k
M Tt
where we define the fractions
A 8tGp
Q = — Q =
AT 32 P 3H2
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In detail, due to several different identifiable contributions to p from baryons,
photons and Dark Matter, we identify individual constributions again as frac-
tions of the corresponding Hubble term as 2, €2, and Qp s respectively. Either
the sum of the various €2’s must add up to unity or the k # 0. In table 5.1 we
list the current values of the parameters.

Age to 13.7 £ 0.2G. yr,
Hubble constant Hy h x 100km/s/Mpc
Parameter h 0.71 or 0.73
TemB 2.725 x 105K

Q 1.02 + 0.02

Qall matterh? 0.120£00.135

Qph? 0.022

Qa 0.72+ 0.04,

w (= p/p) —0.97£0.08

Table 5.1: Parameters of the Universe

Determination of Hubble constant has several problems of calibration. It
is customary to treat its value as an undetermined factor & times a convenient
value 100 km/s/Mpc which sets the scale of the expansion rate. It is customary
to state many of the parameters with factors of h included since they are
determined conditionally. At present h? ~ 1/2. The Dark Energy component
seems to behave almost like a cosmological constant and hence its contribution
is given the subscript A.

Q) being close to unity signifies that we seem to have measured all contri-
butions to energy density needed to account for the observed Hubble constant.
The parameter w exactly —1 corresponds to cosmological constant. Current
data are best fitted with this value of w and assumption of cold, i.e., non-
relativistic Dark Matter. This Friedmann model is referred to as the A-CDM
model.

5.4 The Big Bang Universe

By its nature as a purely attractive force, gravity does not generically allow
static solutions. Since the Universe is isotropic and homogeneous now it is
reasonable to assume that that is the way it has been for as far back as we can
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extrapolate. Such an extrapolation however will require the Universe to have
passed through phases of extremely high densities and pressures, phases where
various microscopic forces become unscreened long range forces, again subject
to overall homogeneity and isotropy of the medium. This is the essential picture
of a Big Bang Universe, extrapolated as far back as the Quantum Gravity era
about which we can not say much at the present state of knowledge. However the
intervening epochs encode into the medium important imprints of the possible
High Energy forces that may have been operative. Thus the early Universe is
an interesting laboratory for Elementary Particle Physics.

5.4.1 Thermodynamic Relations

For a massless single relativistic species at temperature 7' the energy density p
and number density n are given by

T 7
p = 30 gT* for bosons S X 3 for fermions
n = @gT?’ for bosons Lo X Z for fermions
™

where ¢ is the spin degeneracy factor. In the early Universe, a particle species
with mass much less than the ambient temperature behaves just like a rela-
tivistic particle?. More generally, we introduce an effective degeneracy g. for a
relativistic gas which is a mixture of various species,

2

relat m 4 relat
= —g. 1" =3
P 309 P
4 4
T; 7 T}
g« = % Gi <T> +§§j 9j (T>
Bose Fermi
species species

2Massless vector bosons have one degree of freedom less than massive vector bosons. So
this has to be accounted for in some way. In the Standard Model of Particle Physics, masses
arise from spontaneous symmetry breaking which disappears at sufficiently high temperature
and the longitudinal vector boson degree of freedom is recovered as additional scalar modes
of the Higgs at high temperature.
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As T continues to drop species with rest masses m; > T become nonrelativistic
and stop contributing to the above. For such species,

non—relat.

Pi = mn;
m; (ni (tl) R3 (tl))
R3(t)
plr_wnfrelat — 0 = “dust”

5.4.2 Isentropic Expansion

We assume particle physics time scales to remain far shorter than expansion
time scale H(t)~!. Thus we have approximate equilibrium throughout and we
have been using equilibrium thermodynamics. Specifically entropy is conserved.
While the usual term for such a system is adiabatic, the term in the sense of
being isolated from “other” systems does not apply to the Universe and we
shall refer directly to fact that entropy is conserved. With no other system
with which to exchange energy, it can be shown for the primordial contents of
the Universe, that (Kolb and Turner, Section 3.4)

(ptp)V
d|————|=0=4dS
o7
we define s = % = ﬂTp which is dominated by contribution of relativistic
particles
272
- = *ST3
° 157
with
T\® 7 T;\*
Gus = }}%<T> +8§;%(T>
i J
Bose Fermi

Note that this is a different definition of the effective number of degrees of
freedom than in the case of energy density p.

5.4.3 Temperature Thresholds

While the conditions of approximate equilibrium and isentropic expansion
hold for the most part, crucial energy thresholds in microphysics alter the
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conditions in the early Universe from time to time and leave behind im-
prints of these important epochs. Based on the scales of energy involved, we
present here a short list of important epochs in the history of the early Universe

T Relevant species s

T < MeV 3v’s; photon () 3.36 (see
reason below)

1 MeV to 100 MeV  3v’s; v; eTe™ 10.75

> 300 GeV 8 gluons, 4 electroweak gauge 106.75

bosons; quarks & leptons (3 gen-
erations), Higgs doublet

Above 300 GeV scale, no known particles are non-relativistic, and we have
the relations

T2
H = 166g*—
Mpy
2
_ 172 Mpy T
t = 0.30] gx Tz (MeV) sec
where
a1 _ 1

(Mp)®> (12211 x 1019GeV)?

5.4.4 Photon Decoupling and recombination

We now see in greater detail how one can learn about such thresholds, with the
example of photons. As the primordial medium cools, at some epoch, neutral
hydrogen forms and photons undergo only elastic (Thomson) scattering from
that point onwards. Finally photons decouple from matter when their mean
free path grows larger than Hubble distance H~!.

I'y=neor < H

Here or = 6.65 x 1072°cm? is the Thomson cross-section. (Verify that in eV
units, o7 = 1.6 x 10~4(MeV)~2.) Note that we should distinguish this event
from the process of “recombination”, which is the formation of neutral Hydor-
gen. In this case the competition is between cross section for ionisation and
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the expansion rate of the Universe. By contrast the above relation determines
the epoch of decoupling of photons, also sometimes called “the surface of last
scattering”. Thus the process of recombination ends with residual ionisation
which is the n. required above to determine decoupling.

Saha Equation for Ionization Fraction

To put above condition to use, we need n. as a function of time or temperature
and then H at the same epoch. n. should be determined from detailed treatment
of non-equilibrium processes using Boltzmann equations, which we shall take up
later. However, utilizing various conservation laws, we can obtain a relationship
between the physical quantities of interest, as was done by Saha first in the
context of solar corona.

We introduce the number densities ng, ny, n. of neutral Hydrogen, pro-
tons and neutrons respectively. The amount of Helium formed is relatively
small, ng. ~ 0.1n, and is ignored. Charge neutrality requires n, = n,, and
Baryon number conservation requires ng = ng + n,. From approximate ther-
modynamic equilibrium, we expect these densities to be determined by the
Boltzmann law, where ¢ stands for H, p or e:

m T\ i — my
i = gi o e

with g; degeneracy factors, m; the relevant masses and p; the relevant chemical
potentials respectively. Due to chemical equilibrium,

HH = He t+ fip

Thus we can obtain a relation

an m.T -3/2 o 3/2 B
=g (a) - G) ()

where B denotes the Hydrogen binding energy, B = m, +m, —mpg = 13.6 eV.
Finally we focus on the fraction X, = Z—g of charged baryons relative to total
baryon number,

o () () T (7)

Fig. 5.1 shows variation of XZ? as function of the photon temperature T,
using the value of ng/n, = 6 x 1070 as known from Big Bang Nucleosynthesis
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Figure 5.1: Ionization fraction as a function of photon temperature expressed in eV

calculations and WMAP data. We see that the ionization fraction reduces to
5% when T =~ 0.29eV~ 350K . These are our estimates of the ionisation fraction
(set arbitrarily at 5%) and the temperature of the last scattering.

Using this estimate we can now calculate the Hubble parameter in the
inequality which determines decoupling. We assume that the Universe was al-
ready matter dominated by this epoch. Then the scale factor obeys

Ry
R(t) = %t2/3
tO

where tg and Ry are a particular epoch and the corresponding scale factor,
chosen here to be the current values signified by subscript 0. Using this we try
to determine the H at decoupling epoch in terms of Hy.

B 9 Je p 1/2 np 1/2
R 3t Hj 0 (Po> 0 nBo 0
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Combine this with the relation

Op — PBO _ mpNBo
B peio 3HZ/87G

where m,, is the proton mass. Then the condition for photon decoupling be-
comes
To 8w my

3/2
xea -0 o
6”T<<T) 5 Y0, H,

Substituting o expressed in eV units computed above, and X¢? of 5% and the
corresponding temperature found from the graph of Saha formula, we can check
that the temperature of the photons decoupled at that epoch should today be

T() ~ (32K) X (93)2/3

Although very crude, this estimate is pretty close to the order of magnitude of
the temperature of the residual photons today. We have thus traced a possible
way Alpher and Gamow could anticipate the presence of residual radiation from
the Big Bang at approximately such a temeperature.

5.5 Phase Transitions with Quantum Fields in the
Early Universe

We have been considering an expanding Universe, but its expansion rate is so
slow that for most of its history, it is quasi-static as far as Particle Physics
processes are concerned. Under this assumption, we can think of a thermal
equilibrium for substantial periods on the microscopic scale, and build in the
slow evolution of the scale factor as a significant but separate effect.

Quantized fields which are systems of large numbers of degrees of freedom
display different collective behavior, with qualitative changes in ground state as
a function of temperature. The technique for studying the ground state behavior
at non-zero temperature is a modification of the process of calculating Green
functions using path integral method in functional formalism.

5.5.1 Legendre Transform

As a warm up for the method to be used, consider a magnetized spin sys-
tem with spin degrees of freedom s(x) as a function of position, and H the
Hamiltonian of the system. If we want to determine the equilibrium value of
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magnetization, we first introduce an external field H, in the presence of which,
the Helmholtz Free Energy F' is given by

Z(H) = e PFH) — /Dsexp (—B/dm H(s) — Hs(a;))

where f = 1/T, (same as 1/(kT) in our units) and Ds denotes functional
integration over s(z). Now the quantity of interest is

10 OF
M = /da:(s(x)) = Ea—Hlog Z = —3H

We now introduce a function of M itself, the Gibbs free energy, through the
Legendre transform
GM)=F+MH

so that by inverse transform,
oG
H=—
oM
Now H being an auxiliary field has to be set to zero. Thus the last equation can
be now read as follows. The equilibrium value of M can be found by minimizing
the function G(M) with respect to M. In other words, for studying the collective

properties of the ground state, G is the more suitable object than .

5.5.2 Effective Action and Effective Potential

In Quantum Field Theory, a similar formalism can be set up to study the
collective behavior of a bosonic field ¢. It is possible in analogy with the above,
to define a functional I' of an argument suggestively called ¢.; designating the
c-number or the classical value of the field. Analgous to the external field H
above, an auxiliary external current J(z) is introduced. Then

Z[J] = e BV = / D¢ exp {2 / d*z (L[¢] +j¢)]

Then we obtain the relations
o0F  dlogZ
=
oJ 6J(x)

= (Q06()[9)
= dalx)
Therefore, let

Clga] = ~EU) - [ d93)oaty)
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so that
)

5¢cl
Thus the quantum system can now be studied by focusing on a classical field ¢,
whose dynamics is determined by minimizing the functional I'. The auxiliary
current J is set zero at this stage. This is exactly as in classical mechanics,
minimizing the action for finding Fuler-Lagrange equations. The functional
I" is therefore called the effective action. If it can be calculated, it captures
the entire quantum dynamics of the field ¢ expressed in terms of the classical
function ¢g;.

Calculating T can be an impossible project. A standard simplification is
to demand a highly symmetric solution. If we are looking for the properties
of a physical system which is homogeneous and in its ground state, we need
the collective behavior of ¢ in a state which is both space and time translation
invariant. In this case ¢c(x) = ¢a, Oupa = 0 and T' becomes an ordinary
function (rather than a functional) of ¢.;. It is now advisable to factor out the
spacetime volume to define

r [(bcl] = —J({E)

Verp (ba) = —(VilT)F [Pei]

so that the ground state is given by one of the solutions of

0
%Veff (d)cl) =0

In general V.sy can have several extrema. The minimum with lowest value of
Vesy, if it is unique, characterises the ground state while the other minima
are possible metastable states of the system. A more interesting case arises
when the lowest energy minimum is not unique. In a quantum system with
finite number of degrees of freedom, this would not result in any ambiguity.
The possibility of tunneling between the supposed equivalent vacua determines
a unique ground state — as in the example of ammonia molecule. But in an
infinite dimensional system, such as a field system, we shall see that such tun-
neling becomes prohibitive, and the energetically equivalent vacua can exist
simultaneously as possible ground states.

When we speak of several local minima of V.¢s and therefore maxima
separating them we are faced with a point of principle. Any function defined as a
Legendre Transform can be shown to be intrinsically convex, i.e., it can have no
maxima, only minima. The maxima suggested by above extremization process
have to be replaced by a construction invented by Maxwell for thermodynamic
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equilibria. Consider two minima ¢; and ¢, separated by a maximum ¢3 as
shown in Fig. 5.2. We ignore the part of the graph containing point ¢3 as of no
physical significance, and introduce a parameter x which permits continuous
interpolation between the two minima. Over the domain intermediate between
¢1 and @9, we introduce a parameter x and redefine ¢ to be

¢cl:x¢1+(1—l‘)¢2 0<z<1

The assumption is that the actual state of the system is no longer translation

7 Vetf

Figure 5.2: The effective potential of a system with local minimum at ¢ and ¢2. The
mostly concave segment with the point ¢3 is treated as unphysical and replaced by
the dashed line.

invariant and is an admixture of phases with either a value ¢; or a value ¢s.
The above redefinition is interpreted as a value of ¢ averaged over such regions.
Then if the physical value of ¢, is characterised by parameter value x, we
define the corresponding value of V¢

V:}fvfg (¢cl) = xVeff (¢1) + (1 — (L’)Veff (gf)Q)

These formulae will not be of direct relevance to us. However we should remem-
ber that while the minima ¢; and ¢ represent possible physical situations, the
extremum does not. We shall see that the admixture phase arises when the



210 5. Cosmology for Particle Physicists

system begins to tunnel from one vacuum to another due to energetic con-
siderations. We shall develop the formalism for the tunneling process and will
be more interested in the tunneling rate which in turn is indicative of how
quickly the transition from a false vacuum (a local minimum) to a true vacuum
(absolute minimum) can be completed.

5.5.3 Computing V¢

A very simple example of a non-trivial effective potential is given by a complex
scalar field theory with a non-trivial self-coupling

A
L=0,9"0"¢ — 7(d'¢ — p?)?

Note that the mass-squared is negative and so the kinetic terms without the
¢* interaction would imply tachyonic excitations. The correct field theoretic
interpretation is to work around a stable minimum such as ¢ = u. Thus we
define ¢(x) = p + ¢(z) and quantize only the ¢(x) degrees of freedom. By
substituting the redefined ¢ into the above Lagrangian we find that the field ¢
has a mass-squared +u2 and can be treated perturbatively.

In this example the polynomial %(qﬁ*qﬁ — u?)? serves as the zeroth order
effective potential. The values pe*® for real values of alpha between 0 and 2w
are all permissible vacuum expectation values (VEVs) as determined from min-
imizing this polynomial. These values are modified in Quantum Field Theory,
however in this simple example their effect will only be to shift the value p of
|¢| by corrections of order . This example is the well known Goldstone mech-
anism of symmetry breaking. Here the symmetry breaking is indicated by the
classical V' itself.

There are important exceptions to this, where quantum corrections be-
come important and they must be computed. One is where the above La-
grangian is modified as follows. Remove the mass term altogether, but couple
the massless field to a U(1) gauge field, in other words massless scalar QED.
The classical minimum of the potential (¢7¢)? is ¢ = 0. It was shown by S.
Coleman and E. Weinberg that after the one-loop quantum effects are taken
into account, the minimum of the scalar potential shifts away from zero. The
importance of this result is that the corrected vacuum does not respect U(1)
gauge invariance. The symmetry breakdown is not encoded in classical V' and
has to be deduced from the Vyy.

Another important example is effects of a thermal equilibrium. Consider
the complex scalar of our first example, with mass-squared negative at clas-
sical level. Suppose we couple this field to a gauge field. This would lead to
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spontaneous but classically determinable breakdown of the gauge invariance ac-
cording to Higgs-Kibble mechanism. If we now include temperature corrections,
then in the high temperature limit the minimum of the scalar field Lagrangian
in fact shifts to ¢ = 0, thus restoring the symmetry! This is the case impor-
tant to the early Universe where Universe cools slowly from very high values
of temperature, possibly close to the Planck scale. Since Higgs mechanism is
the chief device for constructing Grand Unified Theories (GUTSs) we find that
gauge symmetries are effectively restored at high temperatures and non-trivial
vacua come into play only at lower temperatures.

We will be unable to discuss the formalism for computing the effective
potential in any detail. However here we shall briefly recapitulate the recipe
which reduces the problem to that of computing Feynman diagrams. Recall
that an important consequence of quantum corrections can be change in the
vacuum expectation value of a scalar field. We shall assume that the vacuum
continues to be translation invariant, so that this shifted value is a constant.
Anticipating this, in the Lagrangian we shift the field value ¢(x) = ¢ + n(z)
where the significance of the subscript ¢l becomes clear due to the reasoning
given above. However note that at his stage ¢.; is only a parameter and the

Very is computed as a function of it. Now in the presence of an external source
J(z),

/d4x(£+J¢) z/d4x(£+J¢d)+/d4xn (%+J)

2
+%/d4xd4yn n(ﬁb—éﬁ(ﬁ....
Here onwards we assume that the ¢,; is chosen to satisfy

oL =—J(z)
¢ $=¢c1

Note that this ¢ is still dependent on the external function J(x) and hence
adjustable. Then in the path integral formula for the generating functional, we
can carry out a saddle point evaluation of the gaussian® integral around the
extremum defined by the choice of ¢ just made.

Z; = /Dnexp (Z/E (¢et) + T et + é/nﬁ”n)

= exp [Z/C (per) + J¢cz] X (det [— 65;(%})71/2 Zs

3 Actually “pseudo”-gaussian due to the presence of i, but equivalently after choosing to
work with euclidian path integral.
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where the Z; denotes all the terms of order higher in the variations of £ with
respect to ¢. In perturbative interpretation hese higher derivatives

o"L

5b.. 0

2L\
—1i
(5¢5¢>>
is used as propagator. The main correction to one-loop order however can be
determined directly from the determinant resulting from saddle point integra-
tion. While calculating S-matrix elements this determinant is only an overall
constant and of no significance. But in the effective potential formalism it pro-
vides the main correction. It also requires proof to know that the determinant
provides the leading correction and that everything inside Z, represents higher

order quantum corrections. This will not be pursued here. We now quote an
example.

are treated as vertices, while

An Example
Consider the theory of two real scalar fields ¢; and ¢9

L= %Z (au¢i)2 + %/JQ zl: (¢i)2 _ % [Z (¢1)2‘|

i %

with i = 1,2 and 2 > 0. The latter condition means that the classical minimum
of the theory is not at ¢; = 0 but at any of the values defined by A\(¢?+¢32) = u>.
A possible minimum is at (¢, ¢2) = (u/vV/'X, 0). If we shift the fields by choosing
(¢1,02) = (Pper + M1 (), m2(x)) We get propagators for the two real scalar fields
n; with mass-squares given by m? = 3\¢? — u? and m3 = \¢p? — u?.

Evaluation of the determinants of the inverse propagators requires a series
of mathematical tricks.

log det (82 +m?) = Trlog (62 + m2)
Zlog (—k2 + m2)
k

4
= (VT)/(ZWI;4 log (—k* +m?)
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The determinant actually has a diagrammatic interpretation as was explained
by Coleman and Weinberg. Consider a single closed loop formed by joining
together n massless propagators, joined together by consecutive mass insertions.
Here We are treating treating mass as an interaction for convenience. This loop
has —, in front of it from perturbation theory rules due to n mass insertions.
But there are (n—1)! ways of making these identical mass isertions. This makes
the contribution of this loop weighed by 1 .- Further because the propagators are
identical, nth term is nth power of first term. Thus summing all the terms with
single loop but all possible mass insertions amounts to a log series. The next
important argument is that indeed the perturbative expansion is an expansion
ordered by the number of loops. By including all contributions at one loop, we
have captured the leading quantum correction.

We now turn to evaluation of this using dimensional regularization pre-

scription
dk —ir(-%) 1
MRl | _kQ 2\ _ 2
Therefore,
1 A
Vers (9ar) = —§M2 o+ Zqﬁgz

—d 2 2\d/2 2 2\4d/2
_2W [(Ad)cl .y )d/ + (3/\¢cl — K )d/ :|

1 1
+§6H¢§l + 15/\¢31

where the J,, and ) represent finite parts. Now

['(2-4d/2) 1 (2 )
(47T)d/2 (m2)2*d/2 - (47T)2 <€ -y + IOg 4 — 10gm

MS scheme 1 m?
—log ~—
(dn)? iV

where a reference mass scale M has to be introduced. Therefore, with super-
script (1) signifying one-loop correction,

V= L |06 ) (tog (A% — i) /M7~ 3/2)]

+ (3003 — 12)” (log [(3X0% — i) /M?] — 3/2)
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A rule of thumb summary of this example is that the one-loop correction to
the effective potential is (1/6472) m‘c}ff In(meysy/M)? where mgff contains ¢
and M is a reference mass scale required by renormalization. Further, it can
be shown that the modification to the tree level (classical) vacuum expectation
value comes only from the m?*In(m/M)? term of the field direction in which
the vacuum is already shifted, ¢; in the present example.

5.5.4 Temperature Corrections to 1-loop

In the early universe setting we are faced with doing Field Theory in a thermal
bath, also referred to as “finite temperature field theory”. With some clever
tricks and exploiting the analogy of the field theory generating functional with
the partition function for a thermal ensemble, one can reduce this problem also
to that of calculating an effective potential. The key modification introduced
is to combine the time integration of the generating functional and the mul-
tiplicative —f (inverse temperature) occurring in the partition function into

an imaginary time integral — foﬁ dr. Further, the trace involved in the thermal
averaging can be shown to be equivalent to periodicity in imaginary time of
period (. For bosonic fields one is lead to periodic boundary condition and
for fermionic fields one is lead to anti-periodic boundary condition. Thus the
usual propagator is replaced by an imaginary time propagator of appropriate
periodicity. For a scalar field of mass m, thermal propagator AT is given by

1 B3k i
AT L 2 : —ik-(z—y)
(377 y) = ﬁ e /6/ (27T)3 € k2 — m?2

We now quote the result for the temperature dependent effective potential
VT. We focus only on the ¢; degree of freedom of the previous example and
drop the subscript 1,

00 1/2
Viploal = V. [¢]+L4 dzz’In |1 —e - x2+m72
eff Pl eff |Pcl or2 o XP T2

with m? (da) = —p® +3A%

and Vs to one-loop order is as obtained in the previous subsection. In the high
temperature limit T' > ¢.; we can determine the leading effects of temperature
by expanding the above expression to find

VT _V +AT2¢2 —ﬁT4+
eff — Veff 3 <7 90
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From thermodynamic point of view this V. ¢s represents the Gibbs free energy.
Entropy density, pressure and the usual energy density are given by

vy
slpa) = 5 Tf L. whilep = —VT[p]
andplpa] = Vej}f + T's[pel]

= (¢cz)—*T2¢ + T4

The resulting graphs of V.1, .t are plotted in Fig. 5.3. In plotting these, the term

T* which is the usual thermodynamic contribution, but which is independent
of the flield ¢; is subtracted.

eff

|

cl

Figure 5.3: Temperature dependent effective potential plotted to show its dependence
on ¢ for various values of temperature 7. T, denotes the temperature below which
the trivial minimum is unstable.

We can summarise the main results of this subsection retaining a single
scalar degree of freedom ¢ for which,

— 1)\¢4

1 1
== e Z 20
L 23”58 ¢>+2,u¢ 1

with minima at oy = £4/u?/A
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The leading effect of the temperature correction is to add a term T2¢? so
that ) \
1
Vip= -1+ 5T%) 2+ ~Ape + ...
eff ( P T3 P + AP +

This is extremized at the values

2-)N\T?/4
P =+ %and (bcl:O
Further, note that
0%V 9 Ao

As a result we see that the curvature can change sign at the trivial extremum
¢ = 0 at a critical temperature T, = QN/ﬁ.

5.6 First Order Phase Transition

At the end of the last section we saw that the minimum at ¢ = 0 can turn
into a maximum as the temperature drops below the critical value T,. This
effect is felt simultaneously throughout the system and a smooth transition to
the newly available minimum with ¢ # 0 ensues. The expectation value of ¢
is called the order parameter of the phase transition, and in this case where it
changes smoothly from one value to another over the entire medium is called a
Second Order phase transition.

But there can also be cases where there are several minima of the free
energy function but separated by an energy barrier. Thus the system can end
up being in a phase which is a local minimum, called the false vacuum, with
another phase of lower free energy, called the true vacuum, available but not
yet accessed. If the barrier is not too high, thermal fluctuations can cause the
system to relax to the phase of lower free energy. The probability for the system
to make the transition is expressed per unit volume per unit time and has the
typical form

I' = Aexp{—B}

The expressions A and B are dependent upon the system under consideration.
The presence of B reminds us of the Boltzmann type suppression that should
occur if the system has to overcome an energy barrier in the process of making
the transition. In Quantum Field Theory there are also quantum mechanical
fluctuations which assist this process. We observe that the formula above is also
of the type of WKB transition rate in Quantum Mechanics. Indeed, we have
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partly thermal fluctuations and partly tunneling effects responsible for this kind
of transition. A convenient formalism exists for estimating the combined effects
using the thermal effective potential introduced in the previous section.

A transition of this type does not occur simultaneously over the entire
medium. It is characterized by spontaneous occurrance of small regions which
tunnel or fluctuate to the true vacuum. Such regions of spontaneously nucle-
ated true vacuum are called “bubbles” and are enclosed from the false vacuum
by a thin boundary called the “wall”. Since the enclosed phase is energetically
favorable, such bubbles begin to expand, as soon as they are formed, into the
false vacuum. Over time such bubbles keep expanding, with additional bub-
bles continuing to nucleate, and as the bubbles meet, they merge, eventually
completing the transition of the entire medium to the true vacuum. Such a
transition where the order parameter ¢ has to change abruptly from one value
to another for the transition to proceed is called a First Order phase transition
(FOPT).

5.6.1 Tunneling

At first we shall consider tunneling for a field system only at 7' = 0. An elegant
formalism has been developed which gives the probability per unit volume per
unit time for the formation of bubbles of true vacuum of a given size. Consider
a system depicted in Fig. 5.4 which has a local minimum at value ¢, chosen
to be the origin for convenience. There are other configurations of same energy,
such as ¢o separated by a barrier and not themselves local minima. If this is an
ordinary quantum mechanical system of one variable and the initial value of ¢ is

v

N

¢1 ¢2

Figure 5.4: A system which has a local minimum at ¢, and which is unstable towards
tunneling to a point ¢2 of equal energy
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¢1, the system is unstable towards tunneling to the point ¢o and subsequently
evolving according to usual dynamics. If this were point particle mechanics,
the formula for the transition amplitude from the state |¢1) to the state |@o) is
given in the Heisenberg picture and in the path integral formulation as

(dole™ FHT|gy) = / Dot

where T is a time interval and the action S on the right hand side has the
same range of time integration. Instead of evaluating this directly, we make
two observations. Firstly, if we asked for the amplitude for the state |¢1) to
evolve into itself after time 7', it would involve contributions also from paths
that access the state |¢2). Thus if we inserted a complete set of states on the
left hand side above at an intermediate time, say, time 7'/2 (we justify the T'/2
later), among the many contributions there would also occur the term

(1] FHT/2| o) (pole™ HHT/2| )

Correspondingly on the right hand side we would have contribution from paths
that start at the point ¢ and end at ¢1, but after reaching ¢o somewhere along
the trajectory.

The second point is more interesting. Actually the presence of |¢2), a
state of equal energy, makes |¢;) unstable. Hence the contribution such as
(p1|e~#H1T/2|¢y) actually makes the total amplitude for ¢; returning to ¢,
smaller than unity in magnitude. This happens only if the evolution operator
e~ #HT/2 somehow departs from being of unit magnitude, i.e., its exponent
becomes real negative rather than pure imaginary.

Thus if we look, not for the entire amplitude, but only for the part
where the exponent becomes effectively imaginary then that part of the sum
over intermediate states actually indirectly gives the transition amplitude
(¢ole= #HT/2|¢1), the one we started out to look for (aside from factor 1/2
in time). In the limit 7" becomes infinite, all the contributions with real nega-
tive exponents will go to zero. The leading contribution is the term with the
smallest exponent. On the right hand side this means that among all the paths
that start from one vacuum, sample the other and return, the one that min-
imises the action will contribute. Again we expect, on the right hand side, the
exponent to be real negative, i.e., the contribution of a Euclidean path, with
i [ dt replaced by — [ dr. This is also reasonable since we know the usual ki-
netic energy of the particle has to be replaced by a negative contribution when
the trajectory is under the barrier.

The summary of this discussion is that actually we should be looking only
for the imaginary part of the contributions on both the sides of the formula
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above. If we find the path which minimises the Fuclidean action, then in terms
of that, to leading order, and in the semi-classical limit, we have the tunneling
formula

I'=Aexp(—SEg)

We can also now see the reason for T/2 to be the appropriate time. If the path
minimises the action it should be as symmetric as possible. Thus we expect
a time symmetry T — —T and this explains why the escape point ¢o should
occur at T/2. We therefore solve the Euler-Lagrange equations derived from

the action )
1 /d 1
SE:/d4${2 (ﬁ) +2|V¢|2+V[¢]}

Now the action will be minimum for the path that has the fewest wiggles, i.e.,
is mostly monotonic. We expect the path to start at large negative 7 at the
value ¢1 and stay at that value as much as possible, and monotonically reach
¢2 near the origin, and then retrace a symmetric path back to ¢1 as 7 goes to
infinity. Such a path which bounces back has been called “the bounce”.

To solve for the bounce, our first simplification will be to invoke space-
time symmetries, viz., we assume that the configuration of fields which will
minimise the integral in question will obey spatial isotropy. This is same as
assuming that the spontaneously formed bubble will be spherically symmet-
ric. With 4 Euclidean dimensions, assuming 0(4) symmetry, one solves the
equation

&+ 28 - v(8) =0

One boundary condition is ¢(r — 00) = ¢ where we have chosen ¢; = 0. At the
origin we could place the requirement ¢(r = 0) = ¢5 but it is more important
to require ¢’ (r = 0) = 0 as is usual for spherical coordinates when the solution
is expected to be smooth through the origin. Indeed we may not even know
what the “exit point” ¢- after the tunelling will be. The bounce when solved
for will also reveal it. A typical bounce solution is shown in Fig. 5.5.

Next to Leading Order

According to above discussion, the tunneling rate is given by a WKB type
formula I' = Aexp (—Sg). With Sg(dbounce) determined by extremising the
Euclidean action, the exponential is the most important factor in this formula.
The front factor A arises from integration over the small fluctuations around
the stationary point @pounce- This is a Gaussian integration and results in a
determinant. There are several subtleties which arise. The answer is that we
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02

Figure 5.5: Tunneling rate is determined by the minimum of the Euclidean action
@Pbounce () Obeying appropriate symmetry and boundary conditions.

need to remove zero mode(s) of the fluctuation operator, and normalize with
respect to the determinant of the fluctuations in the absence of the bounce.
Thus with prime on “det” denoting removal of zero mode(s),

= SE(¢) i det’ [7DE + V” ((Zsbounce)} e
A= < 2w ) ( det [—DE + V”(O)] )

Thermal Bounce

We can now address the tunneling problem in a thermal ensemble, i.e., at T # 0.
Recall our observation during the discussion of thermal effective potential, viz.,
the analogy between Euclidean path integral and the trace weighed by density
matrix in thermal partition function. By the same arguments we can show that
we must look for a bounce solution periodic in imaginary time with period 1/5.
There will be an infinite number of such bounces, but the one to dominate will
have least number of extrema. Then we obtain the rate formula

7 = Aexp (—Sg])

with
) _ °° 1
Sp = 47T5/0 r2dr [2¢'2 + Vejff(@}

To obtain the euclidian action in this case, we solve the equations of motion
obtained by varying this action and solve them subject to O(3) symmetry
of spatial directions. This is called the “bounce” solution relevant to thermal
transitions and the corresponding value of the action is inserted into the rate
formula.
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5.6.2 Applications

The formalism developed in this section is important for determining the evolu-
tion of the Universe when the field theory signals a first order phase transition.
The rate I' can vary greatly due to the exponential factor. If the rate is too
small, the expansion rate of the Universe may be faster and in this case parts
of the Universe may never tunnel to the true vacuum. If the state of broken
symmetry is phenomenologically desirable, the rate should be fast enough, at
least faster than the expansion rate of the Universe at the time of Big Bang Nu-
cleosynthesis (BBN). The end of a first order phase transition dumps a certain
amount of entropy into the Universe, similar to latent heat in usual substances.
Since the history of the Universe after the BBN is fairly precisely known any
unusual phenomenon especially one that may disturb the baryon to entropy
ratio should occur well before the BBN and not alter the required value of the
ratio.

Such considerations place constraints on the parameters of the scalar field
theory undergoing the phase transition. The first proposal of inflationary Uni-
verse required a fairly specific range for the value of the rate, slow enough for
sufficient inflation to occur, but still fast enough that the present day Universe
would be in the true vacuum.

In some theories the false vacuum is phenomenologically the desirable
one. In many supersymmetric models, the desirable state actually turns out
to be metastable, whereas the true ground state has undesirable properties
such as spontaneous breaking of the QCD colour symmetry. Several models of
supersymmetry breaking arising in a hidden sector and communicated to the
observed sector by messengers, end up with unphysical ground states. In such
cases one invokes the possibility that the parameters of the theory make the
tunneling rate much smaller than the expansion rate of the universe till the
present epoch. If a volume of the size M3 determined by the energy scale
M of the high energy theory is to not undergo a transition within the typical
expansion time scale of the Universe, then

I' < M*H,

where Hj is the present value of the Hubble parameter, i.e., the experimentally
observed Hubble constant.

As another application, in Standard Model, the Higgs boson has a self
interaction potential of the type discussed above. The exact form of the poten-
tial, namely, which local minimum is energetically favored and what can be the
tunneling rate for going from one vacuum to another is determined by the mass
parameter and the quartic coupling occurring in the Higgs potential. The mass
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parameter is known from the requirement of spontaneous symmetry breaking
to reproduce the Weak interaction scale. However, the quartic coupling will be
determined only when the collider experiments will determine its mass. Since
this value is as yet unknown, we can use cosmology to put a bound on its
possible values.

It can be shown that if the Higgs boson is very light, then there is a
danger for the Universe to be trapped in an unphysical vacuum. This puts a
lower bound on the Higgs boson mass at about 10 GeV. This is known as the
Linde-Weinberg bound.

5.7 Inflationary Universe

It is remarkable that the Friedmann-Robertson-Walker model is so successful a
description of the observed Universe. At first this seems a resounding triumph
of General Relativity. It is true that the dynamics all the way back to Big Bang
Nucleosynthesis (BBN) is successfully described. However one begins to notice
certain peculiarities of the initial conditions. First of all, the Big Bang itself
presents a problem to classical physics, being a singularity of spacetime. But
we expect this to be solved by a successful theory of Quantum Gravity. But
now we will show that even the conditions existing after the Big Bang and
well within the realm of classical General Relativity pose puzzles and demand
a search for new dynamics or newer laws of physics.

5.7.1 Fine Tuned Initial Conditions

Any physical entity such as a planet or a star or a galaxy has an associated legth
or mass scale. Very often this is set by accidental initial conditions. However
not all accidentally possible scales would be tolerated by the dynamics holding
together the object. Some initial conditions will lead to unstable configurations.
Question : what scales would be permitted by a universe driven according to
General Relativity? The coupling constant of Gravity is dimensionful, Gx,l =
M2, ~ (10'9GeV)?%. The available physical quantity is energy density. We pro-
pose a naive possibility that the system size or scale be decided by this energy
density re-expressed in the units of Mp;. We then find that the Universe has far
too small an energy density 10=6(eV)* ~ 10756(Mp;)*, and far too big a size,
Giga parsec compared to 10~ ?°fermi. It is interesting that Gravity permits a
viable solution with such variance from its intrinsic scales.

Further, we find that above mentioned ratio evolves with time because the
scale factor grows and density keeps reducing. We can ask what is the time scale
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set by gravity for this variation. In the evolution equation for the scale factor
R(t) we see that the intrinsic scale is set by the Gravitational constant. If the
p/(Mp;)* was order unity at some epoch, then there is only one independent
time scale left, that set by Mp;. We then find that the universe would either
have recollapsed or expanded precisely within the time set by the Planck scale,
10~**sec. The fact that the Universe seems to be hovering between collapse and
rapid expansion even after 14 billion years, requires that we must start with
extremely fine tuned initial conditions. The fine tuning has to be to the extent
of one part in 10% because we started with the value of the ratio close order
unity.

It is such uncanny fine tuning that is the motivation for proposing an “in-
flationary” event in the early Universe, a phase of unusually rapid expansion.
Such an event reconditions the ratios we discussed above. Their large apparant
values then arise from dynamics rather than initial values. All physical realiza-
tions of this proposal have consisted of admitting dynamics other than Gravity
to intervene for the purpose of significantly reconditioning these ratios.

It is fully likely that the answer to the puzzles to be described in the
following is buried in the Planck era itself. Any data which can throw light
on such a mechanism would also provide a valuable window into Planck scale
physics. But there are viable candidates within the known physical principles of
Relativistic Field Theory, a possibility which if true would reduce our intrinsic
ignorance of the physical world, and in turn lead to prediction of newer forces.

5.7.2 Horizon Problem

This problem arises from the fact that our Universe had a finite past rather
than an indefinitely long past. A finite past gives rise, at any given time, to
a definite physical size over which information could have travelled upto that
time. This physical scale is called the “particle horizon”. At present epoch we
find unusually precise correlation in the physical conditions across many particle
horizons, i.e., over regions of space that had no reason to be in causal contact
with each other. It is to be noted that the world could well have emerged all
highly correlated from the Planck era. But as explained above, we work in the
spirit of exploring newer dynamics within the known principles.

With this preamble, the paradox presented by the current observations
is as follows. We know that the observed Cosmic Microwave Background
Radiation (CMBR) originated at the time of decoupling of photons from the
partially ionized Hydrogen. The temperature of this decoupling, as we esti-
mated in sec. 5.4.4 is 1200K, while today it is close to 1K. From the ratio of
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temperatures, and assuming a matter dominated Universe,

To 1 Rtae) (ta\”*
Tipee ~ 1200  R(to)  \to

Therefore, tq ~ 2 x 10° h~! years.

Now consider the size of the particle horizon at these two epochs, ie.,
the size of the region over which communication using light signals could have
occurred since the Big Bang.

a(t)/to dv ~ 3ty ~ 6000 h~! Mpc
0 th(t’) 0 p

where the contribution of the lower limit is ignorable. Similarly at 4., horizon
~ 3tgee =~ 0.168 h~'Mpc, using the time-temperature relation appropriate
to the radiation dominated era. Then the angle subtended to us today by a
causally connected region of the decoupling epoch is

168
04 = 5000 ~ 0.03 rad or 2 deg
This means that we are viewing today (0.%)77:;)2 =~ 14,000 causally unconnected

horizon patches, and yet they show remarkable homogeneity.

5.7.3 Oldness-Flatness Problem

An independent puzzle arises due to the fact that the curvature of the three
dimensional space is allowed to be non-zero in General Relativity. Let us rewrite
the evolution equation by dividing out by H(t)? = (R(t)/R(t))?

1 k

FIORTO I

where Q(t) = 87Gp(t)/3H (t)? which can be thought of as the energy density
at time t re-expressed in the units of G and H(¢). At the present epoch ¢y in
the Universe, the observational evidence suggests the right hand side (RHS) of
above equation is +0.02. This suggests the simple possibility that the value of
k is actually zero. Let us first assume that it is non-zero and assume a power
law expansion R(t) = Rot"™, with n < 1 as is true for radiation dominated and
matter dominated cases. After dividing the previous equation on both sides by
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the corresponding quantities at present epoch tg, we find

n 1-n
() =50 x (Qt)—1)
to

where we have used the current value of the right hand side (RHS), 0.02. Now
the current value ty is ~ 5 x 10'7 second, while at the time of Big Bang Nu-
cleosynthesis (BBN) it was only about 100 seconds old. Using n = 1/2 for the
sake of argument, we find LHS~ 107, which means that correspondingly, on
the RHS € must be tuned to unity to one part in 103, If further, we compare
to earlier epochs such as the QCD phase transition or the electroweak epoch,
we need higher and higher fine tuning to achieve the 0.02 accuracy at present
epoch. We thus see that the initial conditions have to be fine tuned so that
we arrive at the Universe we see today. Equivalently, since the problem is con-
nected to the large ratio of time scales on the LHS, we may wonder why the
Universe has lived so long. This may be called the “oldness” problem.

In case the k is zero, then that would be a miraculous fine tuning in
itself. The discrete values 0,41 arise only after scaling the curvature by a
fiducial length-squared. The natural values for the curvature pass smoothly
from negative to positive and zero is only a special point. The tuning of the
value to zero earns this puzzle the name “flatness” problem.

We can also restate the problem as there being too much entropy in the
present Universe. Taking the entropy density of the CMB radiation at 2.7K and
multiplying by the size of the horizon as set by approximately H; b (1/3)t
~ 3x10° yr. we get the entropy to be 1036 (check this!). The aim of inflationary
cosmology is to explain this enormous entropy production as a result of an
unusual phase transition in the early Universe.

5.7.4 Density Perturbations

A last important question to be answered by Cosmology is the origin of the
galaxies, in turn of life itself and ourselves. If the Universe was perfectly ho-
mogeneous and isotropic, no galaxies could form. Current observations of the
distribution of several million galaxies and quasars suggests that the distribu-
tion of these inhomogeneities again shows a pattern. To understand the pattern
one studies the perturbation in the density, dp(x, D) = p(x, D) — p, where p is
the average value and p(x, D) is the density determined in the neighborhood
of point x by averaging over a region of size D. It is found that the density
fluctuations do not depend on the scale of averaging D. It is a challenge for any
proposal that purports to explain the extreme homogeneity and isotropy of the
Universe to also explain the amplitude and distribution of these perturbations.
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5.7.5 Inflation

The inflationary universe idea was proposed by A. Guth to address these issues
by relying on the dynamics of a phase transition. The horizon problem can be
addressed if there existed an epoch in the universe when the particle horizon
was growing faster than the Hubble horizon. Later this phase ends and we
return to radiation and matter dominated Universe.

If the Universe was purely radiation dominated during its entire early his-
tory particle horizon could not have grown faster than Hubble horizon. However,
if there is an unusual equation of state obeyed by the source terms of Einstein’s
equations then this is possible. Our study of first order phase transitions sug-
gests a possible scenario. We have seen that there is a possibility for the system
(the universe) to be trapped in a false vacuum. Exit from such a vacuum occurs
by quantum tunneling. If this tunneling rate is very small, the vacuum energy
of the false vacuum will dominate the energy density of the Universe. Vacuum
energy of a scalar field has just the right property to ensure rapid growth of
particle horizon, keeping the hubble horizon a constant. If inflation occurs, the
flatness problem also gets automatically addressed.

Consider the energy momentum tensor of a real scalar field

T 8, ¢0M e — 4L

0,006 8t (30000 - V(0) )

If the field is trapped in a false vacuum, its expectation value is homogeneous
over all space and is also constant in time. This means all the derivative terms
vanish and T# — V6% where V) is the value of the potential V' in the false vac-
uum, called the vacuum energy density. Now for an isotropic and homogeneous
fluid, the energy-momentum tensor assumes a special form, diag(p, —p, —p, —p).
That is, the off diagonal terms are zero, the three space dimensions are equiva-
lent, and the non-zero entries have the interpretation of being the usual quan-
tities p the energy density and p the pressure. Thus comparing this form with
that assumed by the scalar field in a false vacuum, we see that the expectation
value of the scalar field behaves like a fluid obeying the unusual equation of
state p = —p. Now the Friedmann equation becomes

. 2

R 8T 8T

— = — = — V
<R> 3 Gr =36

whose solution is R(t) = R (t;)exp (H (t — t;)), with H? = (87/3)Vy and t; is
some initial time.
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Figure 5.6: Comparison of scale factor R, Hubble variable H, and temperature T as
functions of time ¢ in simple FRW cosmology (left panel) with the same variables in
inflationary cosmology (right panel). Epochs denoted ¢; and t; refer to beginning and
end of inflation, t, refers to end of the “reheating” era and to to present time. Between
ty and t,, the three quantities are not defined due to strongly out of equilibrium and
also possibly inhomogeneous conditions. R and H resume at ¢, with approximately
the same corresponding values as at ty. However T increases substantially, bounded
only by its value at ¢;.

Fig. 5.6 shows sketches of the resulting change from simple FRW cosmol-
ogy. The implications of this change will be discussed in the remainder of this
section.

5.7.6 Resolution of Problems

Horizon and Flatness Problems

During the inflationary epoch we assume an exponential expansion and a con-
stant value of Hubble parameter H (defined without special subscript or su-
perscript since Hy is reserved for the current value of H). Now consider the
particle horizon, or equivalently, the luminosity distance at any epoch t

t /
dyy — th/ Czt/ ~ %eH(t—ti)
t; €

Thus the distance over which causal effects could be exchanged is expo-
nentially larger than the simple estimate 3t4.. we used while discussing the
horizon problem. Suppose inflation lasted for a duration (¢ — t;) = 7. We can
estimate what value HT we need during inflation so that we are not seeing a
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large number of primordial horizon volumes but only about one. Suppose in-
flation ended leaving the Universe at a temperature T,. (subscript “r” signifies
reheat as explained in next subsection). Then the dy of above equation rescaled
to today assuming radiation dominated Universe* should give current inverse

horizon H I Thus
Lo (T o 1
" T, )~ H,

In above formula let us estimate H/Hj again assuming radiation domi-
nated evolution since the T, till now,

(TT>2 (1014 GeV)2 (1077

FRW To 104 eV

recall that H? oc T* and we inserted a Grand Unification scale 10'4GeV as a
possibility for T}.. Then e”" has to be 10%7.

We need an improvement upon this estimate. As we shall later see, there
are theoretical reasons to believe that T}, < 10°GeV. In this case it is also as-
sumed that there is additional (non-inflationary or mildly inflationary) stretch-
ing by a factor 10°. In this case we delink the reheat temperature 7T} from the

vacuum energy density causing inflation, and assume the latter to continue to
be at GUT scale. In this case,

H /
eHT <H0> x (TO) x 1072 ~ 108

where we have used estimate of the vacuum energy density (0.03eV)* as derived
from the directly observed value of current Hubble constant. In the literature
one often sees this estimate made with GUT scale taken to be 10'6GeV so that
the required value of ef/™ > 1022 ~ €%,

Let us see the requirement to solve the flatness problem. We need to
show that the term |k|/R? becomes insignificant regardless of its value before
inflation. For naturalness we assume it to be comparable to H? as expected from
Friedmann equation. Now including scaling from inflation, the stretching by

H

—_— A —

Hy t

4The Universe has of course not been radiation dominated through out. But replacing
later history of the Universe by matter dominated evolution will not significantly alter these
estimates since the expansion is changed by a small change in the power law, t2/3 instead
of t1/2. Assumption of radiation dominated expansion allows relating temperatures at two

different epochs, as a good approximation.
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factor 10° as introduced above, and subsequently during the era after reheating,

we find )
k k —2 (T
(), (7)™ 007 ()
R/, R pre-inf 1,

The left hand side is (1 — Q)HZ which is insignificant. The right hand side is
the same small factor we estimated above, squared. So this means the left hand
side is reduced to a value 10736 or 10~%* depending on the value of Grand
Unification scale we take.

Avoidance of Unwanted Relics

A byproduct of Inflation is that it would also explain absence of exotic relics
from the early Universe. Typically a grand unified theory permits occurance of
topological defects such as cosmic strings or monopoles. They signifiy unusual
local vacua of spontaneously broken gauge theories which cannot evolve by
unitary quantum mechanical processes to the simple vacuum. Unlike normal
heavy particle states, therefore, such defects cannot decay.

The natural abundance of such relics can be calculated by understanding
the dynamics of their formation. Typically these events are the phase transi-
tions characterised by specific tempratures. If the naturally suggested adun-
dances of these objects really occured, they would quickly dominate the energy
density of the Universe, with possible exception of cosmic strings. This would
be completely contradictary to the observations. On the other hand if the scale
of Inflation was below the temperature of such phase transitions, the density
of topological objects formed would be diluted by the large factor by which
volumes expand during inflation.

Another class of exotic relics are the so called moduli fields, scalar excita-
tions arising in supersymmetric theories and String Theory. They are generic
because of the powerful symmtry restrictions on potential energy functions in
such theories. Inflation provides a solution for some class of models for this case
also.

Resolution for Density Perturbations

Finally the density perturbations are neatly explained by inflation. The scalar
field is assumed to be in a semi-classical state. However quantum fluctuations
do exist and these should in principle be observable. Inflationary era is char-
acterized by Hubble parameter H remaining a constant while the scale factor
grows exponentially. Thus the wavelengths of various Fourier components of
the fluctuations are growing rapidly, leaving the horizon.
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We shall take up in greater detail the theory of small perturbations in an
expanding Universe in section 5.8. There we show that the amplitudes of the
Fourier modes of these perturbations remain frozen at the value with which
they left the Hubble horizon. Eventually when the Universe becomes radiation
dominated and subsequently matter dominated, Hubble horizon H~! begins to
grow faster than the scale factor and the wavelengths of the modes begin to
become smaller than Hubble horizon. This is the same reason as the solution of
the horizon problem wherein apparently uncorrelated regions of distant space
now seem to be correlated. They all emerged from the same causally connected
region and got pushed out of the horizon during the inflation epoch.

The result of this evolution of the fluctuations is that when they re-enter
the horizon they all have the same amplitude. These fluctuations then influence
the rest of the radiation and matter causing fluctuations of similar magnitude
in them. This is the explanation for the scale invariant matter density pertur-
bations represented by distribution of galaxies. We shall take up the details of
fluctuations in the next section.

5.7.7 Inflaton Dynamics

Inflation is a paradigm, a broad framework of expectations rather than a specific
theory. The expectations can be shown to be fulfilled if a scalar field dubbed
“inflaton” obeying appropriate properties exists. If inflation is implemented by
such a scalar field, we need to make definite requirements on its evolution. We
assume that its evolution leads the Universe through the following three phases

e Inflationary phase
e Coherent oscillation phase
e Decay and re-heating phase (“re-heat” only for low field scenario)

Of these three phases, the inflationary phase addresses the broadest re-
quirements discussed in previous subsection. To obtain exponential expansion
we need constant vacuum energy. This means that the field ¢ has a value where
V(¢) # 0 and also that ¢ continues to remain at such a value. The simplest such
possibility is a false vacuum, a local minimum of the effective potential which is
not a global minimum. But this is problematic because this kind of state can be
far too stable and the exit from it keeping the Universe permanently inflating.
Two possibilities which are strong candidates due to phenomenological reasons
are the so called High Field (older name Chaotic Inflation) or the Low Field
(older name New Inflation) scenarios of inflation. These are shown in Fig. 5.7.
In the High Field case the initial value of the field is close to Planck scale and
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no clear barrier separating it from the low energy true minimum. However its
dynamics governed by Planck scale effects is “chaotic” and keeps it at a very
high energy for a long time. In the Low Field case, the dynamics is usual field
theory but the effective potential function has a long plateau of very small slope.
Assuming the initial value of the field at the top of the plateau, this allows the
field to sustain a position of large vacuum energy for a long time. In both cases,
the field eventually moves towards the low energy true minimum, via the next
two phases. A third possibility which is appealing for supersymmetric unified
theories is called the Hybrid scenario. It involves two fields, one which keeps
the Universe initially at a high field value, and the second field which becomes
more dominant at a later stage, causing a rapid roll down and exit from the
high energy plateau. It will not be possible for us to discuss these scenarios in
any detail in these notes.

Vi ] Vo]
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Figure 5.7: Sketches of stipulated effective potentials with the corresponding initial
value of the inflaton field indicated by a small circle (a “ball” ready to “roll down”
the shown profiles). Left panel shows the High Field scenario, the right panel shows
the Low Field scenario

Next, it is easier to explain the third listed phase, since it is necessary
that the end point of inflationary expansion is a hot Universe. Big Bang Nucle-
osynthesis is very successful in explaining the natural abundance of elements.
We need to assume a hot Universe of at least a few MeV temperature for BBN
to remain viable.

Finally, the intermediate phase dominated by coherent oscillations of the
scalar field ° is almost certain to occur as inflation ends. This is because during

5This is a special state in which it is possible to treat the field in the leading order as if
it were a classical field.
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inflation the field is already in a coherent state, one in which it has homoge-
neous (position independent) value. This phase ends with creation of quanta. In
a large class of models this phase may be of no particular interest. But in spe-
cial cases when the coupling of the inflaton to other matter is tuned to certain
values, it can lead to a variety of interesting effects which can have observable
consequences. One such possibility is a long duration of coherent oscillations,
which can be shown to mimic a Universe filled with pressureless dust. Alter-
natively there can be particles with special values of mass which can be shown
to be produced copiously during the coherent oscillation epoch. Such effects
are called “preheating” because heating of the Universe is achieved not directly
through the inflaton but by other particles which have efficiently carried away
the energy of the inflaton. Such phases can enhance the expansion achieved
during the inflationary phase, the additional 10° factor used in estimates in
previous subsection.

Predictions and Observables

For a quantitative study we consider a scalar field ¢ with lagrangian

S0 = [atay=g (50,60"6 - V() + L4 matter

To discuss the inflationary phase we do not need £, matter containing the
detail of the coupling of the scalar field to the rest of matter. Varying this
action after putting the Friedmann metric for g,, gives an equation of motion
for ¢, ) _

d+3Hd+V'(9)=0

The inflationary phase is characterized by a homogeneous value of ¢ and a very
slow time evolution so that there is domination by vacuum energy. Mathemat-
ically one demands ) )

¢ <K< 3Ho

in other words we assume that the time scale of variation of the field ¢ encoded

in gb/ . ¢ is small compared to the time scale H~! of the expansion of the
Universe. Further, the assumption that the time scale of variation of ¢ is very
small amounts to assuming that in the action we must have

P <V

Thus while obtaining the Euler-Lagrange equations the V' term continues to be
important, but the higher time derivative of ¢ can be dropped. So the evolution
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equation reduces to
3H$ = —V'(¢)

To ensure consistency of the above two conditions, divide the simplified evolu-
tion equation by 3H and take a time derivative. Recall that H? = (87/3)GV (¢).
Thus H can be implicitly differentiated with respect to time as shown in the
equation below

V) V(@)
3H(9) ~ 3H(0)

6= H'(¢)¢

We now write the equation in three equivalent forms

6 _ Vi, VvV .,

3H¢  9H? tom
A () v V' (F) eV
TV (%G)

v
3x8tGVy 23 x8rG \V

where use has been made of the preceding assumptions as also the relation
2HH' = 35GV'.
Inspecting the above equations we define three parameters

_ Mp? <V’<¢>>2 _MpPV(9)
T 167 V(gb) ’ T 87 V((;S)
and )
&= f?qﬁ =€+

The requirements of the inflationary phase viz., large vacuum energy and
a vary slow roll towards the true minimum mean that

e<1, |n|«1l and & ~ 0(e,n)

We use these in the criterion that if either of these quantities becomes large,
inflationary phase ends. These have come to be called the “slow roll” parameters
characterizing inflation.
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For several decades inflation remained a theoretical paradigm. However
with precision cosmological experiments such as the Hubble Space Telescope
(HST), the Wilkinson Microwave Anisotropy Probe (WMAP) and Planck yield-
ing valuable data we face the exciting prospects of verifying and refining the
paradigm, and also deducing the details of the dynamics of the inflaton field.
It is possible to set up a relationship between slow roll parameters introduced
above and the temperature fluctuation data of the microwave background radi-
ation. Similarly the large scale galaxy surveys such as 2dF GRS (2 degree Field
Galaxy Redshift Survey) and 6dF GRS provide detailed data on distribution
of galaxies which can be counter checked over a certain range of wavenumbers
against the fluctuations as observed in WMAP and Planck and also against the
specific dynamics of the inflaton.

Finally let us work out a simple example of how we can relate intrinsic
properties of the effective potential to observable features of inflation. We can
for instance compute the number of e-foldings N in the course of ¢ evolving
from initial value ¢; to a value ¢¢, given the form of the potential.

1n<f;((2))> = :Hdzfz/gd(b

*r 3H2dg
eV

N (¢i — ¢5)

where we assumed tf ~ H~! (¢¢). Now shift the global minimum of the effective
potential to be at ¢ = 0 so ¢; > ¢y

o *rV(9)
— 87TG/¢i V’((b)d¢

This formula can be used to relate the dominant power law in the effective
potential with the number of e-foldings. For V(¢) = A¢*,

4
N(¢i—d) = G5}

1%

Q
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5.8 Density Perturbations and Galaxy Formation

An outstanding problem facing FRW cosmological models is formation of galax-
ies. If the Universe emerged from the Planck era perfectly homogeneous and
isotropic, how did the primordial clumping of neutral Hydrogen occur? Without
such clumping formation of galaxies and in turn stars would be impossible.

The related observational facts are also challenging. The fluctuations in
the average density have resulted in a distribution of galaxies and clusters of
galaxies. What is remarkable is that these fluctuations exist at all observable
scales. Further, the observed fluctuations seem to have originated from seed
fluctuations which were of the same magnitude, approximately one part in 105,
independent of the scale at which we study the fluctuations. This statement
of scale invariance began as a hypothesis, known as the Harrison-Zel’dovich
spectrum but has been remarkably close to the extensive experimental evidence
accumulated over the last fifty years. The main sources of current data are
Sloan Digital Sky Survey (SDSS), Two degree field Galaxy Redshift Survey
(2dF GRS), quasar redshift surveys, “Lyman alpha forest” data etc, collectively
called Large Scale Structure (LSS) data.

Here we shall present a brief overview of the formalism used for studying
fluctuations. We shall also show that the inflationary Universe is in principle a
solution, providing scale invariant fluctuations. The magnitude of resulting fluc-
tuations however is too large unless we fine tune a parameter to required value.

5.8.1 Jeans Analysis for Adiabatic Perturbations

First we study the evolution of perturbations in a non-relativistic fluid. We
study the continuity equation, the force equation and the equation for gravita-
tional potential assuming that the state of the fluid provides a solution a solu-
tion to these. We then work out the equations satisfied by the perturbations.
Fourier analysing the perturbations, it is found that modes with wavelengths
larger than a critical value of the wavelength the perturbations are not stable.

The relevant equations for the mass density p(x,t), velocity field v(x,t)
and the newtonian gravitational potential ¢(x,t) are

dp B
a‘i’V'(pV) =0

ov

1
E+(VV)V+;V}?+V¢ =0

V3¢ = 4nGp
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We now split the quantities into average values p, p and space-time dependent
perturbations pi, p1

p(x,t) =p+pi(xt)  px,t)=p+pi(x1)

and similarly for velocity. However, for a homogeneous fluid, average velocity
is zero so v and v; are the same. It is reasonable to assume that there is no
spatial variation in equation of state. This means the speed of sound is given

by
2 <8P> 4!
vi=|— =2
9p ) adiabatic  P1

Thus the equations satisfied by the fluctuations are,

Ip1

E—FEV'VI = 0
o 2
V4V = 0
ot p

Vi1 = 4nGp

From these coupled equations we obtain a wave equation for pq,

8;;;1 —viVip1 = 4nGpp:
whose solution is

pi(r,t) = Aeliwt=ikr)

withw? = ok — dnGp

The expression for w suggests the definition of a critical wavenumber, the Jeans
wavenumber, k; = (477Gﬁ/v§) 2 For k < kj we get exponential growth, i.e.,
instability. We can understand this result by associating with a wavelength A
a hydrodynamic timescale Thyd ™ A/vs ~ 1/kvs. This is the timescale during
which pressure differences will be communicated by perturbations with wave-
length A. Next we associate the timescale Tgray = (47ero)71/ 2 Wwith the grav-
itational influences. The result above says that for the wavelengths for which
hydrodynamic response is slower to propagate than gravitational influences,
the latter win and cause a gravitational collapse.
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We can now define the Jeans mass

dr /1 \° _ 75/2 V>

3 \ky Po="% G?,/zp(l)/2

We can deduce that a homogeneous mass bigger than this value is susceptible
to gravitational collapse.

M,

5.8.2 Jeans Analysis in an Expanding Universe

We need to extend the above treatment to the case of an expanding Universe.
Firstly we must let the mean density and pressure be time dependent due to
change in cosmological scale factor. For instance, the mean density in a matter
dominated universe will scale as p(t) = p(t;) (R(t;/R(t))® where t; denotes
some “initial” reference time.

From now on we shall not follow the evolution of the other quantities but
focus on the energy density. We introduce the dimensionless quantity 6 = p;/p
from which the obvious R(¢) dependence gets scaled out. Further, using the
FRW metric in the comoving form, we treat r to be dimensionless and ¢ and
R(t) to have dimensions of length (equivalently, time). Introduce the Fourier

transform B
— (—ik'r)
5(x,1) / St

It can be shown that these Fourier modes obey the equation

v§k2
R2

o + %ék + < - 47rGﬁ(t)) 5, =0

We see that the modified Jeans wave number defined by
k% = 4rGp(t)R(t)? Jv?

plays a crucial role, in that at any given epoch t, wavelengths shorter than
~ 1/k; are oscillatory and hence stable.

We shall now study the fate of the long wavelengths, the ones significant
on cosmological scales. We shall see that the unstable modes grow in time,
but instead of exponential growth they may have power law growth. We have
assumed k — 0. Further, using FRW equation we can replace the Gp(t) term by
(3/2)(R/R)? in a spatially flat universe. Then for a matter dominated universe
with R o< t2/3, we get A )

0+ 3t6 3t26 =0
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The solutions are

Studying the examples of other power law expansions of scale factor R,
one may conclude that the expansion of the universe keeps pulling apart the
infalling matter and slows down the growth of the Jeans instability. However
in the case of a de Sitter universe it is found that the exponential instability
persists. In this case the long wavelength modes obey the equation

3

5+2H575H%:ﬂ

so that substituting 6 ~ ¢ we find
2 3 o
a4+ 2Ha — §H =0

This has the roots oy = —H £+ \/H?+3/2. One root is negative defi-
nite signifying decaying exponential though one positive root persists, a; =
VH?+3/2— H. (When we study density perturbations generated during in-
flation below we shall see that § can be a physically ambiguous quantity.)

Fate of the Super-horizon Modes

Let us now return to the idea of inflationary universe as the source of primor-
dial perturbations. The basic hypothesis is that the quantum mechanics of the
“inflation” scalar field causes fluctuations in its expectation value. These then
manifest as perturbations in the classical quantity, the energy density. This
assumption is expressed as

sV

557

p1L=0p =
where

36 = (¢~ (¢)))

and the expectation values are computed in an appropriately chosen state.
This choice is not always easy. In general this is a static, translation invariant
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state with similar properties shared by the vaccum expectation values. In an
expanding Universe the corresponding symmetries available are those of the
space-time metric, namely the FRW metric. Since the time translation symme-
try is lost, there are several conceptual issues. Fortunately the de Sitter metric
has a sufficiently large group of symmetries permitting a fairly unique choice of
the vaccum. Inflationary universe resembles the de Sitter solution over a sub-
stantial length of time so that we can adopt the answers obtained for the de
Sitter case.

Decompose d¢ into Fourier modes with the same conventions as in the
preceding section. During the inflationary phase, the expectation value of ¢
remains approximately constant. Hence by appropriate shifting of the field,
dynamics of d¢ and ¢ are the same. The equations of motion for the modes of
d¢ are then
S
R2
Then for “super-horizon” fluctuations with wavenumbers satisfying k¥ < RH,
we can ignore the last term and the non-decaying solution is d¢, = constant.
This is a crude argument to justify that the fluctuations at this scale become
constant in amplitude. But constant amplitude would mean vanishing time
derivatives, so the third term can’t be smaller than the first two. In order to
consistently ignore the third term relative to the second, we need to additionally
assume that if the time scale of variation of d¢y is 7, then 1/7 > k/R in
addition to k < RH. The two inequalities together imply 1/7 > H. Thus the
fluctuations are constant in the sense that the time scale of their variation is
much less than the natural time scale of the geometric background, H~!.

The above statement can be made more precise using Quantum Field
Theory in curved spacetime, where it can be shown that in de Sitter universe, for
a massless scalar field, the fluctuations in ¢, after appropriate cut-off procedure,

are given by
2
2\ _ -
@ = (5)

The assumption in this calculation is that the state chosen is de Sitter invariant.
Thus variations that do not respect this invariance don’t constribute and we
get the expected constant result. Further, since no new scales are introduced
through the choice of the state, the only dimensionful quantity available in the
problem is H, which effectively determines the magnitude of the fluctuations.

We can now see the qualitative features which make inflation so appeal-
ing for generating scale invariant perturbations. For all normal kind of states
of matter and energy, the scale factor grows as power law t°, with s < 1. Thus

8¢y + 3HOgy, + k2 =0
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H~! grows as t and all wavelengths Ay, scale as (Apny /R (t1)) x R(t) and hence
keep falling inside the horizon. On the other hand, in the inflationary phase,
H~! = constant and wavelengths grow exponentially, Aphy (t) e (1) with
some reference initial time t;. Later, after inflation ends, H ' begins to grow
faster than other length scales and steadily catches up with fluctuations of in-
creasing values of wavelengths. Between leaving H~! and re-entering H (¢)~!
later, the amplitude of the fluctuations remains frozen by arguments of pre-
ceding para. Note that for other power law expansions ¢* with s > 1 also, the
wavelengths grow faster than the Hubble horizon. However, the amplitude of
these wavelengths will not remain constant and will not reproduce the scale
invariant spectrum after re-entering the horizon. Some of these arguments will
become clearer in the following subsection.

Connection to Density and Temperature Perturbations

The problem of galaxy formation is to predict the observed pattern of clump-
ing of luminous matter. Also, since matter and radiation were in equilibrium
upto decoupling, the fluctuations in matter have also to be reflected in the
fluctuations in the temperature of the CMBR.

The fluctuation we are referring to are in the spatial distribution. These
are mathematically characterized by the auto-correlation function

(8p)*(x) = (5p(x)3p(x + 1))

where on the right hand side, an averaging process is understood. For a homo-
geneous medium, the locations x are all equivalent and this dependence drops
out at the end of averaging process. Introducing the Fourier transform dy, we
can show that 12 -
9 gsinkr
(BoPw) = [ iy a2
Now the rms value Ap,,s at a given point is the square-root of this auto-
correlation function for » = 0. Accordingly, taking the limit k7 — 0 in the
above expression, we get

(Aprm5)2 = %Ip(k)

with
P = 2o
212
P represents the variation in (Ap,ms)? with variation in Ink. The aim of ex-
periments is to determine the quantity P.
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Linear perturbation theory used above is valid only for small fluctuations.
Once a fluctuation grows in magnitude it begins to be controlled by non-linear
effects. We can estimate the intrinsic scale upto which the mass of a typical
galaxy could have been in the linear regime. Using the value of the p to be the
present abundance of non-relativistic matter ( &~ 1072%g/cc) and bringing out
a factor of 10! solar masses, the mass in a sphere of diameter of wavelength A
is

A \?
M ~ 1.5 x 10" M4 (Qoh?
X o(Qoh?) Mbpe

Assuming 10'2 solar masses per galaxy, this gives the size A to be 1.9 Mpc,
far greater than the actual galactic size 30 kpc. The A found here represents
the size this mass perturbation would have had today had it not entered the
non-linear regime.

Present data are not adequate to determine the spectrum P over all scales.
However too large a magnitude of fluctuations at horizon scale would have been
imprited on temparature fluctuations of CMB, which it is not. Likewise large
fluctuations at smaller scales could have seeded gravitational collapse and given
rise to a large number of primordial black holes, which also does not seem to be
the case. Hence the spectrum must not be varying too greatly over the entire
range of wavenumbers. It is customary to assume the spectrum of \61{\2 to not
involve any special scale, which means it must be a power law k™. Further,
a fluctuation of physical scale A contains mass M ~ A3 ~ k=3, Hence the
spectrum P ~ M~1="/3_ Now if we make the hypothesis that the spectrum of
perturbations seems to be independent of the scale at which we observe it, we
expect P ~ a constant, i.e. independent of M. For this to be true, n must be
-3.

In the analyses of CMB data it is customary to normalize the rms per-
turbation spectrum by its observed value at (8/h) ~ 11Mpc and denote it os.
Planck reports the best fit value to be 0.8. Further, (Ap,ms)? is parameterized
as k(~117) where the subscript in n, signifies scalar perturbations. A very long
epoch of perfectly de Sitter inflation would produce ns = 1 and a perfectly scale
invariant spectrum. Given a specific model of inflation the small departures of
ng from unity can be calculated as a function of k. This mild dependence of n
on k is referred to as “running of the index” of the power law. Current Planck
data (i.e. horizon scale perturbations) seem to suggest ns = 0.96 but the direct
observations of LSS data (galaxies and clusters of galaxies) suggest n, > 1.

Likewise a formalism exists for relating the temperature fluctuations with
the density perturbations and in turn with the scalar field fluctuations. We
shall not go into it here and the reader is referred to the references.
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5.8.3 Density Fluctuations from Inflation

We now show how the inflation paradigm along with the knowledge of the form
of the scalar potential helps us determine the magnitude of the scalar field
fluctuations.

Suppose we wish to know the fluctuation in a scale of size of our present
horizon. According to the derivation in previous subsection we need to know
the value of the perturbation when it left the horizon in the inflationary era.
And we need to know the number of e-foldings the inflationary universe went
through before becoming radiation dominated. It is the latter fact which then
determines the later epoch when the same scale re-enters the horizon.

Let us trace a physical scale £y today by keeping track of corresponding
co-moving value ¢. We have to consider the evolution in two parts. From the
present we can only extrapolate back to the time when the current hot phase of
the Universe began, i.e. the “re” heated® phase. Prior to that was the phase of
inflaton oscillation and decay. Reheating is assumed to be complete at a time
tq, the decay lifetime of the inflaton or its product particles.

Thus the size of a scale £ can be extrapolated to the epoch ¢ when inflation
ended, (i.e., the slowness conditions on the evolution of the scalar field ceased

to be valid) by T,\ [ R(ty)
b=t (T) (R(td)>

The last ratio can be estimated if we are given the effective potential V(¢) =
A¢” and a formalism for the dissipation of the inflaton vacuum energy. We shall
not pursue these details here but claim that this can be calculated to be

R(ty) _ (tf>(”+2)/3” (5.1)

ta

1/2
= <tf> forv=4 (5.2)

tq

Now lpnys (ty) = H™! eVt where Ny is the number of e-foldings between
the time the specific scale attained the value H—!, (i.e. became comparable
to the horizon) and the end of inflation. Substituting the current value of the
horizon in the above expressions finally gives N 1A 50 — 60.

6We remind the reader that it is possible in some inflationary scenarios for the Universe
to never have been in thermal equilibrium before this stage. Hence the prefix “re” is purely

conjectural though conventional.
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We now trace the magnitude of the perturbation through this exit from
horizon followed by the re-entry at present epoch. It turns out that dp/p is
a physically ambiguous quantity to follow through such an evolution. This is
because choice of a particular time coordinate amounts a choice of a gauge in
General Relativity. The gauge invariant quantity to focus on has been shown
to be ¢ =dp/(p+p).

We seek the value of the numerator at a late epoch when inflation has
ended. The denominator at this epoch is determined by p = 0 and the energy
density which is dominated by the kinetic term. The value of ¢ at the inflation-
ary epoch is known from preceding arguments about perturbations on scales
comparable to horizon. Here

1% H
ip= 5500 =V'(0)5;

where the d¢ is estimated from QFT calculation of the rms value. Further, we
replace ¢? by using the slow roll condition of inflation, 3H¢ = —V’(¢). Thus

we equate
5p>
Py = C‘eNHfl
(¢2 t~H-1

V'(¢)H(¢)
22

L~H-1

- (&)

Thus in matter dominated era when p = 0, we have recovered

(3),~ () oy

where we reexpress G = 1/M?%, the squared inverse of the Planck mass in natu-
ral units. The 2/5 factor is acquired during transition from radiation dominated
to matter dominated era.

We thus need the values of V and V'’ at the value ¢,. We do not really
know the latter directly. But we can determine it if we know the number of
e-foldings between its crossing the horizon and the end of inflation. Inverting
the relation

H! (¢e) = Cphy (tf) et



244 5. Cosmology for Particle Physicists

for ¢y and also using

[}
Nz(gi)g%(bf):/ﬂdt:/ fgdgé%ﬂG(j)?

7]

where the last arrow gives the answer corresponding to the form A¢* for the
effective potential and is obtained by consistently using the slowness condition
and the FRW equation. This gives us the number of e-foldings between horizon
crossing by this scale and the end of inflation. Therefore, trading N, for ¢, we

get
4

p 5 Mp 5 ™

We have arrived at a remarkable mathematical relationship, expressing the
magnitude of perturbations visible in the sky today with the parameters
of the effective potential that drove the primordial inflation. We can take
the fluctuations dp/p to be as visible in the CMB temperature fluctuations,
OT/T ~ 6 x 107°. Assuming N = 55 as needed for solving the horizon and
flatness problems, we find that we need the value of A\ ~ 6 x 10'*. This is
a tremendous theoretical achievement. Unfortunately the required numerical
value is unnaturally small and it appears that we have to trade the fine tuning
required to explain the state of the Universe with a fine tuning of a microscopic
effective potential.

5.9 Relics of the Big Bang

As the Universe cools reaction rates of various physical processes become slow.
When they become slower than the expansion rate of the Universe, the entities
governed by those reactions no longer interact and remain as residual relics. The
mathematical description for these events is provided by Boltzmann equation
which can be used to infer the relative abundance of these relic particles which
can be in principle observed today. The term relic applies to a wide variety of
objects, including extended objects like cosmic strings or domain walls but we
shall be dealing only with particle like relics in these notes.

5.9.1 Boltzmann Equation

The Boltzmann equation describes the approach to equilibrium of a system
that is close to equilibrium. In the context of the early Universe we have two
reasons for departure from equilibrium. One is that if the reheat temperature
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after inflation has been T,.; then all processes requiring energies larger than
T are suppressed and such processes play no role in establishing dynamical
equilibrium. Thus particles that interact via only such processes remain out of
equilibrium. We do not have much more control on such entities and in any case
they most likely got inflated away and will not be recreated due to insufficient
energy for them to be created.

The more important source of departure from equilibrium is the fact that
the Universe is expanding. Like in an expanding gas, the temperature systemat-
ically falls. The primary assumption here is adiabaticity — i.e. extreme slowness
of the rate of change of temperature compared to the time scales of the equi-
librating processes. However, interesting epochs in the Universe correspond to
times when the rates of a few specific processes are becoming as small as the
expansion rate of the Universe. After the epoch is passed same reactions go out
of equilibrium and the last conditions remain impritned as initial conditions for
the rest of the evolution.

Schematically one can think of the Boltzmann equation as Liouville op-
erator L acting on distribution function f, with a driving force provided by
a collision operator C'. In the absence of the collision term we have equilib-
rium statistical mechanics. L[f] = C[f] The Liouville operator which basically
describes convection through the phase space can be written as

. d F -
L =—
dt-l—vV—i— -V,

assuming the conjugate momentum has the simple form of velocity times mass.
In General Relativity this has to be generalized to

0 0
a B
P e ~ PP g

which simplifies in the FRW case to

0
e Ly

The total number density is obtained by integrating the distribution function
over all momenta,

zaf

n(t) =

o / Ppf(E 1)

Thus we obtain

g of R g 1 af g d>p
@n)? JE @n)? v @n) Jen




246 5. Cosmology for Particle Physicists

Exchanging the order of integration and differentiation in the first term and
working out the second term by doing an integration by parts, we can show
that this equation becomes

d R g d3p
&”+3§“—@ﬂ;/qﬂ7?

Consider a process involving several particle species v, a, b...
V+a+beriti+..

Our interest is usually a specific species which is undergoing an important
change. We think of the collision operator with species v as the object of main
interest to be

9
(2m)?

C[f]

Ppp / dpy
dEy (2m)32E, ~ (27)32E,

x...(2m)* 6" (pa + pa-ee — pi — pj--.)
x [IME, fofa (1 £2)

— M fi (L f) (L £)]

where M represents a matrix element for the concerned process. There are
Bose-Einstein and Fermi-Dirac distribution functions for the species in the in
state. As for the out state, the =+ signs have to be chosen by knowing the species.
Bosons prefer going into an occupied state (recall harmonic oscillation relation
a'ln) = v/n + 1|n) so that an n-tuply occupied state has weightage proportional
to n to be occupied). Hence the factors (1 + f), while fermions are forbidden
from transiting to a state already occupied hence the Pauli suppression factors
(1 — f). There is an integration over the phase space for each species.

Let us specialize the formalism further to cosmologically relevant case
with isentropic expansion. Since the entropy density s scales as 1/R3, we can
remove the presence of R? factors in number density of non-relativistic particles
by studying the evolution of their ratio with s. Thus we define the relative
abundance for a given species Y = % Then the we can see that

iy + 3Hny = sY

Next the time evolution can be trade for temperature evolution in a radiation
dominated universe, by introducing a variable z.

%50 that t= 0.39;1/2% ~1/2MPpL 2

x = = 0.3¢x = H~ Y (m)z?
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Thus we get the equation

vy _ i _ 41712 54
ir H(m)/dﬂ¢dﬂa,...dm...(?ﬂ) |M|?6* (Pin — Pout)

fa foorfo — fi [

Consider a species ¥ which is pair annihilating and going into a lighter species
X, ) — X X. The assumption is that the X are strongly interacting either
directly with each other or with rest of the contents, so that they equilibrate
quickly and remain in equilibrium. Thus the species to be studies carefully is
1. Due to the property of the chemical potential and detailed balance which
would exist if the ¢ are also inequilibrium we can relate the equilibrium values

2
Note the superscript eq is not necessary in the nx due to it always being in

equilibrium. We can thus obtain the equation

dY B s

dz ~ H(m)

(Talv]) (Y2 = Yiq)

The solution of above equations can be simplified by identifying convenient
regimes of values of z in which approximate analytic forms of Ygqg exist

45 1/2 )
Yeg(r) = Gy (g) gix‘S/Qe*I 2 > 3 non-relativistic case
Y, = B g5y 9t _ g g789ess 3 relativisti
rQ(r) = ﬁf( )T =0. T xr <K 3 relativistic case
*8 *S

where the effective degeneracy factors g.s; are defined relative to their usual
values g by Jeff = Yboson and geff = %gfermi-

Freeze out and subsequent evolution

We can get further insight into the special case considered above, namely that
of a species annihilating with its anti-particle and also going out of equilibrium.
Define

L =npq (oalv])
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which represents the rate of the reactions, given as a product of the microscopic
cross-section o, and number density times relative velocity as a measure of the
flux. Using this, we can rewrite the evolution equation above in the form

z dY  Ta
YEQ dx N H

This shows that the rate of approach to equilibrium depends on two factors.
The second factor is the extent of departure from equilibrium, as we may expect
even in a laboratory process. The front factor I'y/H represents the competi-
tion between the annihilation rate (temperature dependent) and expansion rate
(also temperature dependent) of the Universe. When this front factor becomes
small compared to unity, approach to equilibrium slows down, even if equilib-
rium is not reached. The abundance of the species ¥ in a comoving volume
remains fixed once this factor becomes insignificant. This phenomenon is called
“freeze out”, i.e., the fact that the relative abundance does not change after
this and continues to evolve like free gas.

After the species freezes out, at epoch tp with corresponding temperature
Tp, the distribution function of the species continues to evolve purely due to
the effect of the expanding spacetime. There are two simple rules of thumb we
can prove for its distribution d*n/d®p in phase space :

e A relativistic species continues to have the usual Bose-Einstein or Fermi-
Dirac distribution function (e#¥ 4 1)~!, except that 371 = T scales like
T(t) =T(tp)R(tp)/R(t).

e A species which is non-relativistic, i.e., mass m > Tp the number den-
sity simply keeps depleting as R~3, just like the particles which are still
in equilibrium. But the momenta scale as R™!, so energy E = p?/2m
scales as R™2. This is equivalent to the temperature scaling as T(t) =

T(tp)R%*(tp)/R%(t).

Thus the distribution functions have an energy dependence which is simply
obtained from their functional forms at the time of decoupling. In the relativistic
case in fact remaining self-similar, and looks just like that of the particles still
in equilibrium, with an important exception. If there is a change in the total
number of effective degrees of freedom at some temperature, this information is
not conveyed to the decoupled particles. In the non-relativistic case the scaling
of the temperature parameter is significantly different.
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5.9.2 Dark Matter

There is a variety of evidence to suggest that a large part of the matter content
of the Universe is neither radiation, nor in the form of baryons. As such it is
not capable of participating in processes producing electromagnetic radiation
and christened Dark Matter.

The direct evidence for Dark Matter is available at two largely different
scales. At the scale of individual galaxies and at the scale of clusters of galaxies.
At the level of single galaxies it is possible to measure speeds of luminous bodies
in the spiral arms for those galaxies which are visible edge on. The difference in
the redshifts of the parts rotating away from us and the parts rotating towards
us is measurable. It turns out that as a function of their distance from the
center of the galaxy, velocities of rotation in the plane of the galaxy do not
slow decrease in accordance with the 1/r? law expected from Kepler’s law.
Rather their speeds remain steadily high even beyond the visible edge of the
galaxy. The plots of the velocity vs. the radial distance from the center of the
galaxy have come to be called “rotation curves”. The departure from Kepler
law suggests presence of gravitating matter extended to ten times the size of
the visible galaxy!

Secondly at the level of clusters of galaxies, it is possible to measure the
relative speeds of the galaxies in a cluster, specifically the component of the
velocity along the line of sight. By viirial theorem the values of these velocities
should be set by the total matter content of the cluster. Again one finds the
velocities more compatible with almost ten times the matter content compared
to the visible.

Another indicator of the extent of the baryonic content is indirect but very
sensitive. Big Bang Nucleosynthesis predicts ratio of Hydrogen to Helium and
the ratios of other light elements to Hydrogen determined by one parameter,
the baryon to photon ratio, n = B/s where B is the net baryon number (dif-
ference of baryon and antibaryon numbers) and the denominator is the photon
entropy. We shall have occasion to discuss this in greater detail in the sec-
tion on Baryogenesis. The observed ratios of Helium to Hydrogen and other
light nuclei to Hydrogen is correctly fitted only if n ~ 10~°. Knowing the pho-
ton temperature very accurately we know the contribution of radiation to the
general expansion (it is very insignificant at present epoch). Further knowing
this accurately we know the baryon abundance rather accurately. Between the
two, the latter is certainly the dominant contribution to the energy density of
the present Universe. However the total amount of matter-energy required to
explain the current Hubble expansion is almost 30 times more than the abun-
dance baryons inferred through the BBN data. Again we are led to assume the
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existence of other forms of matter energy that account for the Hubble expan-
sion. It is therefore assumed that there is extensive amount of non-relativistic
matter present in the Universe today, and is called Dark Matter. We do not
know at present whether Dark Matter is a single species of particles or several
different species of particles. We do not know the possible values for the masses
of such particles, however the study of galaxy formation suggests two classes of
Dark Matter distinguished by their mass as we see in the next paragraphs.

The latest data from all sources suggest that the dominant component
of the energy driving the expansion is actually neither radiation nor matter,
but some other form of energy obeying an equation of state close to that of
relativistic vacuum, p = —p. This is estimated to be contribute about 68%.
The Dark matter component is estimated to be about 27%, and only about 5%
is in the form of baryonic matter. These conclusions follow from Planck data on
CMB. It is remarkable that the abundance of Dark Matter relative to baryonic
matter as inferred directly from cluster data is verified reasonably accurately
by the very indirect methods. This is what gives us confidence in the Dark
Matter hypothesis.

When galaxy formation is considered this highly abundant Dark Mat-
ter component plays a significant role. While no other kind of interaction is
permitted between baryonic matter and Dark Matter at least at low energies,
gravity is always a mediator. It is no surprise therefore that the Dark Matter
is clustered in approximately the same way as luminous baryonic matter. The
question whether there are large distributions of Dark Matter separately from
baryonic matter needs experimentally studied however so far the evidence does
not seem to demand such an assumption.

It then follows that the growth of perturbations which led to galaxy for-
mation must have proceeded simultaneously for the baryonic matter and the
Dark Matter, coupled to each other through gravity. The study of this coupled
evolution gives rise a distinction of two categories of Dark Matter which can
be made based on the mass of the corresponding particle. Those particles that
have become non-relativistic by the time of galaxy formation are called Cold
Dark Matter (CDM). They are in the form of pressureless dust by this epoch
and their chief contribution to energy density comes from their rest masses and
not their thermal motion, hence Cold. We may think of this dividing line as set
by the temperature ~ 1leV when neutral Hydrogen forms. Particles which are
already non-relativistic at this temperature certainly belong to the category of
CDM. On the other hand particles that remain a relativistic gas down to leV’
temperature contribute through their thermal energy density and are called
Hot Dark Matter (HDM). A prime candidate for this kind of DM is a neutrino,
whose masses are constrained to very small values.
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The main difference in the two kinds of DM comes from the nature of
the clustering they assist. From the Jeans formula we see that HDM clustering
occurs at large physical scales while CDM can cluster at much smaller scales.
In fact too much HDM can destroy clumping of baryonic clusters at smaller
scales. Thus a study of the spectrum of perturbations P(k) gives a clue to the
form of DM that assisted the formation of galaxies. The current evidence in the
light of the WMAP and Planck data strongly suggests essentially the presence
only of CDM, though some proportion of a HDM species cannot be ruled out.

In the following subsections we shall show how we can trace back at least
some of the microscopic properties of the Dark Matter if we know its abundance
today.

Hot Relics

For particles that continue to remain relativistic as they are going out of equi-
librium, the equations from the previous subsection can can be used to show
that their abundance at late time is determined by the value of their freeze out
temperature, i.e., T freeze out

9eff
Yoo = YE (:E reeze ou ) =0.278
@ reee ot gus(@)

If we want to think of this as the Dark Matter candidate, we estimate the
energy density it can contribute, which is determined to be

m

Py, = S0Yoom = 3Y (eV

) keV-(cm) ~°

From LSS data on distribution of fluctuations, as also the CMB data it is
now concluded that the structure formation could not have occurred due to
HDM. Hence this is not a very useful quantity to verify against observations.
Historically, this density value was used to put an upper bound on the mass
of a neutrino. If the decoupled neutrino is to not be so overabundant that it
exceeds the current density of the Universe, than its mass must be bounded.

m < 13€VM

Jeff

For v’s the ratio of the g, factors is 0.14, from which one can conclude that
m, < 91eV. This is known as the Cowsik-McClelland bound. Although the
bound is surpassed by both by terrestrial experiments and recent astrophysical
data, it is an instructive exercise.
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Cold Relics

For cold relics, we need to determine the quantities x¢, Ty corresponding to
the freeze out of the species, and its present abundance relative to radiation,
Y. These are determined by solving the equation

& 1 [re(T)
de a2 45

Mp(ov)(Y(T)? = Yeo(T)?)

It is useful to make an expansion of the cross-section in partial waves, which
amounts to an expansion in energy, or equivalently in the present setting, an
expansion in x = m/T. For a massive particle the leading term is

T n
(oa|v]) = 0y (m) =oox " 23

Thus expressing the cross-section as a function of z, the equation can be solved.
The solution to this equation gives the left over abundance for a massive particle
X at present time. The answer typically has the following dependence

Ly

Yo =0(1) x — 2
O M p oAl

with z; determined numerically when the Y effectively stops evolving. The
present contribution to the energy density due to these particles is m, Y, x
(s(T0)/ perit) where s(Tp) is the present value of entropy density in radiation.

It is thus possible to relate laboratory properties of the x particle with
a cosmological observable. Given a particle physics model, we can constrain
the properties of the potential Dark Matter candidate by calculating its con-
tribution to 2pj; and then counterchecking the same cross-section in collider
data.

5.10 Baryogenesis

A very interesting interface of Particle Physics with cosmology is provided by
the abundance of baryons in the Universe. At first it is a puzzle to note that we
only have baryonic matter present in the Universe, with no naturally occurring
baryons to be seen.

In principle a cluster of galaxies completely isolated from others could
be made totally from anti-Hydrogen and anti-elements. However there should
be some boundary within which this confined, since any contact with usual
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baryonic matter would generate violent gamma ray production which would be
observed as a part of cosmic rays. But there are no clearly visible empty cor-
ridors separating some galaxies or clusters of galaxies from others, nor is there
a significant gamma ray background to indicate ongoing baron-anti-baryon an-
nihilation. Thus we assume the present Universe to be devoid of priordial anti-
baryons.

Due to charge neutrality, the electron number should be exactly equal to
the proton number of the Universe, and if Lepton number were conserved, we
should therefore have a predictable abundance of electron type anti-neutrinos.
However after the discovery of neutrino oscillations the question of total lepton
number conservation is open and their number may not be determined exactly
by the charged lepton number. Thus the total matter vs. anti-matter asymmetry
of the Universe is a more complicated question. We shall deal only with the
baryons where the situation is more precisely known.

The observed asymmetry is quantified by expressing it as a ratio of the
photon number density, i.e., entropy,

np ny — Ny

n=-2
s Ny

where the upper case subscript B signifies the net baryon number while the
lower case subscripts b, b signify the actual densities of baryonic and anti-
baryonic species separately. Big Bang nucleosynthesis constrains the value of
this ratio very precisely. The abundances of Helium “He to Hydrogen is sensi-
tively dependent on this ratio, but further, the abundances of light nuclei such
as Deuterium, 3He, and "Li relative to Hydrogen are also extremely sensitive
to this ratio.

5.10.1 Genesis of the Idea of Baryogenesis

We believe that the Universe started with a hot Big Bang. If the laws of nature
were completely symmetric with respect to matter and anti-matter both should
be present in exactly same abundance in thermodynamic equilibrium. Then the
asymmetry between the two has to be taken as an accidental initial condition.
Fortunately we know that the Weak interactions do not respect charge con-
jugation or matter-anti-matter symmetry C, but only the product CP after
parity P is included. Further, in 1964-65 two crucial discoveries were made. It
was shown that certain sectors of the theory (K° — K° system) also do not
respect CP. In QFT there is a theorem that says that it is impossible to write
a Lorentz invariant local theory which does not respect the combination CPT,
now including time reversal T'. Thus a C'P violating theory presumably violates
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T invariance in same measure. The small mixing of C'P eigenstates will also be
reflected in small asymmetry in reaction rates involving these participants.

The other crucial discovery was the Cosmic Microwave Background which
established the Hubble expansion back to temperatures as high as 1000K. It
is easy to extrapolate this to sufficiently early times and higher temperatures
when density and temperature would be sufficiently high for Particle Physics
processes to occur freely. The stage was set for searching for a dynamical ex-
planation for the baryon asymmetry (Weinberg 1964) and a specific model was
proposed (Sakharov 1967).

5.10.2 Sakharov Criteria

The minimal conditions required for obtaining baryon asymmetry have come
to be called Sakharov criteria. They can be understood via a specific example.
Consider a species X which carries baryon number and is decaying into two
different possible final products, either two quarks or one anti-quark and a
lepton. (We use one of the decay modes to determine the baryon number of
X and violation shows up in the other decay). Such decays are easily possible
in Grand Unified models. The following should be true for a net B number to
remain in the Universe :

1. Baryon number violation

qq AB; =2/3

X2 a0 ABy=—1/3

2. Charge conjugation violation

M(X = qq) # M (X — qq)

3. CP violation reflected in difference in rates

L _NiX 2, T (X~ qq)
! r+Iy '+

=7

4. Out-of-equilibrium conditions, which would make reverse reactions be-
come unfavorable

Net B = AByr1+ABy(1—14)
(=ABy) 71+ (—ABy) (1 —7)
(ABl — ABQ) (7"1 — 71)
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In the early Universe, the condition for departure from Equilibrium means
that the reaction rate should become slow enough to be slower than the Hubble
expansion rate at that epoch. This will happen because reaction cross-sections
depend both on density which is falling due to expansion, and the energy de-
pendence of the intrinsic cross-section makes it smaller at lower temperature.

12

FX O[Xmg(/T

H g *T% /Mp,

12

Need the rate I'x still < H when kT ~ mx. Thus kTp ~ (ax mmeX)l/Q.

Resulting

n B
=B ~ Z % (Boltzmann evolution)

s s

Thus the result depends purely on the microscopic quantity B (includes dcp)
and g, of the epoch when the mechanism operates.

5.10.3 Anomalous Violation of B + L Number

Quantization of interacting field theories contain many subtleties. Sometimes
the process of renormalization does not respect a symmetry present at the
classical level. Then quantum mechanically the corresponding number operator
is not conserved. This situation is called anomaly. This is tolerable if it happens
for a global charge. If it happens for a gauge charge the model would not be
viable. It turns out that the Standard Model of Particle Physics does not respect
the global quantum number B + L, baryon number plus lepton number. The
number B — L is also not coupled to any gauge charge howeve it remains,
miraculously, anomaly free and hence is conserved.

The anomalous violation is not obtained in perturbation theory. However
a handle on the anomalous violation rate can be obtained by topological ar-
guments involving global configurations of gauge and Higgs fields. A specific
configuration whose energy value determines the rate is called sphaleron. The
energy of a sphaleron is approximately 5 TeV in Standard Model. At temper-
atures well below this, the rate is suppressed exponentially. At a temperatrue
much higher, the rate is order unity. Actually it becomes meaningless to speak
of a conserved number. However a number generated by any other mechanism
will be quickly equilibrated to zero by this non-conservation.
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In the in between regime of temperatures, the rate is estimated as
T~k (NV), T e Bern(T/RT

where k is the determinant of other fluctuations (recall Coleman tunneling
formula) and A'Vq represents sphaleron zero-mode volume, i.e., the weightage
associated with all the possible ways a sphaleron can arise. This formula is valid
for my <« T < my /aw where myy is mass of the W boson and ayy is the
fine structure constant g2/4m of the Weak interactions.

Sphaleron energy depends on the Higgs mass at zero temperature in such
a way that too light a Higgs (< 90GeV) would result in very rapid violation of
B + L around the electroweak phase transition. The conclusion is that either
the Higgs is heavier (which is corroborated by the bound mpy > 117GeV from
LEP data), or there is more than one Higgs, or that there was a primordial
B — L number already present at the electroweak scale.

5.10.4 Electroweak Baryogenesis

Could the baryon number arise at the elctroweak scale itself? Sphaleronic pro-
cesses are already becoming unimortant at this scale. Also the properties any
new particles needed can be counterchecked at the LHC or ILC. At the elec-
troweak scale the expansion of the Universe is many orders of magnitude (1012)
slower than the particle physics processes. Hence direct competition with rates
is not possible. However, a first order phase transition leads to formation of
bubble walls. They sweep past any given point in sufficiently short time scale
that Particle Physics scales compete with this time scale rather than the ex-
pansion time scale of the Universe. Such a scenario which by-passes the thermal
conditions in the Universe is called non-thermal, as against the example studied
at the beginning of the section which is called thermal mechanism for baryoge-
nesis.

If we enhance the SM with additional particles we can actually use the
sphaleronic excitations to generate B + L asymmetry if the other criteria of
Sakharov are satisfied. Typical scenarios rely on

1. Usual C asymmetry of Weak interactions
2. B + L violation by sphaleronic excitations

3. C'P violation due to complex phases in the vacuum expectation values of
one or more scalar fields

4. Out-of-equilibrium conditions due a first order phase transition
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It turns out that all of these conditions are easily satisfied provided we have
more than one Higgs scalar and sufficiently large C'P phases entering some
fermion masses. In specific models favored for esthetic reasons however it has
not been easy to reconcile all the known constraints from other data with the
requirements of electroweal baryogenesis. For example, the Minimal Supersym-
metric Standard Model (MSSM) has the following dangers (see M. Quiros,
arXiv:hep-ph/0101230)

e Need for first order phase transition implies a light Higgs and a light
superpartner “stop” of the top quark, as also a bound on the ratio of the
masses of the two neutral Higgs bosons expressed as tan 3,

110 < mpg < 115GeV, tanfB S 4, mg, ~ 105t0165GeV

e One requires dcp 2 0.04 which in turn raises the danger of color breaking
vacua.

5.10.5 Baryogenesis from Leptogenesis

A realistic alternative possibility for dynamical explanation for baryon asym-
metry is thrown up by the discovery of neutrino mass. The very small mass
m, ~ 0.01 eV for neutrinos requires their Yukawa coupling to the Higgs to be
10~ As we discussed in case of inflation, such small dimensionless numbers
seem to hide some unknown dynamics going on. A very elegant explanation
for the small mass can be given if we assume (i) Majorana type masses for the
neutrinos and (ii) assume this mass, denoted Mg to be high, Mg ~ 10 GeV.
It can be shown that
my, Mg ~ m%,v

is a natural relation if such a scale is assumed. Now a scale like 10 is also far

removed from other physics, but is tantalisingly in the range of Grand Unified
theories. This mechanism is called see-saw mechanism

This possibility makes leptogenesis naturally possible in the early Universe
almost literally by the example we studied earlier for the particle X at the
beginning of the section. Majorana fermions do not conserve fermion number.
Further, the mixing of the three generations can introduce a complex phase in
the mass matrix which can lead to C'P violation. Finally high mass means that
the decay rate can actually compete with the expansion scale of the Universe
which is sufficiently rapid at high temperatures, unlike at electroweak scale.
This can result in lepton asymmetry of the Universe. This lepton asymmetry
converts to baryon asymmetry as follows. Recall that at temperatures high
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compared to the electroweak scale, B + L number is meaningless, and will be
equilibrated to zero. That is, the anomalous effects ensure A(B + L) = 0 and
hence will generate approximately AB ~ —AL. The equality is not exact due
to interplay of several chemical potentials one has to keep track of.

An important handle on this proposal is provided by the low energy neu-
trino data. It is possible to constrain the extend of C'P violation that can be
available at high scale from low scale masses due to see-saw mechanism. Con-
sider the decay of a heavy neutrino species N into a light lepton ¢ and a Higgs
particle. There are several such possibilities, and in each case the electric charge
in the final state is balanced to be zero. Due to lepton number violation char-
acteristic of Majorana fermions, the same N can also decay into anti-lepton
and anti-Higgs. Thus the difference in the lepton number of the final products
in the two different modes is AL = 2 along the same lines as AB = 1 in our
example at the beginning of the section. Then the C'P-asymmetry parameter
in the decay of any one of the three heavy neutrinos N;, i = 1,2, 3 is defined as

[(N; = £p) — T(N; — €gT)
I'(N; = £¢) +T(N; — Lot

If we assume a hierarchy of masses M; < My < M; as is the case of all
other fermions, then the main contribution to the lepton asymmetry generation
comes from the species to decay last, i.e., the lightest of the heavy neutrinos
N;. (Why?) The maximum value of CP violation parameter €; in this case can
be shown to be

(5.3)

€

_ M1 ms
<9.86 x 1078 . 5.4
lex] < 986 (109Ge\/> <0.05eV) (54)

where the mass of the heaviest of the light neutrinos v3 is bounded by the
atmospheric neutrino data, which gives the mass-squared difference Am?2,, =
m3 —m2. Thus, mz ~ \/Am2,,, = 0.05eV.

In the Fig. 5.8 we show the solutions of the Boltzmann equations showing
the accumulation of B — L as temperature T' drops for various values of M;
with C'P violation chosen to be maximal permissible according to above formula
and the parameter m; = (mEmD)u/Ml chosen 10~%eV. It turns out that this
particular parameter (numerator is the 11 element of the square of Dirac mass
matrix for the neutrinos) determines the overall outcome of the thermal B — L
number production. We see that there is negligible net number B — L at high
temperature but it builds up as the decay processes are going out of equilibrium.
At some point the production levels off. Then due to sphalerons, the asymmetry
which is initially in the form of light neutrinos also gets converted to baryonic
form producing net B number.
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Figure 5.8: The evolution of the B — L asymmetry with temperature, shown here as
a function of Z = M, /T, with fixed values of M, as indicated in the legend. The
value of the C'P violation parameter is maximal permissible and the parameter m;
explained in text is chosen 10~°eV for all graphs. Figure from N. Sahu et al, Nucl.
Phy. B752 (2006)

From such exercises it can be shown that we need the mass scale Mg
of the heavy majorana neutrinos to be typically > 10'2GeV but with some
optimism, at least > 10°GeV for successful thermal leptogenesis. The problem
with this conclusion is that firstly a new intermediate scale much lower than
required for gauge coupling unification is called for. Secondly, as discussed in
the Introduction, we expect supersymmetry to regulate the QFT involved in
Grand Unification with several scales of symmetry breaking. But supersym-
metry necessarily implies the existence of gravitino. Further, it can be shown
that if our Universe underwent simple radiation dominated expansion from any
temperature larger than 10°GeV down to Big Bang Nucleosynthesis, sufficient
number of gravitinos would be generated that would make the Universe matter
dominated and foul up BBN. Thus it is usual to assume that the “reheat” tem-
perature after inflation is lower than 10°GeV. But then the thermal leptogenesis
discussed here becomes unviable.

It remains an open possibility that there are non-thermal mechanisms
similar to the electroweak baryogenesis, but applicable to leptogenesis.
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5.11 Appendix

Here we discuss the “True or False” statements given in section 5.1.1. Note
that some of the statements are half baked and warrant a discussion rather
than simple yes or no. Some hints.

1.

Curved spacetime takes account of equivalence of gravitational and in-
nertial mass. The Relativity principle of space and time could have been
Galilean and the formulation would be still useful. See ref [1], chapter 12
for Cartan’s formulation.

. Reparametererization only relabels points. It cannot change physics. Usu-

ally the laws are written only in the form invariant under rigid rotations.
But every law can in principle be rewritten to be form invariant under
change of parameterization. Thus reparameterization invariance cannot
be a new physical principle.

Due to Equivalence Principle as adopted by Einstein, all forms of energy
are subject to and contribute to gravitational field. Energy density there-
fore must contain contribution of gravitational “binding energy”. However
we can always choose freely falling frames locally so that effect of grav-
ity disappear. In these frames the energy density of gravitational field
disappears.

Total energy would be an integral of the energy density over a whole space-
like surface. This answer would remain unchanged under coordinate local
transformations especially if we restrict ourselves to rigid transformations
at infinity (sitting where we measure up the energy). But GR throws up
the possibility of compact spacelike hypersurfaces. In this case asymptotic
region is not available.

If this genuinely means spacetime measurements are meaningless at that
point then it is unphysical. But it can be an artifact of coordinate system,
as for instance the origin in a spherical or cylindrical coordinates.

Divergence of metric coefficients is often avoided using different coordinate
systems.

Curvature tensor is a physical quantity. Divergence of its components will
also often imply divergence of some components of energy-momentum ten-
sor. Such points would be unphysical. However note that much electro-
statics is done assuming point charges. These have infinite energy density
at the location of the point. When such points are isolated we hope some
other physics takes over as the singular point is approached.
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8. The expansion of the Universe is neither relativistic, nor a strong gravity
phenomenon at least ever since BBN. It admits a Newtonian description.
If the spacelike hypersurfaces were compact that would be easier to explain
as a dynamical fact in GR. In Newtonian physics we would simply accept
is as fact, just as we are willing to accept infinite space as fact.
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Problem set 1: The Friedmann-Robertson-Walker cosmology

1. (a) Argue that, because of spherical symmetry, a homogenous and
isotropic spatial hypersurface must be described by the line-
element [TP]

de®> = a® [N*(r)dr* + r* dQ3] ,

where a is a constant and d§23 denotes the metric on the two-sphere
given by
dQ3 = (d6* + sin’*0 d¢?) .

(b) Compute the scalar curvature R for this line element and show that

R= (m‘zrg> % (72 (A2 —1)/A%].

(¢) Homogeneity implies that R is a constant. Equate R to a constant
and integrate the resulting equation to obtain that

[r? (A = 1)/X?] = (Ar" + B).

(d) Provide arguments as to why B should be zero, thereby obtaining

that

N(r)=(1- /1'1"2)_1 :

2. The Friedmann universe is described by the line-element

dr?

2 _ 32 2
ds® = dt* — a*(t) -

+r2d3|,

where k = 0,+£1. It is straightforward to check that the metric of the
k = 0 Friedmann universe can be expressed in the form g, = [QQ (n) nw] ,
where Q(n) = a(n) with n being the conformal time defined by the relation
dn = [dt/a(t)] and 7, denotes the flat spacetime metric. The k& = 0 Fried-
mann universe is therefore said to be conformally related to flat spacetime.
It turns out that the metric corresponding to the & = +1 Friedmann
universes are also conformally related to 7,,. Construct the coordinate
systems in which these metrics can be expressed in such a form [TP].

3. Show that [p(t) a(t)] = constant, where p(t) is the three momentum of a
particle [TP].
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Consider a particle traveling along a path with § = constant and
¢ = constant. Then show that the zeroth component of the geodesic

equation is
d’t aa dr\?
- |+t |— — | =0.
ds? 1— kr? ds

Eliminate (dr/ds) between this equation and the first integral
0 N G WA
ds 1— kr? ds)
d*t a\ | [ dt\?
e D E) —1] =o.
(%) () |(5) -

Integrate this equation to obtain

1/2
[(dt>2 1 |
a — ] =1 = constant.
ds

If u™ = (dz®/ds) is the four-velocity of the particle, then the condi-
tion uq u® = 1 implies

dt\
<d) — craguo‘uﬁ =1.
s

Show that o,5p® p® = |p|? c a2,

and get

One can most efficiently obtain the geodesic for a particle from the
Hamilton-Jacobi equation

oS oS
af [ Y e _ 2
g (895“) (8;105) e

where gos is the metric and S denotes the action describing the
particle. Write this equation in the Friedmann metric and show that
the problem of determining the radial geodesics reduces to obtaining
a quadrature [KT].

4. The dynamics of the electromagnetic field in a curved spacetime is de-
scribed by the action

s () [ #ova
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5.

6.

where
Fuw = (Avy — Appw) = (Avp — Ap) -

(a) Show that this action is invariant under the conformal transformation
A, = Ay, 2t =t gu — (92 gm,) .

(b) Show that the electromagnetic waves in the Friedmann universe can
be written in terms of the conformal time coordinate n as follows:

A, o exp—(ikn) = exp — {ik/dt/a(t)} .
(¢) Since the time derivative of the phase defines the instantaneous fre-

quency w(t) of the wave, show that w(t) oc a=(t) [TP].

Recall that, for a light ray, we have [TP]

tobs Temi

temi 0

Also recall that, in terms of the scale factor a(t), the redshift z can be

written as

where ag refers to the value of the scale factor today (i.e. when ¢t = ).
Using the above expression for the redshift, show that

z

Temi(2) = Sk [a(z)], where a(z)= aio/ dzdy(2),
0

Sk(a) = (sinha, o, sina) for k = (—1,0,1), respectively, and dy is the
Hubble radius defined as

(a) Write, say, a Mathematica code (or a Fortran or a C code), to eval-
uate the following expressions for the Ricci tensor RY, the scalar
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curvature R, and the Einstein tensor G¥ for the Friedmann metric:

o)

=1=

Il

|

w
7N
DS SY
N~

EPR-

I I

w |
— =2
N T/
Q| o PN
N— Q|
NN

- +
N —
Qw‘w IS
~

Q
I

, i a\? k .

) [2 () + () + ()1 o

(b) Consider a fluid described by the stress-energy tensor TH =
diag. (p, —p, —p, —p), where p and p are the density and pressure

of the fluid. Using the above Einstein tensor, obtain the following
Friedmann equations for such a source:

£(2) - (5)»
5+ +(2) - o

(¢) From the above Friedmann equations, show that

(£)- () veom

Note: This relation implies that d > 0, i.e. the universe will undergo
accelerated expansion, provided (p + 3p) < 0. This condition which
will be required when we discuss inflation in the early universe and
the accelerated expansion of the universe today.

7. (a) Using the two Friedmann equations obtained above, obtain the fol-
lowing relation between the density p and the pressure p of the source:

d

4 (pat) = (dd“:)
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Note: This relation also follows from the conservation law, viz. T =
0, for the energy-momentum tensor.

(b) Also show that the above equation can be rewritten as

d 3 2
- (pa’) == (3¢°p).
(c) Given that p = (w p), using the above equation, show that

px a73 (1+w)'

8. Using the above result, rewrite the total density of a universe filled with
non-relativistic matter (w = 0, NR), relativistic matter (w = (1/3), R)
and cosmological constant (w = —1, A) as follows:

[pONR (%0)3 + PR (%0)4 + p%} ,
= pc [QNR (%)3 + Qr (%)4 JrQA] ;

Pe [QNR (1+2)°+0r 1+2)"+ QA] ,

p(a)

where p. is the critical density defined as

_ (3H§
Pe = 8r G

and Ho = (a/a),_,, denotes the Hubble constant.

Note: The quantities Qng, g and Q5 are three of the cosmological
parameters determined by observations.

9. The Cosmic Microwave Background Radiation (CMBR) is considered to
be the dominant contribution to the relativistic energy density in the
universe. Given that the temperature of the CMBR today is T ~ 2.73 K,
show that

(Qr h?) ~2.56 x 1077,

where h is related to the Hubble constant H as follows:

Hy ~ 100 h kms™! Mpc ™.

Note: h is another of the cosmological parameters.
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10. (a) Show that the redshift z.q at which the energy density of matter and
radiation were equal is given by

Onr
(14 2eq) = <QR> ~ 3.9 x 10* (Qngr h?).

(b) Also show that the temperature of the radiation at this epoch is
given by
Teq = 9.24 (Qnr h?) eV.

11. Write a code to determine the value of the Hubble constant Hy using the
data in, say, Table 2 of S. Perlmutter et. al., Ap. J. 517, 565 (1999).

12. Given that Hy ~ 70 km s~! Mpc ™!, estimate the numerical value of the
critical density p.

13. Rewrite the first of the Friedmann equations in terms of the cosmological
parameters and redshift as follows:

H 2
(ﬁ) = [QNR(1+Z)3+QR(1+Z)4+QA— (Q—l) (1+Z)2] s
0
where ) = (QNR + Qr + QA)
14. Show that the line-element

ds® = dt® — 12 K dr’ >+r2d92]
o 14 r2 2

is a solution to the Friedmann equations with p = p = 0. Obtain the
coordinate transformation that will transform the above line-element into
the following Minkowskian form:

ds* = dT? — dR* — R* dQ3.

15. (a) Solve the Friedmann equations for k = 1 and k = 0 when the equa-
tion of state for matter is p = —p. Show that the resulting line-
elements have the form

ds* = dt? — Mt (dr2 + 72 dQ%) ,
dR?
1— R?

ds* dT? — H=2 cosh?(HT) + R?dOZ| .
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(b) As the source is the same, we expect the two line-elements above to
represent the same spacetime. Prove that this is indeed the case by
finding the coordinate transformation between (t,7) and (T, R).

16. (a) Integrate the Friedmann equation for a k = 0 universe with matter
and radiation to obtain that [TP]

alo) = /anTh (o) + (52 (110

where 7 is the conformal time coordinate.
Note: In obtaining the above result, it has been assumed that a =0
at n=0.

(b) Integrate the Friedmann equation for a k& = 0 universe with matter
and cosmological constant to obtain that [TP]

L —QNR sinh?/3 39?\/2 Hot
ag Qa AN .

17. Express the age of the universe in terms of the cosmological parameters
QNR, QR, QA and h.

18. Assuming that h = 0.7 and that only CMBR contributes to g, evaluate
the age of the universe numerically as a function of Qngr and Qv . Plot the
contours of constant age in the Qngr-v plane and identify the allowed
values of Qng and Qv if 12 Gyr < tg < 18 Gyr.

19. Show that for a universe dominated by non-relativistic matter, the Hubble

radius and the luminosity distance can be expressed in terms of the red-
shift as follows [TP]

dn(z) = [Ho(1+2) (1+QNRz)1/2rl,
di(z) = (Hof‘szj <QNR2+(QNR2) [(1+QNRZ)1/21D.

20. The horizon h(t) is defined as the maximum proper distance a photon can
travel in the time interval (0, ), i.e.

h(t) = a(t) / dv
0

a(t’)’
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For a matter dominated universe, show that [TP],

h(z) = {Ho (1+2) (g — 1)1/2} st (1 ; {fm})

for OQng > 1,

-1
= 2 [Ho (1+z)3/2} for Ong =1,

- [Ho (1+2)(1— QNR)l/Z} B cosh™! (1 * {m}>

for Ong < 1.

Note: The concept of horizon will be needed later on to understand
one of the main reasons behind requiring an inflationary epoch in the early
universe—the horizon problem.
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1.

Problem set 2: Thermal history of the universe

(a) The number density of particles within the phase-space volume
(d*x d®p) is given by

dN = f(x,p,t)d*x d°p,

where f(x,p,t) denotes the distribution function. In a Friedmann
universe, the distribution function will be independent of x due to
the homogeneity of the background, and it will depend only on p
(rather than on p) due to the isotropy. Show that, if no particles are
created or destroyed, then the distribution function remains invariant
under the evolution of the universe [TP].

(b) Argue that, for a thermal distribution of photons in a Friedmann
universe, the invariance of the distribution function implies that the
temperature of the radiation is inversely proportional to the scale
factor [KT,TP].

2. Consider a collection of relativistic particles of mass m, k and energy

E = (k? +m2)1/2, where k = |k|. Given that the distribution function
of the particles is f(k), the number density n, energy density p and the
ressure p of the collection of particles are given by

n:/d3kf(k), p:/d3kf(k)E and p:/d3kf(k) (K*/3E).

In thermal equilibrium, an ideal Bose or Fermi gas is described by the
distribution function

f(k) = ((gip) (exp [(E flu)/T] + 1) 7

where ¢ is the spin-degeneracy, T is the temperature and p denotes the
chemical potential. In the above expression for the distribution function,
the upper sign (viz. +) corresponds to fermions and the lower sign (viz. —)
to bosons.

(a) Using the above expressions, show that, for bosons, when p < T and
T > m (i.e. when the particles are relativistic), we have [KT,TP]

(@) G -6



274 6. A Collection of Problems on Cosmology

while for ' < m (i.e. in the non-relativistic limit), we have

T 32
n=g (2;{) exp[~(m—p)/T], p=(nm), p=@nT)<p.

(b) Similarly, for fermions, when p < T', show that, for T' > m we have

(@) - E) -0

while, for T' < m, we have

mT\ 32
n:g(;) expl—(m—w/T], p=(nm), p=(nT)<p.

(¢) Also show that, when T > m, for bosons, we have
(3) ~ 27017,
n
while, for fermions, we have
(ﬁ) ~3.151T.
n

3. (a) Using the above definitions of n, p and p, show that, in a Friedmann
universe described by the scale factor a(t), we have [KT,TP]

d(sa®) =d[(p+p—np) (®/T)] = - (%) d(na®).

(b) Also, show that, when p < T, the quantity s = [(p + p) /T] can be
interpreted as the entropy density.

Note: In obtaining the above relations, it has been assumed that the
chemical potential u is a given function of the temperature T'.

4. Show that, during the radiation dominated era, the age of the universe at
the temperature T is given by [KT,TP]

T -2
tee g V2 ——
g (1MeV> S

where ¢ is the total number of degrees of freedom of the relativistic par-
ticles present.
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5. Show that, when T' >> m, the net fermion number density is given by [TP]

(n4y —n-)
(5% /dEE m?)?
™

) Kexp /QT} + 1) B (exp (E +1u)/T] +1>} ’
=(5%) [ @)+ @]

6. Argue that [TP]

where np and n, are the number density of the baryons and photons,
respectively.

7. Using the above expression for the net fermion number density, viz.
(ny —n_), the fact that the universe is nearly neutral, and the above
ratio for (np/n.), show that, for e*

(;) ~1078.

8. Show that, for weak interactions, we have [TP]

N (1T N
H/) \1.6x 1010 ’
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Problem set 3: Spontaneously broken symmetries and
formation of topological defects [KT|

1. Consider the following Lagrangian density

L= @) 0, 0 (2) (62 0%,

where ¢ is a real scalar field. Note that the true vacuum of the potential
is located at ¢ = o and the Lagrangian density is symmetric under
reflection, i.e. ¢ — —¢. Consider a situation wherein the scalar field has
the value ¢ = —o in one region, and has the value ¢ = ¢ in another. Since
the scalar field must make the transition from ¢ = —o to ¢ = o smoothly,
there must be a region in between where the scalar field is in the false
vacuum, i.e ¢ should vanish. This region where the scalar field is in the
false vacuum is called the domain wall, and domain walls arise whenever
a discrete symmetry is broken.

(a) Assume that there is a time-independent, infinite wall extending over
the whole of, say, the z-y plane located at z = 0. Show that, in such
a case, the scalar field satisfies the differential equation

%
(822> — Ao (¢* —0?) =0.

(b) Construct a solution to this equation of motion with the following
conditions: ¢ — —o as z — —o0, and ¢ — ¢ as z — c0.

(c) Argue that the thickness of the domain wall is of the order of
~1
A= (\F)\ o/ 2) :

(d) Show that the stress-energy tensor associated with this domain wall
is given by

7 AUQ —4 .
T = e cosh™™ (z/A) diag. (1,1,1,0).

(e) The Newtonian limit of the Poisson’s equation corresponding to a
stress-energy tensor of the form: T# = diag.(p, —p1, —p2, —ps3) is
given by

Vi = (4nG) (p+p1+p2+p3),
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where ¢ is the gravitational potential. For the case of the above
planar domain wall solution, this Poisson equation reduces to

Vip=—(4nGp).

What does this equation imply for the gravitational field of the do-
main wall—will it be attractive or repulsive?

2. Consider an Abelian, Higgs model with a spontaneously broken U(1)
gauge symmetry. Such a system will be described by the following La-
grangian density:

L= (Db D"o) =\ 66" — (07/2)]°,

where ¢ is a complex scalar field, A, is the electromagnetic vector poten-
tial, and the asterisk denotes complex conjugation. The covariant deriva-
tive D), and the electromagnetic tensor F},,, are defined as follows:

D, = (0, —1ieA,) and F = (0,4, —0,A,),
where e is the quanta of the electric charge.

Consider a cylindrically symmetric situation wherein the scalar field
is in the false vacuum along the axis of symmetry (say, the z-axis), and
the field is in the true vacuum far away from the axis. Since the potential
energy is determined only by the amplitude of the complex scalar field, the
above requirements imply that |¢| — 0 as r — 0 and |¢| — o as r — o0,
r being the radial coordinate in the cylindrical coordinate system. The
phase of the scalar field, say, 6, can be position dependent, but the fact
the scalar field must be single valued implies that the total change in 6 on
a closed path around the z-axis should be an integral multiple, say N, of
(2m). The axis of symmetry where the field is in the false vacuum is called
the cosmic string, and the integer N is referred to as the winding number
of the string.

(a) The above picture suggests that, as r — oo, we have

¢ — <a/\/§) exp (16),

where 6 now denotes the angular coordinate in the cylindrical coor-
dinate system. Show that if we demand that the energy density of
the field be finite, then, as » — oo, we require that

A9 — (1) .
er
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(b) Show that the magnetic flux associated with a string of winding
number N is (27 N/e).

(c) Argue that the stress-energy tensor associated with such a cosmic
string is given by

T} = po(x) 6(y) diag. (1,0,0,1).

(d) Is there a non-zero Newtonian gravitational potential around the
string?
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1. (a)

Problem set 4: The inflationary scenario

Show that the coordinate size of the region on the last scattering
surface from which we receive the CMBR today is given by [TP]

to
dt’ 3 1/3
01 (to, tdec) = / M = (%) (t?jec to) / )

dec

where t4e. denotes the epoch of decoupling.

Show that, if there was no inflationary epoch, and if the universe is
assumed to be radiation dominated until the epoch of decoupling,
the coordinate size of the horizon is given by

tdec
dt’ 2 tdec
ls (0, tdec) = / m = ( a ) .
0

What is the value of Ry = (¢1/02)?

Assuming that an inflationary epoch takes place, and that during
this epoch the scale factor is enlarged by a factor A, show that the
coordinate size of the horizon at decoupling is given by

taq

ar 4\ [ taee\ 2
l3 (O7tdec) = / — ~ ( ) ( A,
a(t Qdec t
) (') d f

where ¢; and t; are time at which inflation starts and ends, respec-
tively.

Note: In obtaining the above result, we have assumed tg > tqec,
A>1,t;~ H ! and agec = (a; A) (tdec/tf)1/2.

Ry = (ﬁi’) ~ (4 x 10%) (10/3”0> )

The number of e-foldings during inflation is defined as

Show that

N =lIn(as/a;).

What should be the value of N if Ry ~ 17
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H = (a/a) = (a’/a%)

=
)
=
)
on
L=t
-1
o H = Constant
~ ;’ Behaviour of Hubble
’ /= radius in non—inflationary
Qy cosmology
Radiation Radiation
dominated INFLATION dominated
log a(t) E——

Figure 6.1: Behavior of the physical wavelength of a perturbation and the Hubble
scale as a function of the scale factor.

2. (a) In figure 6.1 below, we have plotted log (length), where the term
“length” denotes either the physical wavelength of a mode or the
Hubble scale dg = H ! = (a/a)~'—against loga(t) [KT].
i. Explain figure 6.1.
ii. In particular, argue as to how inflation is necessary if we need
a causally connected patch (i.e. k < dy) to generate perturba-
tions.

(b) In figure 6.2, we have plotted log(comoving length) against
log a(t) [SD].
i. Explain figure 6.2.

ii. Using figure 6.2 argue that requiring a causally connected patch
at early times implies that we need d > 0.

3. (a) Show that the scalar field ¢ described by the action

st = [atav=a | () @00 0.0) - Vi)

satisfies the following equation of motion:
1

RN

Oy (\/—gg‘“’ 8,,) o+ Vy =0,
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H=(d/a) = (a’/a)

@ v
v

L%O M Ghy)
an
g
3 Ay
=
on N
< @Q\

Behavior of comoving
_Hubble radius in
non—inflationary cosmology

Radjation Radiation
dominated INFLATION dominated

log a(t) e

Figure 6.2: Behavior of the comoving wavelength of a perturbation and the comoving

Hubble scale as a function of the scale factor.

(b)

where Vi, = (dV/d¢).
Show that in a flat, Friedmann model described by the line-element
ds* = dt* — a*(t) dx® = a*(n) (dn® — dx?),
a homogeneous scalar field satisfies the equation
" +2H ¢ +V, =0,

where H = (a’/a) denotes the conformal Hubble parameter, and the
prime (here and hereafter) denotes differentiation with respect to the
conformal time coordinate 7.

Show that the potential [LL]

o-senl (2]

where Vj and p are constants, leads to the following behavior for a(t)
and ¢(t)
a(t) = agt?

(%) SV K(i’m‘jol)p)l/2 <Mtp1>] '

and
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(b) Show that the potential [LL]

V(o) ox (j)ﬁ [1 ~(7w) w” |

leads to the following behavior for a(t)

a(t) = ag exp (A tf) ,

where A >0, 8 =[4—-2f)/fland 0 < f < 1.

Note: The quantity Mp; appearing in the above equations denotes
the Planck mass and is defined as M2 = (87 G) .

5. The Friedmann equations for a flat, scalar field dominated universe can

be written as
1 ¢
2 _ 2
# = () (2 e ”"”)’

- (3;4) (6" - a?vi(e)).

Using the above Friedmann equations and the equation of motion for the
scalar field, show that the scalar field and the potential can be expressed
parametrically in terms of the conformal time 7 as follows:

¢(n) = /dn (2;’: - aaﬂ)w and V() = — (1)

Note: Given the scale factor a(n), these two equations allows us to
construct the potential from which such a scale factor can arise.

Hl

6. Given the functions H(t) and ¢(¢), show that it is possible to construct a
function H(¢) which satisfies the following equation [LL)]

() (o) 0=~ (i) v

Note: This is referred to the Hamilton-Jacobi formulation of inflation.
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7.

9.

Recall that the slow-roll parameters € and ¢ in terms are defined in terms
of the potential V' and its derivatives with respect to ¢ as follows:

M2 vV, \? V.
() (3) oo (%)

where V,, = (dV/d¢) and Vi = (d?V/d¢?). Also, in the slow roll limit,
(i.e. when e < 1 and 0 < 1) the first of the Friedmann equations and the
equation of motion of the scalar field reduce to

V .
2 ~ ~
H? ~ <3M§1) and  (3H @) =V,
Show that, in the slow-roll limit, the number of e-foldings during inflation
can be expressed as [LL]

ty ! i v
ar
N =1 — | = H~|— —
! (az) /dt (M§1> /d¢ <V¢>’
ti ¢f

where ¢; and ¢ denote the values of the scalar field at the beginning and
end of inflation, respectively.

Consider a potential of the form

V($) =Voo",

where V{ is a constant and n > 0. Show that the slow-roll conditions
are satisfied for sufficiently large values of ¢, and inflation ends as ¢ ap-
proaches zero.

(a) Consider the potential
m2

where m is a constant. In the slow-roll limit
i. Show that the solutions to the scalar field and the scale factor

are given by
mMPI)
t) ~ P t
ot) = ;- (252

= o (32) - (222) ).

where ¢; is the initial value of the scalar field.
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ii. Show for N > 60, we require that ¢; = (3 Mp).

(b) Consider the potential
V(¢) =o',

where A is a constant.
i. Show that, in the slow-roll limit, the scalar field and the scale
factor corresponding to this potential are given by

o) ~ ¢; exp [—4 Mpi /A3 (t — tz)} ,
a(t) ~ a; exp {(8?\522[31) (1 — exp {78Mp1 A3 (t— tl)D] ,

where ¢; and a; denote the values of the scalar field and the
scale factor at the beginning of inflation at time ¢;.

ii. Determine the value of ¢ when inflation ends.
iii. Determine the value of NV in this model.

Note: The above inflaton potentials are often referred to as “large
field” models as inflation occurs for large values of the scalar field.

10. Identify the domain where inflation can occur in the following potential

V(¢) =m* [1+cos(¢/f)],

where m and f are constants.

Note: This potential is called as the pseudo Nambu-Goldstone boson
potential. This potential is an example of “small field” model as inflation
occurs for small values of the scalar field.
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Problem set 5: Generation of density perturbations [LL,SD]

Let us assume that the inflaton field ¢ that we have been considering until now
has a “small” quantum component which we shall denote by, say, . In the
standard picture, it is this quantum component that is supposed to give rise to
the density perturbations during the inflationary epoch. For small amplitudes,
it can be shown that the quantum component satisfies an equation of motion
that is similar to that of a free and massless scalar field. (It should be clarified
that this statement is not generically true, but is true for exponential—the case
we shall consider below—and power-law inflation.)

1. Consider a massless scalar field ¢ propagating in a flat, Friedmann uni-
verse described by the line-element

ds* = dt* — a(t) dx* = a*(n) (dn® — dx?).

Due to the homogeneity of the background, the scalar field can be decom-
posed in terms of the Fourier modes as follows:

Show that the function wy satisfies the differential equation

"
u+ {1& - (")} u =0,
a

where, as before, the primes denote differentiation with respect to the
conformal time 7.

2. In the case of de Sitter spacetime described by the scale factor a(n) =
—(H n)~!, the above differential equation reduces to

2
up + [k‘Q - (772>} ug = 0.

Show that the general solution to this differential equation is given by

uk(n) = Cy(k) [1 - ('Zfl77>:| e 4 Cy(k) [1 + (1;17” etk

Also show that the Wronskian corresponding to the above differential
equation for uy leads to the following relation between the k-dependent
constants Cy and Cs:

(IC1° =) = 1.
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Sub-Hubble and super-Hubble modes are defined as follows:
sub — Hubble : (k/a)™' < H~' and super — Hubble : (k/a)™' > H~'.
Show that, for the de Sitter universe, these conditions imply that

sub — Hubble : (kn) > 1 and super — Hubble: (kn) < 1.

Also, show that Hubble exit, viz. (k/a) = H, occurs in a de Sitter universe
when (kn) = 1.

Show that the constant C5 has to be set to zero if we demand the following
initial condition for the mode u; at super-Hubble scales:

On quantization, the field ¢ can be expressed in terms of the modes uy
as follows

3
P x) = / (zi)l;/z (e [unm)/a(m)] €™ +af, Tui (m) fa(m)] e ™),

where ay and aL are the usual creation and annihilation operators that
satisfy the standard commutation relations.

The scalar power spectrum Ps(k) is defined as

Pul) = (s ) = x) e 01000) (0510,

where the vacuum state |0) is defined as ax|0) = 0 V k. Using the above
decomposition of the quantum field, show that the scalar power spectrum

is given by _ ﬁ [ur (1) ’
Ps(k) = (27#) ( a(n) )

Utilizing the above solution for the mode wuy in de Sitter spacetime

(a) Show that the quantity (ux/a) for a given mode k tends to a constant
value after Hubble exit.
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(b) Show that the scalar power spectrum at super-Hubble scales is given

by 2
Ps(k) = (;‘:) .

Note: This power spectrum is scale-invariant, i.e. it is independent
of k.
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Problem set 6: The cosmic microwave background radiation

1. Apart from the luminosity distance, another observable for distant sources
is the angular diameter distance. If D is the physical size of an object that
subtends an angle § to the observer, then, for small §, we have

D = [remi(2) a(temi) 0] -
The angular diameter distance da (z) for the source is then defined as
6= (D/da)
so that we have

da(2) = [Temi(2) a(temi)] = ao Temi(2) (1 + Z)_l‘

Recall that, in a flat Friedmann universe, the quantity remi(z) is
defined as:

z

1
Temi(2) = CTO/ dzdp(z),
0

where dy denotes the Hubble radius. Also, recall that we had obtained
the size of the horizon in a flat, matter-dominated universe to be

h(z) =2 [Ho (1+ 2)3/2} -

(a) Using these expressions, show that the angular size of the horizon at
a given red-shift is given by [TP]

On(z) ~ (1+2)" 2.
(b) Using this expression, estimate the angular size subtended by the
horizon at on the Last Scattering Surface (LSS).
2. The ‘primary’ angular anisotropies in the CMBR arise due to [SD]

e The motion of the observer with respect to the rest frame of the
CMBR.

e Intrinsic inhomogeneities in the energy density of radiation.

e Peculiar velocity of matter scattering the CMBR photons on the
LSS.
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e Gravitational potential arising due to inhomogeneities in matter on
the LSS.

However, inhomogeneities in the CMBR can be ‘wiped out’ due to [SD]

e The thickness of the LSS is about Az ~ 80—this can ‘iron-out’ the
anisotropies.

e Interaction of the CMBR photons with the material in between the
LSS and the observer. This can occur due to

— Interaction of the photons with charged particles that were
reionized after the epoch of decoupling.

— Photons climbing in and out of the gravitational fields of col-
lapsing/collapsed matter.
These are, in fact, referred to as the ‘secondary’ anisotropies.

Let us now evaluate the contribution to CMBR anisotropy due to
the motion of the observer. At each event in spacetime, the CMBR has
a mean rest frame and as seen in the mean rest frame, the CMBR is
isotropic and thermal at the temperature Ty = 2.73 K. Actually, the earth
moves relative to the mean rest frame of the CMBR with a speed of about
600kms~! towards the Hydra-Centaurus region of the sky. Consider an
observer on earth who points his microwave receiver in a direction that
makes an angle 6 with the direction of that motion, as measured in the
earth’s frame.

(a) Show that the intensity of the radiation received is precisely Planck-
ian in form, but with the Doppler shifted temperature

971/2
T="T, (“(U/C)]>

1+ (v/c)cosf

(b) Note that the 6 dependence of the temperature corresponds to an
anisotropy of the CMBR as seen from earth. Show that, because
the earth’s velocity is small compared to the velocity of light, the
anisotropy is dipolar in form.

(c) What is the magnitude of (AT/T) of the variations between the
maximum and minimum CMBR temperature on the sky?
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Dimensional regularization, 21,
108, 115, 119, 128, 136

Effective action, 207
Effective potential, 207
Electromagnetic

current, 85, 87, 89

fields, 94

gauge field, 95

interaction, 84, 93, 94, 135
Elliptic flow, 53
Extra dimensions, 138

Factorization, 136

Factorization scale, 119, 120

Feynman diagram, 110, 125

Feynman rules, 108, 109

Field strength tensor, 12

Finite temperature field theory, 33

Flatness problem, see Oldness
problem

Flavour, 84, 113

Fock-Schwinger gauge, 164

Form factors, 85, 86

Freeze out, 247
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Friedmann-Robertson-Walker Met-
ric, see FRW Metric

FRW Metric, 192

Functional integrals, 104, 105

Gauge anomaly, 182

Gauge boson, 101, 114

Gauge field self interaction, 10

Gauge fixing, 103, 106, 107, 117

Gauge invariance, 95, 97, 103, 108

Gauge orbit, 102, 103

Gauge symmetry, 94, 95, 97

Gauge transformation, 95, 102

Gell-Mann matrices, 15

Generating functional, 99, 101

Ghost, 108, 113

Global symmetry, 84, 96

Global transformation, 84, 95

Grassmann variables, 173

Green’s function, 64, 98-102, 110,
113

Horizon problem, 223, 227

Inflation, 192, 222, 226
Infra-red (IR) finite, 131-133
Infrared divergence, 77, 79
Isentropic expansion, 202
Isospin Symmetry, 15

J /1 suppression, 52
Jets, 133

KMS condition, see Kubo-Martin-
Schwinger condition

Kubo-Martin-Schwinger condition,
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Large gauge transformations, 157
Leptogenesis, 257
Local operator, 89, 90
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Local transformation, 97
Loop integral, 108, 128
Lorentz invariants, 87
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Luminosity distance, 195

Mandelstam variables, 46
Matsubara, 63
frequency, 67, 68, 79
mode, 64
Meson, 5, 84
Modified minimal subtraction M S
scheme, 114, 115, 117-119

Neutron stars, 1

Non-Abelian gauge symmetry, 6, 8,
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124

Oldness problem, 224, 227
Operator product expansion
(OPE), 88, 89, 124

Partition function, 33, 64

Path integral, 98-103, 107, 108, 168

Pauli-Villars regularization, 152

Phase transition, 54
deconfinement-confinement, 57
Landau theory, 55
order parameter, 55

Photon decoupling, 203

Point splitting regularization, 149

Polyakov loop, 58

Pressure, 68, 74

Propagator, 85, 100, 107, 114, 125,
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Pseudorapidity, 46
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Quark confinement, 38
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QGP evolution, 51
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Ring diagrams, 77
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Saha equation, 204
Sakharov criteria, 254
Scattering
elastic, 84, 85, 93, 94
inelastic, 84, 93, 94
partonic, 94
Schwinger model, 143
Self energy, 110, 113
Self interaction, see Gauge field self
Interaction
Soft singularities, 128, 129, 131-133
Sphaleron, 255
Standard Model, 185
Sterman-Weinberg jets, 133
Strong interaction, see QCD
Structure constant, 96
Structure functions, 87, 88, 92-94,
123, 124, 134
Supersymmetry, 138

't Hooft’s anomaly matching condi-
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Thermodynamic potential, 68

f-vacua, 155

Tunneling, 208, 217

Ultra-violet (UV) divergence, 108,
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Vacuum polarization, 110, 112, 113
Weak interaction, 84, 93, 94

Yang-Mills theory, see Non-Abelian
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Zn symmetry, 60
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