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Preface

Data integration in the life sciences continues to be important but challeng-
ing. The ongoing development of new experimental methods gives rise to an
increasingly wide range of data sets, which in turn must be combined to allow
more integrative views of biological systems. Indeed, the growing prominence of
systems biology, where mathematical models characterize behaviors observed in
experiments of different types, emphasizes the importance of data integration
to the life sciences. In this context, the representation of models of biological
behavior as data in turn gives rise to challenges relating to provenance, data
quality, annotation, etc., all of which are associated with significant research
activities within computer science.

The Data Integration in the Life Sciences (DILS) Workshop Series brings
together data and knowledge management researchers from the computer sci-
ence research community with bioinformaticians and computational biologists,
to improve the understanding of how emerging data integration techniques can
address requirements identified in the life sciences.

DILS 2009 was the sixth workshop in the series, and the associated pro-
ceedings contains 15 peer-reviewed papers and 2 invited papers. The papers
explore a range of topics somewhat off the beaten track of classic data integra-
tion architectures. Sessions addressed: graph-based modelling and integration, in
which graph-based models underpin analyses without costly up-front schema in-
tegration; annotation, reflecting the fact that much practical integration involves
associating experimental or derived results with auxiliary information; structure
inference, which seeks to automate the identification of structured models or
their relationships; and data and work flows, whereby data and analyses are
combined for biological data integration. These technical sessions were comple-
mented by a session on data integration for systems biology, which brings a
variety of techniques to bear on the management and integration of biological
models. Invited presentations by Zachary Ives and Nicolas Le Novère, respec-
tively, explored techniques for managing our evolving understanding of shared
scientific data, and experience in modelling, annotating and sharing of systems
biology models. As such, the workshop brought together results on a collection of
different strands of data integration research, in particular reflecting the evolving
nature of biological data sources and integration requirements.

The editors would like to thank the Program Committee and the
external reviewers for their work in enabling the timely selection of papers for
inclusion in the proceedings. We are also pleased to acknowledge the spon-
sorship of the ENFIN European Network of Excellence in Systems Biology
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(http://www.enfin.org/), which also organized a colocated workshop. Finally, we
are also grateful for the cooperation of Springer in putting this volume together.

July 2009 Norman Paton
Paolo Missier

Cornelia Hedeler
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Bertram Ludäscher University of California, Davis, USA
Marco Masseroli Politecnico di Milano, Italy
Robin McEntire GlaxoSmithKline, USA
Paolo Missier The University of Manchester, UK
See-Kiong Ng Institute for Infocomm Research, Singapore
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Data Integration and Exchange for Scientific
Collaboration

Zachary G. Ives

University of Pennsylvania, Philadelphia, PA 19104, USA
zives@cis.upenn.edu

http://www.cis.upenn.edu/∼zives

1 Introduction

As the sciences have become increasingly data driven, it is clear that information inte-
gration is critical to their advancement. By integrating diverse data, we can allow biolo-
gists to discover big-picture patterns or behaviors, or to do comparative analyses among
different organisms or systems. By enabling collaborative editing and annotation of in-
tegrated data — incorporating contributions from parties with different viewpoints —
we can facilitate higher-quality, better-understood data. One of the open challenges,
however, lies in developing the right architectures and models for supporting effective
data integration and exchange in science.

The majority of work in the data integration literature was shaped by the needs of
the enterprise and Web portals. Here, the application domain is often finite and well-
understood, making it possible to develop a single standard schema; moreover, it is
feasible for central management to mandate the adoption of such a standard. Data con-
flicts will generally arise only due to outdated information or dirty data. And finally,
most data is fairly static. As a result, conventional data integration architectures are
based on the notion of creating a single integrated schema, mapping all data into this
schema, and applying data cleaning at the end to produce a single unified, consistent
view of data.

Scientific data and its use are very different, largely because scientific understanding
is constantly in flux — with a diversity of hypotheses, communities with different con-
ventions, and specializations. Much of scientific data is not raw observations, but rather
hypotheses based on these observations: e.g., an assertion of a relationship between two
species or between a gene sequence and a morphological characteristic. Such hypothe-
ses are often uncertain and the subject of dispute. They are constantly being revised as
further experiments are conducted, or our understanding is otherwise improved.

Clearly, an enterprise-oriented view of data integration is mismatched for the needs
of the life sciences. We instead need a data sharing scheme that:

– Accommodates multiple, community-specific schemas and vocabularies that may
evolve over time.

– Supports highly dynamic, repeatedly revised, frequently annotated data.
– Facilitates sharing across different communities in a way that scales with the

amount of invested effort: limited data sharing should be easy, and further time in-
vestment should enable greater data sharing.

N.W. Paton, P. Missier, and C. Hedeler (Eds.): DILS 2009, LNBI 5647, pp. 1–4, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



2 Z.G. Ives

– Tolerates disagreement among different communities about data items (hypothe-
sized facts).

– Restricts the exchange of data based on assessments of source authority and
mapping quality.

– Allows end users to integrate data across individual data sources without under-
standing SQL or schema mappings — but takes into account the query author’s
perception of the authority or relevance of specific databases.

These requirements motivated us to design a new architecture for data integration and
exchange, which we term the collaborative data sharing system or CDSS. The first
implementation of the CDSS model has been realized in the ORCHESTRA system.

2 Collaborative Data Sharing Systems

The CDSS provides a principled semantics for exchanging data and updates among
autonomous sites, which extends the data integration approach to encompass scientific
data sharing practices and requirements — in a way that also generalizes to many other
settings. The CDSS models the exchange of data among sites as update propagation
among peers, which is subject to transformation (schema mapping), filtering (based on
policies about source authority), and local revision or replacement of data.

Each participant or peer in a CDSS controls a local database instance, encompassing
all data it wishes to manipulate. (In our ORCHESTRA implementation, this instance is
stored in a conventional off-the-shelf DBMS.) Some of this data may have originated
elsewhere. The participant normally operates in “disconnected” mode for a period, mak-
ing local modifications to the data in the DBMS. As edits are made to this database, they
are logged.

Publishing Updates to Data. At a peer administrator’s discretion, the update exchange
capability of the CDSS is invoked, which first publishes the participant’s
previously-invisible updates to “the world” at large. These updates published are per-
manently archived in the CDSS’s versioned storage system.

Importing Updates from Others. The second stage of update exchange then trans-
lates others’ updates to the peer’s local schema — also filtering which ones to apply,
and reconciling any conflicts, according to the local administrator’s unique trust poli-
cies, before applying them to the local database. This update translation is based on an
extension of data exchange [5]. Declarative schema mappings specify one participant’s
schema-level relationships to other participants1. Schema mappings may be annotated
with trust policies: these specify filter conditions about which data should be imported
to a given peer, as well as precedence levels for reconciling conflicts. Trust policies
take into account the provenance or lineage [1,2,3,4,6] of data. If conflicts arise, they
are reconciled based on an individual peer’s unique trust policies [12].

Querying across Peers. ORCHESTRA’s primary data sharing mechanisms are ori-
ented around local data instances, and the user of any peer’s database may never need to

1 These schema mappings may also include record linking tables translating terms or IDs from
one database to another [10].
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directly interact with ORCHESTRA. However, in some cases we would like to query
across different peers, perhaps in different sub-fields. A scientist or other user in a CDSS
may not know which peers are most relevant, nor how to write queries in SQL. OR-
CHESTRA’s query system, Q [11], provides a facility through which non-expert users
can author queries (or, more specifically, query templates that generate Web forms) over
the relations on any peers in the system. Q is initially given a keyword query, which it
attempts to match against schema elements. From the matching, it constructs a ranked
list of potential queries that meet the user’s information need, executes the top queries,
and returns answers. The user may provide feedback on the answers, which are used to
re-rank the queries and generate new, more relevant results. This last capability is a key
factor not present in traditional keyword search over databases [8,9].

3 Conclusions

The collaborative data sharing paradim represents a re-thinking of how data should be
shared at large scale, when differences of opinion arise not only in the data representa-
tion, but also which data is correct. It defines new models and algorithms for transac-
tional consistency, update exchange, provenance, and even ranking of keyword queries.
The ORCHESTRA system represents an initial implementation of these ideas, which is
being prototyped in several applications with biological collaborators, and which will
soon be released to open source.
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Data Integration and Semantic Enrichment of
Systems Biology Models and Simulations

Vijayalakshmi Chelliah, Lukas Endler, Nick Juty, Camille Laibe, Chen Li,
Nicolas Rodriguez, and Nicolas Le Novère�

EMBL - European Bioinformatics Institute
Wellcome Trust Genome Campus
Hinxton, Cambridge CB10 1SD

United Kingdom
lenov@ebi.ac.uk

Abstract. The rise of Systems Biology approaches, in conjunction with
the availability of numerous powerful and user-friendly modeling environ-
ments, brought computational models out of the dusty closets of theoreti-
cians to the forefront of research in biology. Those models are becoming
larger, more complex and more realistic. As any other type of data in
life sciences, models have to be stored, exchanged and re-used. This was
made possible by the development of a series of standards, that, when
used in conjunction, can cover the whole life-cycle of a model, including
the specification of its structure and syntax, the simulations to be run,
and the description of its behaviour and resulting numerical output. We
will review those standards, well-accepted or still under development,
including the Minimal requirements (MIRIAM, MIASE), the descrip-
tion formats (SBML, SED-ML, SBRML) and the associated ontologies
(SBO, KiSAO, TEDDY). We will show how their use by the community,
through a rich toolkit of complementary software, can permit to lever-
age on everyone’s efforts, to integrate models and simulations with other
types of biological knowledge, and eventually lead to the fulfillment of
one of Systems Biology’s tenets of collaboration between biology, math-
ematics and computing science.

Keywords: database annotation, semantic annotation, data inte-
gration, quantitative models, computational systems biology, minimal
requirement.

1 Introduction

Biological systems such as cellular, gene regulatory and protein interaction net-
works cannot be understood from studying the functions of their individual
components. Systematic studies, considering all components at the same time,
help precise understanding of the complex biological processes. Systems Biol-
ogy focuses on the dynamics of biological processes at a “systems level”, (i.e.)
by considering interactions of all the components of the system. Computa-
tional Systems Biology deals with the construction of mathematical models that
� Corresponding author.

N.W. Paton, P. Missier, and C. Hedeler (Eds.): DILS 2009, LNBI 5647, pp. 5–15, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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are central for handling the complex biological networks. Mathematical models
describe systems in a quantitative manner on their own or in response to their
environment and simulate their behaviour. Further, the progress in computa-
tional systems biology will lead to practical innovations in medicine and drug
discovery.

Deriving a mathematical model, to simulate a biological process is a complex
task. The modellers need to have information such as the kinetic law defining
the rate of a reaction together with its parameters and experimental conditions,
apart from the mathematical and biochemical knowledge. The quality and accu-
racy of quantitative models, that represent biological processes, depends mainly
on the interaction between the experimentalists and the modellers. In recent
years, application of modern computational and theoretical tools in modeling
lead to an exponential increase both in number and complexity of quantitative
models in biology. Modellers increasingly reuse and combine existing models.
It often becomes impractical to re-implement models from literature. For easy
and efficient use of the already published models, the models should be col-
lected, curated and stored in a well structured databases, such as the BioModels
Database [1], the Database of Quantitative Cellular Signalling (DOQCS) [2],
JWS online [3] and the CellML Model repository [4] allowing users to search
and retrieve models of interest. Recently, journals like Molecular Systems Bi-
ology, the BioMedCentral and PLoS journals encourage systems biologists to
submit their coded models together with their papers. To enable researchers in
quantitative systems biology to the existing models efficiently, a series of stan-
dards that includes the model format, the simulation to be run, the description
of its behaviour and the resulting numerical outputs should be embedded in
the model. In this review, we will discuss about the resources developed by the
BioModels.net team in regard to minimum requirements, standard formats for
encoding, and associated ontologies for 1) describing quantitative models, 2)
describing simulation protocols and 3) describing simulation results (Figure 1).

The Minimal Information Requested In the Annotation of Models (MIRIAM;
http://www.ebi.ac.uk/miriam) [5] defines the procedure for encoding and an-
notating models represented in machine-readable format. Minimum Information
About a Simulation Experiment (MIASE; http://www.ebi.ac.uk/compneur
srv/miase/), describes the information needed to run and repeat a numerical
simulation experiment derived from a given quantitative model. MIRIAM and
MIASE are now, part of the Minimum Information for Biological and Biomed-
ical Investigations project (MIBBI; http://www.mibbi.org/) [6]. MIBBI is a
web-based, freely accessible resource for checklist projects, providing straight
forward access to existing checklists (and to complementary data formats, con-
trolled vocabularies, tools and databases), thereby enhancing both transparency
and accessibility.

Biological ontologies play an important role in data integration. Three on-
tologies are developed by the BioModels.net project, in order to enrich the
information provided with the models, to enhance integration of models, and
integration of models with other types of knowledge. (1) The Systems Biology

http://www.ebi.ac.uk/miriam
http://www.ebi.ac.uk/compneur-srv/miase/
http://www.ebi.ac.uk/compneur-srv/miase/
http://www.mibbi.org/
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Fig. 1. Standard specifications to encode quantitative systems biology models in three
layers i.e 1) Model, 2) Simulation and 3) Simulation results description

Ontology (SBO; http://www.ebi.ac.uk/sbo) is a set of controlled vocabularies
that add a semantic layer to the biochemical and mathematical description of a
model, and act as a glue between different levels and types of representation. (2)
The Kinetic Simulation Algorithm Ontology (KiSAO) classifies the approaches
by model characteristics and numerical characteristics. Model characteristics in-
clude, for instance, the type of variables used for the simulation (such as dis-
crete or continuous) and the spatial resolution. Numerical characteristics specify
whether the systems’ behaviour can be described as deterministic or stochastic,
and whether the algorithms use fixed or adaptive time steps. (3) The TErminol-
ogy for the Description of DYnamics (TEDDY), is a nascent effort to classify the
behaviours of variables (eg. “oscillation”, “bistable behaviour”), the characteris-
tics of those behaviours (eg. “period”, “bifurcation”) and the functionalities of
modules (eg. “negative feedback”, “integrator”). The Open Biomedical Ontology
(OBO) [7] consortium, works on expanding family of ontologies designed to be
interoperable and logically well formed and to incorporate accurate representa-
tions of biological reality. SBO is available in OBO, OWL [8] and SBO-XML.
KiSAO and TEDDY are available in OBO and OWL format respectively.

The most common format to encode quantitative models is SBML (Systems
Biology Markup Language; http://sbml.org/) [9]. CellML [4] and NeuroML
[10] are also used in the communities of physiology and computational neuro-
biology respectively. The Simulation Experiment Description Markup Language
(SED-ML) [11] and the Systems Biology Results Markup Language (SBRML;
http://www.comp-sys-bio.org/static/SBRML-draft-21-08-2008.pdf) are
the formats developed for encoding the required simulation information and
representing the simulation results, respectively.

http://www.ebi.ac.uk/sbo
http://sbml.org/
http://www.comp-sys-bio.org/static/SBRML-draft-21-08-2008.pdf
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2 Describing Quantitative Models

Quantitative models will be useful only if they can be accessed and reused eas-
ily by the scientific community. Most of the published quantitative models in
biology are lost because they were not made available, not well formated and
characterised. To overcome this problem, the community had defined a set of
guidelines for specifying quantitative models.

2.1 MIRIAM

To become part of a database (repository), quantitative models should be able to
fulfil certain requirements and rules (MIRIAM: Minimal information requested
in the annotation of models) [5]. These rules define procedures for encoding and
annotating models represented in machine-readable form. The aim of MIRIAM
is to define processes and schemes that will increase the confidence in model
collections and enable the assembly of model collections of high quality. Firstly,
the models must be 1) referred to a unique publication (that describes precisely
the structure of the models, lists all quantitative parameters used, and describe
the expected output), 2) encoded in a standard machine- readable format such
as SBML or CellML, and 3) reproduce the results described in the reference
publication. Secondly, the models must be annotated. The scheme of annotation
includes assigning a name to the model, the details of the creators who encoded
the model, date and time of creation and last modification of the model and
links to external database resources. Model annotation and links to the external
database resources are crucial features since they enhance model quality and are
essential for search strategies. The data resources that are linked to could be,
for instance, controlled vocabularies (Taxonomy, Gene Ontology, ChEBI etc.) or
other databases (UniProt, KEGG, Reactome etc).

This annotation relates a piece of knowledge to a model constituent. The ref-
erenced information should be described using a triplet “data-type”, “identifier”,
“qualifier”. The “data-type” is a unique, controlled, description of the type of
data, written as a Uniform Resource Identifier [12]. The “identifier”, within the
context of the “datatype”, points to a specific piece of knowledge. The “quali-
fier” is a string that serves to refine the relation between the referenced piece of
knowledge and the described constituent. Example of qualifiers are “has a”, “is
version of”, “is homologous to”, etc. Such a triplet can easily be exported later
using RDF [13], to ease further automatic treatment.

2.2 SBO

Though there are many controlled vocabularies available that are used for quan-
titative models, several additional small controlled vocabularies are required to
enable the systematic capture of information of the models. Thus Biomodels.net
partners started developing their own ontology, Systems Biology Ontology (SBO).
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The SBO provides additional semantics that can be used either to link formal
representations of models to biological knowledge, or to interface different repre-
sentations. SBO is currently composed of six different branches of vocabularies:
quantitative parameter, participant type, modelling framework, mathematical
expression, interaction and entity.

– quantitative parameter: This vocabulary includes terms such as “forward
unimolecular rate constant”, “Hill coefficient”, “Michaelis constant”, that can
be used to enhance SBML element parameter. In addition to the sub-classing
links, a parameter can be defined in function of others through a mathemat-
ical construct.

– participant role: Includes participant functional type, like “catalyst”, “sub-
strate”, “competitive inhibitor”, used for instance to enhance SBML element
speciesReference, but also participant physical type, whether material, such
as “macromolecule”, “simple chemical”, or conceptual, such as “gene” or “en-
zyme”, used to enhance SBML element species.

– modelling framework: Defines how to interpret a mathematical expression,
such as ”deterministic”, “stochastic”, “boolean” ’ etc. This branch of SBO is
only meant to state the context in which to interpret a mathematical expres-
sion, and is not meant to be redundant with KiSAO (for information about
KiSAO, see below).

– mathematical expression: Classifies the construction used in biological mod-
elling. In particular, it contains a taxonomy of kinetic rate equations. Exam-
ples of terms are “mass action kinetic”, “Henri-Michaelis-Menten kinetics”,
“Hill equation” etc. The terms contain a mathematical construct that refers
to the previous three vocabularies.

– interaction: Mutual or reciprocal action or influence that happens at a given
place and time between participating entities and/or other interactions.

– entity: A real being, whether functional or material, that may participate in
an interaction, a process or relationship of biological significance.

The branches are linked to the root by standard OBO has part relationships.
Within a vocabulary, the terms are related by “is a” inheritances, which represent
sub-classing, i.e. any instance of the child term is also an instance of the parent
term. As a consequence, not only children are versions of the parents, but the
mathematical expression associated with a child is a version of the mathemat-
ical expressions of the parents. In addition to its identifier and name, an SBO
term contains a definition, a list of relationships, and optionally a mathematical
construct, comments and synonyms.

Though SBO provide terms that are covered by certain existing ontologies,
none of these ontologies provide features such as mathematical formulas corre-
sponding to common biochemical rate laws expressed in ready-to-reuse MathML
[14]. Recent versions of the SBML specification (since Level 2 Version 2, [15])
allow model components to be annotated with SBO terms, therefore enhancing
semantics of the model beyond the sole topology of interaction and mathematical
expression. SBO is an open ontology, accessible in different format (OBO, OWL,
SBO-XML) facilitating exchange and support by various tools, and accessible
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programmatically via web services. SBO is a part of the OBO (Open BioMedical
Ontologies). SBO, documentation and association resources are freely available
at http://www.ebi.ac.uk/sbo/.

2.3 SBML

Systems Biology Markup Language (SBML), is a XML-based format for rep-
resenting biochemical reaction networks. Though various formal languages were
developed by different communities to encode models at different scales, the most
successful format is SBML. The other common format to represent quantitative
models is CellML, which is very similar to SBML. SBML is based on hierar-
chical lists of specified elements while CellML describes a model as a collection
of linked generic components, offering the possibility of modular and multiscale
models.

SBML can encode models consisting of biochemical entities linked by reactions
to form biochemical networks. A model definition in SBML consists of lists of
one or more of the following components:

– Compartment: A container of finite volume where the reacting entities may
be located.

– Species: A chemical substance or entity that take part in the reaction.
– Reaction: A statement describing some transformation, transport or binding

process that can change one or more species. Reactions have associated rate
laws describing the manner in which they take place.

– Parameter: A quantity that has a symbolic name. SBML provides the ability
to define parameters that are global to a model, as well as parameters that
are local to a single reaction.

– Unit definition: A name for a unit used in the expression of quantities in
a model. This is a facility for both setting default units and for allowing
combinations of units to be given abbreviated names.

– Rule: A mathematical expression that is added to the model equations con-
structed from the set of reactions. Rules can be used to set parameter values,
establish constraints between quantities, etc.

Most people like to look at the graphical representation of the reaction pro-
cesses, since it gives the precise knowledge of the reaction processes. Graphical
notations used by researchers and softwares are informal and are highly vari-
able. So, the SBML community initiated a Systems Biology Graphical Notation
(SBGN; http://sbgn.org/) project to help standardising a graphical notation
for computational models in systems biology.

SBGN defines a comprehensive set of symbols with precise semantics, together
with detailed syntactic rules defining their use and how diagrams are to be
interpreted. The real payoff will come when researchers are as familiar with the
notation as electronics engineers are with the notation of circuit schematics.
SBML, SBO and MIRIAM together are useful for the generation of SBGN.

http://www.ebi.ac.uk/sbo/
http://sbgn.org/
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3 Describing Simulation Protocols

The models must be checked whether they can reproduce the results published in
the reference scientific article.The simulation software packages read in amodel ex-
pressed in SBML and translate it into their own internal format for model analysis.
For instance, a package might provide the ability to simulate a model by construct-
ing a set of differential equations representing the network and then performing
numerical integration on the equations to explore the model’s dynamic behaviour.
The simulation software for simulating a model should be selected according to the
features of the model, based on whether the model is, for example, a deterministic,
continuous or stochastic discrete event model. Figure 2 illustrates the life cycle of
quantitative models.

Fig. 2. Life cycle of systems biology models. The location of different logos represents
their domain of relevance.

3.1 MIASE

The computational modeling procedure is not limited to the definition of the
model structure. According to the MIRIAM specification, “the models must be
able to reproduce the results published in the reference publication”. The guide-
lines to run the simulations would highly improve the efficient use of the models
deposited in the repositories. This led to the development of the Minimum In-
formation About a Simulation Experiment (MIASE; http://www.ebi.ac.uk/

http://www.ebi.ac.uk/compneur-srv/miase
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compneur-srv/miase) project. It covers information about the simulated model,
the simulation methods, the tasks performed and the output produced.

3.2 KiSAO

A crucial aspect of describing a simulation experiment is to precisely identify
the simulation algorithm and simulation approach used for each step. So, it is
important to have an ontology which can cover these details. The Kinetic Sim-
ulation Algorithm Ontology (KiSAO), characterise and categorise the existing
simulation algorithm and approaches available to simulate the quantitative sys-
tems biology models. KiSAO is an open ontology, accessible in the OBO format,
and is available from http://www.ebi.ac.uk/comp-srv/miase/kiaso.html.

3.3 SED-ML

The Simulation Experiment Description Markup Language (SED-ML) [11] is a
formal XML based representation of models, aimed at encoding the simulation
information required to implement MIASE guidelines. Each simulation tool that
is capable of storing simulation settings uses its own internal storage format. For
example, COPASI uses an XML based format for encoding the selected simu-
lation algorithm and the task definitions. However, those formats are restricted
to the specific simulation tool, and therefore simulation experiment descriptions
cannot be exchanged with others. Similarly, the CellML community, in their
CellML Metadata Specification [16] has planned to store simulation specifica-
tion details inside the model definition and thus this approach is restricted to
the CellML models only. SED-ML is independent of the software tools used to
run the simulations. SED-ML can encode simulation experiments being run with
several models, which can be in different formats (e.g. comparing simulation re-
sults of a CellML model and an SBML model). SED-ML can specify different
simulation settings applicable to the same model (e.g. running a model with a
stochastic and a deterministic simulation algorithm). Combination of both are
also possible. It is easy to set up a simulation experiment that results in an
output comparing a parameter of a CellML model to a parameter of an SBML
model, depending on different simulation algorithms.

However, a number of important issues in simulation experiments is not cur-
rently covered. The description of more complex simulation tasks, for example,
parameter scans, are not yet supported. Furthermore, currently SED-ML allows
to combine variables from different tasks in one output - although the combi-
nations depend on integrity restrictions. Another complex task, that is not yet
supported is the linear execution of simulation experiments, meaning that the
result of one simulation is used as the input for another simulation task. For
example, the result of a steady state analysis will lead to a model with changed
parameters. If that model then should be simulated using a time course simula-
tion, the results of the steady state analysis have to be applied to the original
model before. The definition of such sequences is not yet supported. Testing the
implementation of SED-ML in different simulation tools will help enhancing the
coverage and robustness of the format.

http://www.ebi.ac.uk/compneur-srv/miase
http://www.ebi.ac.uk/comp-srv/miase/kiaso.html


Data Integration and Semantic Enrichment 13

4 Describing Simulation Results

Given the computational model semantically-annotated with SBO, and a recipe
for reproducing a simulation result with MIASE, there remains the problem of
describing the observed behaviour in a systematic and machine-readable way.

4.1 TEDDY

At present, the observed simulation result is explained in a form of text accom-
panying the model (eg. “the time-course simulation demonstrates oscillations of
variable x”). This kind of explanations, however are not clear and opaque to
software tools. It would be useful, if one could compare the dynamic behaviour
of systems. We must be able to answer questions such as: “How do I find a model
containing protein X that displays periodic oscillations?”, “What behavioural fea-
tures do all the models have in common?”, “Which model displays a behaviour
matching my experimental data?” etc. To answer these questions an ontology
that describes the dynamic behaviour of quantitative models is necessary. The
Terminoloy for the Description of Dynamics (TEDDY) is an ontology which is
designed to fulfil this. TEDDY classifies the behaviour of variables (eg. “oscilla-
tion”, “bistable behaviour”, the characteristics of those behaviour (eg. “period”,
“bifurcation”) and the functionalities of modules (eg. “negative feedback”, “in-
tegrator”). TEDDY is encoded in OWL format (McGuiness and van Harmelen
2004) and available at http://www.ebi.ac.uk/compneur-srv/teddy/.

4.2 SBRML

Mostly quantitative systems biology models are encoded using SBML or CellML,
which are community-wide accepted format and there are several hundreds of soft-
wares that support SBML. However, there are no standard formats to represent
simulation results. Dada et al., 2008 (http://www.comp-sys-bio.org/static/
SBRML-draft-21-08-2008.pdf) have proposed a new markup language, Systems
Biology Results Markup Language (SBRML), which is complementary to SBML.
SBRML is XML based markup language, which is intended to specify results from
operations carried out on models. The initial state of a biochemical reaction net-
work is defined in the SBML model. To simulate and analyse the reaction network,
a software package takes the SBML model as input and transforms the initial state
through an operation that the software implements. The outcome of an operation
is a new state of the system. The new states, which may be single or multiple states,
are captured and described in SBRML. The result of an operation consists of one
or more result components. Software tools implement an operation using a specific
algorithm. The type of algorithm used in an operation and the type of operation
(e.g. steady state , time course, parameter scan, parameter estimation, etc.) are
captured in an ontology term definition. SBRML is intended to allow any type of
systems biology results to be represented. It is currently structured as follows: On
the top level, SBRMLconsists of ontology terms,mode, and operations.The second
level describes each operation application, which consists of software, algorithm

http://www.ebi.ac.uk/compneur-srv/teddy/
http://www.comp-sys-bio.org/static/SBRML-draft-21-08-2008.pdf
http://www.comp-sys-bio.org/static/SBRML-draft-21-08-2008.pdf
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and result. The next level is the content of the result, which consists of one or more
result components. Each result component consists of the description of the data
being represented and data itself.

5 Conclusions

A well-curated and annotated model will support reuse, reliability and validation
for a range of users, both human and machine. Appropriate curation with seman-
tic enrichment improves the quality of the models, facilitating data integration
that is crucial for the efficient usage and analysis of the models. Integrated data
enables the user to effectively access a consistent range of data from a single
location. As the the methodology for studying system biology matures, the rules
for creating models will have to become stricter in order to ensure the quality of
the models as well as the value of the repository of quantitative models. Also,
more and more software tools hopefully will support common open formats and
make use of standardized annotations and allow their manipulation.
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Abstract. There are over 1100 different databases available containing primary 
and derived data of interest to research biologists. It is inevitable that many of 
these databases contain overlapping, related or conflicting information. Data in-
tegration methods are being developed to address these issues by providing a 
consolidated view over multiple databases. However, a key challenge for data 
integration is the identification of links between closely related entries in differ-
ent life sciences databases when there is no direct information that provides a 
reliable cross-reference. Here we describe and evaluate three data integration 
methods to address this challenge in the context of a graph-based data integra-
tion framework (the ONDEX system). A key result presented in this paper is a 
quantitative evaluation of their performance in two different situations: the in-
tegration and analysis of different metabolic pathways resources and the map-
ping of equivalent elements between the Gene Ontology and a nomenclature 
describing enzyme function. 

1   Introduction 

A major challenge for users of data from genetics, genomics and other high through-
put experimental methods used for systems biological research is how to interpret 
their results in the wider context of the biological information that is held in the many 
databases scattered around the internet. Furthermore, some of these databases have 
similar or overlapping coverage and the user is faced with the additional challenge of 
generating a consensus data set or selecting the “best” data source. The effective inte-
gration of information from different biological databases and information resources 
is recognized as a pre-requisite for many aspects of systems biological research and 
has been shown to be advantageous in a wide range of use cases such as the analysis 
and interpretation of ‘omics data [1], biomarker discovery [2] and the analysis of 
metabolic pathways for drug discovery [3].  

Software designed to integrate data for life sciences applications has to address two 
classes of problem. It must provide a general solution to the technical heterogeneity, 
which arises from the different data formats, access methods and protocols used by 
different databases. More significantly, it must address the semantic heterogeneities 
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evident in a number of life science databases. The most challenging source of seman-
tic heterogeneity comes from the diversity and inconsistency among naming conven-
tions for genes, gene functions, biological processes and structures among different 
species (or even within species). In recent years, significant progress in documenting 
the semantic equivalence of terms used in the naming of biological concepts and parts 
has been made in the development of a range of biological ontology databases which 
are coordinated under the umbrella of organisations such as the Open Biomedical 
Ontologies Foundry (www.obofoundry.org).  

Data Integration 

Software tools that solve aspects of the data integration problem have been develop-
ing for some time. The early approaches, which produced popular software such as 
SRS [4] used indexing methods to link documents or database entries from different 
databases and providing a range of text and sequence-based search and retrieval 
methods for users to assemble related data sets.  The methods used by SRS (and re-
lated tools) address what we describe as the technical integration challenge.  

More recently, data integration approaches have been developed that “drill down” in 
to the data and seek to link objects at a more detailed level of description.  Many of 
these approaches exploit the intuitively attractive representation of data as graphs or 
networks with nodes representing things or concepts and edges representing how they 
are related or connected. For example a metabolic pathway could be represented by a 
set of nodes identifying the metabolites linked by edges representing enzyme reactions.  

Data integration systems that exploit graph based methods include PathSys [5] or 
BN++ [6] and the ONDEX system [1, 7]. Both BN++ and ONDEX are available as 
open source software. The methods presented in this publication are implemented as 
part of the ONDEX system and their quantitative evaluation helps maximise the in-
tegrity of the ONDEX integration process.  

The integration of data generally follows three conceptual stages as illustrated in 
Figure 1: (1) normalising into a generic data structure in order to overcome predomi-
nantly technical heterogeneities between data exchange formats; (2) identifying 
equivalent and related entities among the imported data sources to overcome semantic 
heterogeneities at the entry level, and (3) the data analysis, information filtering and 
knowledge extraction. 

In order to make the ONDEX system as extensible as possible, we have taken  
particular steps to separate the second stage both conceptually and practically. Our 
motivations for doing this are that we wish to: preserve original relationships and 
metadata from the source data; make this semantic integration step easily extensible 
with new methods; implement multiple methods for recognising equivalent data con-
cepts to enhance the quality of data integration; support reasoning methods that make 
use of the information generated in this step to improve the quality of data integration 
and facilitate the reuse of our methods. ONDEX therefore provides a convenient plat-
form for evaluating different data integration methods which could be subsequently 
exploited by other software platforms as part their data integration workflows (e.g. 
Cytoscape [8], SemanticWebFolders [9]). 

Our hypothesis is that multiple methods for semantic data integration are necessary 
because of ambiguities and inconsistencies in the source data that will require 
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different treatment depending on the source databases. In many cases, exact linking 
between concepts through unique names will not always be possible and therefore 
mappings will need to be made using inexact methods. Unless these inexact methods 
can be used reliably, the quality of the integrated data will be degraded. 

In this paper we present a quantitative evaluation of three data integration algo-
rithms that are used in the second data integration step (Figure 1): Accession based 
mapping, Synonym mapping and an algorithm called StructAlign. These all use con-
cept names in different ways to assign equivalences. The approach used in the first 
two methods will be relatively obvious. The StructAlign algorithm, however, com-
bines both information retrieval approaches and graph based analysis and will there-
fore be described in more detail. The three algorithms were chosen as progressively 
more flexible concept matching methods that were considered suitable for life science 
databases where concept names play a key role in defining semantics. A novel aspect 
of this paper is that the algorithms are evaluated in two representative contexts: the 
integration and analysis of metabolic pathways, and the mapping of equivalent ele-
ments in ontologies and nomenclatures.  

To calibrate our data integration methods with well structured data, we use the 
mapping of equivalent elements from the ontologies and nomenclatures extracted 
from the ENZYME [11] and GO [12] databases. To evaluate mapping methods in a 
more challenging integration task we use the creation of an integrated database from 
two important biological pathway resources, the KEGG [13] and AraCyc [14]  
databases.  

 

Fig. 1. Data integration in ONDEX consists of 3 steps. 1) Importing and converting data 
sources into the generic data structure of ONDEX, 2) Linking of equivalent or related entities 
within the different data sources, 3) Knowledge extraction in the graph based analysis 
component. 
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2   Methods 

2.1   Data Import and Export 

Following Figure 1, the first data integration step loads and indexes data from differ-
ent sources. ONDEX provides several options for loading data into the internal data 
warehouse and a range of parsers have been written for commonly used data sources 
and exchange formats, see http://ondex.sourceforge.net/feats.php. In addition users 
can convert their data into an ONDEX specific XML or RDF dialect for which ge-
neric parsers [15] are provided. 

The role of all parsers is to load data from different data sources into the generic 
data structure used in the ONDEX data warehouse. In simple terms, this generic data 
structure can be seen as a graph, in which concepts are the nodes and relations are the 
edges. By analogy with the use of ontologies for knowledge representation in com-
puter science, concepts are used to represent real-world objects [16]. Relations are 
used to represent the different ways in which concepts are connected to each other. 
Furthermore, concepts and relations may have additional properties and optional 
characteristics attached to them. A formal description of the ONDEX graph data 
structure is presented in [1] and an XML and RDF representation is described in [15]. 

During the import process, names for concepts are lexicographically normalised by 
replacing non-alphanumeric characters with white spaces so that only numbers and 
letters are kept in the name. In addition, consistency checks are performed to identify, 
for example, empty or malformed concept names.  

Datasets integrated in the ONDEX warehouse can be exported into several stan-
dard exchange formats such as FASTA, GML, GraphML, RDF, SBML, XGMML 
and XML. They can also be accessed programmatically through the API of the ON-
DEX system. 

2.2   Data Integration Methods and Algorithms 

The second data integration step (following Figure 1) links equivalent and related 
concepts and therefore creates relations between concepts from different data sources. 
Different combinations of mapping methods can be used to create links between 
equivalent or related concepts. Rather than merging elements that are found to be 
equivalent, the mapping methods create a new equivalence relation between such 
concepts. Each mapping method can be made to create a score value reflecting the 
belief in a particular mapping and information about the parameters used. These 
scores are assigned as edge weights to the graph and form the foundation for the sta-
tistical analysis presented later. The information on edges additionally enables the 
user to track evidence for why two concepts were mapped by a particular mapping 
method. 

We now describe the different mapping methods that will be evaluated in the later 
sections of this paper. This paper provides an extended and more formal account of 
these mapping methods, which were first mentioned without elaboration in [7] and 
[10] and this is the first time that a detailed evaluation has been reported. 
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Accession based mapping: Most of the well-structured and publicly managed reposi-
tories of life science data use an accession coding systems to uniquely identify indi-
vidual database entries. These codes are persistent over database versions. Cross  
references between databases of obviously related data (e.g. protein and DNA se-
quences) can generally be found using accession codes and these can be easily ex-
ploited to link related concepts. Accession codes may not always present a one-to-one 
relationship between entries of different databases. References presenting one-to-
many relationships are called ambiguous. Accession codes are indexed for better 
performance during information retrieval. Accession based mapping by default uses 
non-ambiguous accessions to create links between equivalent concepts, i.e. concepts 
that share the same references to other databases in a one-to-one relationship. It is, 
however, possible to take one-to-many relationships into account for accession based 
mapping but this feature was not evaluated in this study because accession based 
mapping was required to establish a “gold standard” between data sources to identify 
true pairs of equivalent entries. 

 
Synonym mapping: Entries in biological databases often have one or more human-
readable names, e.g. gene-names. Depending on the data source, some of these names 
will be exact synonyms, such as the chemical name of an enzyme; others only related 
synonyms, such as a term for enzymatic function. Exact synonyms are flagged as 
preferred concept names during the import process. Related synonyms are added to 
concepts as additional concept names and concept names are indexed for better per-
formance during information retrieval. The default method for synonym mapping 
creates a link between two concepts if two or more preferred concept names are 
matching. As a simple example of such ambiguity, the term “mouse” shows that con-
sideration of only one synonym is not usually enough for the disambiguation of the 
word, i.e. “mouse” can mean computer mouse or the rodent Mus musculus. The 
threshold for the number of synonyms to be considered a match is a parameter for  
the synonym mapping method. 

 
StructAlign mapping: In some cases, two or more synonyms for a concept are not 
available in the integrated data. To disambiguate the meaning of a synonym shared by 
two concepts, the StructAlign mapping algorithm considers the graph neighbourhood 
of such concepts. A breadth-first search of a given depth (≥1) starting at each of the 
two concepts under consideration yields the respective reachability list for each con-
cept. StructAlign processes these reachability lists and searches for synonym matches 
of concepts at each depth of the graph neighbourhood. If at any depth one or more 
pairs of concepts which share synonyms are found, StructAlign creates a link between 
the two concepts under consideration. 

Pseudo-code for StructAlign (see Figure 2): Let O denote the generic graph struc-
ture consisting of a set of concepts )(OC  and a set of relations )()()( OCOCOR ×⊆ . 
Every concept )(OCc ∈  has two additional attributes assigned: a) a concept class 

)(ccc  characterising the type of real world entity represented by the concept (e.g. a 
gene), b) a controlled vocabulary cv(c) stating the data source (e.g. KEGG) the con-
cept was extracted from. Every relation )(ORr ∈  is a tuple ),( tfr =  with f the 
“from”-concept and t the “to”-concept of the relation. 
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Fig. 2. Pseudo-code for StructAlign algorithm 

Assuming the search for a concept name in the indexed list of concept names takes 

constant time, the algorithm has a worst case runtime of ))log(*( 3 ccO on dense 

graphs. Its average runtime on sparse graphs is )( 2cO . 

2.3   Graph Analysis and Visualisation 

Data integration involving large data sets can create very large networks that are 
densely connected. To reduce the complexity of such networks for the user, informa-
tion filtering, network analysis and visualisation (see Figure 1, step 3) is provided in a 
client application for ONDEX called OVTK [1]. The combination of data integration 
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and graph analysis with visualisation has been shown to be valuable for a range of 
data integration projects in different domains, including microarray data analysis [1], 
support of scientific database curation [17, 18] and scoring the quality of terms and 
definitions in ontologies such as the Gene Ontology [19]. 

A particularly useful feature in the OVTK is to visualise an overview of the types 
of data that have been integrated in the ONDEX system. This overview is called the 
ONDEX meta-graph. It is generated as a network based on the generic data structure 
used in ONDEX, which contains a type system for concepts and relations. Concepts 
are characterised using a class hierarchy and relations have an associated type. This 
information about concept classes and relation types is visualised as a graph with 
which the user can interact to specify semantic constraints – such as changing the 
visibility of concepts and relations in the visualisation and analysis of the data net-
work structure. 

2.4   Evaluation Methods 

The mapping algorithms presented in Section 2.2 can be configured using different 
parameters. According to the selection of the parameters these methods yield different 
mapping results. To evaluate their behaviour, we used two different test scenarios: the 
mapping of equivalent elements in ontologies and the integration and analysis of 
metabolic pathways. 

The evaluation of a mapping method requires the identification of a reference data 
set, sometimes also referred to as “gold standard”, describing the links that really exist 
between data and that can be compared with those which are computed. Unfortu-
nately, it is rare that any objective definition of a “gold standard” can be found when 
working on biological data sets and so inevitably most such evaluations required the 
development of expertly curated data sets. Since these are time-consuming to pro-
duce, they generally only cover relatively small data subsets and therefore the evalua-
tion of precision and recall is inevitably somewhat limited. 

In Section 3.1 we describe the results of mapping together two ontologies; namely 
the Enzyme Commission (EC) Nomenclature [11] and Gene Ontology (GO) [12]. In 
this case, the Gene Ontology project provides a manually curated mapping to the 
Enzyme Nomenclature called ec2go. We have therefore selected ec2go as the first of 
our gold standards. We also consider the cross references between the two ontologies 
contained in the integrated data as the second gold standard for this scenario. 

Section 3.2 presents the results from the evaluation of a mapping created between 
the two metabolic pathway databases KEGG and AraCyc. Unfortunately, a manually 
curated reference set is not available for this scenario. We must therefore rely on the 
cross references between the two databases that we can calculate through our acces-
sion based mapping as the nearest equivalent of a gold standard for this scenario. 

3   Results 

We have evaluated our mapping algorithms using the standard measures of precision 
(Pr),  recall (Re) and F1-score [20]: 
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The accession based mapping algorithm (Acc) was used with default parameters, i.e. 
only using non-ambiguous accessions. This choice has been made to obtain a “gold-
standard” through accession based mapping, i.e. increasing the confidence in the 
relations created. When evaluating the synonym mapping (Syn) and StructAlign 
(Struct) algorithms, parameters were varied to examine the effect of the number of 
synonyms that must match for a mapping to occur. This is indicated by the number in 
brackets after the algorithm abbreviation (e.g. Struct(1)). We also evaluated a second 
variant of each algorithm in which related synonyms of concepts were used to find a 
mapping. The use of this algorithmic variant is indicated by an asterisk suffix on the 
algorithm abbreviation (e.g. Syn(1)*). 

3.1   Mapping Methods – Enzyme Nomenclature vs. Gene Ontology 

In this evaluation our goal was to maximise the projection of the Enzyme Commis-
sion (EC) nomenclature onto the Gene Ontology. This would assign every EC term 
one or more GO terms. For the evaluation we used ec2go (revision 1.67) and 
gene_ontology_edit.obo (revision 5.661) obtained from ftp://ftp.geneontology.org. 
We also downloaded enzclass.txt (last update 2007/06/19) and enzyme.dat (release of 
2008/01/15) from ftp://ftp.expasy.org. The data files were parsed into the ONDEX 
data network and the mapping algorithms applied using the ONDEX integration pipe-
line. To determine the optimal parameters for this particular application case we sys-
tematically tested different combinations of the mapping algorithms with the variants 
and parameter options as described above. Table 1 summarises the mapping results 
and compares the performances with the “gold standard” data sets from ec2go and by 
accession mapping (Acc). 

Table 1. Mapping results for Enzyme Nomenclature to Gene Ontology 

Method TP,FP 
ec2go 

TP,FP 
Acc 

Pr,Re [%] 
ec2go 

Pr,Re [%] 
Acc 

F1-score 
ec2go 

F1-score 
Acc 

 Ec2go 8063 , 0 8049 , 14 100 , 100 99 , 84 100 91 
 Acc 8049 , 1441 9490 , 0 84 , 99 100 , 100 91 100 
 Syn(1) 7460 , 934 7462 , 932 88 , 92 88 , 77 90 82 
 Syn(1)* 7605 , 2581 7606 , 2580 74 , 94 74 , 80 83 77 
 Syn(2)* 4734 , 374 4738 , 370 92 , 58 92 , 49 71 64 
 Syn(3)* 2815 , 117 2816 , 116 96 , 34 96 , 29 51 45 
 Struct(1) 1707 , 63 1712 , 58 96 , 21 96 , 18 34 30 
 Struct(1)* 1761 , 279 1766 , 274 86 , 21 86 , 18 34 30 
 Struct(2) 7460 , 934 7462 , 932 88 , 92 88 , 77 90 82 
 Struct(2)* 7605 , 2581 7606 , 2580 74 , 94 74 , 80 83 77 
 Struct(3) 7460 , 934 7462 , 932 88 , 92 88 , 77 90 82 
 Struct(3)* 7605 , 2581 7606 , 2580 74 , 94 74 , 80 83 77 

ec2go = imported mapping list (1st gold standard), Acc = Accession based mapping (2nd gold standard), Syn = Synonym 
mapping, Struct = StructAlign, * = allow related synonyms, TP = True Positives, FP = False positives, Pr = Precision, Re = 
Recall, F1-score. Synonym mapping was parameterised with a number that states how many of the names had to match to 
create a link between concepts. StructAlign was parameterised with the depth of the graph neighbourhood. 
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The first two rows of Table 1 show the performance of our “gold standard” meth-
ods tested against themselves. As can be seen by reviewing the F1 scores in the subse-
quent rows of Table 1, the most accurate synonym mapping requires the use of just 
one synonym. It does not help to search for further related synonyms (Syn(1,2,3)*). 
The explanation for this is that the EC nomenclature does not distinguish between 
exact and related synonyms. Therefore, concepts belonging to the EC nomenclature 
have only one preferred concept name (exact synonym) arbitrarily chosen to be the 
first synonym listed in the original data sources. A large number of entries in the EC 
nomenclature only have one synonym described, which probably explains the low 
recall of Syn(2)* and Syn(3)*. 

The use of the more complex StructAlign algorithm, which uses the local graph to-
pology to identify related concepts has low recall when only a single synonym is 
required to match (Struct(1) and Struct(1)*). This almost certainly results from differ-
ences in graph topology between EC nomenclature and Gene Ontology. The Gene 
Ontology has a more granular hierarchy, i.e. there is more than one hierarchy level 
between two GO terms mapped to EC terms, whereas the EC terms are only one hier-
archy level apart. As the StructAlign search parameters are increased, more of the 
graph context is explored and accordingly we see improved F1 scores. 

The highest F1-scores come from Syn(1), Struct(2) and Struct(3) respectively. Al-
lowing the related synonyms into the search (the * algorithm variants) did not im-
prove precision. Neither did extending the graph neighbourhood search depth from 
Struct(2) to Struct(3) as all the neighbourhood matches had already been found within 
search depth 2. 

During the integration of these datasets for this evaluation we observed some in-
consistencies in the ec2go mapping list. The identification of such data quality issues 
are often a useful side-effect of developing integrated datasets. The inconsistencies 
we identified are listed in Table 2 and were revealed during the import of the ec2go 
data file after preloading the Gene Ontology and EC nomenclature into ONDEX. 

Table 2. Inconsistencies in ec2go 

Accession Mapping Reason for failure 
 GO:0016654  1.6.4.- Enzyme class does not exists, transferred entries 
 GO:0019110  1.18.99.- Enzyme class does not exists, transferred entries 
 GO:0018514  1.3.1.61 Enzyme class does not exists, deleted entry 
 2.7.4.21  GO:0050517 GO term obsolete 
 GO:0047210  2.4.1.112 Enzyme class does not exists, deleted entry 
 1.1.1.146  GO:0033237 GO term obsolete 
 GO:0016777  2.7.5.- Enzyme class does not exists, transferred entries 
 GO:0004712  2.7.112.1 Enzyme class does not exists, possible typo 
 2.7.1.151  GO:0050516 GO term obsolete 

Every inconsistency was checked by hand against gene_ontology_edit.obo, enzclass.txt and enzyme.dat. 

We assume that most of the problems are due to the parallel development of both 
ontologies, i.e. GO references that were transferred or EC entries being deleted or 
vice versa. A few of the inconsistencies were possible typing errors. It remains a pos-
sibility that other “silent” inconsistencies remain in ec2go that these integration meth-
ods would not find. 
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An example of a plausible “silent” inconsistency that we could not detect might re-
sult from changing the last figure of a term in the EC nomenclature from 2.4.1.112 to 
2.4.1.11. This remains a well-formed EC nomenclature term and could not be de-
tected without other information being available to identify the error. 

3.2   Mapping Methods – KEGG vs. AraCyc 

The KEGG and AraCyc pathway resources are both valuable for biologists interested 
in metabolic pathway analysis. Due to the different philosophies behind these two 
databases [21], however, they do have differences in their contents. Plant scientists 
wishing to work with biochemical pathway information would therefore benefit from 
an integrated view of AraCyc and the A. thaliana subset of KEGG and so this makes a 
realistic test. These two databases were chosen for this evaluation because both path-
way databases annotate metabolites and enzymes in the pathways with standardised 
CAS registry numbers [22] and ATG numbers [23] respectively. It is therefore possi-
ble to evaluate the precision, recall and F1-score of the different mapping methods 
using accession based mapping between these registry numbers as a “gold standard”. 

For our evaluation we used the KEGG database (release 46) obtained from 
ftp://ftp.genome.jp and the AraCyc database (release 4.1) obtained from 
http://www.arabidopsis.org/biocyc/index.jsp. The AraCyc database contained 1719 
metabolites and 6192 enzymes. The KEGG database contained 1379 metabolites and 
1126 enzymes. The evaluation results from the mapping between metabolites from 
these two databases is summarised in Table 3. 

Table 3. Mapping results for KEGG and AraCyc databases – Metabolites 

Method TP FP Pr [%] Re [%] F1-score 
 Acc 662 0 100 100 100 
 Syn(1) 516 726 41 77 54 
 Syn(1)* 600 1038 36 90 52 
 Syn(2) 14 0 100 2 4 
 Syn(2)* 396 348 53 59 56 
 Syn(3)* 190 114 62 28 39 
 Struct(2) 374 448 45 56 50 
 Struct(2)* 416 614 40 62 49 
 Struct(3) 382 470 44 57 50 
 Struct(3)* 432 670 39 65 48 

Acc = Accession based mapping (gold standard), Syn = Synonym mapping, Struct = StructAlign, * = allow related syno-
nyms, TP = True Positives, FP = False positives, Pr = Precision, Re = Recall, F1-score. Synonym mapping was parameter-
ised with a number that states how many of the names had to match to create a link between concepts. StructAlign was 
parameterised with the depth of the graph neighbourhood. 

Accession based mapping between metabolite names found 662 out of 1379 possi-
ble mappings. A closer look reveals that CAS registry numbers are not always as-
signed to metabolite entries. Therefore, the accession based mapping misses possible 
links and cannot be used naively as a gold standard for this particular application case. 
In this evaluation, accession based mapping underestimates possible mappings, which 
leads to low precision for synonym mapping and StructAlign. We manually reviewed 
a random set of the false positive mappings returned by Syn(1) and Struct(3) and this 
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revealed that most of the mappings were correct and metabolities shared similar 
chemical names. Subject to further investigation, this example shows that relying only 
on accession based data for integration might miss out some important links between 
data sources.  

The evaluation result from the mapping between enzyme names from KEGG and 
AraCyc is summarised in Table 4. 

Table 4. Mapping results for KEGG and AraCyc databases – Enzymes 

Method TP FP Pr [%] Re [%] F1-score 
 Acc 2240 0 100 100 100 
 Syn(1) 282 0 100 12 22 
 Syn(1)* 2234 344 86 99 92 
 Syn(2)* 144 2 98 6 12 
 Syn(3)* 6 0 100 1 1 
 Struct(1) 234 0 100 10 18 
 Struct(1)* 2134 0 100 95 97 
 Struct(2) 282 0 100 12 22 
 Struct(2)* 2232 336 86 99 92 
 Struct(3) 282 0 100 12 22 
 Struct(3)* 2234 336 86 99 92 

Acc = Accession based mapping (gold standard), Syn = Synonym mapping, Struct = StructAlign, * = allow related syno-
nyms, TP = True Positives, FP = False positives, Pr = Precision, Re = Recall, F1-score. Synonym mapping was parameter-
ised with a number that states how many of the names had to match to create a link between concepts. StructAlign was 
parameterised with the depth of the graph neighbourhood. 

The accession based mapping between enzymes uses the ATG numbers available 
in both KEGG and AraCyc. Entries from KEGG can be labelled with two or more 
ATG numbers representing multiple proteins involved in the enzymatic function, 
whereas AraCyc entries usually only have one ATG number. This results in one-to-
many hits between KEGG and AraCyc explaining why a total of 2240 instead of only 
1126 mapping were found. This is a good example of how the differences in the se-
mantics between biological databases make it difficult to define a gold standard for 
evaluating data integration methods. 

The key finding from this evaluation based on mapping enzyme names (see Table 4) 
is that the more flexible synonym and StructAlign algorithms, in particular those using 
the related synonyms variant, show very equivalent precision to the more simple acces-
sion mapping methods where all required accessions are present in the data (which was 
not the case for data used in Table 3). Therefore, these methods can be considered as 
practical alternatives when direct accession mapping is not possible between two data 
sources. Furthermore, flexible mapping methods which explore a larger search space 
among concept names and synonyms have the potential to improve the recall when 
aligning metabolic networks (see Table 3) without unduly sacrificing precision. 

3.3   Visualising Results 

The first two data integration steps in ONDEX (Figure 1), i.e. the import of data and 
subsequent mapping of equivalent and related entities result in large and complex 
graphs, which may consist of millions of elements. As an illustration, the integration  
 



 Linking Life Sciences Data Using Graph-Based Mapping 27 

a)

b) 

 

Fig. 3. a) Chlorophyll a biosynthesis I pathway from AraCyc (red nodes) with corresponding 
subset from KEGG (green nodes). Nodes identified to be equivalent in blue. b) meta-graph 
providing an overview of the integrated data, node colour and shape distinguishes classes. 
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of KEGG and AraCyc for this evaluation results in more than 100,000 concepts and 
relations. The mapping methods were run with optimal parameters identified in 
Section 3.2. After filtering down to a specific pathway using methods available in the 
ONDEX visualisation interface, it was possible to extract information from the inte-
grated data presented in Figure 3.  

Figure 3a displays parts of the chlorophyll a biosynthesis I pathway from AraCyc 
(lower part of Fig. 3a) mapped to the corresponding subset from KEGG (upper part of 
Fig 3a). It is now possible to visualise the differences between the two integrated 
pathways. AraCyc provides more metabolites (circle, e.g. phytyl-PP) on the reaction 
(octagon, RXN1F-66). KEGG denotes also the reverse direction of the reaction 
chlorophyllide to chlorophyll a. 

The meta-graph as described in Section 2.3 is shown in Figure 3b. This visualisa-
tion shows that the integrated dataset consists of pathways (Path), reactions (Reac-
tion) belonging to these pathways, metabolites (Comp) consumed or produce by the 
reactions and several combinations of enzymes (Enzyme) and proteins (Proteins) 
catalysing the reactions. The meta-graph provides the user with a useful high level 
overview of the conceptual schema for the integrated data. 

4   Discussion 

In this paper we set out to evaluate alternative methods for creating cross-references 
(mappings) between information in different but related databases. This is an essential 
component in the integration of data having different technical and semantic struc-
tures. We used two realistic evaluation cases to quantify the performance of a range of 
different methods for mapping between the concept names and synonyms used in 
these databases. A quantitative evaluation of these methods shows that a graph based 
algorithm (StructAlign) and mapping through synonyms can perform as well as using 
accession codes. In the particular application case of linking chemical compound 
names between pathway databases, the StructAlign algorithm outperformed the most 
direct mapping through accession codes by identifying more elements that were indi-
rectly linked. Manual inspection of the false positive mappings showed that both 
StructAlign and synonym mapping methods can be used where accession codes are 
not available to provide links between equivalent database concepts. The combination 
of all three mapping methods yields the most complete projection between different 
data sources. This is an important result because it is not always possible to find suit-
able accession code systems that provide the direct cross-references between data-
bases once you move outside the closely related databases that deal with biological 
sequences and their functional annotations. 

A similar approach to StructAlign called “SubTree Match” has been described [24] 
for aligning ontologies. Our work extends this idea into a more general approach for 
integrating biological networks and furthermore, presents a formal evaluation in terms 
of precision and recall, which is missing in [24]. Furthermore, we have shown how 
semantic constraints on the integrated graph can simplify the presentation of the data 
by using a meta-graph. This feature, which is of significant value for visualising large 
integrated datasets, is not available in pure ontology mapping systems like [25] or 
[26], yet could prove valuable as ontologies become ever larger. While several analy-
sis and verification methods for single pathway databases exist such as presented in 
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[27], our evaluation has shown the value of being able to compare data sources as a 
means of identifying conflicting information between related data sources. This is an 
important quality control check and a prerequisite for detailed comparisons of multi-
ple pathway databases.  

A particular challenge in this evaluation has been to identify suitable “gold stan-
dard” data sets against which to assess the success of the algorithms we have devel-
oped. The results presented here are therefore not definitive, but represent the best 
quantitative comparison that could be achieved in the circumstances. We believe that 
the results represent a pragmatic evaluation of the relative performance of the differ-
ent approaches to concept name matching for data integration of life science database. 

The methods presented in this publication are implemented in the ONDEX system.   
ONDEX is developed as an Open Source project and can be found at 

http://ondex.sourceforge.net/. 
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Abstract. Probabilistic functional integrated networks are powerful tools with 
which to draw inferences from high-throughput data. However, network analy-
ses are generally not tailored to specific biological functions or processes. This 
problem may be overcome by extracting process-specific sub-networks, but this 
approach discards useful information and is of limited use in poorly annotated 
areas of the network. Here we describe an extension to existing integration 
methods which exploits dataset biases in order to emphasise interactions rele-
vant to specific processes, without loss of data. We apply the method to high-
throughput data for the yeast Saccharomyces cerevisiae, using Gene Ontology 
annotations for ageing and telomere maintenance as test processes. The result-
ing networks perform significantly better than unbiased networks for assigning 
function to unknown genes, and for clustering to identify important sets of in-
teractions. We conclude that this integration method can be used to enhance 
network analysis with respect to specific processes of biological interest. 

Keywords: Integrated networks, relevance, network analysis, clustering. 

1   Introduction 

One of the fundamental goals of systems biology is the experimental verification of 
the interactome: the entire complement of molecular interactions within an organism. 
This goal requires the systematic confirmation of all interactions occurring between 
the proteins, genes, ligands and other molecules of the cell. However, even for a  
relatively simple organism such as the baker's yeast Saccharomyces cerevisiae, verifi-
cation of the interactome is a substantial task, involving thousands of interactions 
occurring at all stages of the cell cycle, and in response to all possible external stimuli 
[1]. In multicellular organisms such as humans, the interactome must also encompass 
all tissue types, ages and disease states [2, 3]. In order to achieve this massive under-
taking, various experimental, computational and statistical methods have been devel-
oped to determine each protein’s function and interactions [4-6] and hundreds of 
public databases have been created to store this information [7, 8]. 
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Recent advances in high-throughput technology have led to the development of 
experimental techniques with which protein interactions and functional associations 
can be studied on a genome/proteome-wide scale [9, 10]. These technologies, such as 
tandem affinity purification-mass spectroscopy [11], yeast 2-hybrid [12] and fluores-
cence resonance energy transfer [13], have produced a wealth of information defining 
the interactions within a cell and predicting protein functions [9]. However, the num-
ber of overlapping interactions between datasets from different experiments can be 
surprisingly low [14-17] and each individual experimental type can only provide 
information about certain aspects of the cell's behaviour and interactions [18]. For 
instance, a study by Beyer et al. [19] identified several synthetic lethal protein pairs: 
proteins that can be deleted from the cell individually but when deleted together result 
in an inviable cell. They found that only 1% of the pairs interact physically, indicating 
that this experimental technique identifies indirect, rather than direct, associations. In 
order to fully characterise every aspect of highly complex cellular systems, and infer 
new knowledge from the data, diverse data sources must be integrated in a systematic 
fashion [20, 21]. 

1.1   Network Analysis 

One of the most powerful computational approaches to the integration of heterogene-
ous data and the prediction of protein functions is network analysis, which allows 
interactions to be visualised and studied on a cell-wide scale using graph theory. 
Nodes in an interactome graph correspond to genes or gene products and edges repre-
sent a summary of the evidence for interaction between them. More complex graph 
models can include nodes representing other entities, such as pathways, ligands, anno-
tations and publication references [22]. The simplest networks include a connection 
between two nodes if there is evidence of a functional link between them from at least 
one data source [23]. The resulting networks can be used for a number of applica-
tions: for example, to detect protein complexes [24-26]; to predict protein functions 
[27, 28]; or to infer novel interactions that were not detected experimentally [29, 30].  

The quality of different datasets, in terms of coverage of the genome and accuracy 
of the identification of interactions, varies with the experimental technique used. Re-
cently, several methods have been employed to assess data quality prior to integra-
tion. The most common method involves scoring data against a high-quality, usually 
manually curated, gold standard dataset [31]. Methods for reliability scoring have 
included Bayesian data fusion [21, 32], Support Vector Machines [33] and Markov 
random fields [34, 35]. The scored networks, termed probabilistic functional inte-
grated networks (PFINs), are annotated with edge weights representing confidence 
scores. This type of network has been used to analyse data from several different 
species, including yeast [36, 37], mouse [38, 39] and human [40], and to make com-
parisons across multiple species [41]. 

1.2   Probabilistic Networks 

PFINs, while far more informative than single source and unweighted networks, have 
several problems. Firstly, the high-throughput data is very noisy, with estimates of 
false positive rates varying from 20% to as high as 91% depending upon the  
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technology used to generate the data [1, 42, 43]. Secondly, many studies have shown 
that the networks as a whole, and the data sources individually, may be biased to-
wards certain cellular processes [14, 44]. For instance, co-expression data shows 
significant bias towards interactions between genes involved in ribosome biogenesis 
[45]. Current approaches to these problems usually involve attempting to remove the 
noise [46, 47] or bias [48]. However, these approaches may further complicate the 
analysis by removing true positive interactions, resulting in a loss of valid data.  

An additional drawback is that existing network integration methods do not take 
into account the relevance of each experimental data set to specific biological proc-
esses, so that functional prediction techniques applied to the networks are global 
rather than tailored to a specific area of biology. For instance, a study by Karaoz et al. 
[28] produced 208 novel protein annotations ranging across 96 Gene Ontology (GO) 
[49] biological process terms. While this is a large amount of new data, an individual 
research group may only be interested in processes involving one or two of these 
terms. Several studies have approached the issue of process relevance using existing 
annotation data to either extract process-specific sub-networks from the PFIN [31, 50] 
or to build process-specific networks using a subset of the data [18, 51]. These meth-
ods also discard potentially useful information. Further, they are of limited use in 
areas of the network that contain a large proportion of unannotated proteins.  

1.3   Dataset Relevance 

We contend that the biases present in experimental data can be a valuable source of 
information. Bias exists in data for several reasons: the type of experimental tech-
nique or conditions chosen may be suited to the detection of particular type of interac-
tion; the experiment itself may have been designed to research a particular process; or 
the final data chosen for publication may reflect the topic of the area of interest [52]. 
The combination of these factors gives each dataset its own unique biases and conse-
quently, when analyzing the data, some datasets will be more informative about a 
particular biological process than other datasets. 

In this report we describe an algorithm which extends existing integration methods 
to exploit, rather than eliminate, data bias in order to optimise network predictions 
relevant to specific processes. We define relevance as association to the process of 
interest (POI). The relevance of a dataset is the proportion of the data with known 
annotations to the POI. In the case of network predictions, nodes that are predicted to 
belong to the POI or that cluster with nodes annotated to the POI are considered rele-
vant. The integration technique involves scoring each dataset’s relevance to a POI and 
using this information during integration of the confidence scores from each dataset. 
Our algorithm can be used to modify any existing scoring schema. The resulting net-
works can be used to generate new hypotheses regarding the POI using existing net-
work analysis techniques and, unlike process-specific sub-networks, none of the 
original experimental data is lost. 

We applied our algorithm to the study of the role of telomeres in ageing, using existing 
Saccharomyces cerevisiae data. Telomeres are repetitive regions of non-coding DNA that 
protect the end of the chromosome from degradation [53]. Every time a cell divides the 
telomeres become shorter. The shortening of the telomeres has been linked with the age-
ing process, since as telomeres become critically short the cell becomes senescent [54]. 
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We generated networks relevant to the GO annotations Telomere Maintenance 
(GO:0000723) and Ageing (GO:0007568), and compared them with networks integrated 
from the same datasets without consideration of any biological process relevance. 

Systematic evaluation of three ageing-relevant networks using existing network 
analysis techniques showed that the relevance networks show a statistically significant 
improvement over the control network, both in predicting the function of ageing-
related nodes and in clustering genes to identify biologically important sets of interac-
tions. This integration technique enhances the results of network analysis for individual 
research groups with specific interests. 

2   Methods 

Version 38 of the BioGRID database [55] for Saccharomyces cerevisiae was used as 
the source of interaction data. The protein pairs were first split by PubMed1 ID to 
identify pairs produced by different experimental studies. Self-interactions, duplicates 
and interactions with proteins from other species were removed. Datasets containing 
at least 100 interactions were treated as separate high-throughput (HTP) data sources 
while the remaining low-throughput (LTP) studies were grouped together in accor-
dance with the 22 experimental categories provided by BioGRID [56]. 

2.1   Network Integration 

Two scores were produced for each of the datasets: a standard confidence score repre-
senting its reliability, and a relevance score for the POI. The confidence score was 
calculated by scoring the datasets against a Gold Standard KEGG Pathways [57] 
dataset using the Bayesian statistics approach developed by Lee et al. [21] which 
calculates a log likelihood score for each dataset (Equation 1).  
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where P(L|E) and ~P(L|E) represent the frequencies of linkages (L) observed in data-
set (E) between genes annotated to the same and differing KEGG pathways respec-
tively, and, P(L) and ~P(L) represent the prior expectation of linkages between genes 
in the same and differing KEGG pathways, respectively. Datasets that did not have a 
positive score were discarded.  

For the relevance score, annotation data for S. cerevisiae was obtained from the 
Saccharomyces Genome Database [58] and from the Gene Ontology Consortium. The 
Gene Ontology is a controlled vocabulary, structured as a directed acyclic graph, 
which describes the molecular function of proteins, the biological processes they are 
involved in and the cellular compartments in which they are found. A one-tailed Fish-
ers Exact Test was applied to each dataset to score over-representation of genes anno-
tated to the POI, producing the relevance score. The POI was defined as that term and 
any descendant of that term within the GO graph, with the exclusion of annotations 
with the evidence code inferred from electronic annotation (IEA).  
                                                           
1 http://www.ncbi.nlm.nih.gov/pubmed/ 
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Fig. 1. A. Effect of the D parameter on the weighting given to dataset scores. A value of 1 
results in a simple sum while higher weights successively downweights values. B. Effect of the 
D parameter on the area under curve (AUC) for functional prediction of the two processes. A 
value of 1.1 was shown to optimise AUC. 

 

Fig. 2. Overview of the integration method. On the left side a control network is produced by 
integration of the datasets in order of confidence. On the right, relevance networks are produced 
by integration of the confidence scores in order of relevance to the process of interest. The two 
networks produced have the same topology but differ in the edge weightings between nodes. 

The control network was produced by integrating the confidence scores using the 
method (Equation 2) described by Lee et al. [21]. This method integrates the datasets 
in order of their confidence scores, giving a higher weighting to datasets with higher 
confidence.  
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where L1 is the highest confidence score and Ln that with the lowest of a set of n data-
sets. Division of the score by the D parameter means that, while the highest score is 
integrated unchanged, subsequent weights are progressively downweighted (Fig 1 A). 

With a D value of 1 the integration is a simple sum of the scores. A D value of 1.1 
was chosen for our purposes, since higher values mean that lower-ranking scores 
contribute little or nothing to the integration, again discarding potentially important 
information and reducing network performance (Fig 1 B). In the resulting network 
highly weighted edges have high confidence. 

To produce the relevance networks the relevance scores were used to re-order the 
datasets prior to integration of the confidence scores, giving a higher weighting to 
datasets with higher relevance (Fig 2). In the resulting network highly weighted edges 
have both high confidence and high relevance to the POI. 

2.2   Network Evaluation 

The networks were evaluated using two previously published network analysis tech-
niques: functional prediction and clustering. 

The networks' functional prediction power was evaluated using the maximum weight 
decision rule described by Linghu [59]. This method assigns annotations to a node based 
upon the annotations of the first neighbour node with the highest-weighted edge. Leave-
one-out cross-validation of known annotations to the POI was carried out using this algo-
rithm for both the relevance and the control networks. The performance of the networks 
was evaluated using Receiver Operating Characteristic (ROC) curves. In order to compare 
the relevance and control curves the error of the area under curve (AUC) was calculated 
using the standard error of the Wilcoxon statistic SE(W) [60, 61].  

In the second stage of evaluation, the networks were clustered using the MCL 
Markov-based clustering algorithm [62]. The MCL algorithm divides the entire net-
work into non-overlapping clusters based on their topology and edge weights. The 
default inflation value of 1.8 was used in each case. The clusters containing nodes 
annotated to terms of interest were identified in the relevance and control networks 
for visual comparison. 

3   Results 

Division of the BioGRID data produced 72 datasets: 50 HTP and 22 LTP. Dataset size 
ranged from 14421 interactions (“Collins 17314980 Phenotypic Enhancement”) to as few 
as 33 interactions (“Protein-RNA”). Twenty-seven datasets were lost due to negative 
scores against the gold standard data. These datasets included many of the smaller HTP 
datasets and the smallest of the combined LTP datasets (<100 interactions). 

Three networks were integrated using the relevance ranking method: a network 
with relevant to the GO term Ageing; a network relevant to Telomere Maintenance; 
and one with relevance to both ageing and telomere maintenance produced by com-
bining the terms of interest. The control network was integrated using the confidence 
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ranked scores. The four networks were topologically identical, having the same  
number of nodes and edges, with the same connectivity. However, the edge weights 
differed reflecting the different order of confidence score integration. Table 1 summa-
rises the integration order for the top eight of the 45 datasets. 

Table 1. A comparison of integration order for 8 datasets in the relevance and control net-
works. Datasets were integrated in order from rank 1 to 8.  

Dataset Confidence  
Score 

Confidence 
Rank  

Ageing 
Rank (A)

Telomere 
Rank (B) 

Combined A 
& T Rank 

Co-Crystal 
Structure 

6.6937 1 4 6 6 

Krogan 
(14759368) 

5.7054 2 8 7 8 

Collins 
(17200106) 

5.7040 3 6 2 2 

Co-Localisation 5.0842 4 3 4 4 
Co-Purification 4.9335 5 7 5 5 
Co-Fractionation 4.5212 6 5 8 7 
Affinity Capture 
Western 

4.4641 7 1 1 1 

Two Hybrid 4.2253 8 2 3 3 

3.1   Functional Prediction 

Leave-one-out functional prediction of terms of interest was carried out for each of 
the relevance networks the control network. The results were analyzed using ROC 
curves (Fig. 3). The control network produced an area under curve (AUC) of 0.613,  

 

 

Fig. 3. ROC curves of functional prediction of telomere maintenance and ageing genes for the 
relevance networks compared with the control 
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Table 2. Summary of the AUC measurements for the three networks 

Process 
of Interest 

Relevant 
AUC 

Relevant 
SE(W)  

Control 
AUC  

Control 
SE(W)  

Telomere Main-
tenance 

0.618 0.00035 0.613 0.00035 

Ageing 0.702 0.00177 0.684 0.00180 
Combined 0.640 0.00030 0.635 0.00030 

 
0.684 and 0.640 for ageing, telomere maintenance and the combined terms respec-
tively. The telomere maintenance and combined network AUCs were both improved 
by 0.005, while the ageing network AUC increased by 0.018. Computation of the 
standard error of the Wilcoxon statistic, SE(W) showed the improvements were statis-
tically significant in each case (Table 2).  

3.2   Clustering 

Clustering of the four networks was carried out using the MCL algorithm. The clus-
ters were analysed for the presence of nodes annotated to the POI. The control net-
work produced 573 clusters ranging in size from 164 nodes to 1 node.  The relevance 
networks all produced fewer clusters than the control; the telomere maintenance net-
work had 523 clusters, the ageing network had 508, and combined ageing and te-
lomere maintenance network had 523. The cluster size distribution for all of the four 
networks was found to be scale free (data not shown). 

Clusters of interest (COIs), were defined as clusters containing at least one node of 
interest. Analysis of the clusters showed that each of the relevance networks clustered 
into fewer clusters than the control but contained a higher percentage of COIs. The 
average proportion of COIs in the network increased as the minimum cluster size was 
raised (Table 3). Similar analysis for a term unrelated to the POI, Maintenance of 
Protein Location (GO:0045185), showed that the total percentage of COIs was higher 
for the relevance network in all three cases but that it slowly dropped below the con-
trol as cluster size cut-off increased. 

Table 3. A summary of the percentage clusters of interest (COI) for the networks in relation to 
the process of interest. A. Telomere Maintenance. B. Ageing. C. Combined Relevance. 

 Network No. 
Clusters 

Total % 
COIs 

> 2 nodes > 3 nodes > 4 nodes  

A     Non-Relevant 573 21.29 26.14 28.86 35.19 
 Relevant 523 22.37 27.73 31.75 36.92 
B Non Relevant 573 5.06 6.14 7.02 6.53 
 Relevant 508 6.50 7.73 8.90 8.59 
C Non Relevant 573 24.26 29.55 33.80 37.98 
 Relevant 523 24.67 29.83 33.33 38.35 
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4   Discussion 

Using our extended integration technique we created three relevance networks; one 
relevant to ageing, one to telomere maintenance, and a combined network with rele-
vance to both terms. The shortening of telomeres over time has been linked to the 
ageing process and we predicted some overlap between the ageing network and the 
telomere maintenance network, which we would expect to be enhanced in the com-
bined network. The three networks, as expected, had the same topology as the control 
but differed in their edge weights due to the order of dataset integration.  

In the control network the datasets are ranked in order of confidence score, with the 
highest score ranked first. In the relevance networks, although the scores integrated 
are still the confidence scores, the datasets are ranked prior to integration in order of 
relevance score, with the most relevant first. Therefore, in the control network highly 
weighted edges have high confidence but in the relevance network the highly 
weighted edges have both high confidence and high relevance. Table 1 illustrates the 
difference in rankings between eight of the datasets in the four networks. In the con-
trol network the highest-ranking dataset is Co-Crystal Structure, which is integrated 
without modification. In the telomere maintenance network this dataset is ranked sixth 
and because of the down-weighting caused by division of its confidence score by Di-1 
(here 1.15) will contribute almost nothing to the integration. The Affinity Capture 
Western data, ranked top, will be given highest importance. Affinity Capture Western 
is also ranked first in the ageing network, which is consistent with the expected over-
lap between networks relevant to ageing and telomere maintenance. The rank order of 
datasets in the combined network was far closer to that of the telomere maintenance 
network than the ageing network, since there are far more genes annotated to Te-
lomere Maintenance (276) than to Ageing (49). 

Importantly, while the order of integration differs between the datasets, the final 
scores themselves are calculated as a weighted sum of dataset confidence scores. 
Consequently, datasets with high relevance but low confidence will have a high rank, 
but their contribution to the final edge weight will be based on their confidence score 
and hence still take into account the reliability of the data. This method of integration 
is therefore extremely flexible and can be used with any existing confidence scoring 
scheme and any gold standard dataset. For instance, the 27 datasets lost when scored 
against KEGG may not be lost if scored against an alternate gold standard.  The inte-
gration method is also easily applicable to any existing annotation schemes, such as 
MIPS [63] annotations. 

4.1   Network Performance 

To evaluate whether the relevance networks provide more information about the 
processes to which they are relevant we applied two existing network analysis tech-
niques: functional prediction and clustering performance. 

Many algorithms have been developed for the prediction of gene function from their 
connectivity. Different algorithms use different decision rules for the transfer of annota-
tions between nodes. While several complex algorithms exist that incorporate both net-
work topology and edge weights into annotation decisions we chose to use an algorithm 
based solely upon weights as our networks are topologically identical. However, any 
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prediction algorithm that utilizes edge weights could be used. The maximum weight rule 
is a simple, local, edge weight-based rule that has been shown to out-perform other local 
decision rules in functional prediction [59]. The algorithm performed statistically signifi-
cantly better on the three relevance networks than on the control network. Integrating 
datasets in order of relevance to the POI does appear to increase the prediction accuracy of 
this algorithm. The extent to which performance is improved varies with the POI chosen 
(data not shown). Further research into why this occurs should lead to an understanding of 
which types of GO annotation are most suited for the relevance-biased approach to inte-
gration, and this is an ongoing investigation in our laboratory. 

Functional prediction is a purely computational technique and many biologists 
wish to explore networks visually in order to generate hypotheses relating to their 
POI. However, full interactome networks are too large to analyse successfully in this 
way. Network clustering provides a way of breaking the network down into subnet-
works that can be visualized easily. We clustered the networks using the MCL 
Markov-based algorithm. This algorithm was chosen because, unlike many topology-
based algorithms, it utilises the edge weights of the network.  

The relevance networks produced fewer clusters than the control network. Genes 
of interest tended to appear in larger clusters in the relevance networks, together with 
genes with a range of annotations, including unknowns. Genes which in the control 
network appear in separate clusters, co-occur in the relevance networks making their 
relationship to each other and to other genes easier to observe and investigate. 

Ageing is a complex, multi-factorial, systems-wide phenomenon [64]. Although 
we constructed our networks to be relevant to a specific GO annotation of interest, we 
were interested to observe that other ageing-relevant interactions were also over-
represented in COIs of the relevance networks, as compared with the control network.  

 

 

Fig. 4. Example of the clustering of three ageing genes in the control network (A) and in the 
relevance network (B) 
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Fig. 5. Overview of the largest telomere maintenance cluster and equivalent clusters in the 
control network. A. Whole relevant cluster. B. Seven equivalent control clusters. 

 

Fig. 6. The clusters from Fig. 5 displaying nodes annotated to ageing-associated processes and 
unknowns. A. Relevant cluster. B. Largest control cluster. 
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Interactions involving mitochondria, DNA damage checkpoints, and additional 
ageing/telomere-associated processes appeared. In the ageing network the genes of 
interest cluster in the same small groups as in the control network; however, the clus-
ters contain a greater number of additional nodes. An example is shown in Fig 4. A 
cluster of three ageing genes occurs in the control network, together with four genes 
annotated to the ageing-associated processes and three genes of unknown function 
(4A). In the relevance network (4B), the same three genes have clustered with ten 
genes annotated to the associated processes including four additional telomere main-
tenance genes and an additional unknown.  

In the telomere maintenance relevance network several clusters contained a large 
number of genes of interest. The largest of these clusters contained 37 genes anno-
tated to telomere maintenance (Fig 5 A). Of these genes 29 were clustered together in 
the control network while the remainder were spread between six other clusters (B). 
When broken down into groups of associated genes the relevance network cluster (Fig 
6 A) contains far more genes of interest and a greater number of unknowns than the 
large control cluster (B). The additional information provided by the relevance net-
work clusters provides greater scope to draw inferences from the data and demon-
strates the effect of the relevance integration technique in emphasising relevant  
information within the network. 

5   Conclusions 

We describe here an algorithm for extending existing data integration techniques to 
incorporate relevance to process of interest, as identified by Gene Ontology annota-
tions. We find that the relevance networks have the same topology as control  
networks integrated without consideration of their relevance, but different edge 
weightings, with interactions between genes relevant to the process of interest 
weighted up. Analysis of the networks' performance at function prediction shows that 
they perform significantly better than the control, having a higher proportion of true 
positive to false positive predictions over a range of thresholds. Cluster analysis using 
the MCL algorithm generates larger clusters containing more genes of interest in the 
relevance network, making visual inspection both easier and more informative. Our 
algorithm retains as much information as possible from the original datasets, whilst 
highlighting areas of the integrated networks likely to be of interest to researchers 
with a specific process of interest, and as such is a valuable extension to standard data 
integration techniques. 

Acknowledgments 

This work was supported by the BBSRC CISBAN and ONDEX grants 
(BB/C008200/1 & BB/F529038/1) and by the Research Councils UK. 



 Integration of Full-Coverage Probabilistic Functional Networks 43 

References 

1. Cusick, M.E., Klitgord, N., Vidal, M., Hill, D.E.: Interactome: Gateway into Systems Bi-
ology. Hum. Mol. Genet. 14(2), 171–181 (2005) 

2. Adourian, A., Jennings, E., Balasubramanian, R., Hines, W.M., Damian, D., Plasterer, 
T.N., Clish, C.B., Stroobant, P., McBurney, R., Verheij, E.R., Bobeldijk, I., van der Greef, 
J., Lindberg, J., Kenne, K., Andersson, U., Hellmold, H., Nilsson, K., Salter, H., Schuppe-
Koistinen, I.: Correlation Network Analysis for Data Integration and Biomarker Selection. 
Mol. Biosyst. 4, 249–259 (2008) 

3. Li, C., Li, H.: Network-Constrained Regularization and Variable Selection for Analysis of 
Genomic Data. Bioinformatics 24, 1175–1182 (2008) 

4. Godzik, A., Jambon, M., Friedberg, I.: Computational Protein Function Prediction: Are 
We Making Progress? Cell Mol. Life Sci. 64, 2505–2511 (2007) 

5. Mellor, J.C., Yanai, I., Clodfelter, K.H., Mintseris, J., DeLisi, C.: Predictome: A Database 
of Putative Functional Links between Proteins. Nucleic Acids Res. 30, 306–309 (2002) 

6. von Mering, C., Jensen, L.J., Kuhn, M., Chaffron, S., Doerks, T., Krüger, B., Snel, B., 
Bork, P.: String 7–Recent Developments in the Integration and Prediction of Protein Inter-
actions. Nucleic Acids Res. 35, 358–362 (2007) 

7. De Las Rivas, J., de Luis, A.: Interactome Data and Databases: Different Types of Protein 
Interaction. Comp. Funct. Genomics. 5, 173–178 (2004) 

8. Galperin, M.Y.: The Molecular Biology Database Collection: 2008 Update. Nucleic Acids 
Res. 36, 2–4 (2008) 

9. Marcotte, E., Date, S.: Exploiting Big Biology: Integrating Large-Scale Biological Data for 
Function Inference. Brief. Bioinform. 2, 363–374 (2001) 

10. Mathivanan, S., Periaswamy, B., Gandhi, T.K.B., Kandasamy, K., Suresh, S., Mohmood, 
R., Ramachandra, Y.L., Pandey, A.: An Evaluation of Human Protein-Protein Interaction 
Data in the Public Domain. BMC Bioinformatics 7(suppl. 5) (2006) 

11. Rigaut, G., Shevchenko, A., Rutz, B., Wilm, M., Mann, M., Seraphin, B.: A Generic Pro-
tein Purification Method for Protein Complex Characterization and Proteome Exploration. 
Nat. Biotechnol. 17, 1030–1032 (1999) 

12. Fields, S., Song, O.: A Novel Genetic System to Detect Protein-Protein Interactions. Na-
ture 340, 245–246 (1989) 

13. Kaganman, I.: Fretting for a More Detailed Interactome. Nat. Methods 4, 112–113 (2007) 
14. Bader, G.D., Hogue, C.W.V.: Analyzing Yeast Protein-Protein Interaction Data Obtained 

from Different Sources. Nat. Biotechnol. 20, 991–997 (2002) 
15. Collins, S.R., Kemmeren, P., Zhao, X.-C., Greenblatt, J.F., Spencer, F., Holstege, F.C.P., 

Weissman, J.S., Krogan, N.J.: Toward a Comprehensive Atlas of the Physical Interactome 
of Saccharomyces Cerevisiae. Mol. Cell Proteomics. 6, 439–450 (2007) 

16. Futschik, M.E., Chaurasia, G., Herzel, H.: Comparison of Human Protein-Protein Interac-
tion Maps. Bioinformatics 23, 605–611 (2007) 

17. Hart, G.T., Lee, I., Marcotte, E.R.: A High-Accuracy Consensus Map of Yeast Protein 
Complexes Reveals Modular Nature of Gene Essentiality. BMC Bioinformatics 8, 236 
(2007) 

18. Huttenhower, C., Troyanskaya, O.G.: Assessing the Functional Structure of Genomic 
Data. Bioinformatics 24, 330–338 (2008) 

19. Beyer, A., Bandyopadhyay, S., Ideker, T.: Integrating Physical and Genetic Maps: From 
Genomes to Interaction Networks. Nat. Rev. Genet. 8, 699–710 (2007) 



44 K. James, A. Wipat, and J. Hallinan 

20. Hallinan, J.S., Wipat, A.: Motifs and Modules in Fractured Functional Yeast Networks. In: 
IEEE Symposium on Computational Intelligence and Bioinformatics and Computational 
Biology (CIBCB 2007), pp. 189–196 (2007) 

21. Lee, I., Date, S.V., Adai, A.T., Marcotte, E.M.: A Probabilistic Functional Network of 
Yeast Genes. Science 306, 1555–1558 (2004) 

22. Koehler, J., Baumbach, J., Taubert, J., Specht, M., Skusa, A., Rüegg, A., Rawlings, C., 
Verrier, P., Philippi, S.: Graph-Based Analysis and Visualization of Experimental Results 
with Ondex. Bioinformatics 22, 1383–1390 (2006) 

23. Liu, Y., Kim, I., Zhao, H.: Protein Interaction Predictions from Diverse Sources. Drug 
Discov. Today 13, 409–416 (2008) 

24. Asthana, S., King, O.D., Gibbons, F.D., Roth, F.P.: Predicting Protein Complex Member-
ship Using Probabilistic Network Reliability. Genome Res. 14, 1170–1175 (2004) 

25. Bader, G.D., Hogue, C.W.V.: An Automated Method for Finding Molecular Complexes in 
Large Protein Interaction Networks. BMC Bioinformatics 4, 2 (2003) 

26. Brun, C., Herrmann, C., Guenoche, A.: Clustering Proteins from Interaction Networks for 
the Prediction of Cellular Functions. BMC Bioinformatics 5, 95 (2004) 

27. Chua, H.N., Sung, W.-K., Wong, L.: Using Indirect Protein Interactions for the Prediction 
of Gene Ontology Functions. BMC Bioinformatics 8(suppl. 4) (2007) 

28. Karaoz, U., Murali, T.M., Letovsky, S., Zheng, Y., Ding, C., Cantor, C.R., Kasif, S.: 
Whole-Genome Annotation by Using Evidence Integration in Functional-Linkage Net-
works. Proc. Natl. Acad. Sci. U. S. A. 101, 2888–2893 (2004) 

29. Clauset, A., Moore, C., Newman, M.E.J.: Hierarchical Structure and the Prediction of 
Missing Links in Networks. Nature 453, 98–101 (2008) 

30. Gilchrist, M.A., Salter, L.A., Wagner, A.: A Statistical Framework for Combining and In-
terpreting Proteomic Datasets. Bioinformatics 20, 689–700 (2004) 

31. Myers, C.L., Troyanskaya, O.G.: Context-Sensitive Data Integration and Prediction of 
Biological Networks. Bioinformatics 23, 2322–2330 (2007) 

32. Li, J., Li, X., Su, H., Chen, H., Galbraith, D.W.: A Framework of Integrating Gene Rela-
tions from Heterogeneous Data Sources: An Experiment on Arabidopsis Thaliana. Bioin-
formatics 22, 2037–2043 (2006) 

33. Yellaboina, S., Goyal, K., Mande, S.C.: Inferring Genome-Wide Functional Linkages in E. 
Coli by Combining Improved Genome Context Methods: Comparison with High-
Throughput Experimental Data. Genome Res. 17, 527–535 (2007) 

34. Deng, M., Chen, T., Sun, F.: An Integrated Probabilistic Model for Functional Prediction 
of Proteins. J. Comput. Biol. 11, 463–475 (2004) 

35. Jaimovich, A., Elidan, G., Margalit, H., Friedman, N.: Towards an Integrated Protein-
Protein Interaction Network: A Relational Markov Network Approach. J. Comput. 
Biol. 13, 145–164 (2006) 

36. Chen, Y., Xu, D.: Global Protein Function Annotation through Mining Genome-Scale 
Data in Yeast Saccharomyces Cerevisiae. Nucleic Acids Res. 32, 6414–6424 (2004) 

37. Kiemer, L., Costa, S., Ueffing, M., Cesareni, G.: Wi-Phi: A Weighted Yeast Interactome 
Enriched for Direct Physical Interactions. Proteomics 7, 932–943 (2007) 

38. Guan, Y., Myers, C.L., Lu, R., Lemischka, I.R., Bult, C.J., Troyanskaya, O.G.: A Ge-
nomewide Functional Network for the Laboratory Mouse. PLoS Comput. Biol. 4 (2008) 

39. Kim, W.K., Krumpelman, C., Marcotte, E.M.: Inferring Mouse Gene Functions from Ge-
nomic-Scale Data Using a Combined Functional Network/Classification Strategy. Genome 
Biol. 9(suppl. 1) (2008) 

40. Kann, M.G.: Protein Interactions and Disease: Computational Approaches to Uncover the 
Etiology of Diseases. Brief Bioinform. 8, 333–346 (2007) 



 Integration of Full-Coverage Probabilistic Functional Networks 45 

41. Geisler-Lee, J., O’Toole, N., Ammar, R., Provart, N.J., Millar, A.H., Geisler, M.: A Pre-
dicted Interactome for Arabidopsis. Plant Physiol. 145, 317–329 (2007) 

42. Lin, X., Liu, M., Chen, X.-w.: Protein-Protein Interaction Prediction and Assessment from 
Model Organisms. In: BIBM 2008: Proceedings of the 2008 IEEE International Confer-
ence on Bioinformatics and Biomedicine, pp. 187–192 (2008) 

43. Mrowka, R., Patzak, A., Herzel, H.: Is There a Bias in Proteome Research? Genome 
Res. 11, 1971–1973 (2001) 

44. Tanay, A., Sharan, R., Kupiec, M., Shamir, R.: Revealing Modularity and Organization in 
the Yeast Molecular Network by Integrated Analysis of Highly Heterogeneous Ge-
nomewide Data. Proc. Natl. Acad. Sci. U. S. A. 101, 2981–2986 (2004) 

45. Myers, C.L., Barrett, D.R., Hibbs, M.A., Huttenhower, C., Troyanskaya, O.G.: Finding 
Function: Evaluation Methods for Functional Genomic Data. BMC Genomics 7, 187 
(2006) 

46. Chen, J., Hsu, W., Lee, M.L., Ng, S.-K.: Discovering Reliable Protein Interactions from 
High-Throughput Experimental Data Using Network Topology. Artif. Intell. Med. 35, 37–
47 (2005) 

47. Chen, J., Hsu, W., Lee, M.L., Ng, S.-K.: Increasing Confidence of Protein Interactomes 
Using Network Topological Metrics. Bioinformatics 22, 1998–2004 (2006) 

48. Lee, I., Li, Z., Marcotte, E.M.: An Improved, Bias-Reduced Probabilistic Functional Gene 
Network of Baker’s Yeast, Saccharomyces Cerevisiae. PLoS ONE 2 (2007) 

49. Ashburner, M., Ball, C.A., Blake, J.A., Botstein, D., Butler, H., Cherry, J.M., Davis, A.P., 
Dolinski, K., Dwight, S.S., Eppig, J.T., Harris, M.A., Hill, D.P., Issel-Tarver, L., Kasar-
skis, A., Lewis, S., Matese, J.C., Richardson, J.E., Ringwald, M., Rubin, G.M., Sherlock, 
G.: Gene Ontology: Tool for the Unification of Biology. The Gene Ontology Consortium. 
Nat. Genet. 25, 25–29 (2000) 

50. Guo, Z., Li, Y., Gong, X., Yao, C., Ma, W., Wang, D., Li, Y., Zhu, J., Zhang, M., Yang, 
D., Wang, J.: Edge-Based Scoring and Searching Method for Identifying Condition-
Responsive Protein-Protein Interaction Sub-Network. Bioinformatics 23, 2121–2128 
(2007) 

51. Li, Y., Ma, W., Guo, Z., Yang, D., Wang, D., Zhang, M., Zhu, J., Li, Y.: Characterizing 
Proteins with Finer Functions: A Case Study for Translational Functions of Yeast Proteins. 
In: Bioinformatics and Biomedical Engineering, 2007. ICBBE 2007 pp. 141–144 (2007) 

52. Wodak, S.J., Pu, S., Vlasblom, J., Seraphin, B.: Challenges and Rewards of Interaction 
Proteomics. Mol. Cell Proteomics 8, 3–18 (2009) 

53. Blackburn, E.H.: Switching and Signaling at the Telomere. Cell 106, 661–673 (2001) 
54. Sozou, P.D., Kirkwood, T.B.: A Stochastic Model of Cell Replicative Senescence Based 

on Telomere Shortening, Oxidative Stress, and Somatic Mutations in Nuclear and Mito-
chon-drial DNA. J. Theor. Biol. 213, 573–586 (2001) 

55. Stark, C., Breitkreutz, B.-J., Reguly, T., Boucher, L., Breitkreutz, A., Tyers, M.: Biogrid: 
A General Repository for Interaction Datasets. Nucleic Acids Res. 34, 535–539 (2006) 

56. Reguly, T., Breitkreutz, A., Boucher, L., Breitkreutz, B.-J., Hon, G.C., Myers, C.L., Par-
sons, A., Friesen, H., Oughtred, R., Tong, A., Stark, C., Ho, Y., Botstein, D., Andrews, B., 
Boone, C., Troyanskya, O.G., Ideker, T., Dolinski, K., Batada, N.N., Tyers, M.: Compre-
hensive Curation and Analysis of Global Interaction Networks in Saccharomyces Cere-
visiae. J. Biol. 5, 11 (2006) 

57. Kanehisa, M., Goto, S.: KEGG: Kyoto Encyclopedia of Genes and Genomes. Nucleic Ac-
ids Res. 28, 27–30 (2000) 

 



46 K. James, A. Wipat, and J. Hallinan 

58. Dwight, S.S., Harris, M.A., Dolinski, K., Ball, C.A., Binkley, G., Christie, K.R., Fisk, 
D.G., Issel-Tarver, L., Schroeder, M., Sherlock, G., Sethuraman, A., Weng, S., Botstein, 
D., Cherry, J.M.: Saccharomyces Genome Database (SGD) Provides Secondary Gene An-
notation Using the Gene Ontology (GO). Nucleic Acids Res. 30, 69–72 (2002) 

59. Linghu, B., Snitkin, E.S., Holloway, D.T., Gustafson, A.M., Xia, Y., DeLisi, C.: High-
Precision High-Coverage Functional Inference from Integrated Data Sources. BMC Bioin-
formatics 9, 119 (2008) 

60. Hanley, J.A., McNeil, B.J.: The Meaning and Use of the Area under a Receiver Operating 
Characteristic (ROC) Curve. Radiology 143, 29–36 (1982) 

61. Henderson, A.R.: Assessing Test Accuracy and Its Clinical Consequences: A Primer for 
Receiver Operating Characteristic Curve Analysis. Ann. Clin. Biochem. 30(Pt 6), 521–539 
(1993) 

62. Enright, A.J., Van Dongen, S., Ouzounis, C.A.: An Efficient Algorithm for Large-Scale 
Detection of Protein Families. Nucleic Acids Res. 30, 1575–1584 (2002) 

63. Tetko, I.V., Brauner, B., Dunger-Kaltenbach, I., Frishman, G., Montrone, C., Fobo, G., 
Ruepp, A., Antonov, A.V., Surmeli, D., Mewes, H.-W.: MIPS Bacterial Genomes Func-
tional Annotation Benchmark Dataset. Bioinformatics 21, 2520–2521 (2005) 

64. Kirkwood, T.: Ageing: Too Fast by Mistake. Nature 444, 1015–1017 (2006) 
 



OpenFlyData: The Way to Go for Biological
Data Integration

Jun Zhao, Alistair Miles, Graham Klyne, and David Shotton

Department of Zoology, University of Oxford
South Parks Road, Oxford, OX3 1PS, UK

{jun.zhao,alistair.miles,graham.klyne,david.shotton}@zoo.ox.ac.uk

Abstract. Although many applications have attempted to provide inte-
grative access to distributed datasets, domain scientists largely continue
to harvest research data in a conventional way, by consulting each re-
source independently, because such applications do not fully meet users’
needs. This paper describes OpenFlyData (http://openflydata.org/),
a simple user-led service providing Drosophila researchers with integrated
access to distributed information. This is an exemplar lightweight solu-
tion to the problems of data integration, in which accurate and explicit
data modelling enables high precision information retrieval.

Keywords: data integration, user-led, life science, semantic web.

1 Introduction

Bringing data together from different data sources is a necessary yet time-
consuming activity for many areas of biology, not least the developmental bi-
ology of the fruit fly (Drosophila melanogaster). Where and when a given gene
is expressed in the organism provide important clues as to the possible role
of that gene in development. For each gene, there may be many types of evi-
dence which need to be combined to give an overall picture from which insights
can be drawn. For Drosophila, these include data from microarray experiments,
such as those stored in the FlyAtlas database [4]; and images and annotations
from in situ hybridisation experiments, such as those in the Berkeley Drosophila
Genome Project (BDGP) database for Drosophila embryos [14] and the FlyTED
database for Drosophila testis [2,7]; and FlyBase [15], the central Drosophila ge-
netics database which provides trustworthy central information resource.

Several projects, such as FlyMine [8], provide one-stop access to diverse life
science datasets through a centralized data warehouse approach. Customised
specifically for data on Drosophila and Anopheles, FlyMine provides a collection
of easy-to-use template queries and a powerful query builder facility, allowing
users to construct arbitrary queries over the FlyMine data model. However, this
query builder interface tends to be too generic to use for many biologists without
an informatics background and it is impossible to curate and publish all exper-
imental data in one such central location. Alternative data linking approaches
reduce the effort required for maintaining a central data repository [6,12,13].
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Examples include Bio2RDF [1], workflow approaches such as Taverna [9] and
BioMoby [17], and the Semantic Web Pipes project [10].

In the FlyWeb Project1, we have adopted elements of the above approaches
to create OpenFlyData2, developing a simple Web interface for data integration
and a set of lightweight services that could be reused to create new applications.

2 Building the OpenFlyData Software System

We built a Web-based system based on a loosely coupled architecture. This
enabled us to use existing tools, to combine tools developed for simple tasks
to build newer, more complex applications, and to switch software components
given changing needs. We used Semantic Web standards and technologies to
promote interoperability of the data resources and tools we publish and to lower
the cost of development. To deploy a flexible data model across distributed data
resources, we used the Resource Description Framework (RDF) to represent our
dataset and Unique Resource Identifiers (URI) to identify each unique resource.
To provide a standard, programmatic access to our data sources, we publish our
RDF datasets through SPARQL endpoints, allowing data to be programmati-
cally accessed via SPARQL [5,11], and used OWL to represent data schemas.

2.1 System Architecture

We use the Web as our platform, which is an environment that is familiar to
biologists and can be accessed using a standard Web browser from any operating
system. The client browser renders HTML pages that provide the main interface,
while JavaScript and AJAX provide user interactivity, through a Drosophila-
specific user interface ‘FlyUI’3 (see Figure 1), implemented using the Yahoo!
User Interface Library YUI4.

We build this rich AJAX client using a widget pattern. A widget implements a
specific task, e.g., retrieving information from a data source or mapping different
gene names. The main functionalities of a widget are to receive users’ interaction
events and control responses to these events, such as initialising a query to a data
source in response to a query string entered by the user, organizing query results
as a data model object when being notified the completion of the query, or pre-
senting the result data model to the browser when query completes. Information
is retrieved from each data source using SPARQL queries. The coordination of
widget(s) is controlled by an application (see Figure 1).

To provide SPARQL access to each data source, we used an off-the-shelf Jena
TDB RDF store5 and its SPARQL protocol implementation Joseki6 for initial
1 http://flyweb.info
2 http://openflydata.org
3 http://code.google.com/p/flyui/
4 http://developer.yahoo.com/yui/
5 http://jena.sourceforge.net/TDB/
6 http://www.joseki.org/
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Fig. 1. Schematic view of the OpenFlyData architecture

prototypes. However, because Joseki does not support fine-grained control over
the SPARQL service, we built SPARQLite7, a simple SPARQL servlet, to provide
more configurable and robust public SPARQL services. SPARQLite enables us
to make our data sources programmatically available through HTTP/Restful
SPARQL endpoints that receive HTTP GET or POST requests containing the
SPARQL queries to be evaluated, and return results in JSON (Javascript Object
Notation) or RDF/XML formats. At the time of writing, to maintain quality of
service, we limit the capability of SPARQLite: We place a ceiling on the number
of results returned for each query; we return results in JSON format only for
SELECT and ASK queries and in RDF/XML format only for CONSTRUCT and
DESCRIBE queries; we disallow queries containing variable predicates, “filter”
clauses and unbound variables; and we limit the maximum number of requests
sent from any one source to five in any one second.

2.2 Data Management

The data resources integrated by the OpenFlyData applications are FlyBase,
FlyTED, BDGP and FlyAtlas, which are highly heterogeneous. FlyBase is used
solely to provide the gene name information that enables us to link together the
three gene expression data resources.

To provide SPARQL endpoints for these heterogeneous data sources, there
were two main options. We could either (i) convert each source data to RDF,
then cache the data into an RDF store that can be accessed using a SPARQL
query engine; or (ii) re-write SPARQL queries into the native query language of
the source data (e.g. SQL), enabling them to be evaluated against the data in
their native form. The latter approach is more desirable if the source data have
a high churn rate. However, experience with query rewriting over a copy of the
BDGP relational database using the D2R server [3] showed that this approach
7 http://code.google.com/p/sparqlite/

http://code.google.com/p/sparqlite/
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did not scale well if the query result was large. Since the update rate of our data
sources is sufficiently low (∼monthly), we opted to set up native RDF stores for
all the datasets, transforming data from the four sources into RDF and making
them accessible via four SPARQL endpoints (Figure 1).

To generate RDF data from the relational FlyBase and BDGP databases,
we used the D2RQ relational-to-RDF mapping language8 and D2R toolkits to
generate the RDF data in N-Triples [3]. The FlyBase gene nomenclature dataset
comprises approx. 10 million triples, and no scalability problems were encoun-
tered, the dump executing in approximately 15 minutes. For FlyAtlas, whose
data can be downloaded as an Excel spreadsheet, we wrote a small Python
script to convert this spreadsheet file and the related Affymetrix’s annotation
table9 (as a CSV file) into N-Triple format. For the relational FlyTED database,
we adapted software previously developed [18] to convert OAI-PMH [16] (a pro-
tocol for metadata harvesting) output to an RDF dump. We chose to represent
the original data model for each resource as an OWL ontology, so that we could
capture our understanding about each source data through explicit, re-usable
documentation in a common language. All the scripts, RDF data and OWL
schemas are available at http://openflydata.org.

3 Semantic Interoperability

It is important that a scientific data retrieval application provides high precision
and recall. Missing or invalid results may lead to false conclusions, and can be
costly in wasted time and effort. Therefore, it was essential to provide accurate
mappings between the data identifiers used by different data sources.

For Drosophila data, FlyBase provides a common point of reference for gene
names. It defines a unique symbol (e.g. “schuy”), full name (e.g. “schumacher-
levy”) and annotation symbol (e.g. “CG17736”) for each gene. It also provide its
own unique FlyBase identifier for each gene which is independent of the other
names, e.g. “FBgn0036925”. In addition, FlyBase curates a list of all synonyms
found for each gene in the published literature.

Both BDGP and FlyAtlas had already established mapping from their gene
names to those used in FlyBase. BDGP associates each of the gene products
localized in in situ experiments with gene annotation symbols and synonyms
imported from FlyBase, including the FlyBase gene identifiers (“FBgn...”). Fly-
Atlas uses Affymetrix microarray probe identifiers (e.g. “1616608 a at”) to iden-
tify its genes; the mapping of these identifiers to FlyBase gene identifiers (e.g.
“FBgn0001128”) is published by Affymetrix as an annotation table specific for
each particular Affymetrix microarray.

The mapping from the names used in FlyTED to FlyBase gene identifiers
was achieved as part of the FlyWeb project. We first automatically produced a
mapping of the 833 probe names used in FlyTED to FlyBase ids, by querying
FlyBase using the FlyTED names. We analysed the mapping result and identified
8 http://www.wiwiss.fu-berlin.de/suhl/bizer/d2rq/spec/
9 http://flyatlas.org/drosophila_2.na23.annot.csv
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67 probes mapped to no or more than one FlyBase ids. We presented these results
to the FlyTED biologists, who manually corrected the ambiguous names. Only
one probe remained being mapped to no flybase gene. We finally stored these
relationships as part of the FlyTED RDF dataset.

To evaluate the gene name mapping, we tested the accuracy of the SPARQL
queries to the FlyTED RDF store and the FlyTED gene expression search ser-
vice. To test the SPARQl queries to the FlyTED store, we created three sets of
test cases to test that the 44 probes with no mapping FlyBase genes are now
mapped to correct FlyBase ids; that the 22 probes mapped to more than one
FlyBase genes are now uniquely mapped to one FlyBase gene; and that the 17
pairs of FlyTED probes are now uniquely mapped to one FlyBase id after the
typos and outdated gene names were fixed. To test the service, we created test
data for four different genes to query for FlyTED in situ images by any name of
these genes and the service returned accurate FlyBase gene ids, FlyTED probe
names and images for these genes.

4 The OpenFlyData Application

By the time of writing, the main user-facing application we developed10, provides
the ability to cross search gene expression information using a Drosophila gene
name or synonym. This application first resolves any ambiguity in the gene
name, and then retrieves three different types of evidence regarding the spatial
(i.e. the expression location) and temporal (e.g. the development stages during
embryogenesis) expression of a given gene (Fig. 2).

The gene name is first disambiguated using the FlyBase RDF dataset:

– If the search gene name matches only a single FlyBase gene, for example,
“schuy” matching only “FBgn0036925”, then “FBgn0036925” is used auto-
matically to trigger a search for microarray expression data from FlyAtlas
and for images of in situ hybridisation from BDGP and FlyTED.

– If the search gene name is ambiguous, matching more than one gene in
FlyBase, then all possible matching gene names are displayed in a list, and
the user can select one of the possible gene matches. Selecting a gene name
will then trigger a search for data from FlyAtlas, BDGP and FlyTED relating
only to that gene, thus ensuring both high precision and high recall of results.

Once a gene name has been selected, three queries are sent concurrently to the
three additional data sources to retrieve quantitative gene expression information
and images relating to that gene:

– Using the Affymetrix mapping data within our FlyAtlas RDF store, probes
matching the selected gene are found. The FlyAtlas expression data for the
matching probes are retrieved, and presented as a table in the left of Figure 2,
showing mRNA expression levels in different tissues of adult D. melanogaster
and linking each matching probe to its full description at www.flyatlas.org.

10 http://openflydata.org/flyui-20081210-FM2-RC4/build/apps/expression

mashup/

www.flyatlas.org
http://openflydata.org/flyui-20081210-FM2-RC4/build/apps/expressionmashup/
http://openflydata.org/flyui-20081210-FM2-RC4/build/apps/expressionmashup/
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Fig. 2. Cross search for Drosophila gene expression information

– Each FlyTED matching image depicting gene expression in Drosophila testis
is displayed as a thumbnail, with a small caption indicating which strain (geno-
type) the image depicts, and with a link back to the corresponding full-size im-
age and metadata record at www.fly-ted.org.

– Each image fromBDGPdepictinggene expression inDrosophila embryos isdis-
played as a thumbnail, with a link to the full size image. The images are grouped
by stage of embryogenesis, as they are at http://www.fruitfly.org/,
and expression pattern annotations are also displayed.

Our intension is to build user-facing applications that are as intuitive and easy
to use as possible, being self-explanatory and requiring no initial training or
specialist technical knowledge. In the gene expression mashup, three types of
data for the selected gene can be retrieved and displayed side-by-side, facilitating
quick comparison and validation of the gene expression information about a gene.
Users are not required or expected to write any SPARQL queries, a distinctive
feature compared with many other semantic web data integration applications.

This relatively simple mashup was chosen as the first application of Open-
FlyData because it was most urgently needed by our biologists collaborators
and its straightforward requirement enabled us to focus on solving the technical
challenges (such as the gene name mapping and the quality of SPARQL service)
for building a user-facing semantic web application.

The application in Figure 2 demonstrates the feasibility of combining our
lightweight services to create new applications: the full application has been

www.fly-ted.org
http://www.fruitfly.org/
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built by combining four specific widgets, each undertaking a single task. Fur-
thermore, since the release of the gene expression mashup, we have developed
new applications, building upon these four widgets, allowing scientists to batch
search gene expression information from the three data sources and to retrieve a
collection of genes sharing the same gene expression profile and their expression
information11. This further proves the feasibility of re-using such lightweight
services in alternative ways for building presently unforseen applications.

5 Conclusion

We have presented our approach for building OpenFlyData, a simple cross-
database search service for Drosophila gene expression information, and have
demonstrated the feasibility of supporting life science data integration using such
a loosely coupled software architecture and off-the-shelf Semantic Web tools.

Our user-led approach with rapid prototyping guaranteed that we built an
application addressing real user needs. The high precision achieved for our gene
name mapping could not have been achieved without our close working rela-
tionship with Drosophila researchers. The Drosophila researchers to whom we
have demonstrated OpenFlyData have very much liked the simple and straight-
forward user interface, and have been helpful in suggesting new functionalities
that we might implement, including aggregating results for genes having similar
gene expression patterns and providing links to the scientific literature reporting
genes with particular expressions.

We have been very encouraged by the scalability and reliability of the state-of-
the-art Semantic Web tools and technologies. The biggest scalability problem we
encountered initially was when trying to stream large SPARQL query results, a
feature now well supported by the latest version of Jena TDB. Our SPARQLite
implementation enabled us to develop fine-grained control of SPARQL query
policies implemented for our SPARQL endpoints, thereby avoiding quality-of-
service problems that might otherwise have arisen.
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Abstract. Levels of curation across biological databases are widely rec-
ognized as being highly variable, depending on provenance and type. In
spite of ambiguous quality, searches against biological sources, such as
those for sequence homology, remain a frontline strategy for biomedical
scientists studying molecular data. In the following, we investigate the ac-
cessibility of well-curated data retrieved from explorative queries across
multiple sources. We present the architecture and design of a lightweight
data integration platform conducible to graph-theoretic analysis. Us-
ing data collected via this framework, we examine the reachability of
evidence-supported annotations across triangulated sources in the face of
uncertainty, using a simple random sampling model oriented around fault
tolerance. We characterize the accessibility of high-quality data from un-
certain queries and levels of redundancy across data sources and find
that generally encountering non-experimentally verified annotations are
nearly as likely as encountering experimentally verified annotations, with
the exception of a group of proteins whose link structure is dominated by
experimental evidence. Finally, we discuss the prospect of determining
overall accessibility of relevant information based on metadata about a
query and its results.

1 Introduction

With the abundance of biological information available in nearly hundreds-to-
thousands of sources, many biologists rely on triangulated approaches to answer
questions or explore data. For example, to investigate the link between an as-yet
obscure gene and some pathology, a scientist may search for known protein-
protein interaction data of homologous sequences, or look up pathway informa-
tion on similar genes in other, closely-related species. At an even more basic
level, gene annotation, one of the most vital steps in studying a new genome or
maintaining a current one, often necessitates the use of multiple sources of infor-
mation [1]. In a case such as that above, where there is a considerable amount of
uncertainty regarding the quality or trustworthiness of data being retrieved or
analyzed, it often falls to the individual scientists’ experience to determine how
confident they are with a conclusion. In light of the ever-increasing volumes of
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biological data queued for review, the manual effort required to both integrate,
analyze and especially curate information has become Herculean in both size
and importance. Indeed, recent research suggests that this task is impossible,
manually [2].

Calls for automated and semi-automated data integration methods and tech-
niques in biology have not fallen on deaf ears and many systems have been
developed to address the needs of biologists whose research demands the use
of multiple, heterogeneous, biological information sources. Integrative resources
have become important query, management and analysis tools for scientists, and
automated approaches to integration have helped to alleviate manual efforts in
data curation. Many data integration systems even serve as analytical platforms
for functional characterization, among other things [3,4,5,6].

Most computationally-based annotation systems follow the general pattern
of examining various sources of data or analyses to arrive at some conclusion
to functional annotation that then must be curated manually. Unfortunately,
the amount of data that requires human inspection and curation grows propor-
tionally to the amount of data that is integrated and analyzed. This problem
is particularly stark in protein function assignment where out-of-date, poorly-
curated or computer-determined annotations populate data sources, which in
turn transitively encourages incorrect annotations to new proteins [7]. Another
problem then arises in this case – how best to gauge confidence in the correctness
of functional assignments, given that the sources from which they are derived
are of variable quality. Integrative methods that provide biological information
as well as an estimate of how much their assertions can be trusted may become
invaluable in prioritizing scientists’ attentions.

In the following work, we explore this problem in the context of functional
annotation, a biological task that is, by nature, fraught with uncertainty. Us-
ing explorative queries of protein sequences against cross-linked data sources,
we determine the likelihood that well-curated data is reached in an attempt to
reproduce how an annotator, human or machine, may assign protein function.
We describe the architecture of the lightweight, path-based federated data inte-
gration system used to collect our data, whose results generate a query graph of
cross-referencing entities.

Next, we present a fault tolerance-based model of measuring the resiliency of
a query with respect to well-curated data; we apply this to paths from a protein
sequence query to experimentally-derived (per evidence codes) Gene Ontology1

(GO) terms as a test case. We examine the properties of the results in terms of the
likelihood of reaching high-quality data, and test the effect that unavailability of
various sources may have on the overall results. We then examine characteristics
of query graphs that imply a higher chance of encountering trustworthy data in
the face of ambiguity.

It is important to highlight that the focus of this work is not the development
of a method that identifies specific query results as better than others; rather, we
attempt to ascertain the accessibility of experimentally-determined information

1 http://www.geneontology.org
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across biological data sources, which may then have implications on any analyses
done on the data thereafter. Previous research in evaluating data integration
systems and data of questionable value has primarily focused on identifying
individual and specific high-quality information amongst many results. At a
fundamental level, the premise of this research is to model the quality of query
results in general, as well as estimating the difficulty in differentiating between
high- and low-quality data.

2 Related Work

There has been considerable work done in the past towards developing and op-
timizing data integration systems that exploit the graph structure of interlinked
queries to mine data or analyze paths, although to our knowledge there are few,
if any, that examine the graph in its entirety for the purposes of evaluating the
overall quality of a query and the associated general reachability of high-quality
data.

Among prior research that does deal with mining data from integrated bio-
logical sources, the work by Cohen-Boulakia, et al. with BioGuide, Lacroix et al.
with BioNavigator and our previous work with BioMediator, stand out as the
most comparable in terms of the data integration approach taken [8,9,10,11].
These systems rely on path-based querying over a graphical representation of
the results, accomodate a browsing mode for exploratory queries and use ex-
plicit mappings of predefined entities to multiple sources for increased flexibility,
all of which we use in the implementation described later.

Independent of the architecture, work by Lacroix, et al. leveraged graph statis-
tics such as path length and cardinality to devise efficient query search plans and
paths [12]. This research is related to our own, in that general characteristics
of the graph are studied, although our work differs as we try to characterize
overall result quality and reachability, as opposed to overall expected result vol-
ume or path rank. Relatedley, Detwiler et al., developed the BioRank system,
which used data provenance to rank integrated data by relevance [13]; and Louie
et al. use a random sampling model to determine individual node belief prob-
abilities, although they found that the prime utility of the beliefs were to rank
results within the same query, and not a measure of the overall absolute quality
of the data retrieved [14]. The problem we attempt to address, the question of
overall accessibility of curated data in the face of noisy biological databases, is
complementary to this.

In regards to research on the reliability and tolerance of networks to failure,
there has been extensive work on both theoretical and naturally-occuring graphs.
Albert, et al., for instance, demonstrate the robustness of scale-free networks
against random failure when compared to binomial networks, and Amaral, et
al. showed that neural connectivity follows this pattern [15,16]; Cohen, et al.
studied the resilience of the Internet to random breakdown using percolation
theory by incrementally increasing the rate of failure, an approach similar to the
one we take here [17]; and Searls found that database schemata and software
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dependency at least partially display robustness against failure [18]. Our work
adopts this paradigm of connectivity as applied to measuring access to curated
data amongst integrated biological sources.

Finally, a similar area of research to our own is the field of scientific work-
flow modeling and representation. Workflow systems such as Taverna [19] allow
scientists to visually compose pipelines of actions upon input data to produce
result outputs. From a structural standpoint, our integration system represents
data in a similar manner, and its operation can be described as a very basic
workflow execution system where actionable tasks are limited to only protein
sequence queries and joins. However, whereas many workflow systems have been
adapted and designed to track provenance [20], for our system and experiments
described below, we omit most considerations for evidence that may be available
in the graphs, reachability excluded.

3 Methods

3.1 Data Integration for Exploring Graphical Models

We developed the MIQAPS framework (for “Multisource Intergrated Queries
Against Protein Sequences”, prounounced mai-kaps) as a query, integration and
retrieval engine for exploratory queries. Using MIQAPS, it is possible to query
using a protein sequence and retrieve similarity-based results across different
heterogeneous resources, a practice that is amongst the most basic of needs in
modern molecular biology laboratories.

Relying on a general-purpose data integration engine2, MIQAPS is similar
to BioMediator in architecture, with some notable operational differences, the
largest of which are that it was designed to be extremely lightweight and low-
overhead (core codebase is ≈ 2900 lines of Python), and supports caching within
a relational database, via PostgreSQL3. Its scaled, extensible architecture allows
for easy coupling with other systems or components, and for our work we joined
MIQAPS with a graph analysis engine4 so that results from queries in MIQAPS
are automatically mapped onto a manipulable graph for examination. This al-
lowed us to conduct reachability experiments on a query graph of results.

A query is executed in the following manner: a client seeds a sequence query to
the browser in the form of an entity-attribute-value tuple, e.g., (ProteinSequence-
Query, Sequence, “MRWAQ...”), valid types of which are enumerated within the
schema. The schema is frame-based, and thus hierarchical, and attributes of a
parent are automatically inherited by a child entity (e.g. ProteinSequenceQuery
ISA Query). The browser communicates with the data directory, which performs
a look-up within the source catalogue of the data sources to determine, given
the tuple, which may be queried. The data directory manages the individual
interfaces to each data source (denoted by DB x in Figure 1), which are mod-
ularized and separate from the core engine and whose translation from source
2 PyDI, http://pydi.sourceforge.net
3 http://www.postgresql.org
4 NetworkX, http://networkx.lanl.gov
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Fig. 1. Architecture of the MIQAPS system (1a); arrows denote information flow be-
tween the various components (dotted indicates a non-required interaction). 1b is an
example of the query-expansion mechanism; a query is seeded with some sequence
(top), and expanded to the first set of sources (solid arrows); results from these sources
are then expanded via references to the next set (dashed arrows), and so on. This may
continue until further expansion is not possible.
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Fig. 2. The above shows the data sources (in grey, dotted boxes), associated classes
(ellipses), cross-links (arrows) and cardinalities (arrow labels) for the integrated data
retrieval system. Queries begin on the left, with the Seed source, and are expanded
rightward.

to MIQAPS is declared in the schema in the form of mappings. Data that is
returned may themselves be queryable, and thus continued querying of results
amounts to sequential joins across numerous databases. Once translated by the
data directory into materialized schema entities, attributes and relations, results
are sent back to the browser in the form of a query graph G = (V, E), where
nodes V represent individual data records mapped to entities in the schema, and
E ⊂ {V × V } the directed relations between those entities. Note that given this



60 E. Cadag, P. Tarczy-Hornoch, and P.J. Myler

structure, there is a path from the seeded query to all other nodes; that is, all
nodes are reachable from the initiating query.

Outlined in Figure 2 are the linkage relationships from the schema we used to
represent our graphs with respect to GO terms, represented in the figure as the
right-most source-entity combination, AmiGO5 / HierarchicalTerm. Note that
query graphs generated by this schema are acyclic. The behavior of the query
graph retaining paths to GO terms despite a range of node and source unavail-
ability or removal is our primary interest, and so all sources lead to AmiGO.
There are also a number of sources which link to other non-AmiGO sources that
we include to model the effects of redundancy that occur naturally in biological
databases that cross-reference one another.

3.2 A Fault Tolerance Model over Arbitrary Query Graphs

For a query graph G seeded with a protein sequence and generated using the
data integration methods described above, we are now interested in how well
connectivity holds from a seed node s ∈ V to any GO term t ∈ V . Below, we
describe the method used to estimate the reachability of t from s, or s � t,6

under arbitrary conditions using random sampling.
Let R ∈ V represent the set of nodes for which we want to test reachability

from s (R may be the set of experimentally-validated data, for instance), and l a
specified failure rate – the probability that any random node n ∈ V \ (R∪ {s})7
is unavailable, whereupon n and edges entering and leaving n are removed from
G, recursively. This model emulates instances where a data record did not return
as expected, due to source downtime, retrieval processing problems or errors of
omission on the part of the scientist. We denote the event of removing nodes as
inducing node failure F . Then we define the probability that any node t ∈ R
retains a path from s after F as:

p(G, R, l) ≡ P (s � t|Fl). (1)

The algorithm in Figure 3 executes the recursive node removal process using
random and repeated simulations, thus generating an approximation of the prob-
ability expressed in (1).

Extending (1) to all possible failure rates and taking the area under the re-
sulting curve gives the fault tolerance of a graph G given arbitrary nodes R with
respect to l. Formally, we express the fault tolerance, τ , of a query graph by:

τ(G, R) =
∫ ∞

−∞
p(G, R, l)dl. (2)

5 http://amigo.geneontology.org
6 Where s � t denotes that a transitive path exists from s to t.
7 Where A \ B ≡ {x ∈ A|x /∈ B}.
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Input: G = (V, E) with initial query s ∈ V , targets R ⊂ V , simulations i ∈ Z
+, failure rate

l = (0, 1)
Result: tolerance value r = (0, 1) for G, R w.r.t. failure rate l
m ← []1
for iteration j, i times do2

H = (V ′, E′) ← G, S ← R3
// Sample random nodes for removal (excluding the provided targets and seed)

for |V ′| ∗ l times do V ′ ← V ′ \ sample(V ′ \ (R ∪ {s}))4
for t ∈ S do5

if ¬(s � t) in H then S ← S \ {t}6
end7

mj ← |S|
|R|8

end9
return (

∑
k mk)/i10

Fig. 3. Sampling procedure used to approximate p(G,R, l) with respect to target nodes
R, in query graph G, at a failure rate l; applying this with l = (0.0, ..., 1.0) yields
τ ≈ 1

|l| ·
∑

k∈l p(G, R, k).

Note that as p(G, R, l) defines a probability function, τ(G, R) is bounded from
below by 0 and above by 1. In practical terms, one can imagine τ as the prob-
ability that an annotator, following links from biological data source to data
source and who may choose to abandon a path or select one path over another,
will reach any term within a pre-specified set of GO terms R.

We denote the tolerance curve of our query graphs hereafter as τexp, with the
above R the set of experimentally-determined GO terms. It is also desirable to
generate the random tolerance curve τrdm(G, N), where N ⊂ V \ {s} and |N | =
|R|, with the latter property used when in comparison with τexp. Calculation
of τrdm would proceed in a similar way as τexp with the exception that nodes
in N may be chosen randomly and at each iteration. Furthermore, we allow
the possibility that nodes in R and any given N may overlap. The random
tolerance curve provides a baseline level of average reachability for G with which
to compare against the experimental tolerance curve, and N may be set to a
specific set of nodes in a particular domain, e.g., such as when comparing well-
curated GO terms, R, against poorly curated ones, placed in N .

In the context of integrated biological data sources, this allows us to measure
how well-curated data is connected to an original query via any number of paths
and links of questionable relevancy. For example, data that is known a priori to
be of higher-quality that retains reachability from s in the face of random failure,
while at the same time lower-quality data loses reachability, suggests a query in
which one can assign a reasonable level of confidence that sound results can be
easily separated from unsupported results. On the other hand, graphs where
lower-quality data retains reachability from the query better than high-quality
data imply that separating the “wheat from the chaff” may involve a great deal
of effort. As we use a method based on simple random sampling, we can easily
adapt to examining subparts of a query graph, such as inducing failure only
upon nodes that originate from a particular source; this enables us to explore
the effects of data reachability in the face of specific source unavailability (a
situation not uncommon for federated data integration systems) or omission.
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3.3 Estimating Tolerance of Biological Queries for High-Quality
Data

We apply the model formalized in Section 3.2 to query graphs generated by
MIQAPS. For this purpose, we randomly selected a small number of UniProt
accessions from the Gene Ontology Annotation Database8 (GOA) UniProt which
contained GO annotations made on the basis of experimental evidence, as out-
lined via GO evidence codes9 in GOA (e.g., ‘EXP’, ‘IGI’). GO codes annotated
in this fashion were considered to be experimentally verified, while all others
(e.g., ‘ISS’, ‘TAS’) were nominally treated as not experimentally validated (non-
verified). Thus, within an actual query and for evaluation purposes a GO term
may be labeled as experimental, as determined by GOA, even if the associated
evidence code in the query graph itself is not experimental.

We identified 104 proteins whose annotations included experimental codes,
and which returned GO terms when queried using MIQAPS. Per Figure 2, we
relied on seven different data sources to reach GO terms from our initial sequence
query. The sources selected are well-known biological repositories searchable via
protein sequence, and provide coverage over several different biological domains:

• Genes, Proteins: EntrezGene10, EntrezProtein (via BLAST )11, BioCyc12 ,
KEGG13

• Pathways: BioCyc, KEGG
• Domains, Families: TIGRFAM 14, InterPro15

• Structural data: PDB16

Caveats to the approach described above include the possible confounder that
annotations linked from one of the sources MIQAPS covers contains GO terms
transitively assigned from GOA UniProt. We attempted to mitigate this by nat-
urally excluding UniProt from our list of sources above; unfortunately, this prob-
lem is difficult to avoid when dealing with protein annotations across databases
that are often referenced to curate other databases. Additionally, though we
treated GOA-determined experimental GO terms as our evaluation standard
and the sole measure of high-quality data, other GO terms may be equally valid
annotations, though not experimentally verified according to GOA.

Because estimation of (1) is based on a simple random sampling approach
that requires a large number of simulations, we tested for the optimum choice
of simulations that was not overly time-expensive but still converged on a value
for τ . Using 11 randomly-selected proteins from our set of 104, we found that
8 http://www.ebi.ac.uk/GOA
9 GO evidence codes at http://www.geneontology.org/GO.evidence.shtml

10 http://www.ncbi.nlm.nih.gov/sites/entrez?db=gene
11 http://blast.ncbi.nlm.nih.gov/Blast.cgi
12 http://biocyc.org
13 http://www.genome.jp/kegg
14 http://www.jcvi.org/cms/research/projects/tigrfams
15 http://www.ebi.ac.uk/interpro
16 http://www.rcsb.org/pdb
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Fig. 4. Based on 11 randomly selected queries, convergence of the fault tolerance mea-
sure τ started at approximately 10 000 simulations

on average convergence began at approximately 10 000 simulations (see Figure
4); this was thus the value we used for i in running the algorithm in Figure 3.

In addition to comparing the behavior of the tolerance curves and fault tol-
erance values τexp and τrdm in the form of τexp−rdm = τexp − τrdm, we also
examined general graph statistics, such as the number of nodes and edges, the
radius, the number of nodes originating from each source and the number of rec-
ognized a priori experimental GO terms, among others. We further obtained the
probability that a GO term t is experimentally verified, given that there exists
a node from a non-AmiGO source I which has a path to t, i.e., P (t ∈ R|I � t);
this was readily-calculable from the query graphs themselves.

4 Results

Using the methods described in sections 3.2 and 3.3, we generated the τexp and
τrdm curves for each of our 104 sample proteins. Overall, we found that the τ
value was greater for the experimental GO terms than random GO terms in
60.5% of the cases, which implies that curated and verified annotation data will
tend to be referenced more often in data sources than non-verified annotations.
On closer detail, however, there was notable variety in how well an individual
query was connected to a GO term through the data sources; values for τexp

ranged from 0.348 to as high as 0.882, and τrdm 0.348 to 0.790. Figure 5 shows
four different tolerance curves from the test set, representative of the curves
generated overall; τexp ranges from extremely tolerant against node failure to
slightly-worse than the proportional failure rate.

The variation is made clearer when the average curves of τexp and τrdm are
compared across all 104 proteins (see Figure 6). The average difference between
the two curves is only marginal, although τexp is significantly more varied towards
the upper end. A possible explanation for this is that there are a minority of
proteins where the curation toward experimentally verified results has been more
thoroughly propagated throughout many of the data sources, and so there are
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(a) greater tolerance (b) less tolerance

(c) equal tolerance (d) partial tolerance

Fig. 5. Selected archetypal tolerance curves (τexp) for experimentally-validated Gene
Ontology terms compared to non-experimental (τrdm)

Fig. 6. Average tolerances and standard deviations between experimental GO terms
and random GO terms

numerous paths to the term from the query. In this group, even with as high as
a 50% node failure rate across the query graph, a number of experimental GO
terms remain reasonably reachable. For other proteins, however, it is difficult to
discern the experimentally verified GO terms from others based on data source
cross-linking alone.
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Table 1. Top 10 and bottom 10 in τexp−rdm; proteins where the experimental GO
terms are likely to stand out are from mammalian proteomes, or have been reviewed

Accession τexp−rdm Species Reviewed?

Q9JIL4 0.249 M. musculus ×
Q49IK6 0.242 D. rerio
P46195 0.225 B. taurus ×
O88379 0.199 M. musculus ×
Q61176 0.184 M. musculus ×
O55081 0.175 R. norvegicus ×
P55209 0.173 H. sapiens ×
Q14AC4 0.165 M. musculus
Q10176 0.154 S. pombe ×
A2A602 0.148 M. musculus

Q2KT22 -0.194 D. rerio
Q19328 -0.192 C. elegans
Q8AY90 -0.183 D. rerio
Q6AY80 -0.178 R. norvegicus ×
A4FVK4 -0.175 D. rerio
P46974 -0.142 S. cerevisiae ×
P91621 -0.127 D. melanogaster ×
Q24133 -0.111 D. melanogaster ×
B3DFT2 -0.104 D. rerio
Q7JLC3 -0.093 C. elegans

To explore this further, we examined the graph statistics of the top 10 and
bottom 10 query graphs, as sorted by τexp−rdm in Table 1. Interestingly, the
query graphs where τexp−rdm is greatest were smaller than those where τexp−rdm

were least, in terms of absolute number of edges and in ratio to the number of
nodes (2.80 edges/node versus 2.34); the queries where the experimental results
were most accessible were less connected than those where the experimental
terms were indistinguishable from random terms, path-wise.

In terms of biological relevance, we found that the queries with a large τexp−rdm

tended to be entries in UniProt that were reviewed (70%), half of which originating
from the mouse proteome. Conversely, queries where τexp−rdm were most negative
were more likely not to be reviewed (40%), and come from a more phylogenetically
diverse list of organisms. As the mouse model is commonly used in biomedical re-
search, the greater likelihood of arriving at an experimentally-based conclusion in
the former is not surprising. Indeed, high τexp−rdm queries contained more experi-
mental GO terms in their query results than low τexp−rdm queries, although there
was no strong correlation between τexp−rdm and the number of experimental GO
terms among the 104 queries overall.

In addition to having fewer nodes and edges, the top 10 experimental queries
also had a smaller number of average incoming edges to AmiGO terms, specif-
ically 2-3.65 versus 3-5. At first glance this may seem counterintuitive, but a
possible explanation may be that these protein and those similar to it occupy
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Table 2. Average query graph tolerances for experimental Gene Ontology terms with
source-targeted node failure, and likelihoods that a term is experimentally-derived,
given that a source has a path to it

Data source (I) Exp. GO terms (τexp) Rand. GO terms (τrdm) P (t ∈ R|I � t)

BioCyc 1.000 0.966 0.052
EntrezGene 0.710 0.729 0.164
InterPro 0.999 0.994 0.101
KEGG 1.000 0.994 0.167
PDB 0.998 0.969 0.053
TIGRFAM 0.993 0.994 0.070

a desirable position for highlighting experimental evidence – a balanced trade-
off between redundancy and coverage where high-quality data is dominant and
likely to be encountered, and is not drowned out by the presence of other in-
formation. Results thus far have been in the case of random failure – that is,
any node from any source having a fractional l chance being lost, much like how
an annotator may miss or choose to ignore pursuing links while characterizing
a protein. We were also interested in omissions of entire sources, as well, and
the effect that may have on reaching supportive annotation data. To this end,
we “knocked out” each of the sources that link to GO terms individually along
the same linear failure rate l = (0.0, ..., 1.0) and reviewed the effects incremental
loss of individual sources had on tolerance.

Table 2 shows the results of individual source unavailability; τ is significantly
higher in these instances as we only remove a single source at a time, and the
rest of the query graph remains untouched. It immediately stands out that in the
case of all but one of the sources (EntrezGene), the query graphs generally retain
connectivity to GO terms, both random and experimental; loss of EntrezGene
reduces τ significantly. However, EntrezGene nodes constitute on average 43%
of the nodes in the query graphs that link to GO terms, yet have an impact of
only 27-29% when removed, suggestive of considerable redundancy and overlap
amongst the sources collectively.

Examining the probabilities that a source will lead to an experimental GO
term, given that it leads to any GO term, provides additional information in
regards to the overlapping coverage between the databases. For example, P (t ∈
R|I � t) is higher in KEGG than in EntrezGene, yet incrementally remov-
ing KEGG decreases the likelihood of encountering random, non-experimental
terms, whereas the reverse is true for EntrezGene. A hypothesis to explain this
occurrence may be that as a source, KEGG is likelier to reference GO terms to
which other sources already link, and thus is useful for redundant coverage, but
is less effective at uncovering novel, experimental data. EntrezGene, on the other
hand, appears to be a rich source for experimental GO terms, and although it
had relatively few links to GO terms by comparison to make a signficant impact,
TIGRFAM possibly shares similar attributes.
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Finally, we compared the overall graph structure of query graphs with well-
known graph structures of similar composition – namely, binomial (Erdös-Rényi)
graphs, and power law graphs – with the intent to measure how graphs built from
cross-references of disparate sources compare in resiliency to other graphical
models. The representations of the canonical graphs were generated such that
the node and edge counts, likelihood of edges between nodes and size |N | were
similar to our query graph averages. Seed nodes in these graphs were simulated
by randomly selecting a node in the center of the graph, and random nodes on
the periphery were chosen as our ersatz “GO terms.” (see Figure 7).

Fig. 7. Comparison of the random tolerance curve from query graphs, to the tolerance
of similarly-composed power law and Erdös-Rényi graphs. Above, τrdm = 0.601, τpow =
0.553 and τerg = 0.406.

Not surprisingly, binomial graphs lost connectivity to the peripheral nodes
rapidly, as edges were formed independently and the formation of strongly-
connected clusters or hubs was unlikely (incidentally, a number of individual
query graphs appeared to follow this model as well). At the opposite end of
the spectrum, the power law graph maintains resiliency over the average query
graph for l ≤ 0.45 before it is overtaken. This is an interesting finding, as it
suggests that some query graphs appear to have properties of resilience equal
to or greater than that of power law or scale-free networks. We are, however,
reticient to generalize the resiliency of query graphs beyond the narrow seed-to-
term focus we provide here as the sources and references we use are specifically
geared towards forming paths to a targeted set of nodes.

5 Discussion

In this work, we developed a simple model to measure with what relative like-
lihood an ambiguous protein query can reach relevant experimental data for
annotation purposes, and developed a system to test the reachability of GO
terms across multiple data sources from the query. Our working hypothesis was
that experimentally verified, high-quality information would be reachable from



68 E. Cadag, P. Tarczy-Hornoch, and P.J. Myler

a query through many more paths than non-verified information in the space of
integrated biological data sources.

What we found, however, was that an annotating scientist relying purely
on sequence-based searches is almost as likely to find redundant evidence for
non-experimentally-derived terms for protein function as experimental. This is
not to say that non-experimentally-derived information is categorically less rel-
evant when compared to one that is experimentally-derived; rather, that there
are non-trivial challenges to unearthing strongly-corroborated data amongst the
multitudes of biological information available, even when queries are triangu-
lated from multiple sources. We speculate that reasons for these unanticipated
findings, in addition to those we outline specifically in our results, are generally
related to the inherent nature of the data, sources and domain we tested. When
curation level varies for a single protein, so too may the curation of others whose
annotations are influenced by that protein.

Our exploratory study used well-curated GOA annotations as a gold standard.
However, many ad hoc computational approaches to protein annotation do not
go beyond basic searches of one or two data sources, and there is a danger that
many trustworthy, verifiable annotations are ignored or never considered in face
of the abundance of data that populate many biological resources. Part of our
results indicated that when compared to power law networks, schemata and
queries designed for specific retrieval of annotation terms can exhibit surprising
robustness, as it pertains to the narrow focus of protein annotation terms. Our
findings suggest, however, that this robustness may be a double-edged sword, as
validated information may be buried beneath volumes of other data.

In order to accomplish more thorough queries of biological data manual
searches are insufficient, and automated approaches sorely needed. However,
these automated methods are liable to generate massive amounts of data that
must then be filtered and prioritized. While our results echo the conventional
wisdom that biological databases are rife with noise, we are encouraged to find
that there may be ways of estimating the amount of spurious information, and
thus provide an opportunity to prioritize tasks to those which likely need manual
review the most or least. Our findings showed that the queries most likely to
point to experimental, verified data more than non-verified shared some similar
graph characteristics, including graph sizes and term in-degrees within a certain
range. Graph metrics such as these may be amenable to principled approaches
to assigning a measure of confidence to the quality of data retrieved (e.g., τ ,
in our case); well-trained and noise-insensitive statistical methods may be able
to predict the overall trustworthiness of a result set based on the characteristics
and structure of the query graph. Furthermore, as it is generally known and reaf-
firmed in our findings, not all genomes and data sources contain information that
are necessarily experimentally verified at comparable rates, and biological data
integration systems that are sensitive to this may be able to greatly minimize
the amount of noise encountered when executing uncertain queries.

The application of these methods, as well as tests for how well fault tolerance-
based measures for predicting result uncertainty generalize beyond protein
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annotation data, are future work. Biomedicine is replete with examples of the need
for methods to help manage nebulous, overwhelming information from queries of
myriad sources. There is an opportunity even before the analysis of any individ-
ual result of a query to estimate the level of confidence for what is returned. This
knowledge may better help inform consumers of the data how the information
may best be used, analyzed and prioritized; an approach for measuring access to
trustworthy data and a framework for testing it is a first step.
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Abstract. Ontology-based annotations associate objects, such as genes and pro-
teins, with well-defined ontology concepts to semantically and uniformly  
describe object properties. Such annotation mappings are utilized in different 
applications and analysis studies whose results strongly depend on the quality 
of the used annotations. To study the quality of annotations we propose a ge-
neric evaluation approach considering the annotation generation methods 
(provenance) as well as the evolution of ontologies, object sources, and annota-
tions. Thus, it facilitates the identification of reliable annotations, e.g., for use in 
analysis applications. We evaluate our approach for functional protein annota-
tions in Ensembl and Swiss-Prot using the Gene Ontology. 

Keywords: annotation, evolution, quality. 

1   Introduction 

Ontologies and their application have become increasingly important especially in the 
life sciences. Typically, they are used to semantically describe or annotate properties 
of real world objects, such as genes and proteins. The associations between object 
descriptions and the elements (concepts) of an ontology form a so-called annotation 
mapping. For instance, the protein objects of Ensembl [11] and Swiss-Prot [3] are 
associated with concepts of the popular Gene Ontology [9] to describe the molecular 
functions and biological processes in which the proteins are involved. Annotation 
mappings are utilized in different analysis scenarios and applications. These include 
functional profiling of large datasets such as gene expression microarrays (e.g., [1,4]), 
network reconstruction and retrieval [7], or instance-based ontology matching [13].  

Computed results of these applications significantly depend on which annotations 
are used and hence rely on a good quality of the annotations, e.g., with respect to their 
correctness and completeness. A particularly important quality aspect is the stability 
of annotations since major changes in the annotation mappings may substantially 
influence or even invalidate earlier findings. This is potentially a major issue since 
annotation mappings change frequently, e.g., due to changes (additions, deletions, 
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modifications) in the underlying ontologies [10], objects and annotation associations. 
Furthermore, annotation quality is influenced by the method that has been used to 
create the annotation because it likely affects how biologically founded or reliable an 
annotation is. The relevance of the creation method is underlined by the increasing 
use of predefined evidence codes (EC) to classify functional annotations based on the 
Gene Ontology [8]. These evidence codes allow a distinction of whether annotations 
are experimentally founded, are based on author or curator statements or generated by 
automatic algorithms, e.g., data mining techniques or homology mappings. The evi-
dence codes represent provenance information (sometimes also called lineage1 [2,5]) 
that can be utilized by analysis applications to focus on specific annotation sets, e.g., 
manually curated or automatically generated annotations. 

For illustration, Figure 1 shows the evolution of selected functional protein annota-
tions in five succeeding Ensembl versions (v48-v52). The first annotation 
(ENSP00000344151, GO:0015808) was continuously available with unchanged evi-
dence code (IDA, inferred from direct assay) indicating a stable annotation. Con-
versely, the evidence code of the second annotation for protein ENSP00000230480 
has been changed from traceable author statement (TAS) over IDA to inferred from 
electronic annotation (IEA). Such a frequent revision of the provenance information 
indicates reduced reliability of the annotation. Furthermore, the last annotation  
(Figure 1, line 3) was temporarily absent also indicating a reduced stability. 

So far, the quality of annotation mappings w.r.t. their stability and provenance informa-
tion is largely unexplored despite their potential importance for many analysis applica-
tions. We therefore present and evaluate a general approach to analyze annotation  
mappings by taking their evolution and evidence information into account. To that end we 
first propose an evolution model for annotation mappings including change operators and 
quality measures (Section 2). The model captures ontology, instance and quality changes 
w.r.t. annotation changes. Based on the evolution model, we propose evolution-based 
quality measures to identify reliable annotations (Section 3). Finally, we evaluate our 
evolution model by comparatively analyzing the annotation evolution in two large life 
science annotation sources, namely Ensembl and Swiss-Prot (Section 4). In particular, we 
study typical annotation changes and classify current annotations by applying the pro-
posed assessment method. Section 5 discusses related work before we conclude. 

The analysis results and the proposed assessment method for annotations are ex-
pected to be valuable for users and applications of life science annotations. In particu-
lar, algorithms may utilize information of annotation history and annotation quality to 
derive more robust / reliable results. 

                                                           
1 We further use the term provenance to determine the original source of data. 

Instance ID Concept ID v48 v49 v50 v51 v52

ENSP00000344151 GO:0015808 (L-alanine transport) IDA IDA IDA IDA IDA
ENSP00000230480 GO:0005615 (extracellular space) TAS TAS IDA TAS IEA
ENSP00000352999 GO:0006915 (apoptosis) IDA - - - IDA  

Fig. 1. Evolution of functional protein annotations in Ensembl versions 
(v48-v52 = Dec.2007-Dec.2008) 
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2   Annotation Models  

The stability of annotation mappings is affected by the changes in the involved in-
stance (object) sources, ontologies and object-ontology associations. In the following 
we first introduce our model of annotation mappings including models for instance 
sources, ontologies and annotation quality. We will assume that annotations (object-
ontology associations) include several quality indicators whose values may be taken 
from predefined quality taxonomies. In Section 2.2 we will introduce our evolution 
model including change operators for instances, ontologies and annotations. Further-
more, measures are proposed in order to quantify the evolution of annotations. 

2.1   Annotation Mapping and Quality Models  

As usual in life sciences, we assume that ontologies and instance sources are ver-
sioned so that a specific version reflects a stable data snapshot from a specific point in 
time. The versioning scheme is assumed to be linear, i.e., a particular version vi has 
exactly one successor version vi+1 and one predecessor version vi-1. The latest (first) 
version form exceptions since no successor (predecessor) versions are available. 

As illustrated in Figure 2, annotation mappings interrelate a specific version of an 
instance source with a specific version of an ontology. Furthermore, annotation map-
pings can refer to common quality taxonomies to specify the quality of individual 
annotation associations by different criteria, e.g., provenance or stability. Before we 
define the details of annotation mappings we briefly introduce our models for instance 
sources and ontologies which are based on [10]. 

An instance source of version v is denoted by Iv = (I, t) consisting of a set of in-
stances I = {i1, …, in} and a release timestamp t. An instance item i of I is described 
by a set of attributes, e.g., name or current status. A special attribute called accession 
number identifies instance items unambiguously. Accession numbers are utilized to 
reference instance items within annotation mappings. 

An ontology ONv = (C, R, t) of version number v and release timestamp t consists 
of concepts C = {c1, …, cn} and relationships R = {r1, …, rm}. A concept c∈C  

Sk+1 

annotation
mapping
(Sk, Xi, Q, A)

annotation
mapping
(Sk, Yj, Q, A)

Xi+1 Yj+1

ontology
Xi = (Ci, Ri, ti )

ontology
Yj = (Cj, Rj, tj )

...

...

... ...

instance source
Sk = (Ik, tk )

quality taxonomies   
Q = (Q1,…,Qm)

 

Fig. 2. Model of instance sources, ontologies and annotation mappings with versioning and 
quality 
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comprises attributes for its detailed description, e.g., synonyms or a definition. An 
accession number is utilized for unambiguous identification of concepts and the obso-
lete status signals whether a concept is active or not within the ontology. Furthermore, 
concepts can be interconnected by directed relationships r = (c1, c2) ∈  R, e.g., is-a or 
part-of relationships. Overall, concepts C and relationships R form the graph structure 
of an ontology which is usually a directed acyclic graph (DAG) with root concepts 
(concepts of C that have no relationships to a super concept). 

An annotation mapping AM = (Iu, ONv, Q, A) associates an instance source version 
Iu with an ontology version ONv by a set of correspondences A. A single association 
or annotation a∈A is denoted by a = (i, c, {q}), i.e., an instance item i ∈  Iv is anno-
tated with an ontology concept c ∈  ONv and a set of quality indicators (ratings) {q}. 
The quality indicators {q} of annotations may be numerical values or come from pre-
defined quality taxonomies Q1,…,Qm∈Q. Quality taxonomies represent predefined 
criteria for uniform quality characterization, e.g., the evidence codes for provenance 
information or stability indicators. Note that for each quality taxonomy at most one 
quality indicator can be utilized in an annotation. Typically, the quality ratings of an 
annotation are specified when an annotation is first generated. However annotation 
ratings may be modified, as seen in the examples of Figure 1, e.g., when changed 
information about the annotation becomes available. 

A quality taxonomy representing a particular quality criterion consists of a set of 
predefined quality terms {q1, …, qn} which may be arranged in an is-a-like hierarchy. 
In the general case, a quality term q = (q’, type) of name q is defined by a type and an 
optional super term q’. Every quality term has exactly one parent term, if no parent 
term exists, the quality term is assumed to be the root of the quality taxonomy. Qual-
ity terms can be of two different types: instantiable and abstract. While instantiable 
quality terms are applicable for rating an annotation, abstract ones are not utilized in 
annotations, i.e., they only act as aggregation nodes within the taxonomy. For our 
study, we assume that quality taxonomies remain unchanged. 

We will utilize three different types of quality indicators to specify (1) provenance 
type, (2) stability and (3) age of annotations. First, for provenance information we 
utilize and analyze the existing Evidence Codes (EC) [8] for GO annotations which 
specify their generation method. Figure 3 shows the current EC quality taxonomy 
including different groups, in particular ‘Manually assigned’ (man), ‘Automatically 
assigned’ (auto) and ‘Obsolete’ (obs). Manually determined annotations are further 
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ExperimentalExperimental
((expexp))

AutomaticallyAutomatically
assignedassigned ((autoauto))

Manually assigned Manually assigned ((manman)) ObsoleteObsolete
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ComputationalComputational
Analysis (Analysis (compcomp))

AuthorAuthor Statement Statement 
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All ECsAll ECs

NASNAS NDND IGCIGCRCARCAEXPEXP

 

Fig. 3. Evidence Code Taxonomy 
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refined by the exp, auth, cur and comp groups. In contrast, auto annotations are un-
verified but have been generated by algorithms such as homology or keyword map-
pings. For stability and age, we do not directly use numerical values but map them 
into categorical terms of a quality taxonomy to simplify their use and evaluation. Our 
stability quality taxonomy consists of only two terms to differentiate stable and unsta-
ble annotations based on their evolution history. Our age quality taxonomy differenti-
ates between novel, middle and old annotations. Hence, an automatically generated, 
stable and middle-aged annotation between instance item i and ontology concept c 
can be described by a = (i,c,{IEA,stable,middle}). The introduced quality taxonomies 
will be used in our evaluation in Section 4. Note that the EC information is frequently 
available for GO annotations but has not yet been comparatively evaluated. Further-
more, to the best of our knowledge the stability and age of annotations has not yet 
been analyzed and utilized. 

In life sciences, annotation mapping versioning usually follows the versioning 
scheme of the instance source, i.e., a new instance source version possibly includes 
changed annotations as well as referring to some (current or older) versions of the 
respective ontologies. On the other hand, a new ontology version is generally not 
released with a new version of annotation mappings. Furthermore, succeeding ver-
sions of an instance source may refer to the same ontology version. 

2.2   Evolution Model 

We extend the evolution model for ontologies and mappings of [10] which is limited 
to simple addition and deletion changes. In order to study evolution in annotations in 
more detail, we introduce new change types and consider quality changes in annota-
tions as well as the influence of instance / ontology changes on annotations. 

Figure 4 summarizes the possible change operations for instances, ontologies and 
annotations in a simple taxonomy. For instance sources (object ≙ instance item) and 
ontologies (object ≙ ontology concept), we distinguish between the following  
operations: 

• add: addition of a new object 
• del: deletion of an existing object 
• toObs: marking an existing object as obsolete, i.e., the object becomes inactive 
• subs: substitution of an existing object by a new object 
• merge: merging of an object into an existing object 

For annotations we differentiate between the following change operations based on 
the operations for instance sources and ontologies: 

• add: addition of a new annotation 
• delann: deletion of an existing annotation 
• delont: deletion of an annotation caused by ontology concept change or delete 
• delins: deletion of an annotation caused by instance item change or delete 
• chgont: adaptation of an annotation caused by ontology concept change 
• chgins: adaptation of an annotation caused by instance item change 
• chgqual: change of the quality indicator of an annotation 
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Several dependencies exist between instance/ontology changes and annotation 
changes (see leadsTo dependencies in Figure 4) leading to a corresponding propaga-
tion of changes when ontologies and instances evolve. Deletions of ontology concepts 
and instances always lead to the removal of dependent annotations (delont, delins 
changes). Furthermore, a change (subs, merge, toObs) of an instance item or ontology 
concept may cause the deletion or adaptation of dependent annotations as described 
with the delins, delont, chgins and chgont operations. Besides these changes quality 
changes (chgqual), e.g., when an automatically generated annotation was later proved 
by an experiment, and conventional additions / deletions (add, delann) for annotations 
are distinguished. 

Figure 5 illustrates the various change operators by a rather comprehensive exam-
ple of annotation evolution. The example displays an evolution step between two 
versions for an instance source I (I1 I2), an ontology ON (ON1 ON2) and an annota-
tion mapping AM ((I1,ON1) (I2,ON2)). The table on the left summarizes the change 
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Fig. 5. Evolution example with possible change operations 
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Fig. 4. Effects of instance and ontology changes on annotations 
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operations resulting in the new versions for I, ON and AM, shown on the right of 
Figure 5. So the instance source as well as the ontology possess added (i6, c5) and 
deleted objects (i2, c4). For c2 a merge into concept c3 was performed and c4 has be-
come obsolete. Furthermore, i3 was replaced by the new instance item i5. As a result 
some annotations were adapted, e.g., (i1,c2) to (i1,c3) and (i3,c1) to (i5,c1), or deleted, 
e.g., (i2,c3) and (i4,c4). Moreover, (i1,c1) changed its quality from q1 to q3 in the new 
version. New annotations were also added: (i4,c5,q1) and (i4,c1,q4).  

2.3   Measures to Quantify Annotation Evolution and Changes 

For our evaluation, we will utilize several measures to quantitatively assess the evolu-
tion of life science annotations. In addition to some general cardinality and growth 
measures we want to specifically evaluate annotation changes such as the change 
propagations between instances/ontologies and annotations as well as changes in the 
quality of annotations. 

By using quality-specific statistics we can quantify how annotations with different 
quality indicators evolve over time, e.g., to discover which quality groups (annota-
tions with a particular quality q) changed heavily or remained almost stable in a pe-
riod p under review. For these purposes, we use the following measures:  

|Avi| number of annotations in version vi of an annotation mapping 
|Avi,q| number of annotations with quality q in version vi  

|Avi,q| / |Avi| 
relative share of annotations with quality q to the overall number 
of annotations in version vi 

Addvi,vj,q, Delvi,vj,q,Chgvi,vj,q 
number of added, deleted or changed annotations with quality q 
between version vi and vj  

Addp,q, Delp,q,Chgp,q 
number of added, deleted or changed annotations with quality q 
within an observation period p 

growthA,q,vi,vj =|Avj,q| / |Avi,q| 
growth rate of annotations with quality q between version vi  
and vj 

We further investigate the impact of instance/ontology changes on annotation 
changes. Since instance/ontology changes especially deletions, merges or substitu-
tions affect changes in annotations we propose measures that assess these influences 
w.r.t. a version change (vi  vj) or an observatio006E period (p): 

Chgont,Chgins  
number of annotations that have changed caused by a change of 
the referenced instance item or ontology concept 

Chgqual number of annotations that changed their quality 

Delont,Delins 
number of annotations that have been deleted caused by a change 
or a deletion of the referenced instance item or ontology concept 

3   Assessment of Annotation Stability 

In this section we propose a method to assess the stability of annotations based on 
their evolution history and changes in quality indicators. To assess the evolution his-
tory without considering quality criteria, we define the history h of an annotation 
a = (i,c)n of version vn :  

h((i,c)n) = ( (i,c)0, (i,c)1, …, (i,c)n ) | 0 ≤ i < n: (i,c)i  (i,c)i+1 
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So an annotation (i,c)i+1 in vi+1 has evolved from (i,c)i in vi, e.g., caused by an in-
stance merge or substitution (see change taxonomy in Figure 5), or remained un-
changed. The non-existence of an annotation in a version is denoted by a null value, 
e.g., after a deletion or before the first occurrence. The computation occurs with re-
spect to all versions of a predefined observation period p, e.g., the last year. Given the 
history h for an annotation a we can determine different measures for its evolution 
within an observation period p.  

First, the age of an annotation (in number of versions) is defined as  

• aage = (n-fo)+1  

where n is the number of the current version (vn) and fo denotes the number of the 
version (vfo) in which the annotation occurs for the first time within p. In addition, we 
count the number of versions in p in which an annotation appeared (apresent). Note that 
the counts ignore all versions of the annotation mapping before the first occurrence of 
an annotation. Based on aage and apresent we define a simple existence stability measure 
that evaluates the relative existence of a single annotation a: 

• stabexis(a) = apresent / aage 

To evaluate quality changes of annotations within p we use an extended history hQ 
of an annotation with respect to a quality indicator (e.g., provenance):  

hQ((i,c,q)n) = ( (i,c,q)0, (i,c,q)1, …, (i,c,q)n ) | 0 ≤ i < n: (i,c,q)i  (i,c,q)i+1 

The extended history hQ incorporates the values of the considered quality indicator 
w.r.t. a particular quality taxonomy Q. Note that the consideration of quality changes 
in an annotation history may only be useful for some quality criteria. For instance, we 
will focus on provenance changes in our evaluation, e.g., when the evidence code of 
an annotation is modified due to new experimental findings. We count quality 
changes by determining the number of versions in the history of a where a quality 
change occurred (achanged). Conversely, aunchanged specifies the number of versions 
without quality modification. Versions for which an annotation was temporarily miss-
ing are skipped in the change comparison of the quality indicator. 

Utilizing the counts we define a stability measure for quality stability as well as a 
combined stability for a single annotation a: 

• stabqual(a) = aunchanged / (aunchanged+achanged) 
• stabcomb(a) = min ( stabqual(a), stabexis(a) ) 

While stabqual assesses the frequency of quality changes of an annotation, the com-
bined stability measure stabcomb conservatively integrates stabexis and stabqual by calcu-
lating the minimum. Note that the proposed measures have a value range of [0,1]. 
Thereby, a low value signals instability. Perfect stability is achieved in case of 1, e.g., 
if an annotation is permanently present since its first occurrence (perfect existence 
stability) or possesses no quality changes (perfect quality stability). In our evaluation 
(Section 4) we will utilize these measures to classify annotations w.r.t. the two quality 
criteria age and stability discussed in Section 2.1. Particularly, we use a threshold 
criterion to map numerical stability values into corresponding terms of the stability 
taxonomy. 
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The example in Figure 6 illustrates the proposed measures for four annotations. An 

observation period with 5 versions of an annotation mapping (v0-v4) is considered. For 
each version the quality term of an annotation is displayed, an empty cell denotes the 
temporal non-existence of an annotation in the respective version. The four histories 
of (i1,c1,q1), (i2,c2,q1), (i3,c3,q3) and (i4,c4,q2) of version v4 exhibit different evolution 
characteristics. Annotation (i1,c1,q1) has been introduced in v0 (i.e., aage=5) and shows 
a perfect stability of 1 in stabexis as well as stabqual and thus also in stabcomb. By con-
trast, annotation (i2,c2,q1) of the same age possesses periods of temporal non-existence 
(v1,v2) resulting in a low existence stability of 0.6. Furthermore, (i3,c3,q3) is continu-
ously present in 4 versions of p but received two quality changes (q2 q1 q3). Hence, 
the quality and the combined stability are poor (0.33). The last annotation (i4,c4,q2) 
shows a perfect combined stability, however it is quite novel (aage=2) due to its first 
occurrence in version v3. 

4   Evaluation 

In our evaluation experiments we comparatively analyze the evolution of annotations 
in the two large annotation sources Ensembl [11] and Swiss-Prot [3] which annotate 
their proteins with concepts of the Gene Ontology [9]. We first analyze how the anno-
tations evolved for the different provenance types, i.e., different kinds of evidence 
codes, and how instance (protein) and ontology changes propagated to annotations. In 
Section 4.2, we additionally analyze the age and stability indicators of Section 3. 

4.1   Provenance Analysis  

For our study we use available Swiss-Prot and Ensembl versions between March 2004 
and December 2008. During this observation period Swiss-Prot (Ensembl) released 14 
(28) major versions, namely versions 43-56 (25-52). Both sources provide many func-
tional protein annotations for various species. Whereas Swiss-Prot primarily contains 
manually curated entries, Ensembl focuses on the automatic generation and integra-
tion of data. We consider the functional annotations of human proteins with the  
concepts of the Gene Ontology (GO) [9] which consists of the three sub ontologies 
‘biological process’, ‘molecular function’ and ‘cellular component’. In the following 
we do not differentiate between these sub-ontologies and treat GO as one ontology.  
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Fig. 6. History and measure results of four example annotations 
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Fig. 7. Evolution of annotations in different EC groups 
(a) Manually curated vs. automatically assigned (Ensembl) 
(b) “Subclasses” of manually-curated (Ensembl) 
(c) All annotations (Swiss-Prot) 

Note that Swiss-Prot always attempts to incorporate the current GO release whereas 
Ensembl often relies on older GO releases in several versions.  

Figure 7 shows how the number of GO annotations evolved for different evidence 
code groups of the EC taxonomy for Ensembl and Swiss-Prot, respectively. Figure 7(a) 
indicates that Ensembl is dominated by automatically assigned GO annotations (about 
78% of the 265,000 annotations in the last version). Furthermore, the growth in the 
number of automatically determined annotations is very high (factor 4.6 within the last 
four years). In addition, there is a substantial number of deletions between v40 to v42. By 
contrast, the manually curated annotations grew only modestly by a factor of 1.7. Figure 
7(b) shows the development for the manually determined annotations in more detail. 
We observe a strong increase for experimentally validated annotations (growthexp: 8.9) 
while author statement annotations increased only slightly (growthauth: 1.1). The number 
of curator and computational assigned annotations remained on a very low level. 

Figure 7(c) illustrates the evolution of annotations in Swiss-Prot which currently 
covers about 45,000 annotations, i.e., about six times less than Ensembl. In contrast to 
Ensembl, Swiss-Prot contains very few automatically generated annotations (1,440) 
which were recently introduced. The main part of Swiss-Prot annotations encom-
passes auth annotations (about 24,000 in v56). Note that their number is slightly  
decreasing since v51. The number of exp annotations has significantly increased 
(growthexp: 18.5) to about 16,000 at present. Overall, Swiss-Prot provides predomi-
nantly manually curated annotations that exhibit a continuous, stable evolution with-
out remarkable fluctuations. 

The table in Figure 8 summarizes the number of evolution operations that have been 
carried out since March 2004 in Swiss-Prot and Ensembl. To determine the changes we 
compared objects of different versions based on their accession numbers to generate 
sets of added or deleted objects. More complex changes such as the substitution or 
merge of proteins that may cause annotation changes (Chgins) or deletions (Delins) were 
identified with the help of evolution information provided by the source distributors. 
Particularly, Swiss-Prot offers web services to keep track of the protein history, e.g., 
accession number changes, while Ensembl logs change events between released ver-
sions, e.g., what proteins were replaced by others in a new version. Whereas the 
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exp 15,751 48.2% 1,830 10.0% 1,784 17.0% 25,979 6.6% 5,826 12.2% 7,575 3.6%
auth 11,307 34.6% 15,177 83.3% 7,350 70.0% 34,046 8.7% 16,381 34.3% 29,148 14.0%
cur 339 1.0% 65 0.4% 73 0.7% 6,362 1.6% 300 0.6% 6,318 3.0%
comp 3,730 11.4% 1,107 6.1% 1,214 11.6% 6,734 1.7% 5,720 12.0% 4,362 2.1%
auto 1,541 4.7% 35 0.2% 81 0.8% 316,979 80.9% 18,344 38.4% 157,632 75.6%
obs 0 0.0% 0 0.0% 0 0.0% 1,826 0.5% 1,234 2.6% 3,550 1.7%

sum

Del
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Fig. 9. Distribution of the operations add, change, delete in different EC groups in Ensembl and 
Swiss-Prot 

majority of changes are additions (60% in Ensembl, 53% in Swiss-Prot) there is a 
surprising number of deletions and changes, apparently influenced by some major 
reorganization such as introduction of new accession numbers. For example, in Swiss-
Prot about 30% of all evolution changes are annotation changes (Chg) which were 
primarily caused by instance changes keeping corresponding annotations alive instead 
of deleting them. By contrast, annotation changes in Ensembl are dominated by quality 
(here: EC code) changes. In both sources ontology changes only marginally influence 
changes on annotations. This is also influenced by the fact that annotations are admin-
istrated within the instance sources while ontologies are developed independently from 
the instances. Finally, the number of deletions is non-negligible in both sources espe-
cially in Ensembl where 32% of all changes are annotation deletions. 

We now analyze the distribution of the evolution operations add, change and de-
lete for the different EC groups, as summarized in Figure 9. In Swiss-Prot about one 
half of the additions are experimentally validated annotations and a third comprises 
auth annotations. By contrast, change (83%) and delete operations (70%) primarily 
occur for auth annotations indicating a rather high instability for this provenance type. 
On the other hand, Ensembl predominantly adds and deletes automatically generated 
annotations (81% and 75% of all adds/deletes, respectively). Annotation changes are 
distributed mainly over automatically assigned (38%) and author statement annota-
tions (34%). In summary, the evolution of existing annotations occurs primarily for 
auto and auth annotations. 

We further analyze provenance (EC) changes in more detail to see which new EC 
codes are chosen for improved annotation quality. The tables in Figure 10 aggregates 
EC changes in Swiss-Prot and Ensembl for versions since March 2004. Each cell 
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Fig. 8. Number (and percentage) of evolution operations aggregated over all versions in Swiss-
Prot (Sp) and Ensembl (E) 
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outlines how many annotations changed from one evidence code (rows) to another 
(columns). Note, that we aggregate changes into the EC groups exp, auth, cur, comp, 
auto and obs, e.g., changes from ISS to TAS are summarized in “from comp to auth” 
while changes from IPI to IDA are mapped into “from exp to exp”. We observe that, 
annotation changes in Swiss-Prot primarily (72%) occur for author statement (auth) 
annotations and that most new annotations (66%) are experimentally proved (exp). 
This shows the progress of annotation development in the recent years by increasingly 
using biologically proved annotations which are preferred over mere author state-
ments. In Ensembl, the vast amount of automatically generated annotations leads to a 
somewhat different picture. Only for the shares of two EC groups, auto and exp, there 
is an increase for the new EC codes compared to the original ones. All other EC types 
reduced their shares due to EC changes, especially auth annotations. Most EC 
changes occurred – in both directions – between auto and auth annotations indicating 
a high instability of these provenance categories. 

4.2   Age and Stability Analysis 

In addition to the evidence code (provenance) information, we now analyze the age 
and stability measures introduced in Section 3. This analysis occurs for the currently 
available annotations in the latest versions of Ensembl and Swiss-Prot. We compare 
these annotations with all versions in the last three years (p), i.e., we use the versions 
26-52 of Ensembl and versions 47-56 of Swiss-Prot. 

We map the age and stability values into quality taxonomies mentioned in Section 2. 
We differentiate three age groups: annotations that exist since half a year (novel), those 
that were generated between half and one and a half years ago (middle) and annotations 
that are older than one and a half years (old). For the stability criteria stabexis, stabqual and 
the combination stabcomb we use a minimum threshold of 0.9 for stable annotations; 
lower values indicate unstable annotations. Hence, a stable annotation must be present 
in at least 90% of the versions since its first occurrence and at most 10% quality (EC) 
changes can occur in the history of an annotation. Note, that we leave out all annotations 
with evidence code NR (not recorded) and ND (no biological data available) since 
these annotations provide no valuable information. 

Figure 11 displays the classification results of our method for both annotation 
sources. The 45,000 (263,000) annotations in Swiss-Prot (Ensembl) are classified 
using the three mentioned criteria: provenance (rows), age (columns) further sepa-
rated by the three stability criteria. White (grey) rows denote the number of  

 

 from / to exp auth cur comp auto Sum

exp 147 24 0 42 1 214 10%

auth 1,121 270 34 165 0 1,590 72%

cur 7 9 0 3 0 19 1%

comp 160 197 7 0 0 364 16%

auto 16 4 0 1 0 21 1%

Sum 1,451 504 41 211 1 2,208

66% 23% 2% 10% 0% 

from / to exp auth cur comp auto obs Sum

exp 896 413 11 1,259 2,966 3 5,548 13%
auth 1,592 798 73 1,038 11,901 23 15,425 35%
cur 21 27 0 16 182 0 246 1%

comp 1,280 1,206 26 0 3,101 0 5,613 13%
auto 3,311 10,169 228 2,329 0 116 16,153 37%
obs 79 391 9 12 725 0 1,216 3%

Sum 7,179 13,004 347 4,654 18,875 142 44,201
16% 29% 1% 11% 43% 0%  

Fig. 10. Evidence codes changes in Swiss-Prot (left) and Ensembl (right) 
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Fig. 11. Classification of annotations in Swiss-Prot and Ensembl by provenance, age and stabil-
ity; stab>0.9 (white), stab <= 0.9 (grey) 

annotations that lie above (beyond) the stability threshold. Swiss-Prot covers propor-
tionately more older annotations (72%) than Ensembl (49%). By contrast, the use of 
automatic annotations allows Ensembl a relative high share (24%) of young/novel 
annotations. Despite the high share of older annotations, only 4% of the Swiss-Prot 
annotations are classified as unstable compared to 13% in Ensembl (using stabcomb). 
In other words, Swiss-Prot (Ensembl) covers 96% (87%) stable annotations. 

Considering the three stability criteria one can recognize for both sources that nov-
el and middle aged annotations are rarely classified as unstable due to their short 
history compared to old annotations. Hence, we examine old annotations more pre-
cisely w.r.t. their stability. In Swiss-Prot the majority of unstable annotations is due to 
EC changes (stabqual, stabcomb) while relatively few annotations had an existence in-
stability. Most of the existentially unstable annotations (stabexis) are of type auth while 
the absolute majority of unstable Swiss-Prot annotations are of type exp. This is in 
accordance to our observations for EC changes (Figure 10) where many annotations 
changed to experimental proved annotations. Such instabilities for the current annota-
tions may thus be seen as a provenance improvement. In Ensembl the number of  
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unstable annotations is primarily caused by existential instability (stabexis) caused by 
temporal non-existence of annotations. The majority of unstable annotations occurs 
for auto (79%) and auth (12%) annotations confirming their high instability observed 
earlier. 

Our assessment approach seems especially valuable for annotation sources such as 
Ensembl containing many unverified annotations that are automatically generated. 
The approach allows the identification of reliable and less reliable annotations w.r.t. 
three significant criteria: age, provenance and stability. The used measures stabexis and 
stabqual constitute orthogonal methods providing different classification results. Users 
can thus filter a set of annotations, e.g., using only those annotations that existed for a 
longer time, are experimentally proved or do not show existence or provenance insta-
bilities. For example, one may consider annotations as reliable if they are stable with 
a middle or old age exhibiting a manual provenance. For these criteria, 34,179 
(36,790) annotations of Swiss-Prot (Ensembl) would qualify, i.e., 76% (14%) of all 
available annotations. Naturally, the selection of quality criteria and the correspond-
ing thresholds (e.g., for age or stability) are highly dependent on the application. So 
users could also be interested in novel or unstable annotations as these are under 
strong revision due to a high research interest. 

The last aspect underlines that annotation instability is not necessarily a negative 
feature but may indicate interesting objects or significant new biological findings. 
Conversely, a high stability may be observed for objects of little interest. The pro-
posed evaluation method allows the selection of either stable or unstable annotations 
and can thus meet the requirements of different applications and annotation use cases. 

5   Related Work 

Our work is related to the areas of ontology-based data quality and change manage-
ment which have received only little attention so far. The current work on change 
management mainly focuses on ontologies instead of annotations. There are several 
approaches that investigate ontology versioning [14,15], define change operations 
describing differences between two ontologies [17], and formalize the evolution proc-
ess [20,21]. Complementary, there are only few approaches analyzing the ontology 
evolution quantitatively [10,24]. In [10] we utilized a generic framework to study the 
evolution of existing ontologies and to quantify changes of annotation and ontology 
mappings. Our approach in this paper refines the proposed framework by capturing 
causes of mapping changes. Hence, we can quantify the changes that have been influ-
enced by ontology and instance changes (additions and deletions) and those resulting 
from provenance changes, whereas [10] only quantifies added and deleted mapping 
correspondences (annotations). Furthermore, we introduce and analyze several quality 
indicators of annotation in this paper. 

Data or information quality [19] has been primarily addressed in the context of da-
ta integration [16,18]. In life sciences, the quality of annotations especially Gene 
Ontology annotations including evidence codes has been studied in [6,12,22]. Particu-
larly, the case study in [6] assesses annotation quality by using quality-scores for ECs 
thereby the scores are intuitively defined by the authors. They show descriptive and 
comparative statistics w.r.t. the quality-scores and annotations in model eukaryotes. 
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Furthermore, [12] developed a method to estimate the error rate of curated sequence 
annotations for a particular evidence code (ISS). The approach utilizes the GOSeqLite 
database to compare annotations that were generated by sequence similarity vs. those 
that were not. In [22] the authors recommend the utilization of ECs as an indicator for 
their reliability. In addition, they show simple distribution statistics of annotations for 
three self-defined classes (homology-based, literature-based and others) and different 
species but do not examine the annotation evolution. In contrast to previous work on 
annotation quality, we propose a generic evolution model allowing a multidimen-
sional analysis of annotations w.r.t. different quality taxonomies (age, stability, prove-
nance). The model makes heavily use of quantified evolutionary changes on instance 
and ontology level but also includes annotation (quality) modifications. 

Like our work, [23] provides stability measures to rate correspondences of avail-
able mappings but is focused on ontology mappings interconnecting two ontologies. 
The idea behind this approach is to consider the correspondence stability in addition 
to the computed element similarity. Conversely, our approach in this paper focuses on 
annotation mappings and takes multiple quality taxonomies into account to specify 
and classify the quality of annotations. 

6   Conclusion and Future Work 

We propose a generic approach to estimate the quality of ontology-based annotations 
by taking their evolution history into account. The approach considers instance and 
ontology changes and their influence on annotation mappings. Our annotation model 
supports different quality measures, such as provenance, age, and stability and the use 
of quality taxonomies. For provenance information we utilize existent information on 
evidence codes. We propose different stability measures for annotations taking tem-
poral non-existence and provenance changes into account. Our approach can be used 
in different scenarios, e.g., by various analysis applications to filter ingoing annota-
tions and by annotation providers to improve their data quality, especially when they 
integrate annotations from other data sources. 

We applied our model-based approach in a comparative evaluation to study func-
tional protein annotations provided by two large life science annotation sources, namely 
Swiss-Prot and Ensembl. We observed that most annotation changes are additions of 
new annotations but there are also many changes and deletions of existing annotations. 
Most of the annotation changes are caused by instance changes or evidence code 
changes while ontology changes had a minor impact on existing annotations. We also 
observed that new experimental findings frequently cause the evidence code of existing 
annotations to be updated. The high instability was observed for automatically gener-
ated annotations (in Ensembl) and annotations based on author statements.  

We see several directions for future work. First, our annotation model can be ap-
plied for additional annotation data sets, e.g., for different species. Second, the pro-
posed approach can be utilized for enhancing instance-based matching techniques that 
heavily depend on the reliability of input annotations. Likewise, the quality of auto-
matically generated annotations can probably be improved when they are based on 
existing high quality annotations, e.g., to avoid verified annotations to be overwritten 
by automatically determined ones or to mark them as new when they are generated 
for the first time. 
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Abstract. Many tasks in bioinformatics require the comprehensive evaluation 
of different types of data, generally available in distributed and heterogeneous 
data sources. Several approaches, including federated databases, multi 
databases and mediator based systems, have been proposed to integrate data 
from multiple sources. Yet, data warehousing seams to be the most adequate 
when numerous data need to be integrated, efficiently processed, and mined 
comprehensively. To support biological interpretation of high-throughput gene 
lists, we previously developed GFINDer (Genome Functional INtegrated 
Discoverer, http://www.bioinformatics.polimi.it/GFINDer/), a web server that 
statistically analyzes and mines functional and phenotypic gene annotations 
sparsely available in numerous databanks to highlight annotation categories 
significantly enriched or depleted in the considered gene lists. GFINDer 
includes a data warehouse that integrates gene and protein annotations of 
several organisms expressed through various controlled terminologies and 
ontologies. Here, we describe GFINDer data warehouse and discuss the lessons 
learned in its construction and five-year maintenance and development. 

Keywords: GFINDer, biomolecular annotation integration, data warehousing. 

1   Introduction 

In bioinformatics and often in biomolecular research in general, many questions can 
be addressed only by analyzing different types of data comprehensively, in order to 
collect enough evidences to support obtained results. As an example, identification of 
the biomolecular phenomena involved in a specific biological condition usually 
requires evaluating several structural, functional and phenotypic annotations of the 
genes resulted differentially expressed in a high-throughput gene expression 
experiment testing the biological condition. Publicly accessible molecular biology 
databanks providing such gene annotations are continuously increasing in number 
(more than 1,150 in January 2009 [1]) and in coverage of the included biomolecular 
entities (e.g., genomic DNAs, genes, transcripts, proteins), as well as of their 
described structural and functional biomedical features (e.g., nucleotide or amino acid 
sequences; expression in different tissues; involvement in biological processes and 
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genetic disorders). Such databanks provide extremely valuable information to support 
the interpretation of experimental results (e.g., high-throughput lists of candidate 
relevant genes or proteins) and infer new biomedical knowledge. Yet, the information 
about a given biomolecular entity is often scattered across many different databanks: 
the nucleotide sequence of a gene may be stored in one databank, information about 
the expression of the gene may be stored in a second databank, the three-dimensional 
structure of its products may be stored in a third one, and data regarding interactions 
of the gene products with other proteins may be stored in a fourth databank. 
Combining information from multiple databanks is hence paramount for biomolecular 
investigation. Moreover, since different biomolecular databanks often contain 
redundant or overlapping information, integration of data they provide allows cross-
validation of the available data in order to identify mismatching information.  

Several approaches, including data warehousing (e.g., Biowarehouse [2]), multi 
databases (e.g., TAMBIS [3]), federated databases (e.g., DiscoveryLink [4]), information 
linkage (e.g., SOURCE [5]) and mediator based solutions (e.g., Biomediator [6]), have 
been proposed to integrate data from multiple sources. Yet, data warehousing seams to be 
the most adequate when the data to be integrated are numerous and off-line processing is 
required to efficiently and comprehensively mine the integrated data. This approach 
requires that information from the distributed databanks to be integrated are automatically 
retrieved and processed in order to create and maintain updated an integrated and 
consistent collection of originally distributed data. Besides several other bioinformatics 
applications, data warehousing has been used to build the backend of various 
bioinformatics tools and web systems, including those for gene ID list annotation and 
enrichment analysis [7], such as GFINDer [8]. 

2   GFINDer System and Data Warehouse 

In order to enable performing comprehensive evaluations of functional and phenotypic 
gene annotations sparsely available in numerous different databanks accessible via the 
Internet, we previously developed GFINDer (Genome Functional INtegrated Discoverer, 
http://www.bioinformatics.polimi.it/GFINDer/). It is a web server system that integrates 
genomic and proteomic annotations of user uploaded gene lists and allows performing 
their statistical analysis and mining aimed at highlighting those annotation categories that 
are significantly enriched or depleted in the uploaded gene lists. Towards this aim, 
GFINDer is implemented in a three-tier architecture (Figure 1) based on a multi-database 
data warehouse. In such architecture, independent and interconnected modules take 
advantage of several controlled terminologies and ontologies, which describe gene-related 
biomolecular processes, functions and phenotypes, stored in the data warehouse together 
with their associations with genes and proteins of several organisms. In particular, the 
architecture first tier, the multi-database data tier, is implemented in a MySQL relational 
DBMS server that manages system users and their data, all different genes, gene products 
and types of annotations integrated, and the generated data analysis results in three 
databases. The Master DB database maintains information about the web server users, 
their uploaded gene lists, and their accesses and navigation paths within the GFINDer 
system. Another database, MyGO DB, keeps information about the Gene Ontology (GO) 
structure [9] (i.e., GO terms and relationships between them); its schema resembles the  
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Fig. 1. Three-tier architecture of the GFINDer system 

database schema provided by the GO, extended for the inclusion of path-codes and levels 
of the GO terms within the ontology structure that we calculate on the basis of the GO 
provided data. A third database, GeneData DB, stores genes and gene products together 
with their annotations with many different controlled terminologies and ontologies. The 
conceptual schema of this integrated database was designed according to the approach of 
modeling individually the different types of data and annotations to be imported in the 
data warehouse, where such data are integrated by interconnecting all annotations 
imported from different sources to the genes and proteins they refer to by means of their 
provided IDs and cross-references. 

At time of writing in February 2009, GFINDer data warehouse stored a total of 
336,068 genes and 1,125,161 gene products of 14 organisms, including the most 
important model organisms, retrieved from Entrez Gene, Homologene and 
UniProt/Swiss-Prot databanks (Table 1), and 15 types of controlled annotations of 
such genes and proteins retrieved from 6 different biomolecular databanks (Table 2). 
Controlled annotations in GFINDer data warehouse regard biological processes, 
molecular functions, cellular components (provided by GO), biochemical pathways 
(by KEGG), protein families, domains and functional sites (by InterPro and Pfam), 
genetic disorders, phenotypes and phenotype locations (by OMIM), and descriptions 
of the gene expression in human anatomical systems, cellular types, developmental 
stages, and pathologies (by eVOC). Of each controlled terminology and ontology, 
Table 2 shows the total number of terms and annotations stored in the GFINDer data 
warehouse for the organisms in Table 1. 
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Table 1. Organisms and number of their genes and proteins in GFINDer data warehouse at 
GFINDer opening (3/2004) and after five years (2/2009) 

Specie 
Genes 

(3/2004) 
Genes

(2/2009)

Protein 
coding genes

(2/2009) 

Proteins 
(2/2009) 

Baker's yeast (Saccharomyces cerevisiae) - 6,200 5,880 28,939 
Barley (Hordeum vulgare) - 341 341 447 
Clawed frog  (Xenopus laevis) 4,091 12,940 12,271 28,804 
Cow (Bos taurus) 2,457 26,530 21,004 50,617 
Fission yeast (Schizosaccharomyces pombe) - 5,560 5,069 20,098 
Fruit fly (Drosophila melanogaster) 13,851 22,640 14,144 40,970 
Human (Homo sapiens) 33,330 40,130 24,682 312,161 
Mouse (Mus musculus) 49,718 61,889 34,629 243,334 
Nematode (Caenorhabditis elegans) 20,437 21,184 20,186 63,914 
Purple Urchin (Strongylocentrotus purpuratus) 318 30,408 28,723 43,130 
Rat (Rattus norvegicus) 24,987 36,920 24,746 103,632 
Thale cress (Arabidopsis thaliana) - 33,263 27,217 107,235 
Tomato (Lycopersicum esculentum) - 1,293 1,247 1,924 
Zebrafish (Danio rerio) 13,834 36,770 34,940 79,956 
    
TOTAL 163,023 336,068 255,079 1,125,161 

Table 2. Controlled terminologies and ontologies and their annotations for the organisms in 
Table 1 stored in GFINDer data warehouse at GFINDer opening (3/2004) and after five years 
(2/2009). Terms: elements of a terminology or ontology; Annotated terms: terms actually used 
to describe the features of the considered organisms; Annotations: term-gene pairs. 

Terminology / Ontology 
Terms 

(3/2004)
Terms 

(2/2009)

Annotated 
terms  

(2/2009) 

Annotations 
(2/2009) 

GO biological processes 8,172 16,027 7,289 282,289 
GO molecular functions 7,280 8,178 3,999 275,099 
GO cellular components 1,388 2,288 1,277 220,891  
KEGG biochemical pathways 245 396 237 34,462 
InterPro protein families - 11,132 3,885 30,301 
InterPro protein domains - 5,149 2,770 65,569 
InterPro protein functional sites - 1,131 1,016 14,983 
Pfam protein domains 2,880 3,484 3,385 55,777 
OMIM genetic disorders  1,484 2,465 2,460 3,183 
OMIM genetic phenotypes - 9,912 5,947 17,099 
OMIM genetic phenotype locations - 86 81 5,349 
eVOC gene expression in anatomical systems - 517 164 165,990 
eVOC gene expression in cellular types - 192 56 58,585 
eVOC gene expression in developmental 
stages 

- 157 116 90,252 

eVOC gene expression in pathologies - 199 96 75,911 
   
TOTAL 21,449 61,313 32,778 1,395,740 
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2.1   GFINDer Updater  

In order to keep updated the information integrated in the GFINDer data warehouse, 
which are retrieved from several online databanks frequently updated, we designed 
and implemented some automatic procedures in Java programming language. They 
automatically retrieve controlled terminology and ontology information, gene and 
protein data and their controlled annotations when new releases of them become 
available in the FTP site of the original databanks. Data files of different format are 
downloaded from each FTP site and automatically uncompressed, if required. 
According to the various file formats, specific parsers are used to extract the data of 
interest from these files and import them into specific GFINDer data warehouse 
tables. The developed updating procedures have been included in the GFINDer 
Updater software, which helps maintaining updated the data warehouse monthly and 
automatically records updating time and amount of data imported for every organism 
and type of annotation from each databank. 

2.2   GFINDer Data Warehouse Releases 

At GFINDer system opening in March 2004, GFINDer data warehouse included a 
total of 163,023 genes of 9 organisms (Table 1) retrieved from Entrez Gene, 
Homologene and Swiss-Prot databanks, and 6 types of controlled annotations of such 
genes retrieved from 4 different biomolecular databanks (GO, KEGG, Pfam and 
OMIM) (Table 2). Since then, GFINDer data warehouse had three major releases. The 
first, in 2005, regarded the extension of the data warehouse with the integration of 
gene annotations about genetic phenotypes and phenotype locations taken from the 
OMIM databank [10]. In the second release, in 2006, protein families, domains and 
functional sites, provided by InterPro databank together with their annotations to the 
gene products of the organisms in the data warehouse, were integrated [11]. The third 
major release, in 2007, regarded the integration of the human gene annotations with 
four eVOC ontologies describing the gene expression in human anatomical systems, 
cellular types, developmental stages, and pathologies [12]. 

Besides the number of controlled terminologies and ontologies, also the amount of 
their terms and associations with genes and gene products, as well as the quantity of 
genes and gene products integrated in the data warehouse, continuously increased 
since GFINDer opening (Table 1 and Table 2). This was due both to the augmented 
number of organisms included in the GFINDer data warehouse (from 9 to 14), and 
especially to the increasingly amount of data about such organisms provided by the 
databanks used as data sources (e.g., from 16,840 to 26,493 total GO terms, and from 
22,623 to 42,104 total GO is a and part of relationships). 

Also popularity and usage of GFINDer increased since its opening; in the last year 
GFINDer web site had about 27,000 accesses from nearly 1,700 distinct IPs, which 
demonstrate the acknowledgement of the scientific community towards the GFINDer 
project. 
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3   Discussion 

In the construction and five-year maintenance and development of the GFINDer data 
warehouse we learned several lessons, which we here discuss with the aim of 
contributing in defining the bases of a general effective approach for the increasingly 
needed multi- genome and proteome data warehousing. 

As other existing genomic and proteomic data warehouses [2], GFINDer data 
warehouse was built on a global conceptual schema designed by individually 
modeling the different types of data and annotations to be integrated as they are 
provided by the original databanks. Such design allows defining conceptually all 
considered data types and their attributes and relationships in order to neatly store 
them without redundancies, and enables to construct queries on the integrated data 
that can answer complex questions. Yet, when many heterogeneous types of 
information from different sources need to be integrated in a single data warehouse, 
as in the usual case of genomic and proteomic data warehouses, it leads to a complex 
data warehouse schema difficult to be maintained and extended with additional data 
types. Since usually both these last operations are needed, due to the data structure 
variations present in subsequent versions of the data to be integrated and the 
increasing available types of information of interest, such difficulties represent a 
major limitation for the data warehouse development that should be avoided. Towards 
this goal, an abstract and generalized conceptual design with vision of possible future 
expansions, parametric customizable instantiations of the designed entities, and 
automatic generation of the configured instances should be pursued in the global 
design and implementation of the data warehouse. Furthermore, as data in the original 
biomolecular databanks are generally updated frequently, even daily, automatic 
updating procedures must be implemented at data warehouse creation in order to keep 
updated its data and quality. 

Performance of queries defined to extract information from the data warehouse is 
also a very important issue in terms of both response time and data mined. Regarding 
the latter one, one of the approaches implemented in GFINDer is the automatic 
managing and checking of the biomolecular entity and biomedical feature IDs stored 
in the data warehouse, which ensures correct use of alias and historical or obsolete 
IDs. Regarding the former one, i.e. response time of high-throughput queries, besides 
normalized tables storing the integrated data, in GFINDer data warehouse we also 
implemented de-normalized data views, designed according to the query 
requirements, in order to reduce table joins to be repeatedly executed at query time 
and ensure fast query execution time. Furthermore, some pre-processing of the 
integrated data is also performed. As an example, unfolding of gene and protein 
ontological annotations (e.g., GO annotations) is pre-computed and stored to enable 
faster processing of queries for standard annotation enrichment analysis, which is 
frequently performed to support interpretation of gene ID lists. These approaches, 
which consider the specific nature of the data and the queries to be performed on them 
in addition to standard database theory strategies, should be used to ensure best 
possible usability performance.  

All automatic data processing performed must not only leave unchanged the 
information content of the imported and integrated data even after their several 
frequent updates, but it also must be able to find inconsistencies that not rarely exist 
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between data from different or even the same databank. This is paramount to ensure 
the best possible quality of data in the data warehouse. Towards this goal, in 
GFINDer we implemented strict checking of data parsed from source data files. As an 
example, whenever possible we use regular expression for ID checking and 
identification, and verify absence of null data and modifications of the data structure 
in subsequent updating of the source data files. Furthermore, checking and cross-
validation of data imported from different databanks should be always performed in 
order to identify redundant and mismatching information. Analysis of overlaps and 
relationship loops among imported data can help in verifying data consistency and 
unveiling unexpected information pattern, and can possibly lead to biological 
discoveries. As an example, in GFINDer data warehouse, by checking cross 
references existing between Gene Ontology, Entrez Gene and UniProt databanks, we 
test consistency of GO annotations of proteins and their codifying genes. By doing so, 
at time of writing we found that 321 (1.83%) GO annotations (regarding 197 different 
GO terms) of 81 human proteins were not comprised in the GO annotations of their 
codifying genes provided by Entrez Gene databank, including also 143 (44.56%) 
annotations with evidence stronger than that inferred from electronic annotation 
(IEA). Reporting such inconsistencies to the curators of the databanks providing the 
inconsistent data can help in improving the quality of the data available in the original 
databanks to the whole scientific community. 

4   Conclusions and Future Developments 

Easy and integrated access to the high amount of biomolecular information and 
knowledge available in many heterogeneous and distributed databanks is required to 
answer biological questions. Computational systems and data warehouses, such as 
GFINDer, provide support for comprehensive use and analysis of sparsely available 
genomic structural, functional and phenotypic information and knowledge. To be 
effective bioinformatics instruments, biomolecular data warehouses should meet 
several requirements. In particular, they should have a conceptual schema that ensures 
the easiest possible maintenance and extensibility of the data warehouse, guarantee 
good run-time performances of high-throughput queries, and include automatic 
procedures for updating the integrated data and supporting their quality checking. 
Ensuring high quality level of the biomolecular information integrated in the data 
warehouse is an essential requirement in order to enable their subsequent correct 
analysis and use in support of biological interpretations and knowledge advances. 
Although quality of the integrated data is always bound to the quality of the data 
provided by the original databanks, it can be strengthened by automatic correctness 
checking of all operations performed on the imported data and by testing the accuracy 
of the imported cross references between data of different databanks. Such data 
quality controls can lead to reveal inconsistencies or missing information in some 
public databanks, thus supporting quality improvement of the genomic and proteomic 
information available to the whole scientific community.  

Due to its original design, current conceptual schema of GFINDer data warehouse 
hampers its extensibility, making difficult the integration of additional types and 
sources of annotations. To avoid this limitation, we are designing and implementing a 
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new genomic and proteomic data warehouse that can easily include virtually any 
annotation data type from any data source thanks to its novel generalized and modular 
schema. Furthermore, we are redesigning the software architecture that supports 
creation, extension and automatic update of the data warehouse. The new architecture 
will automatize as much as possible the plug-in of new data sources making easy the 
integration of several annotation types from many different biomolecular databanks, 
as well as the quality checking of the integrated annotations and their structuring in a 
suitable way to be used for high-throughput data driven biological discoveries.  
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Abstract. We present a novel approach to automatic information extraction 
from Deep Web Life Science databases using wrapper induction. Traditional 
wrapper induction techniques focus on learning wrappers based on examples 
from one class of Web pages, i.e. from Web pages that are all similar in 
structure and content. Thereby, traditional wrapper induction targets the 
understanding of Web pages generated from a database using the same 
generation template as observed in the example set. However, Life Science 
Web sites typically contain structurally diverse web pages from multiple classes 
making the problem more challenging. Furthermore, we observed that such Life 
Science Web sites do not just provide mere data, but they also tend to provide 
schema information in terms of data labels – giving further cues for solving the 
Web site wrapping task. Our solution to this novel challenge of Site-Wide 
wrapper induction consists of a sequence of steps: 1. classification of similar 
Web pages into classes, 2. discovery of these classes and 3. wrapper induction 
for each class. Our approach thus allows us to perform unsupervised 
information retrieval from across an entire Web site. We test our algorithm 
against three real-world biochemical deep Web sources and report our 
preliminary results, which are very promising. 

Keywords: Deep Web, Wrapper Generation, Information Extraction, Database. 

1   Introduction 

Hundreds of freely-accessible databases are available on the Web in the Life Sciences 
domain, covering areas such as Genomics, Proteomics, Systems Biology and Micro 
Array Gene Expression, to name a few. These databases often provide complementary 
data, pertaining to narrow specialized sub-domains. Life Science researchers thus 
need to search, collect and aggregate data from multiple online resources. This Web 
site hopping is time consuming and error-prone, whereby a user must learn search 
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interfaces of various Web sites, perform multiple copy-paste actions, create temporary 
text-files and manually link records. 

“Deep Web” research aims to virtually integrate such Web-accessible databases, 
provide a unified query interface and, typically, aggregate query results. Deep Web 
data integration consists of a number of distinct sub-tasks (See [5] for a survey) such 
as Source Searching and Clustering [2, 16, 23], Interface Extraction [21, 34], 
Interface Matching [31, 24, 32, 14], Interface Merging & Query Translation [15, 19], 
Wrapper Generation/Data Extraction (See section 5 for related work). 

We focus on unsupervised wrapper induction and data extraction in this paper. 
Automatic wrapper induction has received considerable attention in recent years. 
However, most techniques learn wrappers for one class of Web pages. They assume 
structurally and content-wise similar pages are manually provided as an input for their 
wrapper induction methods.  

As we shall explain in section 2, in our target domain, data are spread across 
multiple pages of a Web site, which often differ considerably in their structure and 
layout (template) as well as content. We therefore need an approach to automatically 
group similar pages in a Web site for our wrapper induction process. Additionally, we 
need to automatically discover the Web-site structure, so that we may predict which 
wrapper to use for a Web page encountered in that Web site.  

These requirements go beyond traditional wrapper induction methods. We term 
this compound problem of Web-page classification, site-structure discovery and 
wrapper induction as Site-Wide Wrapper Induction. Though this task is extremely 
hard in general, in our target domain, i.e. Web-accessible Life Science databases, we 
may benefit from additional cues in terms of labeling of data. Consequently, we 
restrict our attention to Web pages from Web sites with labeled data. 

In order to solve the challenge of Site-Wide Wrapper Induction in our target 
domain, we provide the following original contributions in this paper: 

1. A novel approach for unsupervised wrapper induction to extract labeled data 
2. An original approach for Web-page classification and site structure discovery 
3. An automatic mechanism for detecting and correcting errors in our wrapper 

learning process 

The rest of this paper is organized as follows. Section 2 makes some observations 
about deep Web scientific sources. Based on these observations, we formulate our 
problem and present our approach for site-wide wrapper induction in section 3. 
Section 4 presents our results, followed by a review of the related work and 
comparison to our contributions in section 5. We conclude the paper in section 6. 

2   Online Life Science Databases: Observations and Implications 

We observe the following about result pages of Life Science Web sources: 

I) Structured Data – The results are highly structured. This owes to the fact that 
the backend relational schemas are very complex, and entities in scientific domains 
generally have complex relations and associations. 

II) Highly Dynamic Page Structures – Data fields that are NULL are often 
omitted from the results displayed, resulting in pages with widely varying structure. A 
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wrapper induction method which ties its learning process to the page structure only 
would require numerous training pages, covering all possibilities of data arrangement. 
One drawback of such an approach would be the need for a large number of input 
seed queries to probe the deep Web source. A related observation is that Web pages 
undergo frequent updates [18]. An approach which circumvents the need to learn the 
page structure would hence be desirable. 

III) Labeled Data – Scientific data require precision and clear annotation. A 
natural consequence of this observation is that scientific data are labeled and, often, 
annotated to controlled vocabularies. We carried out a survey1 of 20 Biochemical 
Web sites and found that more than 97% of the data fields on these Web sites were 
labeled. This differs from other domains such as E-commerce, where many data fields 
are often unlabeled because they have become self-explaining in the public domain 
(e.g. price, title). This labeling can be exploited to not only help determine data 
regions, but can also serve as anchors for these data regions, allowing us to disregard 
the portion of the page which does not contain data. We further observe that labels for 
the same real-world entity can be different across Web pages of the same source. 
Finally, labels of real-world entities, such as biological concepts, rarely change, which 
is beneficial for wrapper maintenance. 

IV) Rich Site Structure – Data is scattered across multiple Web pages. This gives 
such Web sites a comprehensive structure. Therefore, the wrapper must be able to 
navigate through the result pages to extract data. We also observe that some data 
fields, together with their labels, reappear on multiple pages. This reoccurrence can be 
used for mutual reinforcement, to detect and correct errors in the induction process. 

V) Web Services – Our final observation is that of Web service API access. While 
some Life Science databases do provide such APIs, our survey2 of 100 online 
databases showed that only 11 sources provide programmatic access, and even among 
these, the coverage of the database in some cases is not complete. Therefore, Web 
pages still remain the primary form of data dissemination. Furthermore, these services 
have varying granularity and do not provide any semantics in their descriptions, 
making unsupervised data extraction extremely difficult. 

These observations serve to clarify the two broad characteristics of our work: 
Firstly, at the Web site level, the challenge is to extract data from a number of pages, 
generated from many templates. This requires determining homogenous clusters of 
pages having similar templates so that we can induce wrappers for these clusters. 
Another implicit requirement is that of learning the structure of a Web site through 
navigational steps. This is essential because our system needs to know which wrapper 
to apply during data extraction while traversing through the Web site. Secondly, at the 
page level, the presence of labeled data gives us the opportunity to segment data 
records and fields based on these labels, and to accommodate the dynamic structure of 
pages by using these labels to extract data, rather than analyzing and learning the 
entire Web page structure in a regular expression-like syntax. However, these labels 
must themselves be identified. Although the vocabulary for labels converges across 

                                                           
1  Complete survey available at http://sabiork.villa-bosch.de/labelsurvey.html 
2 Databases indexed by the Nucleic Acids Research Journal  
  (http://www3.oup.co.uk/nar/database/c/). Complete survey available at http://sabiork.villa-

bosch.de/servicesurvey.html  
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different sources in a domain [7], it is not trivial to manually provide a set of possible 
labels (which can number in their hundreds) to aid in identification of data regions. 
Therefore, a desirable approach would be to automatically identify the labels. 

3   Wrapper Induction 

We present our algorithm for page-level wrapper induction in section 3.1. 
Subsequently, in section 3.2, we describe how this algorithm is used in our site-wide 
wrapper-induction method. In section 3.3, we discuss a technique to automatically 
detect and correct certain erroneous results of our induction algorithm in section 3.1. 

3.1   Page-Level Wrapper Induction 

Our wrapper induction algorithm relies on multiple sample instance pages from a 
class of pages. We borrow this terminology from [9], which describes a class of pages 
in a site as a collection of pages which are generated by the same server-side script or 
program. Different inputs to this script result in different instance pages. We clarify 
this further using Figure 1, our running example, which shows two instance pages of a 
class of pages3. The wrapper induction algorithm is shown in Figure 2. 

We note that, upon querying, the initial response pages generated by a deep Web 
source belong to the same class4. Therefore, we can probe a source with different 
inputs, and use the resulting initial pages to learn a wrapper, without having to cluster 
similarly structured pages. In fact, for a given Web site, the site-wide wrapper 
induction process is bootstrapped by using these initial result pages and learning a 
wrapper for this class. 

Briefly, the algorithm compares text entries on the sample pages and identifies 
some (possibly not all) data entries among them. These data entries are subsequently 
used to identify bigger data regions, so that more data entries can be discovered. A 
label is then selected for each data entry from text entries outside the data regions, 
based on vicinity. Our approach is based on the DOM5 representation of Web pages, 

 

 

Fig. 1. Results obtained by probing KEGG Compound with C00221 and C00185 respectively 
                                                           
3 From KEGG [15]. Portions of these pages have been removed to simplify the discussion and 

to save space, while remaining true to the challenges encountered. 
4 In certain cases, probing a source with an imprecise keyword leads to a disambiguation step. 

This is a separate research issue and we don’t address it in this paper. We assume exact 
keywords are used to perform the search, as explained in Figure 2. 

5 W3C. Document Object Model. http://www.w3.org/DOM/ 
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and uses XPath6 for performing the above operations on the DOM tree. The output of 
the wrapper is a collection of XPath expressions, each pointing to a label and 
associated data region. 

We now explain each step of the algorithm in detail using our running example. 
Each step is annotated to its corresponding location in the algorithm in Figure 2.  

     Input: n Web pages P 
     Output: R: L => Xgr          //L is a set of labels. Xgr is a set of XPaths to data entries. R is a map      
                                                       from  each label l in L to each data XPath dx in Xgr.
     Start 
     For each sample page pi in P{ 
1 For each text entry t in pi
2  If t is unique to pi,           Add t to Di;
  Else                                  Add t to Oi; } 
3   For each pi in P{ 
 Xd

i = get_XPath(Di);
 Xo

i = get_XPath(Oi);}
4   Di´, Oi´, Xo

i´, Xd
i´ = reclassify(Xo

i, Xd
i);         // grow the data regions, and reclassify data

     For each XPath dx in Xd
i´{ 

5 Find closest XPath lx  in Xo
i´;              // search for XPath of most suitable label in O

If the corresponding text (label) in Oi´ is not in R 
  X = {dx};        // X is a set containing all data XPaths associated with one label 
 Else 
  X = X U {dx};
 R = lx => X;}            // XPath of label is mapped to set of corresponding data XPaths 
     For each lx in R{  
6             Generalize corresponding X to Xg ;    // Create a single XPath from all paths in set X
7             Find relative path Xgr from lx to Xg ; // relative path from label to data
               Replace X with  Xgr ;
               Replace lx with l ;                                // replace Xpath with the corresponding label
     } 
     End 

 

Fig. 2. Wrapper Induction Algorithm 

1. The two HTML pages are converted to well-formed XHTML using an HTML-
parsing library, i.e. TagSoup7, so that standard XML tools can be applied to them. 
Finally, each page is screen-scraped to obtain a set T of values contained in all text 
nodes. Both sets (T1 and T2 in our example) thus contain a union of presentation text, 
labels and data entries. 
2. We compare both sets to initially classify some data entries. Mutually exclusive 
entries in T1 and T2 are classified as data entries (D1, D2), and the remaining as non-
data entries, or “Other” (O1, O2). For example: 

    D1 = {C00221, beta-D-Glucose, …, R01520, 1.1.1.47,…} 
    D2 = {C00185, Cellobiose,…, R00306, 1.1.99.18,… } 
 

                                                           
6 W3C. XML Path Language (XPath 2.0) Recommendation. http://www.w3.org/TR/xpath20/ 
7 A SAX-compliant HTML Parser. http://home.ccil.org/~cowan/XML/tagsoup/ 
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    O1 = {Entry, Name,…, Reaction, R00026, Enzyme,…, 3.2.1.21} 
    O2 = {Entry, Name,…, Reaction, R00026, Enzyme,…, 3.2.1.21} 

Notice that since the data entry R00026 occurs in both instance pages, it is 
erroneously classified as Other at this point. 
3. We compute XPath expressions for each entry in the above sets. The expression 
determines the unique path along the DOM tree for the XHTML file, from the root 
node to the node containing the entry. For example, the XPath for C00221 is: 

html/body/…/code[1]/table[1]/tr[1]/td[1]/code[1]/text() 
4. We use the XPath expressions to reclassify some data entries which might have 
been wrongly classified in the previous step (such as R00026, 3.2.1.21). This can be 
considered as growing of a data region, whereby data entries are used to reclassify 
other entries in their vicinity as data. This reclassification step compares an XPath of 
a data entry with that of an entry not classified as data using the following two rules: 

Rule 1 (Last Element Node Rule): If two XPaths are identical and differ only at the 
ordering of the last element node, and this last element node in the data XPath 
precedes the last element node in the non-data XPath, the non-data entry is re-
classified as data. 

This rule can be explained from an example in Figure 3(a). As shown in the figure, 
this rule uses data elements to automatically grow data regions towards the right in a 
table-row. While Figure 3 only shows the example of a table, it is important to 
emphasize that since this rule is independent of tag names, it works on tags other than 
those associated to HTML tables, for example, downwards in a list or in a succession 
of anchor tags. For instance, for the latter case, the XPaths for successive anchor tags 
(even if they are separated by line breaks) could be: 

html/body/a[1],   html/body/a[2] 

It is easy to see from the above example that this rule grows data regions in many 
types of HTML structures. 

Rule 2 (Penultimate Element Node Rule) If the two XPaths are identical and differ 
only at the ordering of the penultimate element node, and this penultimate element 
node in the data XPath precedes the penultimate element node in the non-data XPath, 
the non-data entry is re-classified as a data entry 

This rule is similar to Rule 1, except it grows data regions down a table-column as 
shown in Figure 3(b) 

We note that our rules for growing data-regions operate in only two directions. 
This is based on the observation that labels generally occur above or towards the left 
of data [33]. Therefore, we restrict our re-classification in these two directions.  

After this re-classification step, we have the modified sets: 

D1´ = {C00221, beta-D-Glucose,…, R01520, 1.1.1.47,…, 3.2.1.21} 
D2´ = {C00185, Cellobiose,…, R00306, 1.1.99.18,…, 3.2.1.21} 
O1´ = {Entry, Name,…, Reaction, R00026, Enzyme,…} 
O2´ = {Entry, Name,…, Reaction, R00026, Enzyme,…,} 

Note that R00026 is not re-classified (incorrectly) because there are no data entries 
which can grow the data region in its direction. The sets of non-data entries, O1´ and 
O2´, now contain both presentation text, as well as labels for our data entries. 
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Fig. 3. Growing of data region 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Site-Wide Wrapper Generation Algorithm 

5. For each data entry in a data set, we now select the closest non-data entry as its 
label. This can be achieved by comparing XPath of the data entry against the XPaths 
of the non-data entries. The closer a non-data entry is to a data entry, the more 
element nodes in their corresponding XPath expressions will be matched before a 
mismatch. The closest element will have the longest common leading path, which is 
classified as the label. For example, the XPath for data entry 1.1.1.47 is given by: 

   html/…./table[1]/tr[8]/td[1]/…/code[1]/a[1] 
Some XPath expressions for the set of non-data entries include, for example: 
   html/…./table[1]/tr[6]/th[1]/…/code[1]/   (“Reaction”) 
   html/…./table[1]/tr[8]/th[1]/…/code[1]/   (“Enzyme”) 

 

1  Input: S={C0}, C0=(ℓ01, ℓ02,…); // Set of all page classes discovered. C0 corresponds to the  
                                                               initial results page of a deep Web source. 
   W = {};                                        //Set of navigation steps between page classes. 
   Output: S={Ci} (i≥0) 
   W={Rij} (i,j≥0, i≠j) 
   Start 
   S´ = S; 
   Do{ 
2        For each C in S´{                 // for each class in our set 
              For each ℓ in C{              // for each link-collection associated with a label 
  Follow ℓ;       // follow the link-collection 
3  induceWrapper Cnew;    // induce wrapper  
4  if (Cnew ∉ S) {                // if this is a new class 

         Add Cnew in S and S´;}   // add it to our set 
R = (C →ℓ→Cnew);      // form the navigation step 
Add R in W;}              // add the step         

        } 
 Remove C from S´; 
5 }While(S´ ≠ NULL)                   // all classes’ link-collections have been explored 
End 
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The latter XPath has the longest sequence of matching nodes with the XPath of our 
data element (indicated by the bold-face font above). Therefore, the label (“Enzyme”) 
and corresponding XPath are associated with data entry 1.1.1.47 and its XPath (This 
association is represented by the “=>” symbol in Figure 4). 

Note that multiple data elements can be associated with a single label in such a 
manner, as shown in Table 1. The last row of the table shows that the data entry 
R00026, which has been misclassified previously, has been selected as a label for data 
entries R01520, R01521 etc, as it found to be the closest non-data entry. 

Table 1. Two labels inferred, with corresponding data entries and their XPath expressions 

Label – With XPath Data
Entry 

XPath of Data Entry 

1.1.1.47 html/…/td[1]/…/code[1]/a[1] 
1.1.3.4 html/…/td[1]/…/code[1]/a[2] 

Enzyme - 
html/…./th[1]/…/code[1]/    

….. …..
R01520 html/…/td[1]/…/code[1]/a[2] 
R01521 html/…/td[1]/…/code[1]/a[3]    

R00026 - 
html/…/th[1]/…/code[1]/a[1]    

…. ….
 

6. The XPaths of data entries classified to the same label are then generalized to form 
a single XPath expression. The XPaths for entries in Table 1 can be generalized as: 

html/…./table[1]/tr[8]/td[1]/…/code[1]/a[position()≥1]/text() 
html/…./table[1]/tr[6]/td[1]/…/code[1]/a[position()≥2]/text() 
The last XPath expression above, for example, selects all text entries pointed to by 

a collection of anchor tags, starting from the second anchor tag. This is required as 
sample pages may only contain a small number of multiple data entries associated to a 
label. What is required is that we recognize and generalize that multiple number of 
data entries are associated for that label, rather than the number of data entries seen by 
the wrapper induction algorithm. 
7. A relative path from the label to its corresponding generalized data path is 
computed. For the “Enzyme” label in Table 1, the relative path to its data is: 

../…./../td[1]/…/code[1]/a[position()≥2]/text() (1) 

Finally, the XPath for the label is replaced with an anchored XPath expression, i.e., 
an XPath which directly access the text node, and does not utilize ancestor nodes. For 
the “Enzyme” label: 

//*[text()=‘Enzyme’] (2) 

Concatenating (1) with (2) gives us, for label “Enzyme”: 
//*[text()=‘Enzyme’]../…./td[1]/…/code[1]/a[position()≥2]/text() 

The wrapper, thus, comprises of a collection of labels associated with a generalized 
anchored XPath expression to extract corresponding data. 

Discussion. It is worth noting here that the wrapper learnt by our algorithm is not tied 
to the structure of a class of pages. The wrapper anchors, or pivots, to a particular 
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label, and finds a relative path from the label to associated data entries. As noted in 
section 2, data pages returned by Web databases can be very dynamic. Our approach 
is beneficial in this case, as well as in the case that a Web site undergoes a template 
redesign, for instance. As long as the relative path from a label to its corresponding 
data remains the same, there would be no need to re-learn the wrapper. The only other 
limitation is that of labels remaining constant, and as we mentioned in section 2, 
changes in names of real-world entities, such as biological concepts, is extremely rare. 
Finally, recall that the wrapper-induction process for our running example results in 
the misclassification of “R00026” as a label. We discuss a technique to automatically 
detect and possibly correct such errors in section 3.3. 

3.2   Site-Wide Wrapper Induction 

As we noted in section 1, data-intensive sites, such as those in the Life Sciences 
domain, have their data scattered across multiple pages. Therefore, we need a 
wrapper-induction strategy that extracts data from multiple pages, which might 
belong to different page classes. This implies that we need to not only discover which 
pages returned by the server belong to the same class, but also to distinguish between 
classes and navigational steps between them. We make the following observations:  

1. Not all pages of a Web site contain data, for example, pages pointed to by 
navigational menus, help pages, contact information etc. Therefore, we do not wish to 
discover all page classes. Rather, we wish to perform targeted crawling to only seek 
out data-pages and discover their classes. 
2. We observe the concept of link-collection [9], which refers to anchor links in a page 
(class) that share the same path in the DOM tree, from the root element to their parent 
or grandparent element. As a result, these hyperlinks appear grouped together in the 
rendered page. In our example of Figure 1, the links on the reaction names form a 
link-collection, as well as those on the enzyme names. A link collection may be a 
singleton as well, comprising only a single hyperlink. We also note that hyperlinks in 
such a collection might not point to the same class of pages. For example, links in a 
navigation bar or those in categorization menus. However, link-collections that have 
been classified as being over data regions point to the same class of pages. For 
example, all hyperlinks on enzyme names point to “enzyme details” pages. 
3. Pages belonging to the same class contain similar set of labels. However, due to the 
highly dynamic nature of pages, some labels may be omitted (e.g. NULL values in 
databases), but their ordering typically remains the same, as they are generated by 
scripts. If the order of labels on two pages is different, then their page-structures will 
most likely be different as well. Furthermore, it is highly unlikely that a site will have 
two different templates to display the same set of labels in the same order. 

We base our approach for site-wide wrapper induction on these assumptions: 

1. Given the initial result output of a deep Web source, all data-intensive pages can be 
reached by iteratively following link-collections that occur on data regions. This 
assumption allows us to do targeted crawling for data-intensive pages, and eliminate 
navigation bars and menus etc. 
2. A pre-classified link-collection points to the same class of pages. 
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3. Classes of pages can be distinguished from each other based on the labels they 
contain, and their order. 

We now model our site-wide wrapper-induction problem as follows: 
A page class Ci is defined by Ci = SEQi, where SEQi = (ℓi1, ℓi2,…), a sequence of 

labels ℓi1, ℓi2, … described in page class Ci in this order of arrangement. These labels 
may have link-collections associated with them. Two classes Ci and Cj are considered 
not equal if SEQi ≠ SEQj. 

Our site model is given by a collection of navigation steps: 

Rijn = Ci → ℓim → Cj  (i ≠ j, i, j, n, m ≥ 0 ) 

Where ℓim is the m-th label in page class Ci, the associated link-collection of which 
points to pages of class Cj.  
The goal of the site-wide wrapper induction algorithm is to find the following: 

1. Ci ≠ Cj (i ≠ j, i, j ≥ 0)               2. Rijn = Ci → ℓim → Cj  (i ≠ j, i, j, n, m ≥ 0 ) 

That is, all possible data-intensive page classes, and the navigation steps between 
them. The algorithm for site-wide wrapper induction is presented in Figure 5. We 
explain the algorithm using our example of Figure 1. Each step explained below is 
annotated to its corresponding location in the algorithm in Figure 4. 

1. The algorithm starts with an input of the initial page class C0, which corresponds to 
the initial response pages of the Web source. In our case, this is the page class that is 
generated by the sample pages of our running example, shown in Figure 1. 
2. For each label in this class, corresponding link-collections are followed. Assuming 
we follow the link-collection of “Enzyme”, a sample result is shown in Figure 5. 

 

Fig. 5. Small excerpts of pages obtained from following “Enzyme” link-collection 

3. According to our assumption 2, these pages belong to the same class. We learn a 
wrapper for this page class using our algorithm in Figure 2, with these sample pages 
as input. We note that not all links in a link-collection need to be followed. Our initial 
experiments have shown that ~9 sample pages yield a very good result (section 4). 
4. If this wrapper learning process results in a new class, according to our assumption 
3, we add this new class to our sets, and define its corresponding navigational steps. 
In our example, a new class is created, C1 = (Entry, Name, Class,…), as well as a 
navigation step R = (C0 → “Enzyme” → C1). 
5. The above steps are repeated for each new page class that is learnt in step 3. 

3.3   Error-Detection by Mutual Reinforcement 

The natural residual output of our site-wide wrapper-induction approach is labeled 
data. These labels and data can be used to automatically detect and possibly correct  
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Fig. 6. Top-most portion of “Reaction” page of R00026 From KEGG 

errors in our wrapper-induction method for a page-class. We observe that some data 
entries reappear on different page classes. For example, the enzyme classification 
numbers in Figures 1 and 6. If the reappearing entries have been correctly classified 
as data across different page-class wrapper induction runs, then this enforces our 
confidence that the classification is correct. On the other hand, if, for example, some 
entries are classified as labels or presentation text by some wrappers and data by 
others, then this points to a misclassification. This indicates that not enough sample 
pages were available to distinguish between data, labels and presentation text. We can 
address this by providing more samples for these page classes. We call such a 
mismatch as label-data mismatch. For example, recall from Section 3.1 that the data 
entry R00026 was misclassified as a label in our running example (for page class C0). 
When we follow the “Reaction” link-collection, we come across the page shown in 
Figure 6. While learning the wrapper for this class of pages (C1), R00026 will be 
(correctly) classified as data. Based on this mismatch, we introduce more learning 
pages for both C0 and C1. In our example, any page for class C0 which does not 
contain “R00026” as an entry will force our algorithm to classify this entry as data, 
thereby correcting the label to “Reaction” as well. The other type of mismatch is 
label-label mismatch, where the same data entry is assigned different labels across 
page classes. Recall our observation from section 2 that the same data entries can be 
labeled differently across different page classes. This can be observed from Figures 1 
and 7, where R00026 is labeled as “Reaction” and “Entry”, respectively. Therefore it 
is impossible to detect whether a label-label mismatch was an error or a correct 
classification. We slightly modify our site-wide wrapper induction algorithm to 
incorporate automatic error detection and correction for label-data mismatches. We 
introduce this mutual reinforcement step each time a new page class is created. The 
entries classified as data in this new class are compared with labels of previously 
formed page classes. If a mismatch is found, more sample pages for this new class 
and conflicting page class are introduced until the mismatch is resolved. 

4   Results and Evaluation 

We have developed a prototype in Java which implements our algorithms. We use it 
to perform some preliminary experiments on three real-world biochemical sources, 
namely KEGG[17], ChEBI[12] and MSDChem[13]. All these sources provide basic 
qualitative data, and are often used for reference or annotation in more specialized 
domains. We use a simple random sample of input values for search forms of these 
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sites in order to probe and induce their initial results page8. A Web-crawler based on 
httpUnit9 was manually configured to submit the search forms with these values.  

4.1   Page-Level Wrapper Induction Results 

We verify the accuracy of our wrappers by applying them to sets of 20 test pages. We 
manually count the total number of data entries and note corresponding labels across 
these test pages a priori, and determine the precision and recall of our algorithm in 
retrieving these data entries and classifying them with the right label. 

Before discussing the results, we briefly explain some conditions under which 
false-negatives and false-positives occur. False-positives generally occur when there 
is unlabeled data present in the pages. These data usually occur at the top of a page, 
such as a heading or a large caption, and are often redundant data entries, as they 
reappear as labeled data later in the same page (e.g, compound identification numbers 
etc). False-positives also occur when data entries are misclassified as labels (as 
“R00026” in section 3.1). This may also result in a corresponding false-negative for 
the missed label (“Enzyme” by misclassification of “R00026”). False-negatives also 
occur when sample pages do not contain the labels. This is a limitation for all wrapper 
induction approaches – you can only learn what you see. Our results are summarized 
in Table 2. The wrapper for the page class belonging to KEGG Reaction has a perfect 
precision and recall, with a relatively small training set. This owes to the fact that 
there are frequent pages in KEGG Reaction which contain all labels. Our algorithm is 
thus able to correctly induce a wrapper for this class. The wrappers for KEGG 
Compound and ChEBI are unable to retrieve data entries corresponding to the labels 
which were not learnt (“Sequence” and “IN Number” respectively). Manual 
inspection of the training set revealed that none of our 15 training pages contained 
those labels, which leads us to believe that they occur rarely. This can only be 
removed with more sample pages. The wrapper for MSDChem has false-positives as 
a result of false classification of redundant data entries to some presentation text in 
the learning phase. The results for MSDChem are quite interesting, as they 
demonstrate the usefulness of our data-region growing approach. Unlike other 
sources, pages in MSDChem have a very static structure – no labels are omitted from 
the pages when corresponding data entry is NULL, as shown in Figure 8. This means 
that the frequency of data fields being NULL (or “Not Assigned” in this example) is 
very high. Such fields are not classified as data in our algorithm, as they are constant 
across many pages. However, we note that the label-data pairs are arranged in a 
(invisible) table, as shown in Figure 7. Therefore, through rule 2 in Section 3.1, an 
entry classified as data at the top of the data column in Figure 8 reclassifies all entries 
below it in the column as data. This accounts for perfect recall, with  3 sample pages. 

Overall, we observe that we can get very high precision and recall (~99%, ~98% 
respectively) from ~9 samples. The precision can be improved with more samples, 
especially if they contain rarely occurring labels. 

                                                           
8 The values can be collected from downloadable flat files or Web services provided by each 

source. 
9 A Java library for automated testing of Web sites. http://httpunit.sourceforge.net/ 
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Table 2. Results from applying wrappers to 20 test pages each. (L=Labels, T=data entries in 20 
test pages, S=samples, R=Retrieved but not classified correctly, IR=Incorrect Retrieval). 

FP SOURCE #
L 

#T #S TP FN 
 #R #IR 

P R 

3 411 351 46 0 89.9% 53.9% 
6 638 124 39 0 94.2% 83.7% 
9 759 3 0 0 100% 99.6% 
12 759 3 0 0 100% 99.6% 

KEGG 
Compound 
http://www.g
enome.jp/keg
g/ compound/ 

10 762 

15 759 3 0 0 100% 99.6% 
3 173 32 0 0 100% 84.4% 
6 205 0 0 0 100% 100% 
9 205 0 0 0 100% 100% 
12 205 0 0 0 100% 100% 

KEGG 
Reaction 
http://www.g
enome.jp/keg
g/ reaction/ 

10 205 

15 205 0 0 0 100% 100% 
3 595 236 41 0 93.5% 71.6% 
6 713 118 0 0 100% 85.8% 
9 809 22 0 0 100% 97.3% 
12 829 2 0 0 100% 99.7% 

ChEBI 
http://www.e
bi.ac.uk/chebi 

22 831 

15 829 2 0 0 100% 99.7% 
3 600 0 0 20 96.7% 100% 
6 600 0 0 20 96.7% 100% 
9 600 0 0 20 96.7% 100% 
12 600 0 0 20 96.7% 100% 

MSDChem 
http://www.e
bi.ac.uk/msd-
srv/msdchem/
cgi-bin/cgi.pl 

30 600 

15 600 0 0 20 96.7% 100% 
Average (based on final wrappers for each source) 99.1% 99.8% 

 

Fig. 7. Portion of MSDChem page for “ATP”, showing unassigned values 

4.2   Site-Wide Wrapper Induction 

In this section, we present our results for site-structure discovery, which together with the 
wrapper induction algorithm constitutes our site-wide wrapper induction approach. We 
manually model all three sources, which involves manually determining classes for data 
pages for a source, and the navigation steps for generating these classes. MSDchem and 
ChEBI have relatively simple models. KEGG on the other hand has a very complex 
model. It actually consist of a number of back-end database schemas, each having its 
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unique Web interface, with more than 30 page classes. For this paper, we restrict our 
manual model to a specific sub-site (KEGG Compound, Drug, Reaction, RPair, Enyzme 
and Orthology).  

Next we use our site-wide wrapper induction algorithm to learn the corresponding 
wrappers. We restrict our algorithm from exploring the KEGG portal outside our 
manually defined boundary, allowing it to discover navigation steps within the 
aforementioned sub-site. Finally, we apply our site-wide wrappers to the three sources 
to extract data. We limit the execution so that our system extracts data from only 20 
test instances of each class of the Web site. We manually count the total number of 
data entries and note corresponding labels across all test pages a priori, and determine 
the accuracy of the algorithm, with the results shown in Table 3. 

Table 3. Site-wide wrapper evaluation. (#C = Total number of classes, #C’ = Number of 
classes discovered, T = data entries in 20 test pages). 

SOURCE #C #C´ #T TP FN FP P R 
MSDChem 1 1 N/A N/A N/A N/A N/A N/A 
ChEBI 3 1 1711 1195 516 0 100% 69.8% 
KEGG 10 7 6223 5044 1179 188 97% 81.1% 
                                                                            Average 98.5% 75.5% 

We observe that for MSDChem, even though the navigation steps constituting the 
site model are correct, the site-wide wrapper induction fails. Upon inspection, we 
notice that the navigation step from a page instance actually results in the same 
instance. This implies that the MSDChem Web site consists of a large number of leaf 
nodes only, having no hyperlinks connecting them to each other. For ChEBI, we have 
a perfect precision, but a low recall. This indicates that the two classes our algorithm 
failed to retrieve had rich data regions. Our algorithm also fails to retrieve 3 classes in 
the KEGG sub-site, though a relatively higher recall suggests these missing classes 
did not contain as big a data region as in the case of ChEBI. Furthermore, we have 
some misclassifications in some page wrappers for KEGG which slightly lower the 
precision for the corresponding site-wide wrapper for KEGG. Overall, a relatively 
high precision suggests that our assumption that all link-collections associated with 
data regions point to classes of pages containing data is indeed correct. However, the 
relatively low recall seems to suggest that we need to relax the restriction that only 
link-collections associated with data regions should be followed. Instead, links close 
to data regions should also be followed. 

5   Related Work 

The earliest approaches to wrapper induction, including [20] and [26] required 
manually labeled training sets. Due to the large size of the Web and its dynamic 
nature, supervised techniques do not scale well. Recent attempts have focused on 
fully automatic wrapper induction techniques. The reader is instructed to read [22] for 
a survey on wrapper induction techniques. RoadRunner [8, 10] is an automatic 
wrapper induction algorithm that is closest to our approach, as it uses multiple sample 
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pages of a page-class. However, unlike our approach, it compares the structures of the 
sample pages to learn a regular expression, which takes into consideration the 
mismatches between text and HTML tags across the samples. This regular expression 
based wrapper is thus tied directly to the page structure. As we noted in section 2, 
pages from deep Web sources are often very dynamic, where concepts that are NULL 
are often omitted. RoadRunner would thus require a large number of sample pages, 
covering all possible types of such omissions, so that its regular expression can 
accommodate for this dynamic behavior. Lixto [3] and W4F [28] use XPath-like 
languages “Elog” and “HEL” respectively, and both offer visual tools for creating 
wrappers in an unsupervised manner. The user selects data of interest in a Web page, 
and a path from the root of the page to the target node is generated in the respective 
languages. Therefore, manual identification of data elements is required for each 
page, which can be laborious for pages containing numerous data entries. ANDES 
[25] is based on XPath and requires the user to manually provide XPath expressions 
to extract data. [1] builds on ANDES to induce the XPath expressions using tree 
traversal patterns but requires annotated examples. IEPAD [6], DeLA [33], ViNTs 
[27], DEPTA [35] and ViPER [29] are unsupervised wrapper induction techniques that 
are all based on one common assumption: Data regions in Web pages are constituted 
by at least two spatially consecutive records that are structurally and visibly similar. 
This assumption partially holds for result pages of search engines, online listings and 
E-commerce Web sites, but not for scientific repositories on the Web, as is apparent 
from our example in Figure 1. Even in the case of E-commerce sites and listings, the 
initial response pages of a search do exhibit a repetitive structure comprising of 
records, but the details pages describing each result do not exhibit this repetitiveness. 
All approaches cited above perform wrapper induction on a single class of pages, 
whereas our approach attempts to automatically classify pages in a Web site into 
appropriate classes, learn wrappers for each class and discover rules for applying 
these wrappers on Web pages encountered on the Web site. IDE [36] extracts 
structured data from different classes of Web pages. It starts with one labeled training 
page, indicating the information to be extracted. It proceeds to extract corresponding 
data from test pages based on the similarity between a consecutive sequence of tags 
before and after the labeled data and the data in the test pages. Whenever extraction 
fails for a page, it is manually labeled. This requires foreknowledge about which 
information must be extracted, and assumes that the same information is present and 
to be extracted from all classes.  

We are only aware of one approach to automatic site-structure discovery [9], which 
also constitutes the main motivation for our approach. The focus of their work is 
slightly different from ours. It tries to efficiently discover the entire site-structure, 
whereas we focus on discovering only data-rich regions. Their approach to clustering 
of Web pages into classes is based on the assumption that pages belonging to the 
same class contain link-collections that are in a structurally similar arrangement. 
Based on structural similarity of these link collections, they group Web pages into 
classes. This is a good assumption for sites that do not have leaf pages which do not 
have any links, such as help pages, FAQs, contacts, legal disclaimers etc. In the 
absence of hyperlinks, all these pages would be classified into a single class (because 
their link-collections have the same structure), even though these pages may exhibit 
considerable structural variations. Our approach is also based on an assumption over 
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link-collections, but contrary to [9], we assume that link-collections classified to the 
same label point to pages belonging to the same class. A closely related research field 
is that of focused crawling, which can either be content-based or structure-based. 
Content based-crawlers [4] fetch Web pages relevant to a given topic, which is 
specified by example Web pages. Structure-driven crawling relies on the structural 
similarity between given sample pages and pages of a Web site to find similar pages 
[30] or between the pages encountered in a Web site to cluster similar pages [11]. 

6   Conclusions 

We have described a novel wrapper induction technique to extract labeled data from 
data-intensive Web pages of deep Web sources. The approach takes advantage of the 
peculiarities typically associated with Life Science Web sites, most notably that they 
contain labeled data. Our approach is unique in that it automatically classifies 
structurally similar pages into classes which can then be used for learning wrappers. 
Navigation steps that are retrieved during the site-wide wrapper induction phase are 
used to associate wrappers to classes of pages, allowing us to automatically select and 
apply a wrapper for a page in the Web site. The approach is fully automatic, the 
samples required for page-level wrapper induction are collected automatically and do 
not require any manual labeling. The approach does not need fine-tuning of any 
heuristics or parameters, but does require the presence of labels.  
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Abstract. Biological ontologies are widely used for genome annotation.
Identifying correspondences between concepts of two ontologies (mapping)
allows the reuse and sharing of annotations. Accordingly, biological ontology
mapping has attracted a lot of interest. In this paper, we introduce O’Browser, a
semi-automatic method for mapping two functional hierarchies using two sets of
carefully annotated proteins. While being based on a classical ontology mapping
architecture, O’Browser computes correspondences using a combination of
different kinds of matchers. A key feature of O’Browser is that it places the
expert at the center of the mapping process at two stages: (i) both to validate the
very strong correspondences discovered by the system and to identify functional
groups of concepts and (ii) to validate the correspondences given by the combi-
nation of results found by the matchers. These matchers have been designed in
O’Browser to fit best with functional hierarchy features. For instance, we have
introduced a new instance-based matcher which uses homology relationships
between proteins. The combination of the different matchers is based on an
original notion of adaptive weighting. Here, we show the ability of O’Browser
to map concepts of Subtilist to concepts of FunCat, two functional hierarchies.
First results appear to be very promising.

Keywords: Ontology mapping, instance-based matcher, functional annota-
tion of genomes.

1 Introduction

With the availability of genomic data for an increasing number of organisms it be-
comes critical for biologists to be able to compare their functional properties. Given
the amount of data involved, this requires systematic computational analyses to be car-
ried out. Therefore the functional annotations must be expressed in a formal and stan-
dardized form. Biological concepts need to be organized in structured classifications
exhibiting good coverage (in breadth and depth) and computer readability. Hierarchi-
cal classifications and ontologies are well-adapted to these tasks. They also provide a
controlled vocabulary for the concepts of the field.
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The first standardized functional annotation schemes were simple hierarchies in
which the specificity of the function description increased when moving from the top
of the hierarchy to the leaves [1]. The first classifications were narrowly tied to the need
of annotating particular model organisms, such as Multifun for Escherichia coli [2]
and SubtiList for Bacillus subtilis [3]. Therefore, they were relatively biased towards
the characteristics of these organisms (in particular, the fact that E. coli and B. subtilis
are bacteria) and dependent on the centers of interest of the biologists that conceived
them. Later on, more general hierarchies were designed to take into consideration both
prokaryotic and eukaryotic organisms, such as FunCat [4] that was created to annotate
genomes at MIPS (Munich Information center for Protein Sequences).

Aside from hierarchical, tree-like, classifications, a different scheme has been pro-
posed known as Gene Ontology (GO) [5]. Originally, GO has been developed for the
purpose of comparing the annotation of multi-cellular organisms (Caenorhabditis ele-
gans – a worm, Drosophila melanogaster – the fruit fly, and others). It consists of three
classifications: molecular function, biological process and cellular component. They are
structured by hierarchical relations: “is a” and “part of”. GO is represented by indepen-
dent directed acyclic graphs, although recent attempts to discover associative relations
across its three hierarchies have been made [6]. GO, being the most comprehensive
classification, has rapidly become a standard. It is by far the most widely used bio-
ontology, despite the fact it is relatively unwieldy for prokaryote annotation purposes,
having been designed to compare multi-cellular organisms.

Organisms have often been annotated using different classifications. In order to com-
pare meaningfully annotations of organisms that are based on different functional clas-
sifications one must first establish correspondences between the concepts of all these
classifications (mappings). Indeed, the work we present here was motivated by the need
of comparing genomes annotated by INRA groups (using SubtiList) with genomes
annotated by MIPS (using FunCat). It is a special case of ontology mapping, since
functional classifications are simple ontologies (hierarchical structures with only “is
a” relationships), and associations are one-to-one (we intend to link each term of one
ontology with a term of another one).

Comparing ontologies for functional annotation is not straightforward, as each on-
tology reflects expertise of the scientists who have designed it, and, often focuses on
their centers of interest. Indeed, some aspects of protein functions are more detailed
than others [4]. Some ontologies provide the user with a fine granular description of
proteins (e.g. GO), while others are more concise (e.g. FunCat).

In the computer science community, many ontology mapping techniques have been
proposed during the last decade. Recently, several surveys have attempted to classify
the different techniques [7,8] and a website gathering these techniques has been set
up [9]. Since 2006, a series of dedicated international workshops have been organized
for tackling the problem of building efficient and accurate mappings between ontolo-
gies. Especially, the ISWC 2008 Ontology Mapping workshop has proposed a list of
challenges for ontology mapping [10].

In this paper, we adopt the classification of mapping techniques proposed in [7]. On-
tology mapping techniques consist in a mixture of elementary matchers and combina-
tions of matchers. Elementary matchers can be distinguished according to two features:
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the granularity and interpretation of input on the one hand and the type of input on the
other hand. Elementary matchers implement different strategies that can be based on
terminology, structure, instances or can use external resources. Generally the matchers
compute similarities between the terms of both ontologies, and then combine and filter
the results, before submitting the obtained correspondences to the expert of the domain.
Examples of matching systems are Anchor-PROMPT [11], COMA++ [12] or FAL-
CON [13]. Regarding the validation of the resulting mappings, it is worth mentioning
the Ontology Alignment Evaluation Initiative (OAEI) [14].

We propose a new approach which takes into account the specificity of the ontologies
we want to relate. Indeed they have a rather low number of concepts and a very simple
structure (hierarchical with only one kind of relationship). Also, the names used to refer
to the concepts are often short sentences. Last but not least, concepts of these ontologies
do not share common instances (we are not aware of genomes having been annotated
with two different functional classifications).

The system we introduce in this paper follows the classical methodology. It is based
on a combination of several elementary matchers, each one being defined with the pur-
pose of exploiting a feature of the ontologies studied. Our approach is original insofar
as it takes advantage of knowledge of the domain in several aspects and is based on
feedback from the user, in a collaborative fashion. For instance, domain experts specify
anchors, which are defined as clearly related pairs of concepts. They also define types,
which are semantic categories for the concepts within the ontology. The definition of
types exploits semantic knowledge about the concepts and meta-knowledge on how the
ontologies have been designed, i.e., with which aim, for which organisms, etc. Impor-
tantly, experts are asked to validate the results. Another key aspect of our approach lies
in proposing a new treatment of instances (since, as mentioned above, these instances
are not shared between ontologies) based on evolutionary properties of proteins. Fi-
nally, we introduce an original definition of the adaptive weights used for combining
matchers.

This paper is organised as follows. Section 2 gives an overview of the O’Browser
approach. The main modules of the system are described in Section 3 while results
are presented in Section 4. Finally, we compare our work to previous work and draw
conclusions.

2 O’Browser Method

For each concept of the source ontology O1, O’Browser looks for the closest concept
of the target ontology O2, if any. O’Browser returns a mapping function defined on
the set of concepts of O1 such that µ(C) = (D,σ) where D is a concept of O2 and σ
a score which estimates the quality of the correspondence. The function µ is partial
as some concepts of the source ontology do not have a corresponding concept in the
target ontology. The mapping function is neither injective nor surjective. In addition to
the two ontologies, O’Browser takes sets of external biological data (protein domains,
GO terms...) as input. Some steps of O’Browser are especially dedicated to functional
hierarchies. We will highlight these steps hereafter. By default the other steps deal with
directed acyclic graphs.
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2.1 A Semi-automatic System

Biologist or bioinformatician experts play a crucial role in O’Browser. They add some
biological knowledge to the system on the one hand and validate results on the other
hand. These steps are detailed in the next paragraphs.

Anchors: O’Browser’s first step is the search for anchors. Anchors are pairs of con-
cepts having a strong correspondence to each other based on biological background
knowledge and, thus, that must be mapped together. Anchors are identified by using
(a) a quasi-identity of names of concepts and (b) homology relationships between the
proteins annotated with one of the two concepts. A score based on (a) and (b) is associ-
ated to each pair of concepts. Only the best results are considered: a threshold is given
by O’Browser’s administrator, and only pairs of concepts with a score greater than or
equal to this threshold are proposed to the expert. Candidate anchors can be validated
or refused by the expert.

A pair can be rejected for three different reasons : (i) the two associated concepts
are not comparable at all, as they concern distinct kinds of biological fields (e.g. Ger-
mination in the case of plants and Germination in the case of Prokaryotes), (ii) the two
concepts are comparable but the pair of concepts cannot be considered as an anchor be-
cause the notions, although close, are nevertheless different (e.g. Metabolism of DNA and
Metabolism of RNA), and (iii) one of the two concepts is too general w.r.t. the second.
After this validation step all pairs accepted by the experts are considered as anchors.

Types: Also experts are asked to associate types to the concepts of both ontologies
whether they are anchors or not. Concepts that are related to the same functional ge-
nomic field are assigned to the same type. As previously mentioned, different points of
view on protein functions are merged by functional hierarchies (e.g. metabolism, cell
localisation...). Concepts of distinct types will never be mapped. Using types to gener-
ate candidate pairs of concepts for mapping allows to reduce the search space as not all
the pairs will be generated but only pairs of concepts of the same type.

The expert may use the most general concepts of the ontologies to manually identify
and name the basic types. Let T be the set of terms denoting these basic types. Types are
then propagated automatically to descendant concepts. The system allows concepts to
have multiple types. More formally, let 
 be the subsumption relation between concepts
of the ontologies and let O1 (resp. O2) be the set of concepts of O1 (resp. O2).

– BASE_TYPE ⊆ (O1 ∪O2)×T
– TYPE is the smallest relation included in (O1∪O2)×T that contains BASE_TYPE

and is closed for the subsumption relation of O1 and O2:
• BASE_TYPE ⊆ TYPE
• ∀C,C′ ∈ O1 ∪O2,∀τ ∈ T

[(C′ 
C∧ (C,τ) ∈ TY PE) ⇒ (C′,τ) ∈ TYPE]

An example of type chosen by the expert is “Cell process”.
From the analysis of the anchors validation step, O’Browser can automatically deduce
constraints on types. For instance, if a concept C cannot be mapped to another concept
D because C is too specific, then O’Browser deduces that no children of C will ever be
mapped to D. These constraints are used in the mapping candidates generation step.
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2.2 Matchers

O’Browser uses a set of elementary matchers to evaluate the similarity of two concepts
of two hierarchies. Each of these matchers focuses on a kind of similarity between prop-
erties of concepts. For instance, names of concepts may be used, or proteins annotated
with the concepts or Pfam domains associated to proteins annotated with the concepts.

A matcher defined on a domain Dom takes two concepts including their properties
as an input and returns a score as an output.

M : O1 ×O2 → Dom

In O’Browser, we used three different kinds of matchers (the first two are
instance-based matchers): (1) homology relationships-based matcher, (2) external
resources-based matcher and (3) syntactic matcher. These matchers use various
techniques and exploit complementary properties of concepts of the ontologies.

(1) Homology Matcher: Evolution is the central concept in biology. A consequence
of evolution is that all organisms exhibit various degrees of kinship in the tree of life.
Here, we are interested in the concept of homology. Two (genes or) proteins in present
day organisms are said to be homologous if they descend from a common (gene or) pro-
tein ancestor. When two proteins share this evolutionary relationship they have proper-
ties in common. The property that interests us here is the fact that they may have kept
the function of their ancestor or may have evolved related functions.

The homology matcher we have developed uses this property. Unlike the instance-
based matcher proposed in [15] for the life sciences ontologies, instances (here pro-
teins) of the concepts are not shared. Let ext(C) be the set of proteins from organisms
that have been annotated with concept C of O1 and let ext(D) be the set of proteins of
other organisms that have been annotated with concept D of O2. We have determined
the homology between proteins of sets ext(C) and ext(D) using BLAST [16], a program
that is classically employed for this purpose in biological studies. Let homologous(e, f )
denote the homology relationship between proteins e ∈ ext(C) and f ∈ ext(D).

Our expectation is the following. If the concepts C and D were totally equivalent
we would expect all proteins annotated with C in the first organism to be exclusively
homologous with proteins annotated with D in the second organism. In practice, we
measure the degree of relatedness of concepts C and D for the homology as follows:

SIM(C,D) =
|ext(C)|

|ext(C)|+ |ext(D)| ∗
CDnconcept

Cnrelation
+

|ext(D)|
|ext(C)|+ |ext(D)| ∗

DCnconcept

Dnrelation

where:

– The number of proteins annotated with C involved in homology relationships with
a protein annotated with at least one concept of O2 is:

Cnrelation = |{e ∈ ext(C),∃F ∈ O2,∃ f ∈ ext(F),homologous(e, f )}|
– The number of proteins of C involved in homology relationships with proteins an-

notated with D is:
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CDnconcept = |{e ∈ ext(C),∃d ∈ ext(D),homologous(e,d)}|

Definition of Dnrelation and DCnconcept are analogous.

(2) Shared Instances-Based Matcher: The next category of matcher uses proper-
ties shared by the two hierarchies. In reference [15], the authors presented an approach
based on this type of data by using the Kappa similarity. The similarity we use is much
simpler and efficient enough for our data. Biological properties come from various ex-
ternal sources such as Pfam domains or GO terms or SwissProt keywords, etc. The
similarity between concepts is evaluated by using a Hamming distance between the set
of terms associated to the first concept C ∈ O1 and the set of terms associated to the
second concept D ∈ O2.

Let prop(i) denote the set of terms associated to a given instance i of a concept for a
given biological property (e.g. Pfam domains). We define p1 and p2 as follows :

p1 = {prop(e),e ∈ ext(C)}

p2 = {prop(d),d ∈ ext(D)}

Sim_Hammingprop(C,D) = 1− |p1 ∪ p2 − p1 ∩ p2|
|p1 ∪ p2|

(3) Syntactic Matcher: Syntactic and string comparison matchers are very useful.
They usually work well, though they do not allow to discover all the correspondences.
We use two matchers designed to capture two kinds of syntactic similarity. In both
cases a pre-treatment is needed to remove the empty-words (non informative words
such as “of”, “from”, ...). The first matcher uses a Levenstein distance [17] (edit distance
between two strings). The second takes into account frequency of each word in the two
ontologies. For example, the word “Metabolism” is widely used in both ontologies.
It may have a very important impact on the comparison of “Metabolism of Carbon”
and “Metabolism of Sulfur”, whereas the two terms are not semantically equivalent.
Therefore, each word is weighted by its frequency in both ontologies to express its
specificity.
Given two not empty strings s1 and s2, the similarity based on Levenstein distance is
evaluated by:

1− lev(s1,s2)
max{len(s1), len(s2)}

where lev(s1,s2) denotes the Levenstein distance between s1 and s2, and len(s1) (resp.
len(s2)) the length of s1 (resp. s2), and len(s1)+ len(s2) > 0.

2.3 Adaptive Weighting

The next stage consists in combining the results of the different matchers. Classical ap-
proaches use user-defined factors to weight each matcher. But it may very well happen
that the good results of a matcher are spoiled by results of another one. For example,
let us assume that the homology matcher provides a good score for a pair of concepts,
but that the names of these concepts are not syntactically close. Combining the two
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matchers could be worse than using only the homology matcher. In order to overcome
this problem, we introduce adaptive weighting. We claim that the confidence given in
a matcher should partially depend on its results. For instance, knowing that two con-
cepts have a very close name is very informative. Thus, a weight of 1 will be given
to good results of the syntactic matcher. On the other hand, the fact that two names of
concepts are not syntactically close does not imply that the two concepts are remote.
Therefore, the weight of the syntactic matcher will be reduced when it provides aver-
age or weak results. That weak weight allows us to give a relative stronger weight to
good results provided by another matcher. The weight associated to scores of a pair of
concepts given by a matcher is adaptive insofar as it depends on the value of this score.
The definition of the weighting function is based on our knowledge on the matcher for
the application domain.

We define for each matcher Mi a weighting function WMi which associates a weight
to each score of the matcher. Each weighting function WMi is designed according to
some background knowledge about the matcher Mi. For Mi : O1×O2 → Domi, we have
WMi : Domi → [0,1]. For example, if MHomology(C,D) = 1 , that is, the two concepts C
and D are very close, then the role played by the homology matcher is very relevant
and its weight for this pair of concepts is 1, while the weight is set to 0.15 for a pair of
concepts which has a score less than 0.5.

2.4 Structure-Based Matcher

The last matcher is based on structure. A well-known idea is that the more ancestors
and descendants of two concepts in two different ontologies are themselves related, the
closer the two concepts. This matcher has been designed in order to exploit the specific
tree structure of the functional hierarchies. In a first top-down pass, the influence of
ancestors is propagated to their descendants. The second pass is bottom-up, and propa-
gates the influence of descendants. Formally:

Let us define π0,π1 ∈ [0,1] s.t. π0 + π1 = 1, let sim0(C,D) be the weighted sum of
scores of matchers for a given pair of concept C and D using the adaptive weighting,
or 1 if the pair of concepts is an anchor. We introduce anc(C) (resp. anc(D)) the set
of all the concepts ancestors of C (resp. D), except C (resp. D) itself. The first pass is
evaluated using:

sim1(C,D) = π0 sim0(C,D)+ π1 sim1(anc(C),anc(D))

sim1(anc(C),anc(D)) =
∑A∈anc(C) ∑B∈anc(D) ωk1+k2 sim1(A,B)

|anc(C)||anc(D)|
with k1 = |depth(C)− depth(A)|, k2 = |depth(D)− depth(B)| and ω a weight ∈ [0,1]
(the more two ancestors are distant from C and D, the less their role is important). The
second pass is evaluated analogously with sim1 and sim2 replacing respectively sim0

and sim1, and the set of ancestors replacing the set of descendants.

3 O’Browser Modules

O’Browser takes as input two ontologies and sets of external biological data
stored within databases, and gives as output a mapping between concepts of the two
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Fig. 1. Architecture of O’Browser

ontologies. The global architecture of O’Browser is shown in Figure 1. It consists of
five main modules: the anchors generation previously described and the five modules we
present now.

The system is fully implemented in Java 1.6. Further information and screenshots
about O’Browser application are available online at the O’Browser website [18].

Anchors validation: We have designed a graphical user interface to help the user during
the validation steps, including anchors validation, types definition, and results valida-
tion. Figure 2 represents a screenshot of the anchor validation GUI: the two hierarchies
are displayed at the bottom of the figure. Candidate anchors are highlighted in the hier-
archy trees. Users can access to the proteins annotated with any concept of the hierar-
chies by a simple click on the corresponding node. As an example, P56398 is annotated
with the term “Funcat:12.01.01 ribosomal proteins” as shown on the right-hand side of
Figure 2. Finally, when the expert has made his/her own opinion about the candidate
anchor, he/she can choose to reject or accept the proposed anchor using the form, see
top of Figure 2. Motivation of this choice can be detailed in the comment field.

Candidate generation: Using types defined by the expert and constraints calculated
at the anchors validation step, O’Browser builds a set of pairs of concepts, which are
likely to be mapped (candidates).

Candidate evaluation: The global score of each candidate pair obtained at the previous
step is evaluated using all the elementary matchers scores and the adaptive weighting



An Adaptive Combination of Matchers: Application to the Mapping 121

Fig. 2. O’Browser anchors validation GUI

(see section 2.3). This global score is refined by the structural matcher that takes into
account influence of ancestors and descendants (section 2.4). For each concept of the
source ontology, a list of concepts from the target ontology, ordered by their final score
of similarity, is returned to the next module. As this step may take some times (several
minutes) O’Browser uses a cache system. Scores of matchers for candidate pairs are
stored in O’Browser.

Candidate selection: For each concept C of O1, let MC denote the set of all scored
candidate pairs for C (this set can be empty). The selection module selects the unique
pair (C,D) that has the best score in MC (if any). O’Browser returns the set of all
selected scored pairs.

Candidate validation: The last O’Browser module is the validation module. If a “gold
standard” (mapping between concepts built by an expert) is available, obtained results
are compared to this standard. If no gold standard is available, a fraction of the results is
proposed to the expert for validation. Unlike the anchors validation, a selected mapping
can be validated or refused for two different reasons only: the mapping is wrong or one
concept is too specific/general w.r.t. the second one. The fraction of results proposed
to the expert depends on the size of the data. If the number of concepts of the source
ontology is reasonable, all the unvalidated candidate correspondences are proposed to
the expert. On the contrary, if the number of concepts is too large, O’Browser randomly
chooses concepts which will be validated. Concepts are chosen in various places of the
ontologies.

4 Application: Mapping of Subtilist to FunCat

4.1 Experimental Settings

We carried out a first test of our system for aligning two functional hierarchies of in-
terest for our collaborators: Subtilist and FunCat (version 2.1). A few characteristics of
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Table 1. Figures of the functional hierarchies Subtilist and FunCat

Hierarchy # concepts Max. depth # concepts # leaves Max. # children
at level 1 of a concept

Subtilist 63 3 6 54 10
FunCat 2.1 1305 6 28 980 28

the structure of the two hierarchies is given on Table 1. We have used biological data
publicly available in association with the two hierarchies, that is, 3 genomes manually
annotated using Subtilist and 4 using FunCat. Data associated with proteins from Swis-
sPfam (Pfam version 22.0), GO terms and SwissProt keywords from Uniprot (version
14.5) have also been used. All these data have been stored in the Microbiogenomics
data warehouse [19]. Finally, we have used a partial gold standard, manually built by
one expert (41 of the 63 concepts of Subtilist are mapped to concepts of FunCat).

All experiments have been performed on an Intel Pentium 1,73 GHz processor with
1 GB of RAM.

4.2 Results

Anchors: O’Browser discovered 28 pairs of concepts likely to be anchors (8 using ho-
mology relationships, 24 using syntactic comparison, and 4 using both similarity mea-
sures). The expert turned down 5 pairs: in two cases the concepts were not comparable,
in two cases one of the concepts was too precise w.r.t. the second, and in the last case
the concepts were comparable but not close (concept “subtilist:1.1 Cell Wall” child
of “subtilist:1 Cell envelope and cellular processes” and concept “funcat:42.01 Cell
Wall” child of concept “funcat:42 BIOGENESIS OF CELLULAR COMPONENTS”
are clearly comparable concepts, but the pair cannot be considered as an anchor). After
this expert anchor validation step, O’Browser was supplied with 23 anchors. Twenty
one out of the 23 anchors were located in the same subtree of Subtilist rooted by “sub-
tilist:3 Information pathways”.

Types: During the anchors validation step, the expert also identified 6 basic types (see
Table 2 for further information). Moreover, a few concepts of O1 and O2 have been
excluded from the mapping process because (i) they did not refer to a precise biological
function (e.g. funcat:99 UNCLASSIFIED PROTEINS) or (ii) they had types present in
only one of the two ontologies.

Using types and exclusion constraints reduced the number of candidates pairs from
82 215 (the number of concepts of Subtilist times the number of concepts of FunCat) to
12 000.

Matcher settings: We used the matchers previously described. The homology matcher
used the BLAST program with the following parameters: proteins with at least 60 %
of identical residues after alignment and an E-value of at most 10−4 were considered
to be homologous. It is worth noticing that we did not have to evaluate the BLAST
score of all pairs of proteins on-the-fly, since these results were already available in the
Microbiogenomics database.
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Table 2. Types description over functional hierarchies

Types # concepts of Subtilist # concepts of FunCat

Cell process 17 267
Cell rescue and defense 3 45
Information pathways 21 97

Metabolism 14 310
Transport / binding 8 115

Transposable element 2 7
Excluded from mapping 4 3

Not present in 0 560
the other hierarchy

Obtained mapping: Using O’Browser with these settings, we obtained the following
results:

– For 80% of the concepts of Subtilist covered by our partial gold standard, the con-
cept selected by O’Browser as the corresponding concept in FunCat is the same as
the one proposed by the gold standard.

– For 90% of the concepts covered by our partial gold standard, the corresponding
concept given by the gold standard is present among the first top-5 scored concepts
obtained by O’Browser at the end of the candidate evaluation step.

A comparison of the results drawn from the various combination strategies is shown
in Table 3.

Analysis of O’Browser limitations. Let us analyse thoroughly two cases where O’Brow-
ser did not find the best result according to the gold standard.

– An ancestor or a descendant of the closest concept is found by O’Browser. Consider
the concept “Subtilist:2.1 Metabolism of Carbon”. The expert has mapped the Sub-
tilist concept to the FunCat concept “Funcat:01.05 C-compound and carbohydrates

Table 3. Comparison of results of various combination strategies over the gold standard
(41 correspondences)

Strategy # correspondences found # correspondences found
as 1st results in the top 5 results
of O’Browser of O’Browser

Anchors 23 23
Best matcher alone 28 33

Matchers combination 27 35
without weighting

Matchers combination 29 35
with classical weighting
Matchers combination 33 38

with adaptive weighting
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metabolism”. The candidate evaluation module has found the FunCat concept at the
third place in the ordered list, whereas it found one at the first place of its descen-
dants (Funcat:01.05.01), and at the second place one of its ancestors (Funcat:01).
This error was due to the fact that the final scores for these three correspondences
were very close.

– A single correspondence is provided by O’Browser while the obvious expected
correspondence is clearly not a one-to-one mapping. Consider the concept “sub-
tilist:1.2.1 Transport/binding of proteins/peptides”. This concept clearly corre-
sponds to the concepts “funcat:20.01.09 peptide transport”, “funcat:20.01.10
protein transport”, “funcat:16.01 protein binding” and “funcat:16.02 peptide bind-
ing”. In the gold standard the expert had to make a choice, but the actual mapping
is a one-to-many mapping and should rather be a union of these four concepts.
Although this result is unsatisfactory, O’Browser is not really wrong in that case,
since it has explicitly been designed to build a one-to-one mapping.

The lack of biological data may be another source of errors for O’Browser (the
final score strongly depends on the fact that a sufficient amount of biological data is
available).

5 Discussion and Conclusion

In this section, O’Browser is compared to other systems for aligning ontologies. Many
works have addressed the ontology matching problem. In the following, we only com-
pare O’Browser with three well-known systems related to it: (1) Anchor-PROMPT; (2)
FALCON; (3) COMA++, as far as they may use anchors, partitioning (a notion close to
types) and matcher combination. Let us first recall some specificities of functional hi-
erarchies. They have tree structures with only “is-a” relationships between concepts. In
addition, the structures of functional hierarchies may differ in several aspects (breadth,
depth, and granularity of the trees).

– Anchor-PROMPT [11] is an extension of PROMPT [20]. It uses anchors found with
syntactic-based matchers, and extends the search for mapping to concepts close to
the anchors. This step is widely used employing various techniques as in FALCON
[13]. O’Browser uses an anchor discovering step, but this step is completed with a
validation step (whose results are used to automatically find constraints on types).
Moreover, we have enriched this step by using not only a syntactic-based matcher
but also an homology-based matcher.

– FALCON [13] uses a structure-based partitioning technique. It splits the ontology
into small clusters and groups them using anchors, in order to reduce the mapping
problem on the initial ontologies to a mapping problem on smaller parts. O’Browser
does not exploit the structure to split ontologies in smaller parts: structural infor-
mation is too poor (only is-a relationships) to allow an interesting partitioning. In
our approach, the expert defines basic types using a semantic criterion. The expert-
defined types are spread to descendants using the functional hierarchies properties.
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– COMA++ [12] is an extension of COMA [21]. The system is based on a combina-
tion of different kinds of matchers. COMA++ offers a choice of several strategies to
combine matchers (max, average, weighted, min). O’Browser is based on the same
architecture, but uses adaptive weighting, a new strategy to combine matchers that
exploits the scores of the correspondences obtained for a given matcher.

In this paper we have described O’Browser a new semi-automatic system for finding
correspondences between concepts of two functional hierarchies. Information about
O’Browser is available online [18]. While being based on a classical ontology mapping
architecture, O’Browser computes correspondences using a combination of different
kinds of matchers. The expert is placed at the center of the mapping process, first to
validate the anchors and then to determine types. We have designed a new matcher
based on homology relationships, and introduced adaptive weighting.

We see several opportunities for future work. In particular, we plan to use O’Browser
on other biological ontologies, either functional hierarchies or simple bio-ontologies.

As a further prospect, the ability of comparing different functional ontologies will
allow us to readily use data from genomes annotated with these ontologies. The avail-
ability of such data is crucial for any method whose goal is to automate the annotation
process itself [22].
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Abstract. Success in the life sciences depends on access to information in
knowlegde bases and literature. Finding and extracting the relevant information
depends on a user’s domain knowledge and the knowledge of the search technol-
ogy. In this paper we present a system that helps users formulate queries and
search the scientific literature. The system coordinates ontologies, knowledge
representation, text mining and NLP techniques to generate relevant queries in re-
sponse to keyword input from the user. Queries are presented in natural language,
translated to formal query syntax and issued to a knowledge base of scientific lit-
erature, documents or aligned document segments. We describe the components
of the system and exemplify using real-world examples.

1 Introduction

Indispensable components of knowledge discovery infrastructures are online reposito-
ries of freely available unstructured text from the scientific literature. Information re-
trieval techniques are commonplace for the harvesting of documents while conversion
of document formats to make them amenable to text mining is an ongoing irritation.
Text mining techniques are swiftly being deployed in industrial strength platforms al-
beit with the need for domain specific customization. Yet despite the improving profi-
ciency of text mining tools, text extracts are not always readily accessible to end users
without augmentation with semantic metadata.

At the same time existing search paradigms using keyword search over indexes of
text summaries continue to limit end users. Users do not know how to use tools that
allow them to formulate more expressive queries e.g. queries involving known relations
between entities. This amounts to a lack of knowledge of available search technology.
Nor do users know the limits of the domain coverage of a given resource that they are
querying, for example does PubMed include documents on wearable electronic devices
for personal health monitoring or is it beyond its scope. It would surely save users time
if they know the extent of the answers they can obtain from a given body of knowledge.
This amounts to a lack of knowledge of the domain.

In addition to the challenges posed by lack of semantic annotation to mined raw
text fragments and poor cognitive support for query composition, system developers are
faced with a lack of reusable domain specific metadata to facilitate semantic annotation.
Semantic annotation of text segments relies on the existence of curated domain-specific

N.W. Paton, P. Missier, and C. Hedeler (Eds.): DILS 2009, LNBI 5647, pp. 127–140, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



128 C.J.O. Baker et al.

controlled vocabularies and the mapping of semantic types in ontologies to canonical
named entities. Up until recently the use of sophisticated ’domain’ metadata was not
widely adopted for the indexing of text segments derived from scientific documents, in
part due to the dearth of suitably designed ontologies. Using domain ontologies scripted
in W3C standard ontology languages, rich in expressive power and inference capabil-
ity, to annotate mined text segments makes possible an advanced range of literature
navigation and search capabilities.

In addition to the search of documents based on named entities or predicates using
keywords, relationships or class names as entry points, metadata specific graph mining
can further augment search tools. Moreover customized search applications can be read-
ily developed for a multitude of end user requirements including content recommenda-
tion. In this paper we describe infrastructure for navigating literature that provides to
users, through a natural language interface, (i) ontology driven query, (ii) context of
query terms, (iii) cross domain query which obviates the need for users to have knowl-
edge about query languages and underlying data sources, while providing an overview
of the scientific domain, connections between entities in the domain and a comprehen-
sive understanding of decisions in query strategy. Search results are linked to scientific
documents, text segments and ontology terms. Our contributions in this paper include
the definition of the theoretical foundations for this paradigm as well as a framework
for systems based on this paradigm. Further, we illustrate this paradigm with some ex-
amples.

The remainder of the paper is organized as follows. In section 2 we describe an exam-
ple scenario for how our new search paradigm can be used. The theoretical foundations
and a framework for systems following the paradigm are developed in sections 3 and 4,
respectively. Further, we show an implementation of the framework in section 5 and use
this implementation to revisit our example scenario (section 6). Related work is given
in section 7.

2 Example Scenario

A user performs a keyword search, for example, ’lipid’. In current systems all docu-
ments containing the word ’lipid’ are retrieved. Some systems that implement ontology-
based querying, may also retrieve the documents that contain words representing
sub-concepts of lipid. The user, however, is not interested solely in retrieving these
documents or abstracts, but also wants to investigate relationships between lipids and
other concepts. The problem is that she does not know what relevant questions can be
asked. Consulting ontologies for properties can provide this knowledge. For instance,
in Lipid Ontology ’lipid’ is related to a number of other concepts, such as to ’protein’
via the relation ’interacts with’ and to diseases based on the relation ’implicated in’.
The user would want the system to describe the query ’which proteins interact with
lipids that are implicated in a disease ?’ and make this query available, along with other
relevant lipid related queries, to the user in the form of a natural language query. In ad-
dition, the user would want to be able to access the information and context relevant to
one or more keywords. This context would include connections between the keywords
(possibly via other terms) as well as terms that are related to the keywords. Again,
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ontologies can provide for a context by investigating the neighborhoods and connec-
tions of the keywords to other terms.

We may even need multiple ontologies, for instance, to find the answer to the query
’Which lipids interact with proteins (from the lipid ontology) that are involved in signal
processing (proteins involved in signal processing - from the signal ontology) and are
implicated in causing a disease (implicated in from the lipid ontology).

Moreover the ontologies can be instantiated with named entities extracted from sci-
entific documents. This can generate the response that certain oxidized polyunsaturated
fatty acids are involved in phosphorylating p53, which is involved in apoptosis, and im-
plicated in ovarian cancer which is derived from one or more text segments instantiated
to one or more ontologies. Furthermore because of the addition of expressive literature
metadata to the ontologies, querying for provenance information (documents / journals
/ authors in which the information was contained) is made possible. We could ask nat-
ural language queries like ’In which documents have lipids interacting with signaling
proteins, and known to cause disease, been found ?’

3 Theoretical Foundations

One of the main foundations of our paradigm is the use of ontologies. Intuitively, on-
tologies (e.g. [12]) can be seen as defining the basic terms and relations of a domain of
interest, as well as the rules for combining these terms and relations. In our approach
ontologies are used to guide the user in asking relevant questions. The intuition is that
the ontologies define the domain knowledge including our knowledge about the connec-
tions between different terms in the domain. Therefore, the relevant queries regarding
a set of terms are the ones for which the terms are connected in the ontology.1 In this
section we formalize the notion of ’relevant queries’.

3.1 Slices

Many ontologies in the life sciences can be represented by graphs where the concepts
are represented as nodes and the relations (including is-a relations) are represented as
edges2. In this case, given an ontology, a relevant query including a number of concepts
and relations from the ontology can be seen as a connected sub-graph of the ontology
that includes the nodes representing the given concepts and the edges representing the
given relations. We define this formally using the notion of query graph. Further, the
set of query graphs including a number of concepts and relations from the ontology is
called a slice.3

1 If the terms are not connected, then they are not useful for guiding the user in asking relevant
questions based on the ontology. However, in that case a sub-set of the query terms may still
be relevant. Also, if a co-occurrence of terms (even without relations) is useful for the user,
then traditional search approaches can be used.

2 We assume undirected edges. An edge represents a relation and its inverse.
3 For instantiated ontologies these definitions can be extended to also handle instances, by al-

lowing nodes to represent instances. In our implementation (see section 5) we do allow queries
to the knowledge base (see section 4) that involve instances.
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Fig. 1. Ontologies and query graphs

Definition 1. Given a graph G = (N,E) where N is the set of nodes in G and E the set of
edges, and a set of nodes C ⊂ N and a set of edges R ⊂ E, a query graph in G based
on C and R is defined as a connected sub-graph G’ = (N’,E’) of G where C ⊂ N’ and
R ⊂ E’.

Definition 2. Given a graph G = (N,E) where N is the set of nodes in G and E the set
of edges, and a set of nodes C ⊂ N and a set of vertices R ⊂ E, a slice in G based on C
and R is defined as the set of query graphs in G based on C and R.

As an example, consider the ontology graph in figure 1 and assume query terms related
to nodes 2 and 6. Then there are several relevant queries i.e. query graphs in this ontol-
ogy based on nodes 2 and 6. For instance, the sub-graph containing nodes 2, 1, 3 and 6
and edges e1, e2 and e5 is a query graph based on nodes 2 and 6. Another query graph
consists of nodes 2, 1, 4 and 6 and edges e1, e3 and e6. A slice based on nodes 2 and 6
is then the set of all possible query graphs based on nodes 2 and 6.

There are a number of special cases of this definition. (i) When two or more con-
cepts, but no relations are given (R = ∅), in this case we are looking for relevant queries
containing given concepts only. While most keyword search algorithms would try to
find documents in which multiple terms co-occur, in this case there is an extra require-
ment that there are connections, albeit un-specified, between the search terms in the
ontology, thereby augmenting the relevance of the returned documents; (ii) Where only
a single concept and no relations are provided, in this case a slice represents all the rel-
evant queries in which the query term features. Instead of just returning all documents
containing the query term, this approach allows a user to browse the ontological envi-
ronment of the term. It also guides the user in asking more specific questions, thereby
removing many of the irrelevant documents.

3.2 Aligned Ontology Slices

In cases where we want to retrieve information that covers different but related domains
or when we want to integrate information from different views on one domain, one
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ontology does not suffice. Queries will comprise of terms from different overlapping
ontologies. Therefore an alignment i.e. a set of mappings between terms of overlapping
ontologies, must be available. In the biomedical domain, for instance the Bioportal
(bioportal.bioontology.org, [15]) repository of ontologies stores mappings between dif-
ferent ontologies and this can be used. If an alignment between the used ontologies is
unavailable ontology alignment systems (e.g. overviews in [11,17,14,9], the ontology
matching book [5], and the ontology matching web site at http://www.ontologymatch-
ing.org/) may be used for finding mappings.

When an alignment between the ontologies is given, we can deal with a query includ-
ing terms from overlapping ontologies by connecting the part of a query using the terms
in one ontology to the part of the query using the terms in another ontology through a
mapping in the alignment.

In the definitions below, we first define an alignment in terms of a graph and then
define query graphs with parts in two different ontologies.

Definition 3. An alignment between G1 = (N1,E1) and G2 = (N2,E2) is a set of map-
pings between nodes in G1 and nodes in G2. The alignment is represented by a graph
(NA,EA) such that
(i) NA ⊂ N1 ∪ N2,
(ii) each edge in EA connects a node in N1 ∩ NA with a node in N2 ∩ NA,
and (iii) each node in NA is connected to another node in NA through an edge in EA.

The definition states that an alignment (set of mappings) is represented by a graph
such that (i) the alignment graph uses only nodes from the source ontologies, (ii) an
edge in the alignment graph represents a mapping between a node in the first ontology
and a node in the second ontology, and (iii) every node in the alignment graph should
participate in a mapping.

Definition 4. Let G1 = (N1,E1) and G1Q = (NQ1,EQ1) be a query graph in G1 based
on C1 and R1. Let G2 = (N2,E2) and G2Q = (NQ2,EQ2) be a query graph in G2 based
on C2 and R2. Let A= (NA, EA) be an alignment between G1 and G2. An aligned query
graph based on G1Q and G2Q given A is a connected graph G = (N, E) such that
(i) N ⊂ N1 ∪ N2, E ⊂ E1 ∪ E2 ∪ EA,
(ii) NQ1 ⊂ N, EQ1 ⊂ E, NQ2 ⊂ N, EQ2 ⊂ E,
and (iii) ∃ n1 ∈ NQ1, n2 ∈ NQ2, n1a ∈ N1 ∩ NA ∩ N, n2a ∈ N2 ∩ NA ∩ N, ea ∈ EA
such that: there is a path in G ∩ G1 from n1 to n1a and a path from n2a to n2 in G ∩
G2, and ea is an edge between n1a and n2a in G ∩ A.

The definition states that: (i) the nodes in the aligned query graph belong to the source
ontologies, and the edges in the aligned query graph belong to the source ontologies or
to the alignment, (ii) the nodes and edges in the original query graphs are included in
the aligned query graph, and (iii) the original query graphs are connected by at least one
path going through a mapping in the alignment.

As an example, consider the ontology graphs and alignment in figure 2. The align-
ment between the two ontologies is given by the mappings 4-E and 7-F. The query terms
are represented by nodes 2, 6, A and D. The sub-graph containing nodes 2, 1, 3, and 6
and edges e11, e12 and e15 is a query graph based on nodes 2 and 6 in the first ontology.
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Fig. 2. Aligned ontologies and aligned query graphs

The sub-graph containing nodes A, B and D and edges e21 and e24 is a query graph
based on nodes A and D in the second ontology. We can connect these two query graphs
via the path containing the nodes 6, 4, E and B and the edges e16, ea1 and e23. One
part of this graph is included in the first ontology, another part in the second ontology
and a third part in the alignment. Therefore, one possible aligned query graph includes
the nodes 2, 1, 3, 6, 4, E, B, A and D and the edges e11, e12, e15, e16, ea1, e23, e21
and e24. (Another possible aligned query graph may make use of the mapping 7-D.)

An aligned slice represents a set of aligned query graphs.

Definition 5. Let S1 be a slice in G1 = (N1,E1) based on C1 and R1 and S2 be a slice
in G2 = (N2,E2) based on C2 and R2. Let A= (NA, EA) be an alignment between G1
and G2. An aligned slice for S1 and S2 given A is defined as the set of aligned query
graphs based on the query graphs in S1 and S2 given A.

4 Framework

Using the theoretical foundations in section 3 we now proceed to define a framework for
systems supporting our new search paradigm for literature document bases (see figure
3). As input the user gives a number of query terms. A first output is a list of suggestions
for queries in natural language that are relevant with respect to the query terms and the
ontologies. These queries can then be run and results are returned. A result can be in the
form of knowledge extracted from the documents in the literature base or as documents
or document segments.

External Resources. The first external resource is the literature document base. It
contains the documents that can be searched. The second external resource is an ontol-
ogy and ontology alignment repository. It contains ontologies in which the query terms
can be found as well as established alignments between the ontologies.

Computed Resources. The knowledge base contains instantiated ontologies. The in-
stantiation represents two kinds of information. First, knowledge, in the form of named
entities and relations from the literature, is extracted and normalised to canonical names



Slicing through the Scientific Literature 133

Knowledge
Base

Literature

Ontologies

Alignments

and

USER

Query Formulator

Knowledge Base
Instantiator

Slice Generator

Slice Aligner

Natural Language
Query generator

Fig. 3. Framework

- from which concept instances and relation instances are generated. This a form of se-
mantic annotation. Further, the ontology instances are connected to instances of prove-
nance documents and document segments in which they occur.

Process - Knowledge base Instantiation. The knowledge base instantiator creates
the knowledge base with knowledge extracted from the literature and connections of the
ontology terms to documents or document segments. This component relies on different
sub-components such as entity recognizers and text mining modules.

Process - Slice Generation and Alignment. The user drives the generation of slices
by providing one or more query terms. For each of the ontologies in the ontology repos-
itory, the slice generator computes, given the query terms included in the ontology, a
slice representing the relevant queries that are possible using the provided query terms
and the ontology. The resulting slices are given to the slice aligner. This component
generates aligned slices, representing queries involving terms from different ontologies,
using the slices and the alignments in the repository. (If the query terms only occur in
one ontology, no alignment is needed and this components just returns the slice.)

Translation - Slice to Query. The (aligned) slices represent sets of queries. The nat-
ural language query generator translates these queries to queries in human understand-
able natural language text. This component may have different sub-components such as
generation, aggregation and surface realization / grammar checking of the query. These
natural language queries are built from the labels of edges and nodes in the slices and
presented to the user. Slices are also translated to the equivalent formal query, in syntax
of the query language suitable for querying the knowledge base.

Query. When the user chooses a natural language query to be run, the query for-
mulator issues the preformulated query representing the slice and the natural language
query to the knowledge base and results are returned to the user.
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5 Implementation

In this section we describe our current implementation of the framework and use the
scenario from section 2 to exemplify the instantiation of the different components.

Literature document base. The literature document base used in our scenario was
generated from a collection of 7498 PubMed abstracts that was identified by manual
curation to be relevant to the subject of Ovarian Cancer (OC). Within this collection we
found 683 papers that had lipid names from which 241 full papers were downloadable.
Retrieved research papers were converted from their original formats to ascii text.

Ontologies. The ontologies that we used for this scenario are lipid ontology [2] and
our version of the signal ontology. An alignment between these ontologies was gener-
ated using the ontology alignment system SAMBO [11].

Knowledge base. As representation language for the knowledge base we used OWL
and adopted the conceptualization developed in our previous work [2] in which a Liter-
ature Specification of document metadata was introduced to the Lipid Conceptualiza-
tion making it possible to instantiate simple axioms such as Lipid Occurs in Sentence.
The knowledge base instances are generated from full texts provided by the content
acquisition engine using the BioText toolkit (http://datam.i2r.a-star.edu.sg/∼kanagasa/
BioText/).

The instantiation of the knowledge base comprises of three stages: concept
instance generation, property instance generation, and population of instances. Con-
cept instances are generated by first extracting the name entities from the texts and then
normalizing to canonical names and grounding them to the ontology concepts. We used
a gazetteer that processes documents and recognizes entities by matching term dictio-
naries against the tokens of processed text, tagging the terms found [10].

We used the lipid name dictionary described in [2] which was a custom synthesis of
terms from a Lipid Data Warehouse that contains lipid names from LIPIDMAPS, Lipid-
Bank and KEGG, IUPAC names, and optionally broad synonyms and exact synonyms.
The manually curated Protein name list from Swiss-Prot (http://au.expasy.org/sprot/)
was used for the protein name dictionary. A disease name list was created from the
Disease Ontology of the Centre for Genetic Medicine (http://diseaseontology.source
forge.net).

To evaluate the performance of our named entity/concept recognition we constructed
a gold standard corpus of 10 full-texts papers related to the apoptosis (which is central to
understanding ovarian cancer). We extracted 119 sentences and tagged the mentions of
Protein name and Disease name. In these sentences we annotated all valid mentions of
the two concepts and built the corpus. To evaluate performance of named entity/concept
recognition a corpus without the concept annotations was passed to our text mining
engine and the concepts recognized. Our system was evaluated in terms of precision
and recall. Precision was defined as the fraction of correct concepts recognized over
the total number of concepts output, and recall was defined as the fraction of concepts
recognized among all correct concepts. The evaluation of entity recognition, in Table 1,
shows that our text mining achieved performance comparable to that of the state-of-the-
art dictionary-based approaches. In our future work, we plan to make use of advanced
entity recognition techniques, e.g. fuzzy term matching and co-reference resolution, and
also train our system on larger corpora, to address these issues.
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Table 1. Precision and recall of named entity recognition

Named Entities Mentions Precision Recall
Target Returned

Disease 32 37 0.54 0.62
Lipid 58 25 0.96 0.47
Protein 269 181 0.76 0.51
Micro average 0.75 0.51

Our normalization and grounding strategy is as follows. Protein names were normal-
ized to the canonical names entry in Swiss-Prot. Object property and Datatype prop-
erty instances are generated separately. From the Lipid, Protein and Disease instances,
four types of relation pairs namely Lipid-Protein, Lipid-Disease, Protein-Protein, and
Protein-Disease are extracted. For relation detection, we adopt a constraint-based asso-
ciation mining approach whereby two entities are said to be related if they co-occur in
a sentence and satisfy a set of specified rules. This approach is detailed in [2].

The concept instances are instantiated to the respective ontology classes (as tagged
by the gazetteer), the Object Property instances to the respective Object Properties and
the Datatype property instances to the respective Datatype properties. This was auto-
mated using a custom script developed with the OWL programming framework, JENA
API (http://jena.sourceforge.net/ ) for this purpose.

Slices. Given a number of query terms matching ontology terms from one ontology,
the query graphs (slices) based on these terms are generated. For efficiency reasons our
algorithm generates multiple query graphs at the same time, thereby computing slices
immediately. Slices can be represented by graphs as well: a slice can be represented by
Gs=(Ns,Es) where Ns is the set of all nodes in all query graphs in the slice and Es is
the set of all edges in all query graphs in the slice.

We have currently focused on slices based on concepts, i.e. all query terms repre-
sent concepts and not relations. Our algorithm, which is an extension of the algorithm
proposed in [1], starts from the given concepts and traverses the ontology graph in a
depth-first manner to find paths between the given concepts. These paths can be put
together to find the slices.

Slice alignment. Our implemented algorithm computes an important sub-set of the
aligned slice as defined in definition 5. As input we use two slices represented as graphs,
the original ontologies as well as an alignment. The algorithm generates the shortest
paths from the concepts in the first ontology on which the first slice is based, to con-
cepts in the second ontology on which the second slice is based, via concepts in the
alignment. This heuristic implements the intuition that the shorter paths represent closer
relationships between the concepts than longer paths. For instance, in figure 2, possible
shortest paths would be 6 - e16 - 4 - ea1 - E - e23 - B - e21 - A, 6 - e16 - 4 - ea1 - E - e23
- B - e24 - D, and 6 - e16 - 4 - e17 - 7 - ea2 - F - e26 - D. The original slices together
with these shortest paths constitute our result.

Natural language query generation. The aligned slice is then translated into natu-
ral language (see [1] for details). For each query graph contained in the aligned slice
we generate a natural language query for consumption by domain experts. The input
to the natural language query generation (NLQG) sub-system are aligned slices which
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are represented by as set of triples. Each triple represents an edge and its end-nodes
in the aligned slice: <ARG1, PREDICATE, ARG2> represents the concepts ARG1
and ARG2 that are related to each other by the relation PREDICATE. To translate a
triple into natural language, we primarily use a template-based NLQG methodology.
In this approach, the domain-specific knowledge and language-specific knowledge re-
quired for NLG are encoded as rule templates. The rule templates were generated using
a rule learning algorithm. Given a triple, a content determination module recognizes the
domain entities in the triples and extracts them for use as content terms. Upper level
entities such as concepts and relations are identified and extracted directly via a rule
template. For extracting the lower level entities, e.g. the verb and noun in an object
property, we employ the BioText toolkit to perform part of speech tagging and term
extraction. This is done as a preprocessing of the triples and the results are passed to
a rule matching engine. The rule matching engine applies the best matching rule and
retrieves a corresponding template to generate the natural language query. When two or
more text components are generated they are aggregated to generate a compact query.
We employ a set of aggregation patterns that are applied recursively to combine two
or more queries sharing the same entity as a conjunction, as well as a generalized ag-
gregation pattern that employs property hierarchy for combination. In the final step the
query statement is checked after after sentence aggregation for grammar and generates
a human understandable query. We employ an open source grammar checker, called
LanguageTool (http://www.languagetool.org/), which is part of the OpenOffice suite.
We added several rules to enrich the grammar verification checker.

Query result. After (aligned) slices are generated, in addition to being translated
into natural language for consumption by end users, their graph triples are formulated
into the corresponding syntax of the A-box query language (nRQL) of the reasoning
engine RACER [7]. (For details we refer to [1].) nRQL is an A-box query language
for the description logic ALCQHIR+(D−). All queries written in natural language
have a corresponding syntactic version that is issued to the knowledge base. A range
of queries can be formulated based on the slices generated by user input. Complex
queries are formulated based on multiple triples found in a graph and their connection
is based on whether each set of domain and range in different predicates has similar
properties. At least one triple and an optional set of domain and range in a role asser-
tion query are necessary. In addition the specification of joins between multiple triples,
representing conjunction of predicates, unknowns (variables) and constraints is nec-
essary. For instance, the query graph in figure 4 represents the natural language query
’Which proteins interact with lipids that are implicated in a disease?’. The nRQL format
of the query is

(RETRIEVE (?X ?Y ?Z)
(AND (?X Protein) (?Y Lipid) (?Z Disease)

(?X ?Y Interacts_with)
(?Y ?Z Implicated_in)))

Our implemented system also allows queries to the knowledge base that involve
instances. For instance, if we replace variable ?Z in the query above with the instance
Ovarian Cancer, then this constrains the retrieval of all the instances of Protein to those
that interact with a Lipid instance that is implicated in Ovarian Cancer.
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Fig. 4. Query graph example

6 Example Scenario Revisited

Given the Lipid ontology and our version of signal ontology, and the literature base as
described in section 5, our system has instantiated a knowledge base. Upon a keyword
query by the user for ’lipid’, aligned slices are generated involving the lipid concept.
The aligned query graphs in the slices are translated to natural language as well as to
formal queries. The system then presents relevant queries involving lipid to the user. Ex-
amples of such queries are shown in figure 5. The user may learn about the ontological
environment of lipid through the generated queries.

The user may be interested in the query ’Which lipid is implicated in a disease and
interacts with proteins involved in signal pathways?’ Running this query will result in a
nRQL query to the knowledge base and an answer is returned: the lipid unsaturated fatty

Fig. 5. Generated queries
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Fig. 6. Query and answer

acids interacts with the protein p53, which is involved in apoptosis, and is implicated in
Ovarian Cancer (see figure 6).

7 Related Work

We are not aware of any other work that fully deals with the problems of lack of knowl-
edge of the domain and lack of knowledge of search technology. There are a number of
systems that do tackle parts of these problems.

There exist very few systems that allow natural language querying. An example is
askMEDLINE [6] that allows a user to pose a query in natural language and essentially
uses the MeSH terms and other eligible terms in the natural language query to query
PubMed using PubMed Entrez’ E-Utilities. Although this helps the user with the lack
of knowledge of available search technology, it does not alleviate the problem of lack
of knowledge of the domain.

To aid the user in query formulation, [2] designed and deployed an interactive graph-
ical query tool, Knowlegator, for the construction of queries using axioms provided
in the ontology. Manipulation of these ’query atoms’ from the OWL-DL ontology in-
vokes A-box queries to a reasoner and subsequent ontology interrogation. The benefits
of this paradigm include the ease of use and extensibility of query complexity far beyond
the typical keyword searches and to a degree of query complexity suitable for domain
experts who ask complex questions but who have limited agility with query syntax of
various query languages. [10] extended this approach by taking advantage of transitive
properties in populated ontologies to rebuild apoptosis pathways using protein entities
mined from texts about apoptosis. A graph mining algorithm with graphical support for,
(i) the selection of two pathway endpoints and (ii) rendering of pathways, was devel-
oped on top of the existing query tool, Knowlegator. It was also further customized to
support bulk queries and rendering for all lipid-protein interactions relevant to a chosen
pathway.

There are a number of systems that use ontologies to organize search results and
allow a user to browse the literature via the ontology terms. For instance, GoPubMed [4]
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uses ontologies to index PubMed abstracts. Upon a keyword query, for each ontology
term the number of PubMed abstracts containing the term or one of its descendants is
computed. The results can then be browsed using the ontology. These systems alleviate
the lack of knowledge of the domain problem, as the user can browse the results based
on co-occurrence of the query term with ontology terms. However, it is still up to the
user to decide whether this co-occurence is relevant or accidental. Also, these systems
usually do not deal with multiple ontologies and their overlap.

There are a number of systems that use text mining and extract knowledge from
documents based on ontologies. For instance, upon a keyword query, EBIMed [16]
retrieves abstracts from Medline and finds sentences that contain biomedical terminol-
ogy in the result. The terminology comes from public resources. The sentences and
terminology are used to create overview tables representing associations between the
different terms. Textpresso [13] splits literature documents into sentences and words
and labels them using ontology terms. The allowed queries are and/or combinations of
keywords and labels.

Natural language generation technology is a mature technology dating back 10 years
and is now being deployed in commercial settings, such as for providing query options
to electronic health records [8]. Recently there have been initiatives aiming to produce
textual summaries from Semantic Web ontologies. In the main they address how exist-
ing NLG tools can be adapted to take Semantic Web ontologies as their input. In their
chapter [3] Bontcheva and Davis describe limitations of three such systems and high-
light that quality of the generated text is highly dependent on the ontological constructs
in the ontology and how their semantics is interpreted and rendered by the NLG sys-
tem. Moreover before addressing knowledge transfer and NLG issues a re-assessment
of appropriate metrics for evaluation may be required.

8 Conclusion

In this paper we have tackled the problems of lack of knowledge of available search
technology and lack of knowledge of domain that users experience when they search for
literature relevant to their task. We have proposed a framework that supports a search
paradigm that uses (multiple) ontologies to generate relevant queries based on some
keywords, translates these into natural language and allows a user via these natural
language queries to query an instantiated knowledge base generated from the literature
and the ontologies. We have defined the technical foundations and have described an
implementation of the framework and its use.

There are still a number of issues that need further investigation. As our implemented
algorithms do not compute the full slices or aligned slices, but use heuristics (e.g. short-
est path for aligned slices), we want to investigate the influence of these as well as other
heuristics. There is a trade-off between completeness (generating all possible queries)
and information overload (showing all possible queries may not be instructive or may
even be confusing for the user). Another interesting issue is whether it is possible to de-
fine a useful relevance measure for the generated queries, which could be used to rank
the queries before showing them to the user. Further, as there is a connection between a
slice generated from a set of keywords and a slice generated by a sub-set of this set of
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keywords, this connection could be used to optimize the process or to suggest the user
possible interesting generalizations or specializations of the topic.
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Abstract. Increasingly, biological data is being shared over the deep
web. Many biological queries can only be answered by successively search-
ing a number of distinct web-sites. This paper introduces a system that
exploits parallelization for accelerating search over multiple deep web
data sources. An interactive, two-stage multi-threading system is devel-
oped to achieve task parallelization, thread parallelization, and pipelined
parallelization. We show the effectiveness of our system by considering
a number of queries involving SNP datasets. We show that most of the
queries can be accelerated significantly by exploiting these three forms
of parallelism.

1 Introduction

Biologists today spend large amount of time and effort in querying multiple
remote or local data sources. Integration has become an important phase in bi-
ology research process, as it allows biologists to combine knowledge from multiple
disciplines, or in some case, search multiple data sources within a discipline.

One of the popular online medium for disseminating biological data is the deep
web. The deep web refers to data sources with backend databases that are only
accessible through the query forms. There are more than 1000 online databases
in the biological domain and the number is still increasing rapidly every year [1].
One particular challenge in accessing biological information that researchers are
interested is that it often requires a search across multiple distinct and inter-
dependent deep web databases.

Because deep web queries are executed over a wide area network, they can be
quite time consuming. A recent study from a deep web integration system shows
that nearly 80% of the execution time is spent on data delivery between the
server and the clients [2]. As a biological researcher may need to interact with
several data sources for a single query, this cost can be a significant distraction.

In this paper, we describe an approach for accelerating search over deep web
data sources. Our approach involves a system design which facilitates task paral-
lelism, thread parallelism, and pipelined parallelism. These refer to searching in-
dependent data sources in parallel, using multiple threads to query a single data
source, and pipelining partial results to overlapping queries on inter-dependent
data sources, respectively.
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Our work has been in context of a biological integration system that targets
SNP related data [3,2]. Our system design involves a querier pool and a data
pool. We have one querier corressponding to each data source. By carefully co-
ordinating the interactions between queriers for inter-dependent sources, we are
able to exploit task, thread, and pipelined parallelism.

We have evaluated our system using 30 queries over 28 data sources. Our
results show that the benefit from parallelization varies significantly. The max-
imum speedup we obtain is 12, and 6 of the queries achieve a speedup of 6 or
better. Certain queries have a higher potential for task parallelism. These queries
typically involve a large number of data sources and/or attributes, and thus, are
more likely to have data sources without inter-dependence. Some other queries
can benefit more from thread and pipelined parallelism. This is because of the
larger number of input queries to each data source.

2 Background and Problem Definition

The work presented in this paper is in the context of a biological data integration
system, which provides keyword search functionality over deep web data sources.

The use of deep web for data dissemination is growing rapidly in recent years,
especially in the scientific communities. The deep web refers to data sources
with backend databases that are only accessible through the query forms. A user
needs to fill in the query forms in order to request data from these deep web data
sources. When a user submits a query by filling a query form, data related with
the query in the backend database are returned in a HTML page dynamically.
A number of efforts have been attempting to build deep web systems that can
integrate both the query interface and the query results (structured data) of the
deep web-sites within a specific domain [3,4,5,6,7].

Biological data is increasingly being shared through deep web data sources.
For example, there are more than 1000 online databases in the biological do-
main and the number is still increasing rapidly every year [1]. One particular
challenge in accessing biological information that researchers are interested in is
that it often requires a search across multiple different deep web databases. No
single database can provide all user requested information, and the output of
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Fig. 1. Graph Representation of a Query Plan
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some databases need to be the input for querying another database. Specifically,
consider a query that asks for the amino acids occurring at the corresponding
position in the orthologous gene of non-human mammals with respect to a par-
ticular gene, such as ERCC6 [3,2,8]. There is no database which takes gene name
ERCC6 as input, and outputs the corresponding amino acids in the orthologous
gene of non-human mammals. Instead, one needs to execute the following query
plan. We first need to use gene name ERCC6 as input to query on an SNP database
such as dbSNP to find all non-synonymous SNPs and their amino acid positions.
Then, we, still taking ERCC6 as input, use a gene database, such as Entrez Gene,
to obtain the encoded proteins in human species and other orthologous species.
After that, using the proteins obtained from Entrez Gene, we search a sequence
database to find the sequences. Finally, we use the sequences and the amino acid
positions of the SNP obtained from dbSNP as input to do an alignment using an
alignment database such as Entrez BLAST. Clearly, manually querying multiple
data sources by filling multiple online query forms, keeping track of the obtained
results and combining the results together is a tedious and error-prone process.

To address the above challenges, we have been developing a biological data
integration system, SEEDEEP. This system enables exploring and querying of
scientific deep web data sources [4]. The system infrastructure of SEEDEEP is
shown in Figure 2. SEEDEEP comprises two components, which are the explor-
ing and the querying components. Further, there are 6 individual modules, in-
cluding Schema Mining Module (SMi), Schema Matching Module (SMa), Query
Planning Module (QP), Query Reuse Module (QR), Incremental Plan Genera-
tion Module (IPG), and Plan Execution Module (PE). Given a set of deep web
data sources, the exploring components (SMi and SMa) explore data sources
to understand their usage and relationships. User queries are handled by the
querying components (QP, QR, IPG and PE). The query planning module (QP),

Fig. 2. System Infrastructure of SEEDEEP
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working in conjunction with QR and IGP, finds the most appropriate query plan
for a user query. Then, the query plan is executed by the plan execution module.
The focus of this paper is the design and implementation of the plan execution
module, with the goal of achieving efficiency through parallelism.

In our system, a query Q comprises n, n > 1, search terms, and it is formally
denoted as Q = {t1, t2, ..., tn}. Among these n search terms, there is at least
one search term, ti, which is a concrete entity name. Such a term helps initiate
answering of the query. For example, Q1 = {t1 = ERCC6, t2 = SNPID, t3 =
BLAST } has three search terms, and, here, t1 is the entity name.

Thus, a query plan can be modeled by a directed graph G = (V, E), where the
node set V represents the data sources involved in the plan, and the edge set E
refers to the inter-dependence between these data sources. Adirected edge e(u, v)∈
E, where u ∈ V, v ∈ V , implies that an output attribute of the data source u can
be used to query the data source v. The graph for the query plans in our system is
a DAG (Directed acyclic graph), which implies that there are no cycles.

For an edge e(u, v) ∈ E, the data source u is the parent of the data source
v, and inversely, the data source v is the child of the data source u. In query
plans, it is possible that a data source may have multiple parents and/or multiple
children. For a data source with multiple parents, each input query is composed
of multiple attributes from its parents, and the input queries are constructed
by combining all the instances from its parents. For example, if a data source
v ∈ V has n parents: (u1, u2, ..., un), and accordingly, the instance set from
the parents are (I1, I2, ..., In), then the input query for v is (i1, i2, ..., ik), where
ij ∈ I1 ∪ I2 ∪ . . . ∪ In.

Figure 1 shows the query plan for the example query we had described earlier
in this section. The query plan comprises four data sources: dbSNP, Entrez Gene,
Entrez Protein, and Entrez Blast. The text on the edge refers to the attribute
involved in the output-input relation between the data sources. We can see that
Entrez Gene and dbSNP take the input Gene directly from the user. However,
the data source Entrez Protein takes protein ID, which is an output from
Entrez Gene. The input to Entrez Blast comprises two attributes: (amino
acid position, protein sequences), which can be obtained from querying dbSNP
and Entrez Protein, respectively.

The integration system executes the query plans automatically, submitting
queries to multiple data sources. Our previous research shows that nearly 80%
of the execution time is spent on data delivery between server and clients if
the data sources involved in the query plan are visited in simple sequential
order [2,8]. Thus, the efficiency of the keyword search is greatly influenced by
how these queries are executed. The query plan could involve tens or hundreds
of queries to be submitted to even a single data source. In order to save the time
spent while waiting for results from data sources, we can query multiple data
sources in parallel. For example, from the Figure 1, we can see that data sources
dbSNP and Entrez Gene both take input from user’s input and can be queried in
parallel. The goal of the system described in this project is to effectively utilize
the parallelism in a query plan, and querying multiple data sources in parallel.
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3 System Design and Implementation

This section describes the design of the system for exploiting parallelism. Ini-
tially, we describe the different types of parallelism that we could target, and
the challenges in exploiting them.

3.1 Parallelism in Query Plans

We can see that there are three types of parallelism that could be exploited
during the execution of the query plans.
1. Task Parallelism: Data sources without inter-dependence can be queried in
parallel. As we mentioned earlier, in the query plan shown in Figure 1, dbSNP
and Entrez Gene have no edge in between, and they can be queried in parallel.
2. Thread Parallelism: Multiple queries can be submitted to the same data
source, by issuing each query through a separate thread in parallel. This is
because most deep web data sources support multiple queries simultaneously.
For example, in Figure 1, using gene ERCC6 to query Entrez Gene, we can get
multiple protein IDs, such as: NP 000115.1, NP 001100766.1, NP 001074690.1,
etc. These multiple proteins IDs can be submitted to the data source Entrez
Protein in parallel.
3. Pipeline Parallelism: The output of a data source can be processed by its
child(ren) data source(s), while the data source can process new input queries.
This is referred to as pipelined parallelism. For example, protein sequences out-
put by Entrez Protein can be immediately used to query the data source
Entrez Blast, while the data source Entrez Protein can process new protein
IDs that are output by its parent node, the data source Entrez Gene.

While it appears that there is a significant opportunity to exploit parallelism,
there are several challenges in doing so and still maintaining correctness. First,
there is inter-dependence between the data sources, i.e., for an edge e(u, v) in
the query plan, the data source u should be queried before the data sources v.
For example, in the query plan shown earlier in Figure 1, Entrez Gene provides
protein ID that is used for querying the data source Entrez Protein, and thus,
Entrez Gene should be queried before Entrez Protein. Second, data sources
may have multiple parents and/or children, which makes tracking such depen-
dencies more complex. If a data source has multiple parents, the data source
should be queried after each of its parents. But, now suppose that these parents
can be queried in parallel. In this case, since different data sources may have dif-
ferent response times, maintaining the inter-dependence with multiple parents
while also exploiting task parallelism between the parents can be challenging.
Furthermore, we may also want to exploit the pipelined parallelism between each
of the parents and the child, and thread parallelism for the child.

3.2 System Details

We propose a novel system design that aims at exploiting the parallelism within
a query plan, while still respecting the precedence constraints. In our design,
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a querier pool and a data pool are built to implement the parallel query plan
execution. The querier pool is composed of a set of queriers that all work in
parallel. Queriers write results obtained from data sources into the data pool.
Each querier corresponds to a data source. Its responsibilities include monitoring
the activity at the parents of the data source, obtaining input instances, and
using the obtained input instances to request data from the data source. It also
interacts with the querier pool of the child(ren) data source(s), by sending a start
signal and then the output results when the necessary inputs of the child(ren)
are available. The data pool is used to store the results from data sources. It
also facilitates the communication and synchronization between the queriers.
Figure 3 shows the querier pool and data pool our system creates for the query
plan we had shown earlier in Figure 1.

We now provide further details of the functioning of these two components.
Querier Pool: As we stated above, the querier pool comprises a querier corre-
sponding to each data source. A querier is implemented as an interactive two-stage
multi-threading system, which is shown in Figure 4. The first stage contains a main
thread, which is used to implement the communication and synchronization with
other queriers, including monitoring its parents to obtain the start signal, obtain-
ing input instances, sending the start signal(s) to notify its child(ren) nodes, and
forwarding output results to them. The second stage is composed of a set of query-
ing threads which are initiated by the first stage. Each querying thread requests
data from the data source and sends results back to the main thread.

The functioning for the main thread in the first stage is shown as
Algorithm 3.1. In the first stage, a main thread is built to monitor the start
signals, which are sent by the parents when they have new results to output.

dbSNP

Entrez
Gene

Entrez
Blast

Entrez
Protein

Gene

Amino acids
Position

Protein ID
Protein

Sequence

Blast Results

Data Pool

Querier Querier Querier Querier

Querier Pool

Fig. 3. An Example of System Architecture



Exploiting Parallelism to Accelerate Keyword Search 147

Input

first stage

second
stage

data source

Output

...

Fig. 4. Two Stage Multi-threading System

The main thread stays idle when there is no start signal from its parents. When
it detects a start signal from its parents, it starts reading in new instances from
its parents. The main thread constructs new input queries from these instances,
launches a set of querying threads for querying the corresponding data sources
and waits for the results. The set of querying threads launched by the main
thread is in the second stage as shown in Figure 4. For data source with only a
single parent, the new input queries are created directly from the new instances
output by its parent. However, for data sources with more than one parent, the
main thread sets local arrays to store all the instances from its parents. New
input queries are constructed by combining the new instances of the parent with
the old instances from other parents, which were stored in the local arrays. The
new instances are also stored in the local arrays.

When the main thread receives result data from querying threads in the sec-
ond stage, it will send start signals to its children and output the returned results.
When the main thread receives data from all the querying threads in the second
stage successively, it continues to check whether there are new start signals out-
putted by its parents, which will be stored in a buffer if the main thread is receiving
data from the second stage. If the main thread discovers that there exists new in-
stances, the querier will repeat the process of reading in the new instances and
querying the data source again. Otherwise, if at least one querier for its parents
is still working, the main thread waits to be awaked by start signals from its par-
ents. The main thread will end if all the queriers of its parents end, and all querying
threads it has created have returned results.

For a data source without parents, the task for the corresponding queriers be-
comes easier. For these data sources, the main threads take input directly from
user’s input, and then launches a set of querying threads for querying the corre-
sponding data source.
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Data Pool: The synchronization and communication between the main threads
for data sources is supported by the data pool. All the main threads write results
obtained from their corresponding data sources into the data pool. Once a main
thread receives results from the corresponding data source and writes them into
the data pool, it will notify all the main threads. Then the idle main threads
would check whether there are new results coming from their parent nodes. If an
awakened main thread discovers that the new results are from their parents, it
reads new instances of the corresponding output results from the data pool, and
uses them to query its data sources. Otherwise, the main thread will still stay
idle. The data pool will have a lock with it to keep the synchronization between
the read and write operation on the data pool. This lock ensures that only one
main thread can access the data pool at the same time, which maintains the
consistency of the data pool.

Algorithm 3.1: Querier(u, E)

/*u is a data source, E is the edge set in the query plan*/
Lauch a main thread Tm for u
Parent set PS = {v1, v2, . . . , vn}, where vi has edge e(vi, u) ∈ E
Children set CS = {w1, w2, . . . , wm}, where w has edge e(u, wj) ∈ E
if |PS| = 0/*u has no parent*/

take input DI from user’s input
launch querying threads to request data from u
while results are returned from querying threads of u
u sends start signal and output results to wj ∈ CS

else
if |PS| = 1/*u has only one parent*/
while querier for v1 ∈ PS is still working
while u receives a start signal

u reads new instances NI from v1’s output
launch querying threads to request data from u
while there are results returned from querying threads of u
u sends start signal and output results to wj ∈ CS

if v1 is still working
u waits for start signals

else /*u has multiple parents*/
Set local arrays LA to store instances from output of vi ∈ PS
while there is querier for vi ∈ PS is still working
while u receives a start signal from data source vi

u reads new instances NI from vi’s output
construct input query sets IS by combining NI and LA
launch querying threads to request data from u

u stores NI in local arrays LA
while there are results returned from querying threads of u
u sends start signal and output results to wj ∈ CS

if there is querier for vi ∈ PS is still working
u waits for start signals
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3.3 Exploiting Parallelism

The system design we have developed is able to exploit the three kinds of par-
allelism we had mentioned earlier.

Task Parallelism: In our system, data sources are queried by queriers in the
querier pool. Since queriers only detect the start signal and output results from
their parents, queriers’ execution is only impacted by their parents, i.e., queriers
for data sources without inter-dependence can work in parallel. Further, by de-
tecting the start signals sent by their parents, queriers will wait until they get
new instances for constructing new queries, which implies that the parents are
queried before the children. In this way, the precedence constraints are respected
in our algorithm. For a data source with multiple parents, the querier will detect
the start signals from all the parents. In this way, the dependence between mul-
tiple parents and data source is also respected. For a data source with multiple
children, it would notify all the children when the corresponding querier obtains
new results. Accordingly, queriers for the children would get data from the data
pool and work in parallel.
Thread Parallelism: Exploiting thread parallelization is straightforward in our
system. Multiple input queries constructed by the main thread are submitted to
the data source in parallel by a set of querying threads. These querying threads
work in parallel.
Pipeline Parallelism: In the system, the start signal is sent by queriers imme-
diately after obtaining new results. The start signal informs the child(ren) data
source(s) that they can read new results from their parents and process new
queries. At the same time, the queriers sending the start signal can continue to
get new results from their own parents, and process new data. For data sources
with multiple parents, the queriers set local arrays for storing all the instances
coming from their parents, and thus maintain the integrity of input queries for
querying the data source.

4 Implementation and Evaluation Study

The performance of our system is evaluated using keyword queries that execute
on 28 biological deep web data sources, including SNP 500, Entrez Gene, Entrez
Protein, Entrez Blast, Alfred, and others. More details of this integration
system are available from our earlier publications [3,2,8]. In the experiments we
conducted, 30 query plans are constructed by submitting queries to the query
planning module of the system [3]. The queries, whose form are described in
Section 2, are specified by a domain expert we have collaborated with.

Due to changing network condition and work load of the servers, the response
time for the data sources we have integrated varies to some extent over time.
Thus, we perform all experiments during the same time of the day. In addition,
the experiments are performed three times and the final results we report are
the average of the three execution times.

Table 1 shows the time spent on constructing query plans and the times spent
on executing these query plans sequentially and in parallel for the 30 queries. In
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Table 1. Sequential and Parallel Execution Times

Query ID # of Attr. # of Data Sources Plan Time(s) Seq Time(s) Parallel Time(s)
1 1 1 0.193 0.738 0.697
2 1 2 0.110 2.690 1.106
3 1 1 0.104 6.880 7.434
4 1 1 0.105 6.775 5.881
5 1 2 0.120 9.756 10.552
6 2 1 0.115 3.770 4.482
7 1 2 0.105 0.961 0.899
8 1 4 0.113 163.429 13.813
9 5 2 0.115 6.292 6.432
10 1 1 0.110 11.445 13.182
11 7 3 0.120 15.986 9.637
12 8 5 0.110 19.686 12.171
13 9 5 0.109 19.300 7.324
14 13 6 0.115 44.035 12.651
15 11 7 0.125 32.281 7.049
16 9 4 0.110 29.029 14.510
17 12 5 0.119 30.803 11.413
18 10 5 0.125 28.874 11.354
19 16 5 0.110 21.552 7.181
20 20 7 0.148 120.306 17.288
21 18 8 0.109 123.079 17.096
22 20 4 0.109 30.974 12.008
23 21 6 0.110 16.997 11.467
24 23 6 0.104 25.453 14.179
25 36 12 0.110 128.313 18.803
26 24 7 0.109 45.030 5.706
27 34 10 0.119 48.601 13.046
28 26 9 0.120 37.128 13.061
29 40 11 0.110 131.418 20.113
30 38 11 0.125 47.259 11.477

the sequential implementation, only one data source is queried at one time, thus
neither of task, thread, or pipelined parallelism are used. In the table, the first
column corresponds to the query ID of each query. We also show the number
of attributes contained in each query in the second column and the number of
data sources involved in the query plans in the third column. We can notice that
some queries in our experiments have a very large number of attributes, such
as more than 20. The reason is that the user may not use the exact attribute
terms (schema-level keywords) used in data source schemas, instead, they use
some high-level abstract names (semantic-level keywords). One semantic level
keyword usually can be mapped to multiple schema-level keywords, such as a
semantic level keyword ”SNP Frequency” can be mapped to 4 schema level key-
words (Population, Sample, Allele Frequency and Genotype Frequency). The
attributes counted in Table 1 are the schema level keywords which are obtained
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from user’s semantic level keywords (usually smaller than 5) using a domain
ontology. The table shows that the time spent on executing query plans is much
larger than time spent on constructing query plans, which demonstrates the im-
portance of utilizing parallel query plan execution. In addition, the table clearly
shows that for most queries, parallel execution results in better response times,
though the speedup factor varies significantly. The maximum speedup is by a
factor of 12, whereas 6 of the queries have a speedup better than 6. We will
further analyze this later in the section.

One important observation here is that for queries 3, 5, 6, 9 and 10, the simple
sequential approach execution has better performance. This is because there is
very little parallelism in these queries, which is also correlated with the small
number of attributes or data sources contained in the query plans. Further, be-
cause of the communication and synchronization overheads, the implementation
reported in this paper results in a small slowdown for these queries.

4.1 Detailed Analysis

We now analyze how the speedup achieved on a query is impacted by the num-
ber of data sources and attributes. We also study the relative impact of task
parallelism as well as thread and pipelined parallelism on the overall speedups.

Our discussion will use the metric Speedup Ratio, which is computed as tseq

tpara
.

Here, tseq is the time spent executing the query plan sequentially and tpara is
the time spent executing the query plan using our system.

Figure 5 shows the speedups of different queries as a function of the number of
attributes involved in the query. First, we can see that most query plans have a
speedup ratio greater than 1, implying that we can exploit parallelism effectively.
We can also see a general trend that the speedup increases with the number of
attributes. This is because a query with a larger number of attributes is likely
to have a more complex query plan, with more potential for parallel execution.
However, the number of attributes does not absolutely determine the amount of

Fig. 5. Speedups Vs. No. of Attributes in the Query
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Fig. 6. Speedup Vs. No. of Data Sources

parallelism. We can also see that the speedup ratio can be quite large even with
small number of attributes.

Figure 6 shows the speedups as a function of the number of data sources
involved in query plans. There is again a general trend in the figure that increas-
ing the number of data sources increases the speedup. This is to be expected,
as a large number of data sources could imply more task parallelism. However,
similar to what we saw with the number of attributes, the correlation is not
always very strong.

Our next step was to further understand how the different types of paral-
lelism contribute to the overall speedups. For this purpose, we built a Task-
Parallel system that only exploits task parallelism in query plans. In this sys-
tem, data sources without inter-dependence can be queried in parallel. However,
the input queries obtained from parents are submitted to data sources sequen-
tially. Figure 7 shows the speedups - both the overall speedups with all three
types of parallelism, as well as the speedup from the Task-Parallel system. As

Fig. 7. Speedups: Different Types of Parallelism
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the implementations of thread and pipelined parallelism are closely tied to each
other, we just focused on isolating the gains from task parallelism.

From Figure 7, we can see that both task parallelism as well as the combination
of thread and pipelined parallelism is important for our system. While the Task-
Parallel system has better speedups than sequential system, the system with all
three types of parallelism still has better speedups.

From the Figure 7, we can learn that, for queries 8, 20, 21, 25, 26, and 29,
the system with all three forms of parallelism has much better speedups than
the Task-Parallel system, implying that thread and pipelined parallelism is more
important for these. By analyzing these query plans, we discover that, compared
with other plans, these query plans involve at least some data sources which have
a large number of input instances. These queries are mainly about discovering
amino acids occurring at the corresponding position in the orthologous gene
of non-human mammals with respect to a particular gene, or discovering SNP
and SNP related information, such as ssID, about a particular Gene. Taking
discovering SNP related information as an example, a particular Gene may have
multiple SNPs, and a SNP may have multiple ssIDs. Thus, in these query plans,
data sources, like dbSNP, have a large number of input queries(instances). Thus,
the potential for thread and pipelined parallelism is very high. On the contrary,
for other query plans where thread and pipelined parallelism has little improve-
ment over the task-parallel system, the number of input queries(instances) for
the data sources is limited. Another observation from Figure 7 is that, for some
query plans, the Task-Parallel system has better performance compared with the
system with all parallelization. This is because there is no potential for thread
and pipelined parallelism, whereas communication and synchronization between
additional threads results in a slow-down.

Overall, we can see that for most queries, there is a significant benefit from ex-
ploiting parallelism. Certain queries have a higher potential for task parallelism.
These queries typically involve a large number of data sources and/or attributes,
and thus, are more likely to have data sources without inter-dependence. Some
other queries can benefit more from thread and pipelined parallelism. This is
because of the larger number of input queries to each data source.

5 Related Work

Parallelization has previously been recognized as an effective approach to im-
proving the efficiency of deep web data source query processing. Warnick et al.
have developed a query engine to access heterogenous data resources on the
deep web in parallel [9]. However, this system does not consider the possibility
of inter-dependence between data sources, and therefore, the implementation is
much simpler. Braga et al.[10] present a parallel framework for multi-domain
queries on the Web that constructs multiple query plans for the same query, and
then selects the optimal one according to cost metrics. While the system exploits
task parallelism in executing query plans, it does not consider thread or pipeline
parallelism. Bruno et al.[11] have studied thread parallelization in processing
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top-k queries over web-accessible databases. Deshpande et al.[12] propose flow
algorithms using pipelined parallelism to solve a multi-way join query problem.
Multiple query plans are used simultaneously to minimize the processing time
of a query. They focus on utilizing the parallelization between multiple query
plans.

Our work is also related to Web Service Management System (WSMS)[13],
which is proposed for solving the problem of Select-Project-Join queries spanning
multiple web services. They join the results from web services in the query plan
at the end to obtain their final answer. Thus, the cost of the query plans in
their work mainly depends on the order of the web services. Our work is clearly
different, as the queries we are handling are keyword queries. We do not join
results, but merge results from different data sources in the query plan. Thus,
exploiting the parallelism among data sources is the core of the optimization in
our case.

Our work is also closely related to Triana Workflows System[14]. In the Triana
system, distributed workflows, which are provided by users, dynamically map
to the virtual grid overlay of triana services. In our work, the query plan is
constructed by a query planning system rather than user input.

Parallelization is also utilized in large, distributed web search systems, which
are based on distributed indexes over multiple servers. Parallel query processing
is required in the search system due to the distributed index and processors.
Rasolofo et al.[15] propose a collection selection and result merging strategy for
distributed Web search system. Orlando et al.[16] have developed a distributed
Web search engine, MOSE, which utilizes two types of parallelism, task par-
allelism and data parallelism, in processing queries. Thus, our work aims at
processing queries by requesting data from multiple data sources, whereas these
efforts aim at processing queries by using multiple processors.

Parallelization is widely used for faster query processing in traditional re-
lational databases[17,18,19]. Besides task parallelism and pipeline parallelism,
they also exploit data parallelism, which is based on partitioning of the data.
Thread parallelization is not exploited in query processing in traditional rela-
tional databases, since these systems do not request data from distributed web
sources. In addition, because of the nature of the queries and data sources, our
system design is very different.

6 Conclusions

This paper has described and evaluated a system that exploits parallelization
for accelerating search over multiple deep web data sources. An interactive, two-
stage multi-threading system design enables us to achieve task parallelization,
thread parallelization, and pipelined parallelization. This system design has been
evaluated in the context of a biological integration system that targets SNP re-
lated data. Our experimental study used 30 queries over 28 data sources. Our
results show that the benefit from parallelization varies significantly. The max-
imum speedup we obtain is 12, and 6 of the queries achieve a speedup of 6 or
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better. Certain queries have a higher potential for task parallelism. These queries
typically involve a large number of data sources and/or attributes, and thus, are
more likely to have data sources without inter-dependence. Some other queries
can benefit more from thread and pipelined parallelism. This is because of the
larger number of input queries to each data source.
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Abstract. Data integration plays a major role in modern Life Sci-
ences research primarily because required resources are geographically
distributed across continents and experts depend upon leveraging these
digitally archived resources. The ever changing and exponentially grow-
ing digital archives pose a significant challenge for traditional data in-
tegration efforts and efficient development of data processing pipelines
for scientific investigations. Thus a forceful argument can be made that
in Life Sciences fast and ad hoc application design requiring data inte-
gration and workflow processing is urgently warranted. In this paper, we
present a new visual application design toolkit, called VizBuilder, that
can be used to design ad hoc applications at throw away costs by naive
users in the Life Sciences to integrate remote databases and to design
application pipelines. We leverage the recent development of BioFlow
query language and LifeDB database management system that allows
for such application design. We show that VizBuilder can be used as a
front end query interface for LifeDB, with which robust and a wide range
of applications can be developed at a very abstract and conceptual level
without having to learn BioFlow. Users are able to express their appli-
cation by drawing it using VizBuilder icons and connecting them in a
meaningful way. Once completed, VizBuilder can compile and transform
the visual application into an error-free BioFlow program to be executed
in LifeDB. We present the functionality of VizBuilder using a real life
application that our Life Sciences researchers have implemented and ex-
ecuted in LifeDB as part of their investigation.

1 Introduction

Despite remarkable progress in computer technology, the task of developing pro-
grams has remained a writing exercise. Although modern compilers help pro-
grammers with automatic code generation, interface building etc., they operate
on the premise that the developer has a good command over the textual pro-
gramming language. In most cases, text based approach makes more sense than
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the graphical alternative, as it allows developers to have fine control over complex
control flows and data structures. Textual programs are easy to maintain and
share. The situation is changing with the introduction of high level languages
in emerging fields such as data integration, spatial data analysis, business work-
flow management, and so on. The user demographics of these languages include
people from disparate scientific fields, user bases in e-commerce societies, first
responders in disaster mitigation systems, etc. To facilitate access and query-
ing, most applications and web based services develop form and GUI centered
interfaces. Such static form based approaches are bound to fall short of captur-
ing the full capabilities of these powerful languages. On the other hand, even
a skilled developer finds it hard to learn the textual syntax of every other lan-
guage. Visual programming system seems to be the most logical solution to
these problems. At the Integration Informatics Laboratory, we are working on
a language for integration of hidden web resources. To support ad hoc and on-
the-fly data integration in Life Sciences, we are developing a new query language
called BioFlow for our biological data management system, LifeDB. Our expe-
rience with our Life Sciences users and colleagues shows ample evidence that
even though BioFlow offers high level abstractions for programming support,
developing applications involving diverse internet resources is still a challenge
for them. On the other hand, depicting a program with diagrams, flow charts
and sequence of conceptual constructs was more user friendly and appealing.
So, we set ourselves towards building a graphical editor called VizBuilder as
a visual toolkit that will ultimately generate BioFlow scripts from application
description diagrams for execution by LifeDB engine.

Our principal goals in the design of VizBuilder were to adopt simplicity of de-
sign, support conceptual application development at a higher abstraction level
than currently possible, and follow best practices in workflow systems [14,21].
The design was inspired by several academic [20,22,28] and industrial [2] work-
flow systems. We preferred independence from the underlying computational
structures such as grid [19], or web services [3] for wider acceptance and ap-
plicability. Unlike systems such as [31,29,2], we have also preferred a decoupled
environment as opposed to a tight coupling of the interface and execution en-
gine so that modular design and leveraging existing systems such as LifeDB are
possible. In summary, we use VizBuilder to visually express an application at
a conceptual level. Then a translation mechanism is used to convert the visual
specification to a BioFlow script for onward execution by the LifeDB engine.
Although BioFlow is largely declarative, it contains programming constructs
such as loops and conditions, which is a departure from [9]. VizBuilder is also
accessible in a way similar to BioGuideSRS [8] and Ali Baba [24] requiring no
installation. Finally, from a design standpoint, VizBuilder extends the ideas of
graph grammars in visual languages such as [31,13,30,29] by enriching them with
features from domain specific modeling to support abstraction and decoupling
from lower level engines.

The remainder of the paper is organized as follows. In section 2, we introduce
salient features of BioFlow on intuitive grounds using a real life data integration
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miRNA chromosome

hsa-mir-10a ch 17

hsa-mir-205 ch 1

geneID miRNA targetSites

FLJ36874 hsa-mir-10a 10

FLJ36874 hsa-mir-10b 3

RUNDC2C hsa-mir-205 8

microRNA geneName pValue

hsa-mir-10a FLJ36874 0.004

hsa-miR-196b MYO16 0.009

(a) genes

(c) micrornaRegulation

(b) sangerRegulation

(d) proteinCodingGene

Gene p63Binding

FLJ36874 Y

RUNDC2C Y

MYO16 N

geneID miRNA targetSites pValue

FLJ36874 hsa-mir-10a 10 0.004

FLJ36874 hsa-mir-10b 3 null

RUNDC2C hsa-mir-205 8 null

MYO16 hsa-miR-196b null 0.009

(e) regulation

(f) proteinCodingGeneRegulation

geneID miRNA targetSites pValue p63Binding

FLJ36874 hsa-mir-10a 10 0.004 Y

FLJ36874 hsa-mir-10b 3 null Y

RUNDC2C hsa-mir-205 8 null Y

MYO16 hsa-miR-196b null 0.009 N

Fig. 1. User tables and data collected from microRNA.org and microrna.sanger.ac.uk

application in micro RNA data analysis. This introduction will be leveraged in
section 3 where we discuss the system architecture ofVizBuilder, and subsequently
discuss applicationbuilding usingVizBuilder in section 4.Wewilldiscuss the graph
grammar we used in VizBuilder for BioFlow language and show the reconstruction
of the BioFlow script from section 2 with VizBuilder visual operators to convince
the reader of the flexibility of our system. In section 5, we discuss where VizBuilder
stands in relation to other similar systems and in data integration, generally. Fi-
nally, we conclude in section 6 with our after thoughts and plans for the future
research.

2 A Motivating Application: BioFlow by Example

To illustrate the capabilities of BioFlow, we adapt a real life Life Sciences appli-
cation discussed in [15] which has been used as a use case for many other systems
and as such can be considered a benchmark application for data integration. A
substantial amount of glue codes were written to implement the application in
[15] by manually reconciling the source schema to filter and extract information
of interest. Our goal in this section is to show how simple and efficient it is to
develop this application in LifeDB.

In this example, the user wants to validate the hypothesis that “the human p63
transcription factor indirectly regulates certain target mRNAs via direct regula-
tion of miRNAs” by submitting several queries in multiple different internet sites
and combining information from them in a specific way. If positive, the user also
wants to know the list of miRNAs that indirectly regulate other target mRNAs
with high enough confidence score (i.e., pV alue ≤ 0.0006 and targetSites ≥ 2),
and so he proceeds as follows. He collects 52 genes along with their chromo-
somal locations (shown partially in figure 1(a) as the table genes) from a wet
lab experiment using the host miRNA genes and map at or near genomic p63
binding sites in the human cervical carcinoma cell line ME180. He also has a
set of several thousand direct and indirect proteincoding genes (shown partially
in figure 1(d) as the table proteinCodingGenes) which are the targets of p63 in
ME180 as candidates. The rest of the exploration thus proceeds as follows.

He first collects a set of genes (geneIDs) for each of the miRNAs in the table
genes, from the web site www.microrna.org by submitting one gene at a time in
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the form that returns for each such gene, a set of gene names that are known to
be targets for that miRNA. The site returns the response in the form of a table
from which the user collects the targetSites alongwith the gene name partially
shown as the table micrornaRegulation in figure 1(c).

To be certain, he also collects the set of gene names for each miRNA in table
genes from microrna.sanger.ac.uk in a similar fashion partially shown in table
sangerRegulation in figure 1(b). Notice that this time the column targetSites is
not available, and so he collects the pValue values. Also note that the scheme for
each of the tables are syntactically heterogeneous, but semantically they are simi-
lar (i.e., miRNA≡microRNA, geneName≡geneID, and so on). He does so because
the data in the two databases are not identical, and there is a chance that query-
ing only one site may not return all possible responses. Once these two tables are
collected, he then takes a union of these two sets of gene names (in micrornaReg-
ulation and sangerRegulation), and finally selects the genes from the intersection
of the tables proteinCodingGenes (that bind to p63, i.e., p63Binding=’N’) and
micrornaRegulation∪sangerRegulation as his response.

To compute his answers in BioFlow using LifeDB, all he will need to do
is execute the following script that completely implements the application. It is
interesting to note that in this application, the total number of data manipulation
statements used are only seven (statements numbered (2) through (8)). The rest
of the statements are data definition statements needed in any solution using any
other system. We will describe shortly what these data manipulation sentences
mean in this context. For now, a short and intuitive explanation is in order while
we refer interested readers to [17] for a more complete exposition.

In program 1, the statements numbered (1) through (7) are most interest-
ing and unique to BioFlow. The define function statements essentially de-
clare an interface to the web sites at URLs in the respective from clauses, i.e.,
microrna.org and microrna.sanger.ac.uk. The extract clause specifies what
columns are of interest when the results of computation from the sites are avail-
able, whereas the submit clauses say what inputs need to be submitted. In these
statements, it is not necessary that the users supply the exact variable names at
the web site, or in the database. The wrapper (FastWrap [6]) and the matcher
(OntoMatch [7]) named in the using clause and available in the named ontology
mirnaOntology, actually establish the needed schema correspondence and the
extraction rules needed to identify the results in the response page. Essentially,
the define function statement acts as an interface between LifeDB and the
web sites used in the applications.

To invoke and compute at these sites, we use call statements at (4) and
(5). The first statement calls getMiRNA for every tuple in table genes, while
the second call only sends one tuple to getMiRNASanger to collect the results
in tables micrornaRegulation and sangerRegulation. The statements (6) and
(7) are also new in BioFlow. They capture respectively the concepts of vertical
and horizontal integration in the literature. The combine statement collects ob-
jects from multiple tables possibly having conflicting schemes into one table. To
do so, it also uses a key identifier (such as gordian [27]) to recognize objects
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Program 1. A BioFlow script for integrating heterogeneous data sources

process compute_mirna { (1)

open database bioflow_mirna;

drop table if exists genes;

create datatable genes {

chromosome varchar(20), start int, end int, miRNA varchar(20) };

drop table if exists proteinCodingGene;

create datatable proteinCodingGene {

Gene varchar(200), p63binding varchar(20) };

drop table if exists micrornaRegulation;

create datatable micrornaRegulation {

mirna varchar(200), targetsites varchar(200), geneID varchar(300) };

define function getMiRNA

extract mirna varchar(100), targetsites varchar(200), geneID varchar(300)

using wrapper mirnaWrapper in ontology mirnaOntology

from "http://www.microrna.org/microrna/getTargets.do"

submit(matureName varchar(100), organism varchar(300));

drop table if exists sangerRegulation;

create datatable sangerRegulation {

microRNA varchar(200), geneName varchar(200), pvalue varchar(200) };

define function getMiRNASanger

extract microRNA varchar(200), geneName varchar(200), pvalue varchar(30)

using wrapper mirnaWrapper in ontology mirnaOntology

from "http://microrna.sanger.ac.uk/cgi-bin/targets/v5/hit_list.pl/"

submit(mirna_id varchar(300), genome_id varchar(100));

load data local infile ’/genes.txt’ (2)

into table genes fields terminated by ’\t’

lines terminated by ’\r\n’;

load data local infile ’/proteinCodingGene.txt’ (3)

into table proteinCodingGenes fields terminated by ’\t’

lines terminated by ’\r\n’;

insert into micrornaRegulation

call getMiRNA with select miRNA, ’9606’ from genes ; (4)

insert into sangerRegulation

call getMiRNASanger with select miRNA, ’2964’ from genes ; (5)

insert into regulation (combine micrornaRegulation, sangerRegulation

using matcher OntoMatch identifier gordian); (6)

insert into proteinCodingGeneRegulation

(link regulation, proteinCodingGene

using matcher OntoMatch identifier gordian); (7)

select *

from proteinCodingGeneRegulation where p63binding=’N’; (8)

close database bioflow_mirna; }
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across tables. Such concepts have been investigated in the literature under the
titles record linkage or object identification. For the purpose of this example, we
adapted GORDIAN [27] as one of the key identifiers in BioFlow. The purpose of
using a key identifier is to recognize the fields in the constituent relations that
essentially make up the object key1, so that we can avoid collecting non-unique
objects in the result. The link statement, on the other hand extends an object
in a way similar to join operation in relational algebra. Here too, the schema
matcher and the key identifier play an important role. Finally, the whole script
can be stored as a named process and reused using BioFlow’s perform statement.
In this example, line (1) shows that this process is named compute mirna and
can be stored as such for later use. We are now ready to introduce VizBuilder
which can be used to develop this entire application using its visual constructs
and operators.

3 VizBuilder System Overview

As shown in figure 2, the VizBuilder system is divided into two major compo-
nents – the editor and the kernel. The editor has several predefined features
such as, the capability to open, close or save an editing session and undo/redo
operations. The language specific operators are not part of the original system.
Consequently, each language specific feature needs to be embodied in the icons
as a combination of forms, and a series of defined steps, so that, once followed,
VizBuilder can translate these interactions and collected descriptions into state-
ments in the target language. So, during the deployment phase of VizBuilder,
a language designer needs to define the visual language as an instance of the
eXtensible VizBuilder Markup Language (XVML). The kernel then converts
the XVML definition to a set of VizBuilder specific Java classes and objects.
The tool bar of the editor is reconstituted from the visual alphabet of the target
XVML instance. A set of syntax directed editing rules are also implanted into
the editor. At this stage, the kernel derives a translation scheme from the visual
model of VizBuilder to the textual language. The system is then recompiled with
these components and deployed in the web for programming purposes.

In the programming phase, the end user opens up the editor in the browser
and draws the visual program by dragging the operators and the edges from the
toolbar2. The syntax directed editing rules, decided in the deployment phase,
guides the workflow development with on the fly syntax checking, for example,
denying a connection between operator A and operator B, if any such connection
is prohibited in the rule base. When the user chooses to compile his or her
workflow, it is checked for syntactic and semantic errors. If the program is error
free then it is translated into the code of the target textual language using the
model2code translation scheme set in the deployment phase.

1 Note that object key in this case is not necessarily the primary keys of the partici-
pating relations.

2 We will take a closer look at a programming session in section 3.2.
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Fig. 2. System Overview of VizBuilder

From the implementation point of view, VizBuilder is developed in Java which
makes it operating system independent. It is an applet which can be deployed
with standard web servers. So, the end user just needs a Java enabled browser
like Internet Explorer, Mozilla-Firefox, Safari or Opera to draw a visual program
with VizBuilder. We used Java Universal Network/Graph Framework (JUNG)
[1] as the library for drawing and maintaining graphical structures.

3.1 Operator Definition Using eXtensible Vizbuilder Markup
Language (XVML)

VizBuilder captures semantics of its visual constructs expressed in XVML –
a markup language designed after XAML [4]. In this section we will present
a flavor of XVML because a complete exposition is outside the scope of this
paper. Interested readers may refer to [16] for a more thorough treatment of the
underlying foundation of VizBuilder. Similar to the Code-behind mechanism in
XAML, we allow the Class attribute to link to Java classes. Thus, we are able to
create the user interface elements declaratively, while hiding the imperative logic
for syntax checking and translation inside the class definitions. These classes are
extended from the base class Operator which is embedded in VizBuilder. The
overridden abstract functions in these classes ensure orderly translation from the
visual model to the textual program. The id attributes are unique throughout
the definition to avoid ambiguity of reference.

As shown in definition 3.1, every instance of XVML starts with an Operator
node. Each operatormust have a child node from one of two possible types, namely,
the NestedPanel or the InputPanel. A NestedPanel holds a number of other
operators in its toolbar. NestedPanels come with a default drawing area. For ex-
ample, the Process operator in definition 3.1 is the root node of any visual pro-
gram. The root operator does not appear physically in the VizBuilder. It is the
NestedPanel, embedded inside the Process operator, that the end user will see
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Definition 1. Partial definition of BioFlow with XVML

<Operator id="Process" Class="Process.java" icon="process.jpg">

<NestedPanel>

<Operator id="Write" Class="Write.java" icon="write".jpg>

<NestedPanel>

<Operator id="Table" Class="Table.java" icon="table".jpg>

<InputPanel>

</TextBox id="TableName" label="Table Name">

...

<InputPanel>

</Operator>

<Operator id="Function" Class="Function.java"icon="function".jpg>

...

</Operator>

</NestedPanel>

</Operator>

...

<Operator id="Assign" Class="Assign.java" icon="assign".jpg>

<InputPanel>

</TextBox id="assignLeft" label="left">

</TextBox id="assignRight" label="right">

</InputPanel>

</Operator>

<NestedPanel>

</Operator>

when she opens up her editor. This NestedPanel holds a number of operators in
its toolbar, two of them (Write and Assign) are shown in definition 3.1. The re-
cursive chain of operator-panel ends with an operator with an InputPanel, as the
InputPanels are not allowed to contain any Operator or drawing pane. For ex-
ample, if VizBuilder is assembled following definition 3.1 then the top two layers,
(Process and Write) will allow workflow design, while the Table layer will only
support textual input. We support varieties of GUI element like text boxes, combo
boxes, lists etc. During the translation process, the overridden translate functions
in the linked classes are called in a bottom up fashion. The function converts the
workflow drawn on the NestedPanel or the user inputs from the InputPanel into
the script. The translate functions tackle the syntactic errors by throwing an ex-
ception. The exception is caught at the topmost layer (Process) and a descriptive
message with a link to the erroneous operation is shown to the user. The semantic
errors are handled in the server side. Based on the server response, an alertmessage
similar to the one for syntactic error is generated.

3.2 A Sample VizBuilder Application Design Session

In figure 3, we have three layers of panels marked by three numbered circles.
Layer (1) is the NestedPanel for the Process operator from definition 3.1. The
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1

2

3

Fig. 3. A sample programming session

user has dragged down three operators from the toolbar and drawn a visual
statement. One of the operators, namely, the Write is expanded in layer (2).
This layer is also of the NestedPanel type; allowing the user to draw work-
flows. The user has drawn a workflow where data from a disk file is uploaded
to a database table. Layer (3) is different from the previous two layers. It is
an InputPanel describing the schema of the table. The hierarchy of the panels
makes programming relatively straightforward. For example, if the user switches
to one of the Read operators in layer (1), all the nested windows for the Write
operator will disappear. The user can work on multiple processes simultaneously
by switching between the tabs containing them. Another important point is that
we never run out of real estate or impose any ordering scheme. The user is free
to draw the graph with as many operators and place them in a manner that is
aesthetically pleasing to her.

4 BioFlow with VizBuilder

Although it is possible to use VizBuilder for different programming languages by
changing the XVML instances, our primary target was BioFlow. The statements
in BioFlow can be divided into three categories, namely - control, data definition
and data manipulation statements. Processes, like comput mirna in program 1,
are independent programs written in BioFlow. The tables and functions defined
inside a Process have global scope. The tables can be manipulated by the two
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basic data manipulation statements - Select and Insert which add on to the
functionalities of their SQL counterparts. Apart from the tables, BioFlow allows
the use of local variables as temporary storages. It supports conditional branching
and loop to control the flow of execution.

4.1 Process Panel

The root node of the XVML definition of BioFlow is the Process operator
(definition 3.1). The flow of execution within a process is drawn on the
NestedPanel of this operator. The operators in this layer are the Read, Write,
Assign, Condition and the end of block (EOB). The first two operators have
one to one relationship with the Select and Insert statements in BioFlow.
The Assign operator is responsible for accessing the local variables, while the
remaining two operators define the control blocks. We don’t have any visual op-
erator for the data definition statements in the process layer. They are handled
in subsequent nested layers. Three types of edges are allowed in this layer. Figure
4(a) describes the production rules for the grammar for the Process panel with
the terminal symbols are shaded. The Stmt node is linked to the Read or Write
statement in BioFlow. The edges represent the flow of execution. The edges out
of the If node are labeled as t and f. They portray conditional branching.

In the XVML definition of the Process layer, every child operator except
the EOB has a child panel describing that operator. For the Assign and the
Condition operators, these panels are of type InputPanel. The Read and Write
operators, on the other hand, have their own NestedPanels with different graph
grammars. We will describe them in the following section.

4.2 Read and Write Panels

These panels describe the flow of data in different directions, unlike the control
flows in the Process panel. In a Write statement, data can travel from the

(a) Process Layer (b) Read Layer

Fig. 4. Graph Grammars for the two nested layers in visual BioFlow
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input devices, disk storages or source tables, through a number of intermediate
tables and modifying functions, to a destination table. On the other hand, the
Read statements extract data from one or more tables; modify them to desired
formats by applying different operators and display them on output devices. The
following set of operators is employed to express the data flow in the Read and
Write panels.

– Table operator denotes the schema of the data table in consideration. An
outgoing edge from the Table node holds the relation that is stored in the
table. An incoming edge to a Table node describes one or more rows that
will be inserted into the table. One does not need to define the schema every
time a table is accessed. The user can choose from a pool of already defined
schemas, instead. This ensures the global scope of BioFlow.

– Function operator represents the callable functions in BioFlow. Its use is
restricted to the Write operations only. An outgoing edge from a Function
node holds the resultant relation from a function call. The incoming edges
provide the input parameters to a function.

– Input operator can be connected to a Table or a Function node with an
outgoing edge. It collects data from the user through the input devices. The
Input operator can be used to extract raw data from a file.

– Combiner operator takes in multiple relations and transforms them into
one using one of the available algorithms. Currently, we support natural join
of SQL along with BioFlow specific functions - link and combine as possible
merging algorithms.

– Slice operator changes the input relation by renaming or discarding one or
more columns of the input schema. This operator can also change the values
of every tuple of a column by applying some arithmetic function. In other
words, Slice is analogous to the projection clause in relational algebra.

– Condition operator can be used to build the where clause in an insert
or a select statement. This operator can only be connected to a Slice or
a Group node by an outgoing edge for proper functioning. It trims out the
rows that fail the logical condition set by the operator.

– Group operator can be connected to a Slice operator with an outgoing
edge. Group operator helps realize complex conditions of the form ((condition
1 and condition 2) or condition3).

– Screen operator can be used within a Read statement only. It cannot have
any outgoing edge. It is allowed to have a single incoming edge from a Table,
Function, Slice or a Combiner operator. It projects the incoming relation
onto the screen.

The graph grammar for the Read panel is shown in figure 4(b). The grammar
for the Write panel is similar to this one. Again, the terminal symbols are shaded.
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4.3 Revisiting miRNA Regulation: The Running Example

Armed with our understanding of VizBuilder and the visual language for
BioFlow, let us revisit the compute mirna process from section 2. In figure
5, four representative statements from the seven data manipulation state-
ments are shown. Figure 5(a) holds the first load statements, where data from
’/genes.txt’ are uploaded into genes table. The process layer with all seven
data manipulation statements is also shown in this figure. The schema of the
genes table is shown as a case of InputPanel at work. Figure 5(b) corresponds
to the statement (4) of program 1. Here, we have data flowing from the table
genes to a web page encapsulated by the web function getMiRNA. The result
of the function call is stored in the micrornaRegulation table for later use.
The InputPanel of the Slice operator displays the SQL projection of the two
columns, namely miRNA and ’9606’. Figure 5(c) demonstrates the use of the
Combiner operator in statement (7) of program 1. It links the tables regulation
and proteinCodingGene. Finally, in figure 5(d) we have statement (8) of pro-
gram 1. The content of the table proteinCodingGeneRegulation is displayed to
the user after performing a SQL selection over the rows based on the condition
p63Binding=’N’.

5 Related Research

The LifeDB system features several state of the art components that represent a
wide area of research in data integration and scientific workflow management. In
this paper, we are addressing the issue of visual application design using a graph-
ical tool, such as VizBuilder, and mostly used the workflow and data integration
aspects of its query language BioFlow. Our goal was to introduce an effective
alternative to textual programming as an aid for application development in
Life Sciences where data integration and workflow design is commonplace. We
believe the foregoing discussion has made it amply clear that BioFlow allows us
to support visual data integration and workflow design in VizBuilder. Nonethe-
less, it should also be apparent that the way VizBuilder is designed, it can used
to support application design in any other declarative language, and as such
VizBuilder stands on its own as a stand alone generic interface for visual appli-
cation builder. In this section, we will, however, compare VizBuilder with other
similar tools that support data integration in Life Sciences to understand where
it stands compared to those systems.

There are several leading contemporary systems in the literature such as Tav-
erna [22], BioGuide [8], HyperFlow [12], Kepler [5], and Kaleidoquery [23]. Tav-
erna is a web service based data integration and workflow management system.
Unlike Taverna, BioFlow can be used to extract data from plain html pages,
and application design does not require source site cooperation. Taverna models
the integration problem through functional programming. As a result, it lacks
the power of declarative manipulation of data which is achieved in the read and
write panels of BioFlow, for example. Taverna’s editor also has a fixed real state
allocated for drawing. So, large workflows with more than ten processors are
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difficult to comprehend. BioGuide on the other hand is a biological information
integration system with excellent usefulness. However, the precomputed path
based approach of querying database resources is not flexible enough compared
to SQL based BioFlow where ad hoc integration with arbitrary resources is sup-
ported. In contrast, the data sources to be supported by BioGuide are integrated
and embedded in the system making it difficult to allow querying new resources
needed for a given user application. In simple terms, it only allows join, selec-
tion and projection type of queries on the supported databases. In contrast,
VizBuilder supports arbitrary queries using arbitrary databases and local ap-
plications, local or remote, in a way similar to Taverna, but with significant
differences. Interested readers may refer to [18] for a comprehensive comparative
exposition of Taverna and BioFlow. Another recent development is HyperFlow
which combines visual workflow language with visual query language. Despite
its interesting set of features, it is not possible to design complex control flows
with HyperFlow. The Kepler workflow system supports scientists from different
domains including biology, ecology and astrophysics in which users are allowed
to construct workflows using local applications as well as external sources. How-
ever, one needs to manually wrap and add a resource to Kepler’s library of actors
before it can be used in a workflow.

As BioFlow is a superset of SQL, its visual representation can be treated as
a visual query language (VQL) system. A comprehensive survey of the VQL
systems can be found in [10]. It is very difficult for a user without any database
knowledge to use the Entity Relationship based VQLs like QBD* [25] and VKQL
[26]. DFQL [11] is a dataflow based query language where a large number of op-
erations such as complex Boolean predicates, aggregate functions, and grouping,
are done textually. It is interesting to note that the visual language of BioFlow
shares many constructs with Kaleidoquery. However, the 3D representation of
Kaleidoquery requires a significant amount of CPU power without obvious gains
in utility. Also, its join, self-join and nested query construct are less intuitive
than visual BioFlow.

6 Summary and Future Research

Visual programming is the next logical step in the realm of computer program-
ming. In this paper, we proposed a generic editor that can be tuned to fit a
large array of programming languages. Our main objective was to make pro-
gramming interesting to non-programmers through eye-catching icons, intuitive
drawing rules, easy web access etc. We are planning to take it one step be-
yond. Currently, a designer needs to write the XVML instances and extend the
class hierarchy manually during the deployment phase. We want to automate
these steps and build a “super-editor” where the customization can be carried
out graphically. We are also developing a rigorous representation of the nested
graph grammar and testing it with representative programming languages from
different paradigms. The current VivBuilder version does not show the results
after each step in execution; only the final outcome is displayed. The simplest
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solution to this problem would be to show all the intermediate data tables cre-
ated during the workflow run. But, this gives rise to some difficulties with loops
and conditional statements in the workflow. Currently, we allow textual results
from the workflows to be displayed in a tabular format. We will gradually allow
graphical information visualization techniques such as images, Dendogram, heat
maps, networks etc. As a somewhat separate but parallel project, we are working
on the optimization of the workflows drawn by the naive user.
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Abstract. EpiC is a web resource for choosing epitopes for use in an-
tibody based experiments. It integrates a suite of tools to identify the
subsequence of a target protein that a binder interacts with. Where the
binder is an antibody this subsequence is termed an epitope, i.e. the re-
gion of a protein that an antibody specifically recognises. EpiC is part
of the Europe-wide project ProteomeBinders, thats aims to develop a
resource of binding molecules for the entire Human Proteome. EpiC has
a simple interactive web interface that provides experimentalists with an
integrated suite of bioinformatic tools and annotation information. Cru-
cially this neither requires the user to download any specialist software
nor develop scripting tools.

Given the diversity of applications for affinity reagents, it is important
that the resource provides relevant information dependent on the type of
experiment being carried out. It is important to note that researchers of-
ten require multiple different binders for one protein and different binders
for use in different experiments. EpiC achieves access to these wide range
of tools using state of the art methods of data integration. Webservices
and REST interfaces such as the Distributed Annotation System are
used to deliver the information to the user. These ensure that the lat-
est versions of the analysis software and annotation are displayed to the
user, relieving the user of the need to keep up to date with the latest
databases and software.

1 Introduction

Affinty reagents play a crucial role in a wide range of biological applications.
The ability to specifically identify proteins in a mixture is of vital importance
to researchers [1]. The latest data from UniProt suggests that there are around
24,000 human proteins [2]. This number provides a lower limit on the number of
affinity reagents that will be required to identify the complete human proteome.
Currently, the most widely used affinity reagents are antibodies; they are the first
choice of experimentalists when designing affinity based experiments. They can
specifically bind to a target protein by recognising a subsequence of the protein
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known as the epitope. A set of binding reagents that could be used to compre-
hensively explore the human proteome would be of great use to the biological
community. In addition to individual proteins reagents will be required for all the
splice variants, polymorphisms and peptides of these proteins. Post-translational
modifications, such as glycosylation, as well as modifying the affinity of an an-
tibody for the target could alter the selection of epitope for a given experiment.
This will raise the number of reagents required to well over 10 times the number
of proteins. Furthermore, the choice of experiment will impact on the selection
of the epitope. The optimal epitope for a western blot could be different to that
for an ELISA experiment. If the epitope contains a potential glycosylation site
then antibodies can be used to distinguish between the glycosylated and non-
glycosylated states; i.e. one would be targeted and specific to the glycosylated
state and one to the non-glycosylated state. The availablity of reagents is a lim-
iting factor to the current exploration of the human proteome. The development
of tools to aid in the identification of epitopes and the generation of antibodies
will greatly increase the rate at which such reagents can be synthesised.

1.1 Rationale for Project

The use of bioinformatic tools in the generation of a set of epitopes for the gen-
eration of antibodies will be key to achieving the goal of a set of affinity reagents
for the human proteome [1]. We present in this paper our work to unify the
tools and annotations that are necessary for experimentalists to select appro-
priate epitopes to drive the generation of antibodies. Currently, the tools for
helping experimentalists select epitopes are spread around a number of sites or
interfaces [3]. By integrating these tools for biologists, in an easy to use and
modular fashion we are providing a modern bioinformatics platform for affinity
proteomics and other fields that use antibodies. Resources such as the Human
Protein Atlas [4], have collated a resource of well characterised affinity reagents
for a wide range of experimental contexts. Given the scale of the problem, bioin-
formatics resources that speed up the process of selecting epitopes are required.
Novel approaches, such as the antibodypedia, which attempts to build commu-
nity sourced repository of data on antibodies have been launched recently [5].

Proteins are composed of functional modules that range in size from small
linear motifs of a few amino acids to globular domains that compose the en-
tire protein. Experimental investigation of the protein could potentially require
binders to each module. Therefore there has to be an awareness of the domain
composition of the protein. We use a range of tools to determine this, SMART,
disopred and Pfam [6], [7] [8]. Further information about the secondary struc-
tural components that these domains are composed of are returned via sources
such as DSSP and UniProt annotations [9] [2]. The investigation of functional
aspects of a protein can have the effect of limiting the choice of epitope that an
experimentalist can use. For example, if an experimentalist is seeking to disrupt
the phosphorylation of a particular protein at a specific motif, then there is only
one epitope that can be selected [10]. If localisation is the focus of study then the
experimentalist will need to know where the localisation signals on the protein
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are. Finally, the epitope needs to be unique in order to ensure the specificity of
the antibody. Therefore once the features of the protein have been displayed it
is crucial to be able to determine their similarity on the primary sequence level
to features of other proteins. For this, we use the BLAST server at the EBI [11].

1.2 Why Go for Distributed Data Collection

The rise of distributed or federated systems of retreiving biological information
has gained widespread adoption in the bioinformatics community because it
removes the requirement to maintain large and expensive databases by multiple
groups. Such systems facilitate the creation of added-value to the original data,
using it as a springboard to develop further functionality to the resources without
the costs of maintenance. The standardisation of data formats has enabled the
creation of a new generation of tools and software that build upon the primary
data repositories such as UniProt and Ensembl. Webservices technologies have
also gained a lot of attention in bioinformatics in the last few years [11]. They
offer a simple way for programmers to interact with a heterogeneous range of
technologies from Grid Storage Services to high performance computers upon
which to store and initiate jobs [12] . These do not require the programmer to
have an in depth knowledge of the architecture of the grid or the computers which
they interact with [13] . This abstraction frees the developer to concentrate on
the application logic of their software. Perhaps more importantly it means that
relatively low powered machines can be used as gateway servers that connect and
manage sophisticated bioinformatic analysis on a large number of distributed
servers and services [14]. It would not be feasible for a single developer or small
team to maintain a suite of servers to run a wide range of software tools, but it
is feasible to connect via webservices to these tools and run them remotely. For
this reason, the webservices on offer at institutes like the EBI have seen massive
adoption in the previous years [11].

2 Methods

EpiC is composed of two main parts. First, the user interface which is deployed
as a javascript application in the user’s browser. This allows the user to interact
with the application logic which is run in a tomcat server. The user interface acts
as a client to the server through remote procedural calls (RPC). This is shown
schematically in Figure 1. EpiC requires the user to answer some simple questions
about the type of experiment being carried out. It contains a set of analysis
modules, which can be considered as distinct sets of bioinformatic analysis tools.
For example, if the experimenter is designing an experiment that requires a
phospho-epitope then the phosphorylation prediction would be activated. In this
way, the resource is capable of delivering context-dependent analysis to the user.
This is in contrast to the currently existing bioinformatic infrastructures which
are fragmented and require the user to run disparate bioinformatic analysis tools.
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Fig. 1. Representation of how the user (top) interacts and receives information via the
javascript interface, from the application server of the resource (middle). Crucially all
of the interactions with remote computing infrastructure (bottom) are hidden from the
user.

2.1 Distributed Annotation System and Webservices

The federated biological data retrieval system DAS is essentially a set of servers
that provide information about, in our case, proteins. The servers provide this
data in a protocol that is the same between servers [15]. EpiC acts as a client
collating relevant information about the protein of interest and displaying it to
users. In addition to experimentally determined annotations about a protein,
it is possible to collate pre-calculated bioinformatic analysis about the protein
[15]. This increases the speed of response since there is no need to recalculate
results for each query. DAS provides methods for ensuring that the version of
the protein in the reference server and the annotation server is the same. This
allows the distribution of information between multiple servers and the subse-
quent integration by clients at a later stage. The precise amount of data and the
different sources on display is left to the client [15].

We have written a number of clients to popular bioinformatics webservices,
such as EMBOSS, BLAST and Protein Identifier Cross-Reference (PICR) ser-
vices [16], [11], [17] and display this information in conjunction with the informa-
tion retrieved via DAS. The application server acts as a client to these services
and controls the running of jobs for the user. As soon as the results from these
services are returned they are parsed into a format for display to the user on the
website.

The use of an ajax based interface improves the usability for the user. Inter-
faces such as the Dasty client have demonstrated the utility of this approach [18].
This approach enables an interactive exploration of the protein, that would be
difficult to achieve in other development models. The always up-to-date nature
of webservices frees the user to concentrate on the biological problem rather than
the problem of getting the most current information on their protein. This al-
lows us to, for example, dynamically highlight sections of the graphs and update
information about the protein as it becomes available.
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2.2 Protein Affinity Reagent Ontology

EpiC makes use of the Protein Affinity Reagent (PAR) ontology to formally
describe the reagents and the experimental contexts. The PAR ontology is an
extension of the Protein Standards Initiative’s Molecular Interaction ontology
[19]. This allows EpiC to determine the intentions of the user in a formalised
way. The calls to the ontology, made through the Ontology Lookup Service
(OLS) at the EBI [20], are important in helping the user to understand the
technical questions about the state of the protein, features and experimental
context. Terms used in the webpage are queriable by the user and an informative
popup can display the definition of the terms. When appropriate EpiC links to
other ontologies, for example the Sequence Ontology), to describe more generic
biological terminology. Such calls are made from the EpiC resource to the OLS
at the EBI through webservices. This aids the user in identifying important parts
of the protein for use in the selection of appropriate epitopes.

2.3 From Webpage to Application

The user is asked first of all to enter in a sub-sequence of a protein or the UniProt
identifier of the protein that they are interested in. This could be a fragment
that they are planning to use to raise an antibody. The PICR service from the
EBI is used to identify the protein sequence and fetch its cross references in
the other databases, such as UniProt and Ensembl [17]. They are then invited
to describe in more detail the specifics about the intention of the experiment.
These questions aim to determine which software modules should be run by the
application server, which receives this data via an RPC call from the client. Once
this is received the resource initiates appropriate jobs on the remote servers and
collects the relevant annotation information. Figure 2 shows this schematically.

Information can be retrieved and integrated in the output from a wide range
of biological sources. Information about the protein, for example, domains and

Fig. 2. A brief overview of some of the modules that the EpiC resource
is capable of interacting with. A complete list is available on the website
(http://epic.embl.de/servers.html).
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structure [6], post-translational modifications [21], [22], [23] and membrane
topology, [24], [25] can be selected for inclusion in the results on the basis of
the experimental context. The module assignment engine currently only accepts
jobs through the RPC calls, though we plan to open this up to other forms of
webservice technology such as WSDL. This will aid in the reuse of the software
in other pipelines and in software such as Taverna [14].

3 Results: Exploring the Epitopes

The user is able to access the tools and information from a single webpage that is
dynamically updated. Bringing these tools together in one place and standardis-
ing the display of the results, from different sources in different data formats, rep-
resents a significant contribution to antibody development. Once the user clicks
the run button, the answers to the questions are collated and used to determine
the appropriate software analyses to be run. EpiC runs these jobs (See Figure 1),
and returns the results as quickly as possible to increase the feeling of interactivity
and speed. The client script in the user’s browser then displays the results in one
page (See Figure 3). The results are organised into logical groups to facilitate the
exploration of the protein to determine the optimal epitopes. It is worth underlin-
ing that since there is not one definitive answer to the question it is impossible to
serve the user with a list of predicted epitopes. To do so, may mislead the user and
hinder the selection of appropriate epitopes for their experiments.

The results page summarises the relevant information about the protein. It be-
gins with information about the physicochemical properties of the protein such as
hydrophobicityandhydrophilicity [16].These are commonlyusedby experimental-
ists to determine the relative antigenicity of the different regions of the protein. In
addition traditionalantigenicity scales, suppliedby the ImmuneEpitopeDatabase,
are also shown for the same reason [3]. When appropriate, surface exposure and
flexibility scales are also shown to highlight regions of the protein that are likely

Fig. 3. A subset of the results showing the some of the possible analysis that can be
run. The user is free to collapse and reorder results to make it even easier to align the
analysis.
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to be exposed and therefore available to a binder. General information about the
protein, such as the gene ontology terms associated with its entry in UniProt are
also shown to remind the user of the localisation of the protein or its position in the
cell cycle. Below this is, if available, a link out to the Protein Atlas. The Human
Protein Atlas is a compendium of characterised antibody reagents. Highlighting
the availability of known antibodies to the user is important to ensure that they
don’t waste time recreating these reagents.

4 Discussion

We have presented a tool for the integration of bioinformatic tools and data for
the use of experimentalists designing antibody based experiments. This resource
incorporates a wide range of tools and information, within an easy to use inter-
face. The web-based technologies used in this project enhance the usability of
the resource, making the resource more user-friendly and increasing the utility
of the individual tools by aggregating information.

The software is also made available as a facebook application, (http://
apps.facebook.com/epicsocial), to demonstrate the possibilities of delivering soft-
ware through javascript in a social networking environment. The development
of EpiC has demonstrated the utility of distributed computing in conjunction
with interactive webscripting technologies to deliver complex bioinformatic tools
with no barriers to use for users. Leveraging distributed architectures with mod-
ern web design technologies has enabled us to add value to the services and
tools that we build upon. Without frameworks such as DAS and webservices
the completion of this project would have taken much longer and required many
more developers. This resource demonstrates the utility of building middle-ware
services such as DAS and webservices. We have created a useful resource that in-
tegrates a wide range of information in a coherent and intuitive manner that will
be used by biologists to design the next generation of proteomics experiments.
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Abstract. Computer simulation of biochemical networks plays a cen-
tral role in systems biology. While there are several software packages for
modeling and simulation of these networks, they are based on graphical
user interfaces that operate on the local computer. However, it is now
often desirable to operate simulation tasks through a distributed com-
puting framework where data can be gathered from different sources and
distinct subtasks operated in different physical computers. In this paper
we describe a web services implementation for the COPASI biochemical
network simulator (CopasiWS). COPASI provides a range of numerical
methods for simulation, optimization and analysis of biochemical reac-
tion networks. Our aim is to allow easy integration of these powerful
functionalities with local and remote services to provide a distributed
computing platform for the simulation and analysis of biochemical mod-
els. One immediate result of this work is that simulation tasks are now
available to be used in a platform– and language–independent manner
as components of distributed workflows, for example using the Taverna
workflow engine. We describe the CopasiWS architecture, key design
and implementation issues, and illustrate the range of services available
through a web portal interface (CopasiWeb).

1 Introduction

Systems biology is a new approach to biological research where experimental
design and analysis are carried out based on a view of cells as systems of inter-
acting components, rather than each of its molecular components in isolation. A
major part of this new approach is fulfilled by mathematical and computer mod-
els of the underlying interaction network which are used for simulation. There
are several software packages for modeling and simulation of these networks,
such as COPASI [1], or CellDesigner [2], which are mostly based on graphi-
cal user interfaces that operate on the local computer. The field of biochemical
simulation has advanced mostly in terms of the analytic frameworks and numer-
ical algorithms, but not so much in terms of architecture, which is either based
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on single–computer or client–server solutions. Recent advances in grid and dis-
tributed computing suggest that it would be desirable to operate modeling and
simulation of biochemical systems in a language independent manner and in a
distributed computing environment. Such a system would allow accessing data
from different sources and carrying out different computational operations in
different servers on the network resulting in distributed simulations.

An earlier solution that allows for interoperable modeling and simulation tasks
is the Systems Biology Workbench (SBW) [3]. SBW is based on a communica-
tion bus and a simple messaging system that allows applications to interoper-
ate; SBW contains several applications that carry out specialized operations,
from computational analysis to visualization. Because the SBW messaging bus
is based on sockets, it is possible to run tasks in different computers and thus this
system already allowed for distributed computing. However, SBW is based on
a non–standard messaging protocol which is adopted only by a few specialized
applications. Unfortunately this means that non–systems biology applications
are not able to link with the SBW messaging system and thus this pioneering
effort is unlikely to fulfill the full potential of distributed computing.

Web services are a widely used standard for interoperable machine–to–
machine interaction over a network. Web services follow standard protocols
approved by the W3C organization. A Web service is a system implemented
by a software agent capable of sending and receiving messages defined through
the Web services description language (WSDL, an XML–based language), and
passed through the HTTP protocol. WSDL makes possible the discovery of web
services through service brokers.

The advantage of using Web services to facilitate distributed computing is
that unlike the case with SBW many more applications are immediately avail-
able, even outside the realm of systems biology. For example most bioinformatic
resources are accessible through Web services (e.g. the KEGG [4], NCBI [5]
and EBI databases [6], as well as sequence analysis tools). There are also many
other scientific resources and even commercial services (e.g. Amazon.com). More
specific to systems biology, the Biomodels database [7], MIRIAM [8], and the
Systems Biology Ontology [9] are accessible through Web services. Workflow
Management Systems such as Taverna [10] and Triana [11] allow programs to be
created that combine these Web services in arbitrarily complex workflows – this
allows the output of an application to become the input to another, resulting in
computations carried out across the network, each task by specialized providers.

The aim of this paper is to describe a Web services implementation of the CO-
PASI biochemical network simulator (hereafter named CopasiWS). COPASI [1]
provides a range of numerical methods for simulation, optimization and analysis
of biochemical reaction networks. COPASI, which is the successor to Gepasi [12],
is available for all common operating system platforms and is currently supplied
in two versions: one based on a graphical user interface (CopasiUI) and one that
is entirely driven through the command line (CopasiSE). CopasiSE was designed
such that simulations can be processed in batch mode without user intervention.
COPASI is able to read the SBML standard format for systems biology network
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models [13], but also has its own file format (CopasiML, also based on XML).
While SBML only encodes a model, CopasiML also encodes all of the operations
to be carried out with the model and definitions of report files containing output
from the simulations.

Providing a Web services interface to COPASI will allow usage of simulation
and modeling tasks in distributed workflows, and it makes possible the creation
of simulation servers where computing cycles could be offered. Because COPASI
carries out a wide range of analyses the result of this work is a large set of
specific modeling and simulation Web services. The rest of this paper describes
the design, architecture, and prototype implementation of CopasiWS. It ends
with an illustration of the range of available services using a simple Web portal
interface. Finally a discussion is presented of the perspectives that Web services
can bring to systems biology.

2 Design of COPASI Modeling and Simulation Web
Services (CopasiWS)

Software clients interact with Web services through interfaces to use the func-
tionality provided by the service. In order to fulfill the client request, the Web
service interacts with the appropriate business logic, which may also need to
communicate with the application resource to accomplish the client request.
The flow of information to accomplish a client request in CopasiWS can be
modeled abstractly as a three–layer architecture as shown in Fig. 1. The design
and implementation of CopasiWS need to take into consideration the various
components that will reside in each of the layers. In this section, we describe the
issues that had to be considered in the design of CopasiWS and details of these
layers.

2.1 CopasiWS Design Issues

Web Service Interface Development Approach. A top–down approach
was used to develop the interface to avoid interoperability problems and to con-
form with WS–I [14]. Basically the development starts with the definition of the
WSDL. A stub code for the service is generated automatically and the developer
then completes the implementation of the Web service.

Fig. 1. A three–layer architecture model of CopasiWS. It shows a typical flow of in-
formation to accomplish client request to CopasiWS.
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Service Granularity. One of the main issues in building Web services is the
identification of the right granularity for the services provided. The COPASI
user interface defines independent tasks and thus it was natural to follow this
granularity for CopasiWS. Each COPASI task has specific input parameters and
generates output in predefined text files (many are tab–delimited) or alterna-
tively in some user–defined format. Some tasks have quite simple interfaces,
while others are complex and require many parameters to be defined. For ex-
ample, the time course simulation task can be carried out with deterministic,
stochastic or hybrid algorithms, each one requiring a set of specific control pa-
rameters. An alternative to providing each task as a single service would be to
process the entire specifications of a CopasiML document, like what is done by
the command–line batch tool CopasiSE. Providing each of the tasks as a sin-
gle Web service facilitates composing high–level workflows on top of these basic
services. This has the further advantage that since each service only runs one
task, it becomes natural to pass the model as an SBML model because then the
remaining inputs are only a few other parameters. This is advantageous because
otherwise client software would require being able to understand the CopasiML
syntax and semantics (CopasiML is specific for COPASI while SBML is under-
stood by numerous packages and a library is available [15] to manipulate files
encoded in SBML).

Synchronous versus Asynchronous Web Services. Some COPASI tasks
can take very short runs (seconds or less), however others can be very long (hours
or more). Task execution time is usually proportional to the size of a model, but
even for a single model different tasks are much slower than others (e.g. a single
steady state calculation takes a lot less time than a fine–grained scan of param-
eter space). Usually tasks that take short computing times are better operated
in a synchronous mode, where the client blocks waiting for the final results from
the service. Others that are long are better operated in an asynchronous mode
where the client first requests the service then checks at discrete times whether
the service has ended before retrieving results. Unfortunately it is impossible to
predict the length of a task and thus it is not possible to select synchronous
vs. asyncronous modes automatically; the requestor of the service must decide a
priori which mode of operation to use. To address these two modes of operation
each of the tasks are implemented by one synchronous and one asynchronous
Web service.

The synchronous implementation is straightforward since it consists of simply
creating an intermediate CopasiML input file, running CopasiSE and returning
the results in an appropriate format. On the other hand, asynchronous services
could be implemented through various patterns of operation. We choose re-
quest/reply operations with a polling pattern that consist of many synchronous
operations in which the clients initiate all the interactions (i.e. no call–back func-
tions are needed). In this approach, the client is issued an identifier in the first
call to the service, and this is then used for subsequent operation calls. This ap-
proach decouples the client and service provider and make the implementation
of client applications very simple.
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Parameter Types of Web Service Operations. A client calls an appropriate
method with parameters on the service interface to use the functionality of the
service. The parameter types determine the style of the interface. Parameters
may be passed as either JAX–RPC value types or XML documents. CopasiWS
uses the XML document mode of parameter passing because some of the COPASI
tasks require a complex set of parameters.

COPASI Task Input. In order to maximize the level of compatibility of Co-
pasiWS with other systems biology software tools, it is important that it can
take SBML files as input. This means that a series of additional parameter val-
ues must to be passed as input, since they are needed for the operation of the
task but are not part of the SBML specification. Alternatively, the CopasiML
format contains all required parameters and therefore we also defined versions
of the services that take this format as input. The latter mode suggests that the
CopasiUI GUI–based software itself could be a client of CopasiWS; this would
allow users to chose between running tasks locally or remotely. The SBML input
versions of the services are better suited for workflows that use other SBML
software, such as the Biomodels database or the a wrapper to libSBML [28].
The CopasiWS suite also includes a service to convert between the SBML and
CopasiML formats. When clients use the SBML version of services, the system
translates the SBML into CopasiML, then sets the appropriate task and associ-
ated parameters in the CopasiML document and then calls CopasiSE to run the
task.

COPASI Task Output. COPASI results can be formatted in flexible ways, but
there are already some predefined tab–delimited data formats for specific tasks.
These, however, are not very useful for Web services and make further processing
of the output data by the clients difficult. It is usual to have Web services results
be encoded in XML so we decided to format task results in the Systems Biology
Results Markup Language (SBRML), which is an XML-based language to encode
systems biology simulation results and experimental data [16].

Many modeling tasks are oriented towards changing details of a model rather
than producing numerical results. The results of these tasks are then better
suited to be expressed directly in SBML or CopasiML. The Web services that
encapsulate those tasks then produce output in exactly the same format as their
input. An example of such tasks is parameter estimation, which takes a model
together with some data and changes some numeric parameters of the model to
best match the data; the result being a new version of the model.

Experimental data. COPASI’s parameter estimation task has a more complex
input than other tasks as it requires not only a model but also target data that
the model should fit. COPASI takes these data in a tab–delimited format where
columns of data correspond to some model entities. The data columns must then
be mapped to model entities, a tiresome task that is usually done through the
GUI by the user. However the purpose of the SBRML format mentioned above
[16] is exactly to encapsulate data that is mapped to a model and so it is the
most appropriate means to pass these data to the parameter estimation Web
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service. The current implementation of this Web service decodes the SBRML
and converts it to COPASI’s native format; later it is expected that COPASI
itself be able to read SBRML directly, which will simplify the present code.

Simulation Resource Management. To process long simulation tasks Co-
pasiWS provides asynchronous processing. For each asynchronous simulation
request the system creates a simulation resource. A simulation resource is iden-
tified by a unique identifier and has associated a number of files which are stored
transiently in the server (the SBML or CopasiML files, simulation output file,
experimental data file, resource life time, etc.) CopasiWS therefore needed a
mechanisms to manage the resources created by the users.

Simulation Engine Management. CopasiSE, the command line driven ver-
sion of COPASI, is the ultimate executor of the actual tasks and resides in
the resource layer (see Fig. 1). Because CopasiWS is available to many po-
tential clients simultaneously, there will be at times the need to access several
instances of CopasiSE simultaneously. This calls for having high–performance or
high–throughput computing resources in the server, and this also requires spe-
cific modules to manage these resources. As an example we have implemented
a high-throughput simulation engine module using the University of Wiscon-
sin’s Condor system [17]. Condor creates pools of computers which make their
computational power available when idle. In our prototype, CopasiSE jobs are
queued to a Condor pool whenever needed by asynchronous Web service calls.
Of course, for a responsive and fast service one should set aside sufficient ded-
icated machines to deal with the required throughput (though these could also
be managed through the Condor system if needed).

2.2 Design of CopasiWS Interface

Most of the efforts in designing a Web service interface are spent on the service
operations. In this case there was a clear guideline consisting in the COPASI
user interface since the Web services follow the same division of tasks. Here we
briefly describe the functionalities of each task.

Importing/Exporting and Validation Tasks. COPASI provides methods
for converting files from SBML to CopasiML format and vice versa, and also to
validate files in either of these formats. These tasks are exposed as Model Proces-
sor Web service with operations for converting between SBML and CopasiML,
and also for XML schema validation.

Steady State Task. Systems biology models are dynamic models which may
be able to reach steady states (i.e. where the values of their variables do not
change). This task finds one steady state of the dynamical system if it exists.
The numerical method used in this task has a number of control parameters,
including a tolerance value, and which numerical methods to solve for the steady
state (Newton–Raphson and/or numerical integration).
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Time Course Task. Since these models are dynamical systems, one of the
most basic tasks is to determine a trajectory of the system given an initial con-
dition (which is specified in the input files). COPASI provides different methods
for calculating the trajectory: Deterministic (which uses the LSODA ordinary
differential equation solver [18], Stochastic (using Gillespie’s stochastic simula-
tion algorithm [19] and Hybrid simulation (using a combination of the previous
two [1]). Each of these methods has a different set of control parameters. All of
these tasks are available through a single Time Course Web service (which can
use any one of the three methods).

Metabolic Control Analysis (MCA) Task. MCA is a special type of sen-
sitivity analysis which has a particular interpretation for metabolic networks
[20] and quantifies how much the rates of reactions affect the concentrations or
fluxes at the steady state. This task has only one control parameter that dictates
whether the coefficients are to be scaled or unscaled.

Optimization Task. COPASI provides a framework to find optima of any
model state variable or any arbitrary function of state variables. It does this
by providing a series of alternative numerical optimization methods, from tradi-
tional gradient–based to stochastic global optimizers. Each of these algorithms
requires its own particular control parameters. The interface of the Optimization
Web service allows the calling function to choose the optimization method and
the objective function.

Parameter Estimation Task. Biochemical models depend on many numer-
ical parameters, but quite frequently their values are unknown and have to be
estimated from some data set [21]. This task makes use of the optimization al-
gorithms mentioned in the previous section to minimize a least squares function
(representing the distance between the model simulation and a set of experi-
mental data). Because this task usually requires high computational demands,
we have implemented it as an asynchronous Web service only. The client of this
service needs to first call the CreateSimulationResource operation, which creates
a simulation resource with a unique id which is returned to the client. The client
then uses this resource id as one of the parameters for the subsequent opera-
tion calls. There are operations for submitting the model, for submitting the
experimental data, for starting the simulator and for checking and collecting the
results. The result of this Web service is a model in SBML or CopasiML formats,
plus a set of statistics of the goodness of fit.

2.3 CopasiWS WSDL Development

We used the functionalities of the COPASI tasks described above to develop
a WSDL specification for CopasiWS. Operations are grouped into port types,
which describe abstract end points of each Web service. The message element of
WSDL defines the data elements of an operation. The message data types are
defined using a platform neutral XML Schema syntax. Because there are some
data types that are common to some of the Web services, we created a separate
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Fig. 2. CopasiWS WSDL development process

XML Schema for the data types (CopasiWS.xsd). We use these data types to-
gether with other XML Schema data types for biochemical models (SBML.xsd
and CopasiML.xsd)and simulation results (SBRML.xsd) to develop the WSDL
for the Web services. Appropriate WSDL toolkit was used to generate the service
interface in a specific programming language as represented in Fig. 2.

3 CopasiWS Architecture

Figure 3 depicts the overall architecture of CopasiWS. The three layers already
depicted in Fig. 1 are shown here with their internal components. The client
communicates with the Web services interaction layer using standard Web ser-
vice calls, while the interaction layer communicates with the logic layer using a
local proprietary interface mechanisms. The logic layer again communicates with
the resource layer in order to accomplish the client requests. This model provides
a loose coupling between layers and makes it easy to implement components of
each layer independently. It also allows for changes in the internal layers while
keeping the same interface to the outside world.

3.1 Resource Layer

This layer contains the simulation engine (CopasiSE) that runs the simulation
tasks submitted by the logic layer. It also contains a database server that holds
relevant information about users and the simulation results.

3.2 Logic Layer

This layer contains various components that help the services interaction layer to
accomplish the client request. It contains the following components: simulation
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Fig. 3. CopasiWS Architecture

resource manager, user manager, simulator input processor, simulation engine
manager and the Condor job scheduler [17], which is a third party component
(other grid queue managers could be implemented here as alternatives). The
components have well–defined interfaces for communicating with the services
interaction layer.

3.3 Services Interaction Layer

This layer provides the glue between the clients and the service functionalities.
All the Web service interfaces reside in this layer, and it is responsible for starting
the processes in the logic layer in response to client requests. It is also responsible
for routing requests to the appropriate components of the logic layer.

The communication between a service endpoint in the interaction layer and
the components of the logic layer is determined by the type of request from the
clients. An example of how the components of the layers send messages to one
another to accomplish a client request (e.g. runSimulator operation call to a
service endpoint) is shown in Fig. 4.

4 Prototype Implementation, Testing and Example
Usage

We have implemented a prototype of the CopasiWS. The services interaction
layer is developed in Java programing language [22]. We used an Apache Axis 2
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Service Endpoint Simulation
 Engine Manager

Simulator Input 
Processor

CopasiSClient

Process input file2:

Run simulator using CopasiML5:

Response9:
Simulation results8:

Execute CopasiSE4:

Get simulation output7:

Input file in CopasiML format3:

Simulation complete6:

RunSimulator request
using SBML model

1:

Fig. 4. Sequence of messages between components of layers in CopasiWS

toolkit [23] to generate the interface definition of the services in Java from their
WSDL as discussed in section 2 and then added each service interface implemen-
tation code to complete the coding process. The services run in an Apache Axis
2 engine, which is hosted on an Apache Tomcat server [24]. All the components
in the logic layer excluding the scheduler (the third party component) are also
developed in Java.

The CopasiSE that resides in the resource layer is the command line version
of COPASI (originally written in C++, though only the executable binary is
used here) and runs on the actual server; alternatively it can run on a Condor
pool or on a grid system. The user database is presently implemented using a
file system. Future versions of CopasiWS will likely use a database management
system for the user database.

Interested users should consult [25] to obtain the WSDL for simulation ser-
vices presently available in CopasiWS. Currently there is no requirement for
users to register before using the CopasiWS synchronous version. However those
interested in using the asynchronous version should contact the authors to obtain
username and password.

4.1 Web Portal User Interface (CopasiWeb)

To test the range of services available in CopasiWS, we developed a web por-
tal user interface (CopasiWeb). CopasiWeb is one of the possible clients of
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CopasiWS. It is basically divided into two parts: the first part is the simple
HTML page that appears in user’s browser and provides a means of interacting
with the CopasiWS, while the second part is the Web service manager, which is
hosted on a Tomcat Server. This converts the user’s request from the browser
into Web service calls that are directed to the CopasiWS. CopasiWeb is based
on the Model View Controller (MVC) architecture and is implemented using
Apache Struts 2 [26]. A detailed description of CopasWeb is outside the scope
of this paper.

CopasiWeb is available from [27]. There is no requirement for users to register to
use it, except if they want to execute the asynchronous services as described above.

4.2 Example Usage

CopasiWS provides a suite of services that can easily be combined with other
applications and services to provide a flexible platform for modeling, simulation
and analysis of biological processes. The steps involved in running CopasiWS
depend on which version (synchronous or asynchronous) a client wants to use.
For the synchronous version, the communication with the service follows a simple
request and response approach. The client sends a run simulator request to the
service and waits for a response. In the case of asynchronous version, client needs
to follow a sequence of steps to execute the service. Here we use parameter
estimation Web service to illustrate how to use the asynchronous version.

The parameter estimation task/service as earlier described is used to estimate
the values of the unknown parameters in biochemical models. To carry out model
parameter estimation process, the user needs to make the following available to
the service:

1. a biochemical model in SBML format;
2. experimetal data in SBRML format;
3. information about the model parameters to estimate (i.e. model parameter

identifier with lower and upper boundary values);
4. optimization method and its parameter values.

The above data are then passed to the service by the client application through
the following sequence of steps using appropriate service operations:

1. Client creates a simulation resource using username and gets resource ID in
return;

2. Client uses the resource ID to submit biochemical model in SBML;
3. Client submits experimental data in SBRML format using the resource ID;
4. Client sets the model parameter items to estimate and optimization method

to use using the resource ID;
5. Client starts the simulator using the resource ID;
6. Client periodically checks the simulation status (polling approach) using the

resource ID;
7. Client gets the simulation results (usually updated SBML model);
8. Client destroys the created resource. A resource that is not destroyed by the

client will be destroyed by the system after it’s lifetime.
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This sequence of steps can easily be automated using a workflow management
system. For instance a systems biology workflow can be constructed to retrieve
the SBML model from the Biomodels database [7] and experimental data in
SBRML from other Web services and then use these as input to the parameter
estimation service to estimate the unknown SBML model parameters. Each of
these tasks would be operating from a different server on the Internet.

5 Conclusion and Further Work

Systems biology is an increasingly popular mode of research in the biological
sciences which makes heavy use of computational methods and resources. We
have constructed a collection of Web services, named CopasiWS, that expose the
functionalities of the systems biology modeling and simulation software COPASI.
To our knowledge this is the first implementation of systems biology simulation
tasks conforming to Web services standards. The availability of such methods
through the means of Web services will allow a more flexible approach to com-
putational systems biology where data and services are distributed throughout
the Internet. An obvious use of these Web services would be to provide the sim-
ulation tasks that are currently only available through a graphical user interface
in a client–server model where heavy computational resources are hosted behind
this interface. Another new computing paradigm that these Web services allow,
is the construction of distributed workflows, for example using Taverna [10],
which is is already widely used in the related field of bioinformatics. Further-
more this will also open up the possibility of running complex simulations across
the network. For example this interface could easily be exploited to construct a
multi–scale simulation environment where the COPASI tasks fulfill one of the
levels (e.g. cellular) while other Web services, or Web services clients, implement
other levels (e.g. tissue or organ).

Future work will consist of implementing access security features and further
user management functions. Because it is likely that computing power needs will
increase, we plan on implementing methods to access Grid resources in the logic
layer. Additionally, we would like to demonstrate the power of combining Web
services by creating distributed workflows that access other resources, such as
the Biomodels database.
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Abstract. To advance the comprehension of complex biological pro-
cesses occurring in crop plants (e.g. for improvement of growth or yield)
it is of high interest to reconstruct and analyse detailed metabolic mod-
els. Therefore, we established a pipeline combining software tools for
(1) storage of metabolic pathway data and reconstruction of crop plant
metabolic models, (2) simulation and analysis of stoichiometric and ki-
netic models and (3) visualisation of data generated with these models.
The applicability of the approach is demonstrated by a case study of
cereal seed metabolism.

1 Introduction

Crop plants form one of the main sources of human and animal nutrition and
importantly contribute to chemical or pharmaceutical industry and renewable
resources [1,2,3,4]. In order to achieve an improvement of growth and yield of crop
plants it is necessary to understand biological processes on a detailed level [5,6].

Due to the increasing amount of data obtained by modern high-throughput
technologies it becomes more difficult to perform all necessary experiments con-
ventionally. However, such large amounts of data enable new analysis and mod-
elling techniques. In order to cope with these challenges, systems biology aims
to understand biological processes as a whole and to map onto mathematical
models [7], thus enabling in silico experiments.

Mathematical modelling of metabolism enables analysis of the structure, dy-
namics and behaviour of metabolic networks. With the help of these models, un-
derstanding of complex processes can be verified and extended, new hypotheses
can be generated, and suitable targets for metabolic engineering can be identi-
fied by exploring in silico scenarios. In plant metabolism, different methods for
mathematical modelling are constantly gaining attention [8,9,10].

To deal with such models, several aspects have to be taken into consideration:
model representation, model exchange, model analysis and model visualisation.

Data about biological processes in plants is available from various, often am-
biguous, sources and thus needs to be integrated and persistently stored in a
central, well-structured repository. To ensure high data quality, the integrated
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data needs to be curated manually [11]. This comprises, for example, to dis-
tinguish different growth and developmental stages using controlled vocabulary.
Once the data is prepared this way it can be used together with different tools
for visualisation, simulation and analysis purposes. Therefore, standardised ex-
change formats such as the Systems Biology Markup Language (SBML) [12] or
the Biological Pathways Exchange Language (BioPAX) [13] should be used.

Depending on the objective of the modelling process and the available data
used for model reconstruction, different model analysis techniques can be ap-
plied to the reconstructed metabolic model ranging from purely stoichiometric
to kinetic approaches of model analysis. With each of these modelling techniques
being characterised by certain advantages and drawbacks, an analysis pipeline
offering a variety of different model analysis techniques is needed to support
user-friendly and flexible model simulation and analysis.

With increasing amount of large-scale experimental data, simulation results
and large biological networks, visualisation methods become more and more
important for data analysis. Advanced visualisation methods aim at bringing
the data in a form that, on the one hand gives an overview about the overall
system, and on the other hand provides sufficient detail. Static visualisation
is inadequate for large scale data exploration, thus in order to assist modern
biological research dynamic visualisation and user-friendly interaction methods
need to be implemented in supportive tools.

This paper describes a pipeline for supporting the research on crop plant
metabolic models. It comprises the following steps: (1) data management and in-
dividual, user-specific model reconstruction, (2) stoichiometric and kinetic model
analysis and (3) model and flux visualisation. Each of the steps is described fo-
cusing on tools and methods developed. The applicability of the pipeline is shown
by a case study of storage metabolism in developing seeds of the agriculturally
important crop species barley.

2 Methods

For the integration and analysis of data describing metabolic networks of plants
a pipeline was developed, which is summarised in Figure 1. The respective steps
are described in detail below.

2.1 Model Storage and Reconstruction

The reconstruction of plant metabolic models is an important step for a better un-
derstanding of biological processes. Therefore, detailed metabolic information up
to compartment level needs to be collected and managed in a well-structured way.
On this account we developed MetaCrop (http://metacrop.ipk-gatersleben.de)
[14], a manually curated repository of high quality data of seven major crop plants
with high agronomical importance (Hordeum vulgare (barley), Triticum aestivum
(wheat), Oryza sativa (rice), Zea mays (maize), Beta vulgaris (beet), Solanum
tuberosum (potato) and Brassica napus (canola)) and two model plants widely
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Tasks
Model storage and

reconstruction Data visualisationModel analysis / simulation

Supporting
tools

VANTED

COPASI

SBML

CSV,
XLS

FBA-SimVis

MetaCrop

Fig. 1. Comprehensive pipeline of integration and analysis of pathway related data

used in plant research (Arabidopsis thaliana (thale cress) and Medicago truncat-
ula (barrel medic)). MetaCrop is available for scientists working in the area of
plant research, thus accelerating the process of data curation.

MetaCrop uses the Meta-All software [15]. Major concepts of MetaCrop are
substances and conversion processes. The latter of which should be understood as
a reaction or a translocation, which can be either actively or passively. Substances
play certain roles within these conversion processes, such as substrate, product,
catalyst or inhibitor. To enable the successive construction of metabolic models,
conversions can be combined to pathways and pathways to super-pathways.

Fine-grained information can be stored with every conversion element man-
aged in MetaCrop, such as reaction or translocation type, formula, synonyms,
EC numbers, literature references and also kinetic data like Vmax values, affin-
ity or inhibitor constants. Moreover, all this information is assigned with the
compartment the respective element is located in, thus considering that con-
versions take place at different locations inside an organism depending on the
developmental state and environmental effects. Pathways can be stored as dif-
ferent parallel versions and furthermore, there is the possibility to assign quality
tags due to different quality levels in the data used for MetaCrop.

Since there are only a few models for crop plants existing at all, the time-
consuming process of manual data curation is indispensable. Data can be im-
ported into MetaCrop using either the standardised SBML format [12] or a
web interface and can then be curated manually. To enable visualisation, sim-
ulation and analysis metabolic pathway data can be exported using the SBML
format. Therefore, MetaCrop offers an export functionality, which is integrated
into the graphical user interface. It enables a user to compose an individual
pathway model by adding elements such as reactions, translocation processes or
even whole pathways into a ‘shopping cart’ step by step. By means of a wizard,
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export settings can be defined then, e. g. the use of certain kinetics or a restriction
to data from a certain species only. The generated SBML file contains function
definitions, unit definitions, all involved species, annotations and the reactions
including their kinetic data. Additionally, it is possible to export structural mod-
els only. Both SBML import and export can also be performed on command line
thus enabling batch runs.

2.2 Model Analysis and Simulation

Stoichiometric Model Analysis. Stoichiometric model analysis or constraint-
based modelling is based on the knowledge about the topological structure of the
metabolic network under consideration. Due to the advantage of not requiring the
knowledge of enzyme kinetic properties, constraint-based modelling approaches
such as Flux balance analysis (FBA) have become an important approach for un-
derstanding the capabilities and properties of metabolic networks [16,17].

To provide a user-friendly environment for the constraint-based analysis of
crop plant metabolic models, we developed FBA-SimVis (http://fbasimvis.ipk-
gatersleben.de), a VANTED ([18], see section 2.3) plug-in for integrated con-
straint-based model analysis and visualisation. The plug-in integrates various
constraint-based analysis techniques (Flux balance analysis, Knock-out analysis,
Robustness analysis and Flux variability analysis) with interactive and dynamic
visualisation routines to support the quantitative analysis of stoichiometric mod-
els of plant metabolism. Due to the dynamic and visual exploration of simulated
flux data resulting from model analysis, aimed at facilitating the analysis and
interpretation of metabolic fluxes in response to genetic and/or environmental
conditions, FBA-SimVis provides a comprehensive understanding of constraint-
based metabolic models in both overview and detail.

To perform constraint-based analysis of a crop plant metabolic model exported
from MetaCrop, the model has to be imported into FBA-SimVis as a SBML file,
which forms the basis for subsequent stoichiometric model analysis and flux
visualisation.

Kinetic Model Analysis. Kinetic models are the most detailed models of
metabolism and allow most fine-grained predictions on metabolic behaviour.
However, several issues arise due to their complexity: kinetic models require de-
tailed kinetic knowledge about the modelled enzymes, and calculations quickly
reach the limits of affordable computational power. Furthermore, the establish-
ment of kinetic models is a tedious task requiring acquisition of various types
of detailed information. In the integration and analysis pipeline presented in
this paper, SBML files that were exported from MetaCrop contain all the ne-
cessary information to build a kinetic model and thus can be imported in various
simulation software packages. As an example for a simulation software we use
COPASI [19], which is a GUI-based tool that allows easy model editing and
simulation also for non-experts. Once the model has been imported into CO-
PASI, it can be edited and refined by the user, so that also data not contained
in MetaCrop can be added. COPASI then allows to simulate the model as a
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time-course, to calculate a steady-state and analyse its stability, to perform pa-
rameter estimation based on experimental data, to perform metabolic control
analysis, etc. The calculated results are stored in text files which can be opened
in spreadsheet programmes and thus passed on to data visualisation tools as ex-
plained in the next section. Furthermore, data can be exported in SBML format
and can then be used to update MetaCrop.

2.3 Model Visualisation

VANTED (visualisation and analysis of networks containing experimental data)
[18] is a platform-independent open source software which enables researchers to
evaluate extensive experiment data from multiple -omics areas (transcriptomics,
proteomics and metabolomics) and in the same way, the results of simulation
studies. In order to support the analysis and visualisation of metabolic flux data,
the data-mapping method, which initially was targeted at connecting experiment
data to graph nodes, now supports the assignment of experimental datasets to
graph edges.

Flexible network-integrated visualisation techniques may be used to visualise
the data connected to graph nodes or edges. Available approaches include line,
bar and pie charts as well as transformation functions, which map observed data
to visual properties such as node size, edge width or graph element colours.

To support flexible transfer of graph models with various software tools and
data sources, the following file formats are supported: GML, GraphML, DOT,
Pajek .NET, KGML, SBML. Experiment data may be loaded into the system
in the form of Excel spreadsheet files (XLS) or as comma separated value files
(CSV).

3 Case Study

With the aim of getting a systemic understanding of cereal seed storage metabo-
lism, a stoichiometric model of central metabolism in the developing endosperm
of barley (Hordeum vulgare) was reconstructed by integrating biochemical,
physiological and proteomic data derived from literature and databases into
MetaCrop. The resulting compartmented stoichiometric model includes 257 con-
version processes (193 reactions, 64 transport processes) and 234 metabolites,
compartmentalised between the extracellular medium and the intracellular com-
partments cytosol, mitochondria and plastid.

To study grain yield and metabolic flux distributions under varying growth
conditions, the model was subjected to Flux balance analysis using FBA-SimVis.
Parameters necessary to perform FBA (e. g. maximum uptake and excretion
rates) were extracted from published experimental results and the model was
validated by comparing the simulation results to literature-based findings.

In general, the simulation results were found to be in good agreement with the
main qualitative physiological characteristics of cereal seed storage metabolism.
For example, the growth rate and the metabolic pathway pattern under fully
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Fig. 2. Carbon flux map of the Sucrose-to-starch pathway predicted by the stoichiomet-
ric model of cereal seed metabolism under fully aerobic growth conditions (visualised
with VANTED)

aerobic growth conditions predicted by the model were in accordance with pub-
lished experimental results (see Figure 2 for an example). Thus, by providing an
initial template for studying seed metabolic behaviour in silico, in future appli-
cations the model can be used to generate or test hypothesis on ways to improve
grain and yield quality.

4 Conclusion

In this paper we presented a data integration and analysis pipeline for data about
crop plant metabolism. It comprises the steps model storage and reconstruction,
model analysis and model visualisation applying MetaCrop, FBA-SimVis / CO-
PASI and VANTED, respectively. All tools used are publicly available. As a
proof of concept a case study illustrating creation, analysis and visualisation of
a model of cereal seed metabolism was shown. The pipeline as described here
is applicable to all other crop plant species managed in MetaCrop. In principle,
it could also be used for non-plant species by establishing a separate repository
employing the Meta-All software.

Generally, the presented pipeline could be fully automated by applying work-
flow management systems, such as Taverna [20] or Kepler [21]. But on current
data in crop plant biology we reckon the use of professionals’ expertise as indis-
pensable. Therefore, manual interaction is needed.
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Dagmar Köhn1, Carsten Maus2, Ron Henkel1, and Martin Kolbe1

1 University of Rostock
Institute of Computer Science, Database and Information Systems Group

Albert-Einstein-Str. 21, 18059 Rostock, Germany
{dagmar.koehn,ron.henkel,martin.kolbe}@uni-rostock.de

2 University of Rostock
Institute of Computer Science, Modelling and Simulation Group

Albert-Einstein-Str. 21, 18059 Rostock, Germany
carsten.maus@uni-rostock.de

Abstract. Modelling and simulation methods gain increasing impor-
tance for the understanding of biological systems. The growing number
of available computational models makes support in maintenance and re-
trieval of those models essential to the community. This article discusses
which model information are helpful for efficient retrieval and how exist-
ing similarity measures and ranking techniques can be used to enhance
the retrieval process, i. e. the model reuse. With the development of new
tools and modelling formalisms, there also is an increasing demand for
performing search independent of the models’ encoding. Therefore, the
presented approach is not restricted to certain model storage formats.
Instead, the model meta-information is used for retrieval and ranking
of the search result. Meta-information include general information about
the model, its encoded species and reactions, but also information about
the model behaviour and related simulation experiment descriptions.

Keywords: model storage, model retrieval, model reuse, annotation,
ontologies, similarity, ranking.

1 Introduction

Modelling and simulation (M&S) is more and more becoming a standard tech-
nique for the study of complex biological systems. Systems biological models are
formal descriptions of the interactions in a system, mostly describing quantita-
tive dynamics so that the behaviour of the modelled system can be simulated
over time. In particular for understanding the high non-linearity of biochemical
systems, mathematical and computational models proved to be very helpful, e. g.
to map out promising experiments in the wet laboratory by analysing simula-
tion runs. With the growing number of developed models and their increasing
complexity, model reuse becomes one of the major issues for modellers in the
field of Systems Biology [14]. While the problems of model and information reuse
are well-known and have already been discussed in great detail in the area of
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M&S, many challenges still need to be faced [23], e. g. capturing the objective
of a model. However, if one wants to start a modelling project to test a new
hypothesis in silico, it would be desirable to take an existing model dealing with
the same or a related system, which could be used as a basic starting point
for modelling instead of re-writing everything from scratch. Also, to get a first
idea of how a special biological phenomenon can be designed, e. g. an allosteric
enzyme inhibition, considering previously developed models could enhance the
model creation process in terms of time and quality.

Although many biological processes can be described by ordinary differential
equations – and in fact most people do favor them for modelling [8] – other M&S
techniques proved their necessity for Systems Biology as well, among them pro-
cess calculi, Petri Nets, and finite state automata. To facilitate model exchange
between users, databases and different simulation tools, machine-readable and
standardised model representation formats have been developed. In the context
of biological modelling, the most prominent and successful ones are the Systems
Biology Markup Language (SBML) [7] and the Cell Markup Language (CellML)
[4]. However, standards are always restrictive concerning their expressiveness and
thus diverse formalisms are used to address different problems and needs of a
modelling project. The sheer number of different modelling formalisms suggests
that there will not be a single standard description language that covers every
aspect of biological modelling, but specific standards with particular purposes
will be used in the future [26].

As a consequence, one important step towards model reuse is a model re-
trieval system using an appropriate, formalism-independent storage format that
still allows to elaborately search for relevant models. To achieve those goals,
models are stored in a black-box manner, using available meta-information to
gain knowledge about the modelled biological system. The feature of separat-
ing model and meta-information allows for efficient retrieval and comparison of
models independent of the model encoding. Extracting additional information
furthermore will enable a more sophisticated search. This paper proposes to use
existing techniques from the research field of information integration to rank
retrieved models regarding different similarity aspects. Although a solution for
models of different biological levels is eligible, the main focus of this work is on
the storage of biochemical cell models as those represent the majority of models
developed today.

2 State of the Art

2.1 Model Annotations

With the growing demand for retrieval and reuse of biological models it became
obvious that by only storing the pure model structure “most of the published
quantitative models in biology are lost for the community because they are
[..] insufficiently characterised to allow them to be reused” [16]. However, the
need for model annotation and its realisation has also been a prominent dis-
cussion in the general field of M&S [27,20]. To motivate the use of annotations,
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<listOfSpecies>

<species metaid="_094854" id="aca" compartment="cell"

initialConcentration="0.5" boundaryCondition="true"/>

<species metaid="_094874" id="oaa" compartment="cell"

initialConcentration="0.0003" boundaryCondition="true"/>

[..]

</listOfSpecies>

Fig. 1. Example of an unannotated SBML model from the non-curated branch of the
BioModels Database

Figure 1 shows an unannotated excerpt from a biological model description. The
given XML snippet encodes a species. It makes clear how few information about
the modelled system is provided by the XML code alone and, as a consequence,
can be used for retrieval by just interpreting the XML elements. Who could tell
what species or system the model is about?

One solution towards a more sophisticated description of models in terms
of meta-information is the MIRIAM effort (Minimum Information Requested
in the Annotation of Biochemical Models) [16]. It defines a standardised set
of guidelines for the annotation, i. e. the supply of additional information, of
biochemical models. MIRIAM guidelines can be applied to models and model
elements of any structured formalism. Recommended information to be pro-
vided include the author of a model, the reference paper, and the meaning of
the model itself as well as of the model constituents. The use of controlled
vocabularies is suggested to encode those information. The according annota-
tions are provided as triplets of form {“data-type,” “identifier,” “qualifier”} [16].
The identifier points to a certain piece of knowledge within a predefined data
type; an example would be the identifier “GO:0000165” within the MIRIAM
data-type “http://www.geneontology.org”. The qualifiers finally relate the ref-
erenced piece of knowledge with the according model element. Relations between
a model or a model element and its annotation can vary from a simple is re-
lation to hasPart or isVersionOf. Other qualifiers are deduced from typical
biological terms, e. g. isHomologTo [13]. A good example for a model reposi-
tory of annotated, MIRIAM compliant models, is the BioModels Database [15].
The XML example in Figure 2 shows the definition of a species that is anno-
tated using the Resource Description Framework (RDF) [29] to specify that it
concerns MAPK. Standardised (biological) qualifiers are used to define the rela-
tion between the species and its annotation, e. g. the sample annotation links
to the resource http://www.uniprot.org/#P26696 which points to the defini-
tion of the “Mitogen-activated protein kinase 1” in the Unified Protein Resource
Database (Uniprot) [1] and uses the qualifier is. Another annotation links to the
resource http://www.uniprot.org/#P28482 using the qualifier isHomologTo,
meaning that the species is not exactly the linked protein, but a homologous
version of it, i. e. the human version of MAPK.

However, investigations also showed that storing meta-information accord-
ing to the MIRIAM guidelines is not sufficient for an elaborated query on the
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<species metaid="_584575" id="MAPK" name="MAPK" compartment="uVol"

initialConcentration="280">

<annotation>

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:bqbiol="http://biomodels.net/biology-qualifiers/"

xmlns:bqmodel="http://biomodels.net/model-qualifiers/">

<rdf:Description rdf:about="#_584575">

<bqbiol:is>

<rdf:Bag>

<rdf:li rdf:resource="urn:miriam:uniprot:P26696"/>

</rdf:Bag>

</bqbiol:is>

<bqbiol:isHomologTo>

<rdf:Bag>

<rdf:li rdf:resource="urn:miriam:uniprot:P28482"/>

</rdf:Bag>

</bqbiol:isHomologTo>

</rdf:Description>

</rdf:RDF>

</annotation>

</species>

Fig. 2. Example of a species encoding with semantic annotations in the XML-based
model description format SBML

meaning of models and [9] have suggested further “meaning facets” to be taken
into account when describing the semantics of a model. Those include, for ex-
ample, the behaviour of a model, the used formalism, or possible parametrisa-
tions during simulation. If envisioning the use of a model retrieval system for
issues such as model comparison, composition, and integration, even much more
detailed information has to be made explicitly available for queries [28], e. g.
regarding model interfaces.

2.2 Model Repositories

For the storage of biological models, there already exist a number of model
repositories [14]. Examples for publicly available SBML model repositories are
the BioModels Database and the JWS Online Model Database [22]. Mathemat-
ical models encoded in CellML can be found in the CellML repository [18]. A
database for models related to computational neuroscience and independent of
a particular model encoding format is the ModelDB [19].

Looking at the different repositories, there are huge differences inhow they abide
by standardisation efforts and to what extend they support model retrieval. The
CellML repository contains 386 models1 encoded in CellML which can be searched
by model type, e. g. cell cycle, signal transduction, or metabolism. Additionally,
models of different curation states can be searched and also a full text search on
1 last checked: 9th of April, 2009.
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the models is offered. Search results are returned ordered by author. The JWS On-
line Model Database supports the search for SBML models by a limited number of
keywords, including the author, publication title and journal, organism or model
type. There is also a web-based tool offering a searchable categorisation of models
in the JWS Online Model Database,distinguishing, for example, between cell cycle
models and metabolism [22]. A full text search is not supported. Search results are
returned ordered by author name. The ModelDB supports full text search as well
as search for author name or accession number. The complete list of models can be
retrieved sorted by the model name or by author. Additionally, some predefined
queries regarding different criteria such as cell type or simulators are available.
Models of any format can be stored. However, the most detailed search is offered
by the BioModels Database which currently provides SBML representations of 211
curated and 124 non-curated models with together tens of thousands of reactions2.
Full text search is supported and additionally search by species names, authors, bi-
ological publications and ontology entry terms is possible. Alternatively, one can
browse through the Gene Ontology tree to find models for an ontology entry. All
search results are returned sorted by model ID. To our knowledge, the BioModels
Database offers most advanced retrieval techniques for biological models. It offers
search for both, XML structure elements and annotations.Given a search term, the
system returns not only models that contain the term in the XML code. Rather is
the ontology term used to query the according ontology, taking into account parent
and child nodes to perform the model search.

Some major drawbacks can be observed with existing databases for biological
computational models: Currently, most of the model repositories in the biolog-
ical application domain are restricted to a specific model description format.
The limitation to a certain model encoding format could hamper model reuse,
as in many cases the explicit formalism does not matter and, as a consequence,
users have to check different databases, collect the search results and evaluate
them manually to get a sufficiently complete overview of available models re-
lated to a specific topic. As already mentioned, the ModelDB for computational
neuroscience models follows a formalism-independent storage approach though.
However, model formats used in its application field typically just allow to an-
notate models using unstructured textual comments within the model code and
automated meta-information extraction can not easily be applied. Furthermore,
none of the previously described databases supports the ranking of search results.
The retrieved models are either sorted alphabetically or by an arbitrary model
ID, leading to time-consuming and tedious manual evaluations of the search
results to find out which of the found models fit best to the modellers needs.
Another problem of existing model repositories is the lack of a model version
control. Currently, changes applied to published models stored within the model
repositories cannot be tracked by different URLs or IDs. They might not even be
stated on the web page. It is therefore impossible for users to notice changes, for
example in the mathematics or parametrisation. This situation leads to serious
problems, e. g. whenever working with a model through a reference.

2 last checked: 9th of April, 2009.
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3 A Database Schema for Annotated Black-Box Storage
of Biological Models

To show the idea of determining model similarities across different model for-
malisms based on meta-information, we propose to store models unchanged in
their according formats, i. e. in a black-box manner, as well as available addi-
tional information. Following a famous definition by Minsky, ”a model (M) for a
system (S) and an experiment (E) is anything to which E can be applied in order
to answer questions about S.” [21]. According to this definition, we do not only
store the model description (M), but also meta-information about the modelled
system (S) and related simulation experiment descriptions (E).

The EER diagram of the database schema shown in Figure 3 was designed to
support various kinds of simple boolean queries, such as “Return all models of for-
mat type CellML.” or “Return all models created by the author Goldbeter.”. It can
also handle more complex queries, for example: “Return all multi-compartment
models.”, i. e. all models with more than one compartment, “Return all models en-
coding MAP Kinase cascade pathways in human.”, or “Return all models where
ATP is a reaction product.”. Queries then might be combined to further restrict
the result set: “Give me all models where ATP is a reaction product and where the
model format is SBML and models not older than 2006.”.

Instead of returning an alphabetical list of models for a given query, the result
set can be ranked regarding similarity characteristics. To do so, a simple similarity

Model Elementcontains has

ID

Annotation Qualifier

Identifier

has

Experiment
description

used in

Code

uses
Simulation
algorithm

KiSAO_ID

reveals Behaviour TeDDY_ID

ID

Name
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located in takes
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Fig. 3. Database schema: meta-information shown in light grey, information about
experiments shown in dark grey. The default cardinality is m:n.
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function with weighted features is suggested (see section 4). As the proposed simi-
larity function builds on meta-information, those have to be extracted and stored
separately, while the models themselves can be stored in a black-box manner. The
advantage here is that the storage is independent of particular formats or formal-
ism variants – we allow to store models in any format, even binary files. However,
it is recommended to use existing XML exchange formats (e. g. SBML, CellML,
PNML etc). Doing so enables the use of RDF annotations within the model de-
scriptions. If then the models are uploaded into the model base, existing annota-
tions can be extracted automatically, as has been introduced in [31], and the users’
effort for providing necessary meta-information is reduced essentially. Additional
and missing annotations, as well as annotations for non-XML-based models, might
be added manually. Ideas on how to do that have been shown in [25].

To support the various queries and later result ranking, different types of in-
formation about the models have to be made available. The central entity of the
design as shown in Figure 3 is the Model entity together with its Name and ID
attributes. The Code attribute holds the model encoding and the (optional) URI
points to the original model source. In addition, meta-information is kept on
the model level and on the elements of a model. Meta-information on the model
level include the ones specified in the MIRIAM guidelines, e. g. the model author
(Author), or the publication reference describing the encoded model (PubRef).
Further annotations, e. g. the model Organism, can be described in a generic
Annotation entity. Those descriptions are typically realised as ontology refer-
ences, often using more than one pair of qualifier and ontology reference. Ex-
amples for ontological annotations of a model and the according qualifier were
already given in section 2. We propose capturing information to the version
of a model by storing Predecessor and Successor model IDs as well. Model
versions are of special importance for the model development process within
larger research groups, but also for model integration and merging processes.
For researchers referencing particular versions of one model, it has to be ensured
that those versions will be accessible in the future. Furthermore, we also want
to explicitly store the formalism the model is encoded in – here, at least the
information about the format (Format), e. g. SBML, is required. But even more
detailed information such as SBML Level 2 can be stored. Therefore, it would
be helpful to link to unique entries in an ontology of modelling formalisms, as
was already proposed in [6].

Meta-information on the model element level include the description of species
and reactions encoded in the model, as well as information on the model com-
partments. Those key elements of biochemical models can directly be extracted
from some model description languages, e. g. SBML, if those are well-annotated.
In addition to the specification of the three key entities of biochemical systems,
the schema allows to describe their relations to each other, including which com-
partment a species occurs in or which reaction a species takes part in with what
roles (reactant, product, modifier). These information can also be extracted from
various model formats, e. g. SBML and Petri nets models.
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What can be done if a formalism lacks an explicit definition of these elements?
CellML models, e. g., are missing the reaction element due to directly encoding
the differential equations for each species. As most of the Systems Biology models
today focus on biochemical processes, the categorisation into compartments,
species, and reactions still fits well and can be found on the meta-level, i. e. on
the global knowledge of the model. Annotations for missing elements can be
included for automated extraction, e. g. at the top of the model code, or they
can be assigned manually. As covering all necessary meta-information about
Systems Biology models a priori is an impossible task, the proposed schema
allows to annotate other kinds of model elements in a general Element entity.
Therefore, it is also possible to annotate further structures which are not part
of typical biochemical models and also models of other biological levels can be
properly described by suitable meta-information.

Last but not least, the necessary information on the context of the model in-
cludes information about possible experiment setups of the model. The final goal
of retrieving a model in many cases is to be able to simulate it. That is why, it
is important to keep information about valid simulation experiments. A format
for the description of such simulation experiments is the Simulation Experiment
Description Markup Language (SED-ML) [12]. Together with the SED-ML file,
the model can be passed to a simulation tool and be simulated without any fur-
ther parametrisation or adaptation. However, the storage of other experiment
description formats is supported as well. Again, the favour for XML-based for-
mats yields an additional and important advantage: changes on an XML-based
reference model, e. g. in order to simulate a model with different parameter sets,
can be defined by using XPath [30] expressions to address the according ele-
ment that needs revision. This is a very native, precise and automatable way
of describing model perturbations. As a consequence, retrieved models can be
executed “on the fly” which is especially attractive for users who only want to
study a system behaviour without understanding the model in full detail, as well
as for users who might just need the simulation result as a starting point for their
own approach. To facilitate the direct reuse of simulation experiment descrip-
tions in the database, they are stored in the Code attribute of the Experiment
Description entity. We also extract information about the simulation algorithm
that can be applied to the simulation (Simulation Algorithm) from the exper-
iment description. This will enable the reasoning on what types of simulations
could be run on the model. For example, a model simulated with a Gillespie
algorithm is capable of doing stochastic simulation experiments. To specify the
simulation algorithm, we suggest to use the Kinetic Simulation Algorithm On-
tology (KiSAO) [11]. KiSAO is an ontology of simulation algorithms commonly
used in the field of but not restricted to Systems Biology. Additionally, infor-
mation on the behaviour of the model under certain conditions, i. e. in a certain
simulation study, is extracted and stored in the Behaviour entity. Here, we sup-
port the use of the Terminology for the Description of Dynamics (TeDDY) [10].
TeDDY is a controlled vocabulary for the description of the model behaviour for
a certain set of parameter values. Future developments of simulation description
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Table 1. Excerpt of meta-information annotations of a biochemical model

DB feature Qualifier Reference Meaning

format is SBML L2 V1 Systems Biology Markup Language
(Level 2, Version 1)

author is vCard Various author information
model isDescribedBy pubmed:10712587 Publication of the model

isVersionOf go:0000165 MAP kinase kinase kinase cascade
isHomologTo reactome:react 634 MAP kinase cascade [Homo sapiens]

organism is taxonomy:8355 Xenopus laevis

compartment is go:0005623 Cell
species is uniprot:P26696 Mitogen-activated protein kinase 1

isHomologTo uniprot:P28482 Mitogen-activated protein kinase 1
species is uniprot:Q05116 Dual specificity mitogen-activated

protein kinase kinase 1
reaction isVersionOf go:0000185 Activation of MAPKKK activity

isHomologTo reactome:react 525 Stabilisation of RAF by further
phosphorylation [Homo sapiens]

isVersionOf sbo:0000012 Mass action rate law
reaction isVersionOf go:0006468 Protein amino acid phosphorylation

isVersionOf sbo:0000216 Phosphorylation
isEncodedBy sbo:0000012 Mass action rate law

behaviour is teddy:0000066 Periodic oscillation

formats hopefully enable to store more detailed information, for example, the
designated tool and its detailed setup with which a specific model behaviour was
observed.

Table 1 shows some examples for meta-information that is accessible from a
well-annotated model. The first column holds the type of information that cor-
responds to the database design described above. The second column then con-
tains the qualifiers which describe the type of relation between model elements
or characteristics and their annotation, while the third column shows examples
of references to meta-information and ontological resources (corresponding to
the Data-type and Identifier attributes in the database schema in Figure 3).
The fourth column gives a natural language description.

4 Determining Similarities between Biological Models

Once stored in the database, models can be retrieved from the repository by
querying the extracted model information. Therefore, the annotations are fun-
damentally important to retrieve appropriate models. A query specified by the
user consists of several values for the various search characteristics the seeked
model should contain. This so-called feature matrix results in the creation of
a virtual query model which is compared with the stored models regarding
its similarity. For our work, we use the three intuitions of [17] to define what
similarity is:
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Intuition 1: The similarity between A and B is related to their commonality.
The more commonality they share, the more similar they are.

Intuition 2: The similarity between A and B is related to the differences be-
tween them. The more differences they have, the less similar they are.

Intuition 3: The maximum similarity between A and B is reached when A and
B are identical, no matter how much commonality they share.

The function proposed for the estimation of similarity is shown in definition 1.

Definition 1. Let F be a non ordered set of features. Let MX be a set represent-
ing a model containing feature values {xa1 , ..., xan} and MY be a set representing
a model containing feature values {yb1 , ..., ybn} with {a1, ..., an, b1, ..., bn} ∈ F .
Furthermore, simfeature(i)(xi, yi) is a function to compute the similarity for the
feature i ∈ F .

similarity =

{∑∀i∈F (αi×simi(xi,yi))∑∀i∈F in(xi,yi)
if MX ∩ MY �= ∅

0 else
(1)

simi =

{
simfeature(i)(xi, yi) if xi ∈ MX ∧ yi ∈ MY

0 else
(2)

in(xi, yi) =

{
1 if xi ∈ MX ∧ yi ∈ MY

0 else
(3)

The similarity of the virtual query model MX with features (xa1 ,.., xan) and a
model from the model repository MY with features (yb1 ,...,ybn) is determined by
the sum of similarities of the features simi(xi, yi) weighted with the importance
of the feature αi. For normalisation, the value is divided by the summation
of features in(xi, yi) which are the ones relevant in the query and present in
the result model. For features based on ontological knowledge, the similarity
(simfeature(i)(xi, yi)) of a feature i in two different models MX and MY is cal-
culated on the result of the similarity estimation of the ontology terms, as well
as on the evaluation of the according qualifiers. The remaining similarities are
determined using string matching techniques, e. g. the Levenshtein distance.

The difficulty in ranking the search results lies within the fact that the un-
derstanding of similarity depends on the intention of the user: models can be
similar when describing the same mathematics. But they could, on the contrary,
also be found similar if encoding the same system – which does not necessarily
mean that the models contain similar mathematics. To overcome this problem,
we will provide the user with a number of pre-defined weighting functions. Fur-
thermore, we also plan to enhance this functionality to allow for user-defined
weighting functions.

While there exist various concepts for the estimation of similarities between
strings [3], another challenge is the definition of the similarity function for on-
tological information. To determine the similarity of two features, the according
ontology entries have to be matched. In the simplest case, both IDs come from
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the same ontology and are identical. Then, the elements are considered equal. If
two IDs are different and come from the same ontology, it has to be evaluated
how both relate to each other. This is done using the path length between two
ontology entries, as well as the entries’ position (depth) in the ontology. A short
path length can be expected if both entries are within the same concept. A high
depth implies entries related to each other on a more specific layer. Siblings
will be more similar than IDs from different ontology tree branches. However,
the IDs might as well come from different ontologies. Here, matching techniques
across ontologies, so called ontology alignments, have to be used to determine a
similarity value. Related work on the topic can be found in [5].

4.1 Similarity Criteria for Biochemical Models

Different kinds of information about a model are already available by either eval-
uating its RDF annotations or by storing existing external, model related data. A
first similarity estimation on the retrieved models can be done by examining the
basic information provided, namely the model name, the publication reference
and the author of the model. The meta-information about species and reactions
taking place in the model are also very important as biological systems can be
considered more alike if they encode similar biological problems. Additionally,
the comparison of the encoded mathematics or transitions, i. e. the reactions,
helps to identify similar models in the sense that they use similar strategies to
depict the biological system. One example is the description of enzyme reaction
kinetics in a model. It matters if they are described by Michaelis-Menten kinet-
ics or detailed mass-action kinetics [2]. Another type of information that can
be helpful to determine the similarity of certain models is the information on
the simulation studies applied to the retrieved models. This includes informa-
tion on the simulation algorithm that can be applied to the model to simulate
it and the behaviour the model shows when simulated, e. g. an oscillation. Two
models of the same biological system, returning similar types of result curves
are more likely to encode the system with similar assumptions and mathematics
than systems showing a different behaviour. And the outcome of the simulation
of two models annotated with experiment descriptions using the same simu-
lation algorithm can be expected more alike than if both models use different
ones, especially if those algorithms have completely different characteristics, e. g.
stochastic vs. deterministic.

4.2 Sample Search and Ranking

Assume that the user searches for models which (1) describe the metabolic path-
way Glycolysis in (2) the baker’s yeast (Saccharomyces cerevisiae), (3) are en-
coded in the Systems Biology Markup Language (SBML), and (4) show valid
simulation results with the deterministic Livermore solver for ordinary differen-
tial equations (LSODE). These information can be mapped to four features in
the feature matrix, namely “model”=“Glycolysis”, “organism”=“S.cerevisiae”,
“format”=“SBML”, and “Simulation algorithm”=“LSODE”.
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Table 2. Similarity example. The more similar a feature is between a model and the
query, the darker is its background shading.

Query
model format organism simul. algorithm
Glycolysis SBML S. cerevisiae LSODE

Model m1 hasPart.
Glycolysis

is.CellML is.E. coli is.LSODE

Model m2 isVersionOf.
MAPK cascade

is.SPiM code is.S. cerevisiae is.Gillespie SSA

Model m3 is.Glycolysis is.SBML is.S. cerevisiae is.PVODE
Model m4 is.Glycolysis is.SBML is.T. brucei –

Table 2 illustrate the idea of similarity measures using a small set of four
models. Column “model” refers to the “Model has Annotation” relation of the
database schema in Figure 3, “format” refers to the “Format” attribute of the
Model entity, “organism” refers to the “Organism has Annotation” relation and
“simul. algorithm” refers to the “Experiment uses Simulation Algorithm” rela-
tion of the database schema. The level of similarity between model feature and
query is illustrated by grey shadings; the more similar a feature is between a
model and the query, the darker is its background shading. As the implementa-
tion of a sophisticated similarity function is part of our future work, we use a
simplified version of it for this example to show the basic idea:

simfeature(i) =

⎧⎪⎨
⎪⎩

0 Features (xi,yi) do not match
0.5 Features (xi,yi) are related
1 Features (xi,yi) match

(4)

Compared to the table, dark grey stands for absolute match, light grey stands for
partial match, and features with no similarity do not show any shading. For ex-
ample, in the second column of table 2, the models m3 and m4 show dark grey
marking because they are annotated with information that are totally similar to
the query, i. e. they describe the Glycolysis pathway.Model m1 was also found to be
matching the query. However, its annotation shows a weaker qualifier (“hasPart”
instead of “is”) meaning that the model describes a larger system than the Glycol-
ysis which is only a part of it. Therefore, the level of similarity is lower compared to
models m3 and m4. Model m2 describes a completely different system (MAPK cas-
cade). The next column shows the similarity for the feature “format”. The user re-
quested a model encoded in the SBML format. Model m1 shows partial similarity,
although the modelling formalism is not SBML but CellML. It is a legitimate as-
sumption, because both SBML and CellML are formats to describe biological sys-
tems by mathematical equations. In contrast, the Stochastic Pi-Machine (SPiM)
[24] model description language used in model m2 is quite different to SBML. To
automate these “intuitive” decisions of partial similarity, we state that an ontol-
ogy for the classification of modelling formalisms and formats would be desirable.
For a more comprehensive discussion on how ontologies can facilitate modelling
and simulation see [6]. The information for the organism feature of the models are
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Table 3. Calculated similarity values

Query model format organism simul. algorithm
Glycolysis SBML S. cerevisiae LSODE similarity

Feature weight 0.5 0.1 0.3 0.1

Model m1 0.25 0.05 0 0.1 0.025
Model m2 0 0 0.3 0 0.01875
Model m3 0.5 0.1 0.3 0.05 0.059375
Model m4 0.5 0.1 0.15 0 0.0625

shown in column four. While the models m2 and m3 both link to the queried or-
ganism, the other two models describe systems of different biological organisms.
Here, model m4 is more similar to the query than m1, because both organisms Try-
panosoma brucei and Saccharomyces cerevisiae belong to the eukaryota branch of
the taxonomy tree, while Escherichia coli belongs to the bacterial kingdom of life
and thus potentially shares less characteristics with the others. In the last column
of table 2, an example of algorithms applicable to the model for simulation is given.
The request asks for valid simulation experiments using a specific simulation al-
gorithm for solving differential equations. Model m1 fulfils this need, model m3
partially does.

The overall evaluation of annotations in this example provides the ranked list
of result models shown in table 3. The similarity values have been calculated
using the similarity function described in equation 1. For the given example, we
assumed the user has defined the following weights for the features considered
for the query: model: 0.5, organism: 0.3, format: 0.1, simulation algorithm: 0.1.
We also used the simplified similarity function as shown in equation 4. The final
ranked result list can be shortened by setting a threshold for a minimum similar-
ity value. One could also use the feature weights to determine “very important”
features which must match at least partially. For example, model m2 describes
a MAPK cascade and thus can be ignored for further similarity measures to the
query of a Glycolysis model, even if the other features show high similarity. This
holds because the feature weights indicate that the modelled system attribute is
much more important than others, e. g. the format. At the end of the retrieval
workflow, the user can assume that model m4 most likely fulfils his/her needs.

5 Conclusions

An integrated model storage and retrieval approach has been presented in this
paper to show how similarity measures can be applied to models of biological
systems. In contrast to most existing solutions, this approach allows to store
models independent of the representation format and underlying modelling for-
malism. For the evaluation of database requests, it is of minor interest how a
model encodes a biological component or reaction, but it is necessary to retrieve
the information about which ones it encodes. The concept is based on the fact
that models can be annotated with additional information which are mainly
referring to biological ontologies and are encoded in the RDF format. Those
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information can be used to define similarity measures for the result ranking of
retrieved models. The work concentrates on the conceptual definition of sim-
ilarities between biological models, making use of the introduced database to
promote the application of similarity measures in existing model resources.

The considered features for similarity measures include meta-information on
the level of the whole model, model elements, and simulation information. How-
ever, the identification of the meta-information qualified for satisfying ranking
results is not fixed, but under steady discussion. To advocate the use of ranking,
a simple similarity function based on a subset of the identified model features
is shown. Later on, search results shall be ranked based on more sophisticated
similarity functions. There exist a great number of methods and algorithms for
ranking in the area of information retrieval and evaluations of various exist-
ing techniques are planned for the near future. Further investigations will show
whether it is possible to apply existing algorithms stemming from multimedia
document retrieval and retrieval of linked documents as to be found in the World
Wide Web to the domain of Systems Biology. We also plan to realise user defined
similarity weights in the future, which will result in user-specific ranking matri-
ces. Another even more challenging example for user-specific ranking is the one
of finding “compatible” models, where compatible is understood as “requires the
same input” or as “the models can be coupled”. However, the question of model
composition and coupling is a research task for its own and much work has to
be done to support practical model reuse in this context [23,28]. Compatibility
is therefore out of this works’ scope.

In summary, the introduced ideas can be considered as a first step towards
enhanced model reuse in the field of Systems Biology. It proposes integrative
storage, retrieval, and ranking of models through model annotations. A database
design has been set up using the DB2 system and first experiments for similarity
measures have been conducted. Future visions comprise a more sophisticated
similarity measure that might ease model couplings. Elaborated testing on real
life models are planned to test the database design for efficiency and performance.
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