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Preface

This book arose from my interest in disordered systems. It was known, for some
time, that disorder in a one-particle Hamiltonian usually leads to localized states in
one-dimensional chains. Anderson had argued that in higher-dimensional systems,
there may be regions of localized and extended states, separated by a mobility edge.
In 1979 and 1980, it became clear that this Anderson transition could be described
in terms of a nonlinear sigma model. Lothar Schäfer and myself reduced the model
to one described by interacting matrices by means of the replica trick. Efetov,
Larkin, and Khmel’nitskii performed a similar calculation. They, however, started
from a description by means of anticommuting components. In 1982 Efetov showed
that a formulation without the replica trick was possible using supervectors and
supermatrices with equal number of commuting and anticommuting components.

I had the pleasure of giving many lectures and seminars on disordered systems
and critical systems, and also on fermionic systems, where Grassmann variables
play an essential role. Among them were seminars in the Sonderforschungsbereich
(collaborative research center) on stochastic mathematical models with mathemati-
cians and physicists and in the Graduiertenkolleg (research training group) on
physical systems with many degrees of freedom and seminars with Heinz Horner
and Christof Wetterich. In particular, I remember a seminar with Günther Dosch on
Grassmann variables in statistical mechanics and field theory.

Some of the applications of Grassmann variables are presented in this volume.
The book is intended for physicists, who have a basic knowledge of linear algebra
and the analysis of commuting variables and of quantum mechanics. It is an
introductory book into the field of Grassmann variables and its applications in
statistical physics.

The algebra and analysis of Grassmann variables is presented in Part I. The
mathematics of these variables is applied to a random matrix model, to path integrals
for fermions (in comparison to the path integrals for bosons) and to dimer models
and the Ising model in two dimensions.

Supermathematics, that is, the use of commuting and anticommuting variables
on an equal footing, is the subject of Part II. Supervectors and supermatri-
ces, which contain both commuting and Grassmann components, are introduced.
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viii Preface

In Chaps. 10–14, the basic formulae for such matrices and the generalization of
symmetric, real, unitary, and orthogonal matrices to supermatrices are introduced.
Chapters 15–17 contain a number of integral theorems and some additional
information on supermatrices. In many cases, the invariance of functions under
certain groups allows the reduction of the integrals to those where the same number
of commuting and anticommuting components is canceled.

In Part III, supersymmetric physical models are considered. Supersymmetry
appeared first in particle physics. If this symmetry exists, then bosons and fermions
exist with equal masses. So far, they have not been discovered. Thus, either this
symmetry does not exist or it is broken. The formal introduction of anticommuting
space-time components, however, can also be used in problems of statistical physics
and yields certain relations or allows the reduction of a disordered system in d
dimensions to a pure system in d � 2 dimensions. Since supersymmetry connects
states with equal energies, it has also found its way into quantum mechanics, where
pairs of Hamiltonians, Q�Q and QQ�, yield the same excitation spectrum. Such
models are considered in Chaps. 18–20.

In Chap. 21, the representation of the random matrix model by the nonlinear
sigma model and the determination of the density of states and of the level
correlation are given. The diffusive model, that is, the tight-binding model with
random on-site and hopping matrix elements, is considered in Chap. 22. These
models show collective excitations called diffusions and if time-reversal holds,
also cooperons. Chapter 23 discusses the mobility edge behavior and gives a short
account of the ten symmetry classes of disorder, of two-dimensional disordered
models, and of superbosonization.

I acknowledge useful comments by Alexander Mirlin, Manfred Salmhofer,
Michael Schmidt, Dieter Vollhardt, Hans-Arwed Weidenmüller, Kay Wiese, and
Martin Zirnbauer. Viraf Mehta kindly made some improvements to the wording.

Heidelberg, Germany Franz Wegner
September 2015
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Part I
Grassmann Variables and Applications

The mathematics of Grassmann variables is introduced in this first Part. After an
introduction (Chap. 1) Grassmann algebra (Chap. 2), Grassmann analysis (Chaps. 3
and 5) and conjugation (Chap. 6) are developed. An introduction to exterior algebra
is given in Sects. 2.2 and 3.4.

Products of Grassmann variables anticommute in contrast to c-numbers, whose
products commute. In many cases we compare the properties of these Grassmann
variables with those of c-numbers, but we will not combine them, in this part, into
what is called supermathematics. This will be done in Parts two and three.

One of the most important applications of Grassmann variables are path integrals
for fermions (Chap. 7), which are considered together with path integrals for bosons.
Another application is the determination of the number of dimer configurations on
two-dimensional lattices (Chap. 8), and the solution of the two-dimensional Ising
model (Chap. 9). This part also includes a first application to the random matrix
problem (Chap. 4). The various applications can be read independently.



Chapter 1
Introduction

Abstract A short introduction into the history and the present use of supermathe-
matics is given.

1.1 History

A short historic introduction is given to Grassmann, the inventor of anticommuting
variables, and to Berezin, who introduced the analysis of Grassmann variables and
applications in physics.

Hermann Günther Grassmann (Stettin 1809–Stettin 1877), a high school teacher
in Stettin, presented in his book [99], in 1844 Lineare Ausdehnungslehre (Theory of
Linear Extension), an algebraic theory of extended quantities, where he introduced
what is now known as the wedge or exterior product. Saint-Venant published
similar ideas of exterior calculus, in 1845, for which he claimed priority over
Grassmann. Grassmann’s work contained important developments in linear algebra,
in particular the notion of linear independence. He advocated that once geometry
is put into algebraic form, the number three has no privileged role as the number
of spatial dimensions; the number of possible dimensions is in fact unbounded. It
was, however, a revolutionary text, too far ahead of its time to be appreciated and
too difficult to read. Grassmann submitted it as a Ph.D. thesis, but Möbius said
he was unable to evaluate it and sent it to Ernst Kummer, who rejected it without
giving it a careful reading. Thus, Grassmann never obtained a university position.
Appreciation for his work started only with William Rowan Hamilton (1853) and
Hermann Hankel (1866). In addition to his mathematical works, Grassmann was
also a linguist. Among his works his dictionary and his translation of the Rigveda
(still in print) were most revered among linguists. He devised a sound law of Indo-
European languages, named Grassmann’s aspiration law (Also, there is another law
by Grassmann concerning the mixing of color). These philological accomplishments
were honored during his lifetime; in 1876 he received an honorary doctorate from
the University of Tübingen. The laudatio mentions both his mathematical and

© Springer-Verlag Berlin Heidelberg 2016
F. Wegner, Supermathematics and its Applications in Statistical Physics,
Lecture Notes in Physics 920, DOI 10.1007/978-3-662-49170-6_1

3



4 1 Introduction

linguistic excellence.1 Grassmann’s biography can be found in the books by Petsche
[209, 210].

Just as we know Grassmann as the creator of what we call today Grassmann
variables, Felix Alexandrowich Berezin (Moscow 1931–Kolyma region 1980) is
the founder of supermathematics. His most important accomplishments were what
we now call the Berezin integral over anticommuting Grassmann variables and the
closely related construction of the Berezinian: the generalization of the Jacobian. In
fact the integral over a Grassmann variable is actually its derivative. This might have,
at first glance looked useless, but it turned out to be very fruitful. His main works
besides many published articles, are his books on the application of Grassmann
variables to fermionic fields ‘The Method of Second Quantization’ [24] 1966 and
the book ‘Introduction to Superanalysis’ [25], which due to his untimely death
collects his papers on this subject and supplementary papers by colleagues. Perhaps
the first authors to use Grassmann variables for fermions were Candlin [44], who
introduced coherent fermionic states as early as 1956, and J.L. Martin [174, 175],
who considered the fermionic oscillator in 1959.

1.2 Applications

A short account of the use of Grassmann variables and of supersymmetric ideas is
given.

So what can be done with Grassmann variables? First, they can be used to
describe fermionic systems: The classical limit of bosonic fields are complex fields.
Bosonic creation operators commute with each other as do bosonic annihilation
operators. In contrast fermionic creation and annihilation operators anticommute
among themselves. Thus, the classical analogue are numbers, which anticommute.
Indeed, path integrals for fermions can be expressed in terms of Grassmann
variables just as path integrals for bosons are expressed in terms of complex
variables.

Another interesting application is in two-dimensional lattice models. Both, dimer
problems and the two-dimensional Ising model can be elegantly formulated by
integrals over Grassmann variables.

Unlike for integrals over Gauss functions of real and complex numbers typically
yielding the inverse of the determinant of the coefficient matrix of the quadratic
form in the exponent or its square root, it is precisely the opposite for integrals over

1The original Latin text can be found in [209, 210, 223] “qui raro hac aetate exemplo mathematicae
peritiam coniunxit cum scientia rerum philologicarum et in utroque studiorum genere scriptor
extitit clarissimus maxime vero acutissima vedicorum carminum interpretatione nomen suum
reddidit illustrissimum”, a tentative English translation would be “who, what is rare in this time,
brings together exemplary knowledge in mathematics and in linguistic and excels in both sciences
as brilliant author, made himself the most famous name by his perceptive translation of the
Rig-Veda hymns.”
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Gauss functions of Grassmann variables: here one obtains the determinant of the
coefficient matrix or its square root. Thus, if one introduces both types of variables,
the determinants cancel, which is very useful, if the integral over the Gaussians
constitutes something similar to a partition function. An example of this for random
matrices is given in Chap. 4. Specifically we will study the random-matrix problem
and particles in random potentials in greater detail in Part III.

Grassmann variables have properties quite opposite to real and complex numbers.
They are a kind of antipodes to complex numbers; unfortunately these antipodes
are rather degenerate, since their variety of functions is much less than that of
commuting variables: a function of one Grassmann variable can only be linear.
Therefore they cannot be used for all problems of disorder. Nevertheless they have
a large field of applications.
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Chapter 2
Grassmann Algebra

Abstract The elements of the Grassmann algebra, and the operations addition and
multiplication are defined. Distinction is made between even and odd elements. A
few remarks on exterior algebra then follow.

2.1 Elements of the Algebra

The elements of the algebra, addition and multiplication are defined.
The use of Grassmann variables in the context of physical problems and an

introduction to these variables can be found for example in the books by Zinn-Justin
[297] and by Efetov [65]. From the more mathematical side the books by Berezin
[25] and by de Witt [55] are recommended.

To begin with, we have a basis of r vectors 
i, i D 1; : : : r. This basis is then
enlarged by the introduction of products of the vectors 
i. This product obeys the
associative law and the law of anticommutativity,


i
j D �
j
i; (2.1)

which implies 
2i D 0. Including the empty product, one obtains 2r basis elements

1


i i D 1 : : : r

i
j D �
j
i i < j
: : :


1
2 : : : 
r:

(2.2)

The elements of the algebra are then the linear combinations of these 2r basis vectors

a D a.0/ C
X

i

a.1/i 
i C
X

i<j

a.2/ij 
i
j C : : : ; (2.3)

where the coefficients a.m/i1:::im
are complex numbers. We denote the set of elements a

given in (2.3) by A .
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8 2 Grassmann Algebra

Addition is defined as is usual in vector spaces: the coefficients with equal indices
m, i1; : : : im are added. Thus, addition is commutative and associative,

aC b D bC a; .aC b/C c D aC .bC c/ D aC bC c: (2.4)

Multiplication of the monomials

a D a.k/
i1
i2 : : : 
ik ; (2.5)

b D b.l/
j1
j2 : : : 
jl (2.6)

yields

ab D a.k/b.l/
i1
i2 : : : 
ik
j1
j2 : : : 
jl : (2.7)

If at least one factor 
i agrees with one factor 
j, then ab vanishes. Multiplication of
polynomials, like (2.3), follows from the requirement that the law of distributivity
holds,

.aC b/c D acC bc; a.bC c/ D abC ac: (2.8)

Then it is easy to show that multiplication is associative,

.ab/c D a.bc/ D abc: (2.9)

Example 2.1.1 a D 5
2, b D 3
1
3 yield ab D 15
2
1
3 D �15
1
2
3.
Example 2.1.2 a D 3
1
3 C 5
2 yields a2 D .3
1
3 C 5
2/.3
1
3 C 5
2/ D
9
1
3
1
3C 15
1
3
2C 15
2
1
3C 25
2
2 D 9 � 0� 15
1
2
3� 15
1
2
3C 25 � 0D
�30
1
2
3.

2.2 Even and Odd Elements, Graded Algebra

Even and odd elements and their algebraic properties are defined.
Let us introduce the linear parity operator P ,

P.
/ D �
: (2.10)

This operator multiplies a monomial of order k in the Grassmann variables by .�/k.
Thus a in (2.5) and b in (2.6) obey

P.a/ D .�/ka; P.b/ D .�/lb: (2.11)
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For the monomials a, b in (2.5), (2.6) one obtains

ab D .�/klba: (2.12)

A product of an even (odd) number of factors of 
 and their linear combinations are
called even (odd) elements of the algebra. Each element, a 2 A , can be decomposed
uniquely in a sum of an even and an odd element, A D A0 ˚A1,

a D a0 C a1; ai 2 Ai; (2.13)

a0 D a.0/ C
X

i<j

a.2/ij 
i
j C
X

i<j<k<l

a.4/ijkl
i
j
k
l C : : : ; (2.14)

a1 D
X

i

a.1/i 
i C
X

i<j<k

a.3/ijk 
i
j
k C : : : (2.15)

This decomposition into even and odd elements is the reason that this algebra
is called a graded algebra. Generally, a graded algebra has the property that all
elements can be decomposed into elements of degree �,

a D
X

�

a�; a� 2 A�: (2.16)

Sums of elements in A� belong to A� . Products of elements in A� and A�0 belong
to A�C�0 .

The following expressions, from (2.14), (2.15), belong to A0 and A1

a0 C b0; a0b0 D b0a0; a1b1 D �b1a1 2 A0; (2.17)

a1 C b1; a0b1 D b1a0; a1b0 D b0a1 2 A1: (2.18)

This grading is a Z2-grading, since the degree � assumes only the values 0 and 1,
and calculation is modulo 2.

In the following, we will mainly deal with elements a, which are either even
(a 2 A0) or odd (a 2 A1) (Problem 2.3 is an exception). The degree of an element
a will often be denoted by �.a/. Thus (2.12) may be rewritten as

ba D .�/�.a/�.b/ab: (2.19)

One observes that a2 D 0 for all a 2 A1.
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2.3 Body and Soul, Functions

Body (ordinary part) and soul (nilpotent part) are introduced.
The contribution a.0/ from a in (2.3) is called the body (ordinary part) of a

a.0/ D ord a; (2.20)

with everything else being the soul (nilpotent part) of a

nil a D a � a.0/; (2.21)

since, as one sees immediately

.nil a/rC1 D 0: (2.22)

Actually, one has already .nil a/p D 0 for 2p > rC 1.
If f W A ! A is a function, which can be differentiated sufficiently often, then

f .a/ can be defined by its Taylor expansion

f .a/ D f .a.0//C f 0.a.0//nil aC 1

2
f 00.a.0//.nil a/2 C : : : (2.23)

Due to (2.22) the expansion only has a finite number of terms.
The generalization to functions of several variables constitutes no problem if

the variables are even, since these variables and their nilpotent parts commute.
Functions of even and odd variables can always be represented as polynomials in
the odd variables, where the coefficients are functions of the even variables.

2.4 Exterior Algebra I

A short excursion (first part) to exterior algebra is given.
From

a.
/ D a1
1 C a2
2 C a3
3; b.
/ D b1
1 C b2
2 C b3
3; (2.24)

and similarly for c, one obtains the exterior products

.ab/.
/ D .a1b2 � a2b1/
1
2 C .a2b3 � a3b2/
2
3 C .a3b1 � a1b3/
3
1;

.abc/.
/ D
ˇ̌
ˇ̌
ˇ̌
a1 b1 c1
a2 b2 c2
a3 b3 c3

ˇ̌
ˇ̌
ˇ̌ 
1
2
3: (2.25)
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Usually the elements of the exterior algebra refer to some vectors or antisymmetric
tensors in an n-dimensional space. The examples in (2.24) are 1-vectors with the
products .ab/ and .abc/ being 2-vector and 3-vector, respectively.

Exterior algebra uses a grading different from that introduced in Sect. 2.2. Linear
combinations of the monomials in (2.5) with fixed k are k-vectors. This set of k-
vectors is denoted by Ek. The grading decomposes the elements into the sets Ek for
k D 0 : : : n. Thus the vectors a and b in (2.5), (2.6) are k- and l-vectors, respectively.
Generally, the product ab of a 2 Ek, b 2 El is a kC l-product ab 2 EkCl.

Often the basis vectors ei are used instead of 
i. To indicate that the product is
anticommutative one may use a wedge, ^, as the sign for multiplication and the
product is called the wedge product, for example

a.e/ D a1e1 C a2e2 C a3e3; (2.26)

.ab/.e/ D .a1b2 � a2b1/e1 ^ e2 C .a2b3 � a3b2/e2 ^ e3 C .a3b1 � a1b3/e3 ^ e1:

Obviously the coefficients of the product ab are the coeffients of the cross product
a � b. The coefficient of 
1
2
3 in the product abc is the triple product of the three
vectors a, b, c, if a DPi aiei with the orthonormal vectors ei (similarly for b and c).

Quite generally, such products are called wedge products and the algebra is called
an exterior algebra. Such ideas in general dimensions were the basis of Grassmann’s
extension calculus.

Problems

2.1 Calculate

.

3X

iD1

4X

jDiC1
ai;j�i�j/

2; ai;j 2 A0; �i 2 A1:

2.2 Solve x2 D a2 C 2�1�2 for x with a 2 C, �1; �2 2 A1. Is there a solution for
a D 0?

2.3 Solve x2 D �1�2�3 for x with �i 2 A1. The result shall depend only on the
Grassmannians �i, i D 1::3.

2.4 Substitute x D z C ˛
1 C ˇ
2 C c
1
2, x; z; c 2 A0, ˛; ˇ; 
i 2 A1 in
g.x; 
1; 
2/ D g;.z/ C g1.z/�1
1 C g2.z/�2
2 C g12.z/
1
2, �i 2 A1, g:.z/ 2 A0

and determine f .z; 
1; 
2/ D g.x; 
1; 
2/ in the form f .z; 
1; 
2/ D f;.z/C f1.z/
1 C
f2.z/
2 C f12.z/
1
2.

2.5 Calculate A�1 from A D a0 C �11 C �22 C a2�1�212, a0 2 C, a0 6D 0,
a2 2 A0, �i; i 2 A1.
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Chapter 3
Grassmann Analysis

Abstract Differentiation and integration of Grassmann variables are introduced.
Application is made to Gauss integrals. A second part to exterior algebra follows.

3.1 Differentiation

The operation of differentiation of Grassmann variables is introduced.
A function, f , depending on 
 2 A1 is linear in 
,

f .
/ D f .0/C 
fl D f .0/C fr
; fr DP. fl/; (3.1)

where f .0/, fr and fl do not depend on 
 (The parity operator P was defined in
Sect. 2.2). The left and right derivatives are defined by

d

d 

f D fl; d f=d 
 D fr: (3.2)

The differential reads

d f .
/ D d 

d

d 

f D d f=d 
 � d 
: (3.3)

Example 3.1.1 One obtains with 
; ˛ 2 A1

d

d 


 D 1; d 
=d 
 D 1; d

d 

.˛
/ D �˛; d .˛
/=d 
 D ˛:

Grassmann variables and differentials anticommute

d 
i 
j D �
j d 
i: (3.4)
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In the following we will use both the left and right derivatives. According to (3.1)
they can differ in sign. When using the literature, one should always check sign
conventions.

The product rule reads

@

@

. fg/ D . @

@

f /gCP. f /

@

@

g; (3.5)

@. fg/=@
 D @f=@
P.g/C f@g=@
: (3.6)

Multiple derivatives with respect to odd variables, 
 2 A1 anticommute

@

@
k

@

@
l
f D � @

@
l

@

@
k
f : (3.7)

From (2.10), (3.7), and the definition of @
@


, with it acting to the right, one has


k
l C 
l
k D 0; @

@
k

@

@
l
C @

@
l

@

@
k
D 0; @

@
k

l C 
l

@

@
k
D ık;l: (3.8)

Thus 
 and @
@


constitute a Clifford algebra.1

The derivative of a function f .z; 
/ with respect to an even variable z 2 A0 is
obtained by differentiating the components of the products of the 
s to z,

@. f0.z/C f1.z/
/

@z
D d f0.z/

d z
C d f1.z/

d z

: (3.9)

There is no distinction between the right and left derivative with respect to even
variables z 2 A0. The conventional product rule applies

@. fg/

@z
D @f

@z
gC f

@g

@z
: (3.10)

The derivatives with respect to 
 2 A1 and z 2 A0 commute,

@

@z

@

@

f D @

@


@

@z
f : (3.11)

1A Clifford algebra is an associative algebra on the basis of elements i and their products obeying
ij C ji D uij with C-numbers uij D uji.
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3.2 Integration

The integral with respect to Grassmann variables is introduced. It is equivalent to
differentiation.

There is not really a range of values defined for Grassmann variables. Never-
theless, Berezin introduced the concept of an integral ‘over the whole range of
values’ of a Grassmannian. Translational invariance is required for the integral over
a Grassmannian,

Z
d 
f .
/ D

Z
d 
f .
 C ˛/; 
; ˛ 2 A1 (3.12)

in analogy to

Z 1

�1
d xf .x/ D

Z 1

�1
d xf .xC a/; x; a 2 A0: (3.13)

Equation (3.12) with f .
/ D 
 yields

Z
d 
˛ D 0: (3.14)

Thus, one puts

Z
d 
 D 0;

Z
d 
 
 D 1; (3.15)

where the last integral is arbitrarily normalized to 1.2 Thus, integration with the
differential d 
 to the left of the function coincides with left differentiation, i.e.

Z
d 
f .
/ D @

@

f .
/: (3.16)

Since @
@


f .
/ does not depend on 
, one obtains

Z
d 


@

@

f .
/ D 0; (3.17)

2This agrees with the definitions of Zinn-Justin [297] and Salmhofer [227]. Berezin [25] and Efetov
[65] use the opposite sign, which is related to the minus sign in (3.20). Sometimes other values are
attributed to this integral.
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which is analogous for a function f .x/, if f .x!1/ D f .x! �1/ D 0,

Z 1

�1
d x

d f .x/

d x
D 0: (3.18)

Similarly, one introduces integration with the differential d 
 to the right of the
function. Since for f 2 A� and 
 2 A1 one obtains

Z
d 
f .
/ D @

@

f .
/ D .�/��1@f .
/=@
 D .�/�

Z
f .
/d 
; (3.19)

and
Z

f .
/d 
 D �@f .
/=@
: (3.20)

Note the minus sign.

Example 3.2.1 Compare with Example 3.1.1.

Z
d 

 D 1;

Z

d 
 D �1;

Z
d 
.˛
/ D �˛;

Z
.˛
/d 
 D �˛:

With (3.6), one obtains for partial integration

Z
d 
f .
/.

@

@

g.
// D �

Z
d 
.

@

@

f .
//P.g.
//;

Z
@f .
/=@
P.g.
//d 
 D �

Z
f .
/@g.
/=@
: (3.21)

Since derivatives anticommute, the same applies to differentials

d 
ld 
k D �d 
kd 
l: (3.22)

3.3 Gauss Integrals I

Gauss integrals, that is, integrals over the exponential of a quadratic form of
Grassmann variables, yield the determinant of the coefficient matrix. In contrast
Gauss integrals over complex numbers yield the inverse of the determinant of the
coefficient matrix.

Gauss integrals play an important role in applications of Grassmann variables
and we will come back to them several times. Here, integrals over 2r Grassmann
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variables �1; : : : �r; 1; : : : r 2 A1 are considered,

I� D
Z rY

kD1
.d kd �k/ exp.

r;rX

k;lD1
�kakll/; (3.23)

with elements akl 2 A0 which do not depend on the variables � and , over which
the integral is performed. The exponential function can be represented by a Taylor
expansion. For r D 1, one obtains

Z
d 1d �1.1C �1a111/ D

Z
d 1a111 D a11: (3.24)

For larger r, we proceed recursively by integrating first over �1

I� D
Z rY

kD2
.d kd �k/d 1

rX

mD1
a1mm exp.

r;rX

kD2;lD1
�kakll/: (3.25)

Next the integral over m is performed,

I� D
rX

mD1
.�/m�1a1m

Z m�1Y

kD1
.d kd �kC1/

rY

kDmC1
.d kd �k/ exp.

X

k 6D1;l6Dm

�kakll/:

(3.26)

The factor .�/m�1 is due to the rearrangement of the differentials d � und d , since
d md �kC1d k D �d kd �kC1d m has been used for k D m � 1 down to 1 in order
to obtain d m to the right of the other differentials. From (3.26), one sees that the
integral I� is a sum of r terms of the form .�/m�1a1m times an integral of the same
form depending on the .r� 1/� .r� 1/matrix that is obtained from a by cancelling
the first line and the mth column. This is the recursion formula for determinants.
Since the integral for r D 1, i.e. (3.24), yields the determinant of the 1 � 1 matrix,
the integral evaluates to the determinant of the matrix a,

I� D
Z rY

kD1
.d kd �k/ exp.

r;rX

k;lD1
�kakll/ D det.a/: (3.27)

If we reverse the sign of a and exchange the sequence of d  and d �, then

Z rY

kD1
.d �kd k/ exp.�

r;rX

k;lD1
�kakll/ D det.a/: (3.28)
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In comparison the integral of the exponential function over the complex numbers x
yields

IC D
Z
ŒD x� exp.�

r;rX

k;lD1
x�

k aklxl/ D 1

det.a/
(3.29)

with

ŒD x� D
rY

kD1

d<xkd=xk

�
; (3.30)

where x� denotes the complex conjugate of x. Both real and imaginary part of xk

run from �1 to C1. The integral exists if the real part of all eigenvalues of a
are positive. For the integration with complex numbers we use pairs of complex
conjugate ones. One can do something similar for Grassmann variables, but is
not forced to. The essential difference between Gauss integrals over Grassmann
variables and over complex variables, is that in one case one obtains the determinant,
in the other its inverse. Just as in the present case, the use of Grassmann variables
frequently yields the inverse of the result obtained with complex variables.

Let us add linear terms in the exponent with u; v 2 A0,

IC.u�; v/ D
Z
ŒD x� exp.�

r;rX

k;lD1
x�

k aklxl C
X

k

.u�
k xk C x�

k vk//

D
Z
ŒD x� exp.�.x� � u�a�1/a.x � a�1v/C u�a�1v/

D 1

det.a/
exp.u�a�1v/: (3.31)

See Problem 3.6.
Here, and later on, we determine expectation values, in particular, moments for

Gaussian densities, d �. We generalize the notion density, insofar as we do not
require the densities to be positive, only to be normalized,

Z
d � D 1: (3.32)

The expectation value of A is defined by

hAi D
Z

d �A: (3.33)
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Here the density is given by

d � D det.a/ŒD x� exp.�x�ax/; (3.34)

where x is a column vector and x� its hermitian adjoint row vector. Second moments
are obtained from

@2IC.u�; v/
@u�

q@vp

ˇ̌
ˇ̌
ˇ
uDvD0

D
Z
ŒD x�x�

p xq exp.�x�ax/ D .a�1/q;p
1

det.a/
; (3.35)

which yields

hxqx�
p i D .a�1/q;p (3.36)

and

hexp.u�xC x�v/i D exp.u�hxx�iv/: (3.37)

Note: hxx�i is an .r � r/-matrix. Generally, any derivative of IC.u�; v/ with respect
to vp yields a factor x�

p under the integral and a derivative with respect to u�
q yields

a factor xq under the integral. Thus, one obtains

hA.x; x�/i D A.
@

@u� ;
@

@v
/ exp.u�hxx�iv/juDvD0: (3.38)

For higher moments one obtains

hx�
i1
: : : x�

in
xj1 : : : xjni D

X

P

nY

kD1
hx�

ik
xjP.k/i D perk;l.hx�

ik
xjli/; (3.39)

where P runs over all permutations of the indices k of j. We denote the permanent
as per. The permanent differs from the determinant insofar as it does not contain the
sign factors associated to the permutation. It does not have as interesting properties
as the determinant.

Equation (3.39) is obtained from (3.38) by first taking the n derivatives to vik ,

nY

kD1

@

@vik

exp.u�hxx�iv/ D
nY

kD1
u�hxx�

iki exp.u�hxx�iv/: (3.40)

Then one sets v D 0, so that the exponential becomes one. The derivatives with
respect to u�

jl
yield the terms in (3.39). If the number of factors x� differs from the

number of factors x, then the expectation value vanishes.
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Similarly, one finds for I� with ˛; ˇ 2 A1

I�.˛; ˇ/ D
Z rY

kD1
.d �kd k/ exp.�

r;rX

k;lD1
�kakll C

X

k

.�k˛k C ˇkk//

D
Z rY

kD1
.d �kd k/ exp.�. t� � tˇa�1/a.� a�1˛/C tˇa�1˛/

D det.a/ exp. tˇa�1˛/ (3.41)

provided ord .det.a// 6D 0. The transpose of the column array � is denoted by t� ,
and similar for other arrays. Then

@2I�.˛; ˇ/=.@˛p@̌ q/
ˇ̌
˛DˇD0 D

Z rY

kD1
.d �kd k/q�p exp.� t�a/

D .a�1/q;p det.a/: (3.42)

Thus, for the Gaussian density

d � D det.a/�1
Y
.d �d / exp.� t�a/; (3.43)

we obtain the averages

hq�pi D .a�1/qp; hexp. t�˛ C tˇ/i D exp. tˇh t�i˛/: (3.44)

Similarly, as for (3.38), one obtains

hA.�; /i D A.� @

@˛
;
@

@̌
/ exp. tˇh t�i˛/j˛DˇD0: (3.45)

For higher moments, one obtains

hi1�j1 : : : in�jni D
X

P

.�/P
nY

kD1
hik�jP.k/i D det

k;l
.hik�jli/; (3.46)

where P runs over all permutations of the indices k of j. Equation (3.46) is obtained
from (3.45) similarly as (3.39) from (3.38). The derivatives with respect to v and u�
are replaced by those to ˛ and ˇ. Since we deal with Grassmann variables, we have
to take care of the signs. Applying the derivatives in the sequence of the factors  and
� on the l.h. side of (3.46) then the factors hik�jk i appear in this order, which yields
the correct sign .�/P D 1 for the identity. The other contributions are obtained by
permutations of � and correspondingly by the derivatives �@=@˛. One obtains the
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factor .�/P in (3.46), since they anticommute. If the number of factors  differs
from the number of factors �, then the expectation value vanishes.

3.4 Exterior Algebra II

We continue the treatment of Sect. 2.4 on exterior algebra. We introduce the Hodge
dual and the inner product, the exterior and the interior differentials, and the
Laplace-de Rham operator. Finally, Maxwell’s equations are expressed in terms of
differential forms.

Hodge Dual Continuing the considerations on exterior algebra we first introduce
the Hodge dual or Hodge star operation

� a./ D sn;k

Z
d 
1d 
2 : : : d 
n exp

 
nX

iD1
gi

i
 i

!
a.
/; gi D ˙1: (3.47)

The star operation transforms k-vectors into n � k-vectors, i.e. a 2 Ek 7! �a 2
En�k, where n is the dimension of the basis � and , respectively. The factors gi

indicate the metric. We do not consider a general metric as e.g. necessary in general
relativity, compare [188, 253], but will apply it below to Maxwell’s equations in
special relativity in the flat Minkowski space. Then factors gi D ˙1 are sufficient.
One defines the sign sn;k so that

a.
/ D 
1
2 : : : 
k � �a.
/ D gkC1
kC1gkC2
kC2 : : : gn

n: (3.48)

Then

sn;k D .�/k.n�k=2�1=2/ (3.49)

and

a.
/ D
X

i1:::ik

ai1;i2;:::ik

i1
 i2 : : : 
 ik=kŠ (3.50)

with totally antisymmetrized ai1;i2;:::ik yields

� a.
/ D
X

i1:::in

ai1;i2;:::ik�i1;i2;:::in gikC1

 ikC1 : : : gin


in=.kŠ.n � k/Š/ (3.51)

with the totally antisymmetric tensor � with �1;2;:::n D C1.
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A different way to introduce the Hodge dual is to express it by means of
derivatives,

� a.�/ D .�/k.k�1/=2a.
@

g:@�:
/!.�/; ! D g�1�2 : : : �n; g D

nY

iD1
gi: (3.52)

The sign corresponds to the inversion of the order of the derivatives,

� ik� ik�1 : : : � i1 D .�/k.k�1/=2� i1 : : : � ik�1 � ik : (3.53)

Examples for the Hodge dual are the products in (2.25). They yield, with
Euclidean metric gi D 1,

� .a ^ b/./ D .a1b2 � a2b1/
3 C .a2b3 � a3b2/

1 C .a3b1 � a1b3/
2;

�.a ^ b ^ c/./ D
ˇ̌
ˇ̌
ˇ̌
a1 b1 c1
a2 b2 c2
a3 b3 c3

ˇ̌
ˇ̌
ˇ̌ : (3.54)

Double application of the Hodge dual maps the vector (maybe apart from the sign)
into itself

� �a D sn;ksn;n�k.�/n.n�1/=2ga D g.�/k.n�k/a: (3.55)

Inner Product The inner product of a 2 Ek with b 2 El is defined by

.a � b/.
/ WD .�/k.k�1/=2a.fgi
@

@
 i
g/b.
/

D
X

i1;:::il

ai1;::ik gi1 : : : gik bi1;::il

ikC1 : : : 
 il=.kŠ.l� k/Š/

D .�/.n�l/.l�k/g � .a ^ �b/.
/ 2 El�k (3.56)

with totally antisymmetrized ai1;:::;ik as in (3.50), similarly for bi1;:::;il . If k D l, then

.a � b/.
/ D
X

i1:::ik

ai1;:::ik gi1 : : : gik bi1;:::ik=kŠ D
X

i1<:::<ik

ai1;:::ik gi1 : : : gik bi1;:::ik 2 E0:

(3.57)

Differential Forms Let us assume that a depends on coordinates x in an
n-dimensional space. We introduce differential k-forms on the basis d x,

a.d x/ D ai1;i2;:::ik.x/d xi1d xi2 : : : d xik=kŠ; (3.58)
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where now the differentials d xi are anticommuting and a::: is totally antisymmetric.
The exterior derivative is defined by

d WD
X

i

@

@xi
d xi; (3.59)

which yields

d a.d x/ D ai1;i2;:::ikIi.x/d xid xi1d xi2 : : : d xik=kŠ 2 EkC1;

ai1;i2;:::ikIi.x/ WD @ai1;i2;:::ik .x/

@xi
: (3.60)

The interior derivative is defined by

ı WD
X

i

@

@xi
gi

@

@.d xi/
(3.61)

and thus acts as an inner product,

ıa.d x/ D
X

i1:::ik

ai1;:::ikIi1 .x/d xi2 : : : d xik=.k � 1/Š D g.�/.n�k/.k�1/ � d � a.d x/:

(3.62)

The squares of d and of ı vanish,

d 2 D 0; ı2 D 0: (3.63)

The Laplace-de Rham operator is given by

� WD .d C ı/2 D d ı C ıd D
X

i

gi
@2

@xi2
; (3.64)

which is easily deduced from (3.59), (3.61), (3.63). Applied on a k-form one finds

�d D .�/kı�; �ı D .�/kC1d � : (3.65)

Examples In n D 3 dimensions with Cartesian coordinates (gi D 1) one obtains
for a scalar, a, the gradient grad a,

d a D aI1d x1 C aI2d x2 C aI3d x3 D grad a d x: (3.66)
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and ıa D 0. For a vector, a D aid xi, one obtains the curl and the divergence

d a D .a2I1 � a1I2/d x1d x2 C .a3I2 � a2I3/d x2d x3 C .a1I3 � a3I1/d x3d x1;

�d a D .a2I1 � a1I2/d x3 C .a3I2 � a2I3/d x1 C .a1I3 � a3I1/d x2 D curl a d x;

�a D a1d x2d x3 C a2d x3d x1 C a3d x1d x2;

d � a D .a1I1 C a2I2 C a3I3/d x1d x2d x3;

ıa D �d � a D a1I1 C a2I2 C a3I3 D div a: (3.67)

Thus,

�a D 4a D .d ı C ıd /a D
�

div grad a; a 2 E0;

grad div aC curl curl a; a 2 E1:
(3.68)

Maxwell’s Equations for Electrodynamics We choose the Minkowski metric
gi D .1;�1;�1;�1/ with i D 0; ::3 where i D 0 indicates the time coordinate and
i D 1; 2; 3 the space coordinates, with xi D .t; x/. We set light velocity c D 1. From
the potential Ai D .�˚;A/, that is A0 D �˚ and the three components A1; : : :A3 of
the vector potential,

A D
X

i

Aid xi (3.69)

one obtains the electromagnetic field tensor

F D d A D
X

ij

Fijd xid xj=2 (3.70)

with

Fij D AjIi � AiIj; F0j D �Ej; F12 D B3; : : : (3.71)

Obviously

d F D d 2A D 0 (3.72)

which yields the homogeneous Maxwell equations

divB D 0; curlEC @B

@t
D 0: (3.73)
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The inhomogeneous Maxwell equations connect the fields to the charge density and
current density ji D .��; j/,

ıF D j WD
X

i

jid xi: (3.74)

Equivalently

divE D �; curlB � @E

@t
D j: (3.75)

Conservation of charge is obtained from the equation of continuity

ı2F D 0 D ıj D @�

@t
C div j: (3.76)

The gauge transformation reads

A! AC d� (3.77)

with some scalar �. It leaves the tensor F unchanged, since F ! F C d 2� D F. If
one chooses the Lorenz gauge ıA D 0, then one obtains

�A D . @
2

@t2
�4/A D .d ı C ıd /A D ıd A D ıF D j: (3.78)

Generalized Stokes’ Theorem Stokes’ theorem can be written in the general form

Z

˝

d A D
Z

@˝

A (3.79)

with A 2 El. The integral on the l.h.s. runs over the l C 1-dimensional volume ˝ ,
and the integral on the r.h.s. over the l-dimensional boundary, @˝ , of this volume.
If lC 1 D n, then the l.h.s. yields immediately

Z

˝

X @ai1;i2;:::;il

@xi
d xid xi1d xi2 : : : d xil D

Z

@˝

X
ai1;i2;:::;il jx

i
>

xi
<

d xi1d xi2 : : : d xil ;

(3.80)

where (for a convex volume) xi
> and xi

< are the upper and lower limit of xi,
respectively, for given xi1 , xi2 , . . . xil . For a non-convex volume there may be several
x> and x<. Their contributions have to be summed. The sums in (3.80) run over i
and i1 < i2 < : : : < il.
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If lC 1 < n, one parametrizes xi D xi.y1; y2; : : : ylC1/. Then

d ai1;i2;:::il D
X

r

@ai1;i2;:::il

@yr
d yr;

d xi1d xi2 : : : d xil D
X @.xi1 ; xi2 ; : : : xil /

@.yr1 ; yr2 ; : : : yrl/
d yr1d yr2 : : : d yrl : (3.81)

The sum in the second equation runs over the lC1 contributions r1 < r2 < : : : < rl.
Hence the integral can be rewritten

Z

˝

X @

@yr

�
ai1;i2;:::il

@.xi1 ; xi2 ; : : : xil/

@.yr1 ; yr2 ; : : : yrl/

�
d yrd yr1d yr2 : : : d yrl : (3.82)

The derivatives @
@yr

@.x:::/
@.y:::/ do not contribute since the double derivatives @2x

@yr@yrk appear
pairwise for r 6D rk and cancel, whereas d yrd yrk vanishes for r D rk. Then the
yr-integration can be performed, finally yielding

Z

@˝

X
ai1;i2;:::il d xi1d xi2 : : : d xil : (3.83)

Note that the generalized Stokes’ theorem does not use any metric.

Why d x2d x1 D �d x1d x2? Express the area A of a planar two-dimensional region
by an integral over the boundary and use, for simplicity’s sake x1 D x and x2 D y.
We may write

A D
Z
1d xd y D

Z
.x>.y/� x<.y//d y D

I

counter�clockw:
xd y

D
Z
1d yd x D

Z
.y>.x/� y<.x//d x D

I

clockwise
yd x; (3.84)

where in one case one has to circle the boundary counter-clockwise, and in the other
case in a clockwise direction. Thus one obtains the same orientation for the integral
along the boundary with the choice d yd x D �d xd y.

Integration is always performed by starting with the integration over the leftmost
d x. The sign of the contributions of the boundary integral is given by the orientation
of the normal pointing outward, multiplied by the following l differentials d x
compared to the product of the l C 1 differentials d x in the integral over the
volume˝ .
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Problems

3.1 Let

f D f .0/C
X

i

ai
bi; ai 2 Aki ; bi 2 Ali ;

where f .0/, ai, bi do not depend on 
. Determine @
@


f and @f=@
. Check the last
Eq. (3.1).

3.2 Calculate
R

d �.� � /f .�/ for �;  2 A1. Thus what is the meaning of the
function .� � /?
3.3 Calculate the integral

R
d �ei˛� with ˛; � 2 A1. Compare with

R1
�1 eiaxd x D

2�ı.a/ for a; x 2 A0.

3.4 Show the product rule, i.e. (3.6).

3.5 Expand the exponential function in (3.23) in the Grassmann variables for r D 2
and perform the integration.

3.6 Show that for x; a; u; v 2 C, <a > 0, the relation

Z
exp.�.x� � u�/a.x � v//d<xd=x D

Z
exp.�x�ax/d<xd=x

holds. Hint: Separate x in its real and imaginary part.

3.7 Determine �! to ! of (3.52) and �1.
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Chapter 4
Disordered Systems

Abstract The replica trick is a general tool to perform averages for quenched
disordered systems. It is mathematically not exact, however. In contrast, exact cal-
culations for quantum-mechanical particles in a random potential can be performed
by simultaneous use of complex and anticommuting variables. A first application is
the derivation of Wigner’s semi-circle law for the density of states of the Gaussian
unitary ensemble.

4.1 Introduction

The concept of quenched and annealed disorder is introduced.
Many solids are disordered. Periodic arrangements of atoms, as in crystals, are

rare and even if the atoms are arranged in a periodic lattice, then it is likely that
there exist more or less numerous defects. Thus, one is led to consider disordered
systems with parameters characterizing the disorder.

Disordered systems are called quenched if these parameters are fixed and do not
evolve with time. A quench refers to a rapid cooling, which prohibits the system to
reach its equilibrium state. In contrast, if the disorder evolves in time, the system is
called annealed.

Statistical averages for such systems are obtained by averaging over the disorder.
In order to obtain the expectation value of an observable A one has to evaluate

hAi D tr .Ae�ˇH/= tr .e�ˇH/; (4.1)

where the overline denotes the average over the disorder in the Hamiltonian and hAi
denotes the average over the density e�ˇH=Z.H/. The main obstacle in averaging
the disorder is that the disorder appears both in the numerator and the denominator
of (4.1).

There are several ways to overcome this difficulty. For free particles in a random
potential, the use of superfields is possible and gives the correct result. In many other
cases this is not possible. For such cases, often the replica trick is used. However,
that trick does not always yield the correct result [262].

© Springer-Verlag Berlin Heidelberg 2016
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4.2 Replica Trick

The replica trick, which is often used to determine expectation values for disordered
systems, is explained.

The replica trick [53, 63] will be presented here. The basic idea is to introduce
n replicas of the original system and to determine the result for general n. One
then has the nth power of the partition function in the denominator. The trick is the
extrapolation to n D 0. The denominator then degenerates to unity and it is sufficient
to average e�ˇH in the numerator. There are two variants of the replica trick.

4.2.1 First Variant

One averages the disorder of the free energy. One starts from

ln Z D lim
n!0

Zn � 1
n

: (4.2)

One determines the average of Zn for n 2 N and uses the expression for n 2 R to
extrapolate to n D 0. Then the averaged free energy is given by

F D �kBTln Z D �kBT lim
n!0

Zn � 1
n

: (4.3)

An average over some quantity, A.S/, can be obtained from

Z.J/ D tr .e�ˇHCJA.S//; hA.S/i D d ln Z.J/

d J
D lim

n!0

d Zn

nd J
: (4.4)

4.2.2 Second Variant

Here we really introduce replicas. For a given variable, S, one introduces n replicas,
S˛, where ˛ runs from 1 to n. The average of A.S/ for a particular realization of the
disorder is

hA.S/i D hA.S1/i D
R
ŒD S1�ŒD S2� : : : ŒD Sn�A.S1/e�ˇ.H.S1/CH.S2/C:::H.Sn//

Zn
(4.5)

where Z is the partition function of one of the replicas. Since in general it is difficult
to average this expression over the disorder, one averages the numerator for general
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n 2 N and finally extrapolates to n D 0,

hA.S/i D
Z
ŒD S1�ŒD S2� : : : ŒD Sn�A.S1/e�ˇ.H.S1/CH.S2/C:::H.Sn//jnD0: (4.6)

The problem with the replica trick is that Zn and the integral (4.6) can usually only
be determined for natural n, but the result is assumed to apply for real n. But it may
differ, for example by an additional function like sin.�n/=n, yielding a different
result in the limit n D 0.

4.3 Quantum Mechanical Particle in a Random Potential

The simultaneous use of complex and Grassmann variables, which allows the
average over disorder without problems from the denominator, is explained for a
model of quantum mechanical particles in a random potential.

Early theoretical investigations of the consequences of disorder are due to
Dyson [59], who investigated the dynamics of a disordered linear chain, and due
to Anderson [10], who considered the transition from spin waves to local spin
excitations (Anderson localization). A different approach was used by Wigner [284],
who described the interacting many-body system in terms of a large random matrix.
The elements of that matrix are equally Gaussian-distributed random variables.
Closer investigation by Dyson [60] revealed three different classes of such systems,
now commonly called Wigner-Dyson classes. Both approaches can be combined by
allowing for n orbitals at each lattice site [269], which can be solved exactly in the
limit n!1, but may also be used otherwise.

Consider a quantum-mechanical particle in a random potential, described by a
tight-binding Hamiltonian

H D
X

r;r0

jrifr;r0hr0j; (4.7)

where the kets jri number the orthonormalized wavefunctions of orbitals. This r
may be the lattice point around which an orbital is located or it may stay for some
quantum numbers. Typically, one is interested in the Green’s function

G.r; r0; z/ D hrj 1

z�H
jr0i: (4.8)

For example, the density of states at orbital r is given by

�.r;E/ D lim
!0

.G.r; r;E � i/ � G.r; r;E C i//=.2�i/: (4.9)



32 4 Disordered Systems

This Green’s function can be expressed by (3.35) and (3.42), respectively.

G.r; r0; z/ D s det.s.z � f //
Z

xrx
�
r0 exp.�

X

r;r0

x�
r s.zır;r0 � fr;r0/xr0/

Y

r

d<xrd=xr

�

D s det.s.z � f //�1
Z
r�r0 exp.�

X

r;r0

�rs.zır;r0 � fr;r0/r0/
Y

r

.d �rd r/:

(4.10)

The factor s is chosen so that the integral converges. Since f is hermitian, we choose
s according to the sign of the imaginary part of z,

s D �isign=z: (4.11)

The potential is random. A certain distribution of the matrix elements, f , is given.
One has to average over this distribution. Now the determinants of s.z � f / play
the disturbing role of the partition function in (4.1, 4.5). Instead of using the replica
trick, one performs the integral, both over the complex and the Grassmann variables,

G.r; r0; z/ D s
Z �

xrx�
r0

r�r0

�
exp.�

X

r;r0

s.x�
r .zır;r0 � fr;r0/xr0 C �r.zır;r0 � fr;r0/r0//

�
Y

r

.
d<xrd=xr

�
d �rd r/: (4.12)

This is the root for the supersymmetric method. One may choose the upper or the
lower expression in the curly bracket. If the matrix elements f are Gaussian dis-
tributed, the average can be easily performed. This has been used in [65, 261, 272].

4.4 Semicircle Law

Wigner’s semicircle law for the density of states of a model described by a hermitian
matrix, with equally Gaussian distributed matrix elements, is derived.

Consider a model of N � N Gaussian-distributed hermitian matrices f with
probability density

P. f /d f D const exp.�gN

2
tr f 2/

NY

rD1
d frr

Y

1�r<r0�N

d<frr0d=frr0 : (4.13)

The factor N yields a useful limit for large N and fixed g. The distribution is invariant
under unitary transformations, P.U�fU/ D P. f /, for unitary matrices U. The matrix
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ensemble defined by (4.13) is called the Gaussian unitary ensemble (GUE). It is, in
particular, invariant for the diagonal unitary matrix U D diag.ei�r/, which yields

G.r; r0; z/ D ei.�r��r0 /G.r; r0; z/ (4.14)

for arbitrary phases �r and �r0 . Thus, G is diagonal in r and r0. The ensemble is also
invariant under permutations of the indices r. Thus the averaged Green’s function
can be simply expressed by a function of z alone, G.r; r0; z/ D G.z/ır;r0 . From (4.12)
one obtains

G.z/ D s

N

Z
x�x exp

��sz.x�xC t�/
�

exp
�
s.x�fxC t�f/

�

�
NY

rD1
.
d<xrd=xr

�
d �rd r/; (4.15)

where x, � and  are column vectors. The transposed t� and x� are row vectors. Thus
x�x; t� 2 A0, t�x; x� 2 A1, whereas xx� is an N � N matrix. The average yields

exp
�
s.x�fxC t�f/

� D exp

0

@� 1

2gN

X

r;r0

.x�
r0xr C �r0r/.x

�
r xr0 C �rr0/

1

A

D exp

�
� 1

2gN
Œ.x�x/2 C 2. t�x/.x�/ � . t�/2�

�
:

(4.16)

In the next step we use the Hubbard-Stratonovich transformation

exp

�
1

2gN
. t�/2

�
D
�

gN

2�

�1=2 Z
d u exp

�
�u. t�/ � gN

2
u2
�
: (4.17)

In this way the quadrilinear Grassmannian term . t�/2 is expressed by a term
containing only terms bilinear in the Grassmann variables, multiplied, however,
with a new real variable, u. The integral over the Grassmann variables can then
be performed,

Z Y

r

.d �rd r/ exp.� t�K/ D det K; K D .szC u/1C 1

gN
xx�;

det K D .szC u/N�1.szC uC 1

gN
x�x/: (4.18)
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The determinant of K is obtained by using that the vectors perpendicular to x yield
eigenvalues szC u of K, and x itself yields the last factor. Thus G reduces to

G.z/ D s

N

�
gN

2�

�1=2 Z
d ux�x.szC u/N�1.szC uC 1

gN
x�x/

� exp

�
�szx�x � 1

2gN
.x�x/2 � gN

2
u2
�Y

r

d<xrd=xr

�
: (4.19)

Since the integrand depends only on the square x�x, polar coordinates are intro-
duced. This yields

Z
ı.x�x � v/

Y

r

d<xrd=xr

�
D vN�1

.N � 1/Š : (4.20)

Thus, the determination of G.z/ is reduced to an integral over two variables u and v,

G.z/ D s

NŠ

�
gN

2�

�1=2 Z C1

�1
d u
Z 1

0

d v
szC uC v

gN

szC u
h.z; u; v/;

h D vN.szC u/N exp

�
�szv � v2

2gN
� gN

2
u2
�
: (4.21)

This is the formula for general N. We use the saddle point method in the limit
N !1. The saddle points u0; v0 of h are obtained from

@h

@u
D N.

1

szC u
� gu/hjuDu0;vDv0 D 0; u0 D � sz

2
˙
s
1

g
� z2

4
;

@h

@v
D .N

v
� sz � v

gN
/hjuDu0;vDv0 D 0;

v0

gN
D � sz

2
˙
s
1

g
� z2

4
:

(4.22)

Also u0 D �sz and v0 D 0 are saddle points. However, the integrand vanishes
at these points. Moreover, the integrand vanishes if one takes the solutions (4.22)
with opposite signs. Since the integral over v runs from 0 to C1, only the saddle
point with positive real part of v contributes. Then h evaluates to h.z; u0; v0/ D
NN exp.�N/. The second derivatives at the saddle point are

@2 ln h

@u2
D �N

�
1

.szC u0/2
C g

�
;
@2 ln h

@v2
D �

�
N

v20
C 1

gN

�
;

@2 ln h

@u@v
D 0; @

2 ln h

@u2
@2 ln h

@v2
D 4 � gz2: (4.23)
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This yields the Green’s function

G.z/ D lim
N!1

NNC1=2e�N

NŠ

s
p

gp
2�

szC u0 C v0
gN

szC u0

2�
q

@2 ln h
@u2

@2 ln h
@v2

D g

2

 
zC s

s
4

g
� z2

!
: (4.24)

The imaginary part of G yields Wigner’s semi-circle law for the density of states
[285, 286],

�.E/ D g

2�

s
4

g
� E2; �

s
4

g
� E � C

s
4

g
: (4.25)

This derivation is along the lines of volume 2 of [122]. Porter [214] contains a
collection of early papers on systems with random matrices. Details of the spectra
of such systems, in particular those of matrices with Gaussian distributed matrix
elements, are found in the books by Mehta [182, 183].

We continue the calculation of this and similar models in Chap. 21.

Problem

4.1 Lloyd Model [169] Choose H D P
r �rjrihrj CPr;r0 tr;r0 jrihr0j with constant

hopping matrix elements t and independently Lorentzian distributed diagonal matrix
elements �r, d P DQr.

�
�.� 2C�2r /d �r/.

(i) How is the averaged Green’s function G.r; r0; z/ related to the Green’s function
G.0/ for the Hamiltonian with fixed �r D 0? [Start from (4.12)].

(ii) Can the result be generalized to the average of products of Green’s functions?
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Chapter 5
Substitution of Variables, Gauss Integrals II

Abstract A Gaussian integral over Grassmann variables yields a Pfaffian. Its
connection with the determinant is derived. The Jacobian for transformations of
Grassmann variables under the integral is presented.

5.1 Gauss Integrals II, Pfaffian Form

The integral over the exponential of a form bilinear in Grassmann variables yields
a Pfaffian.

In Chap. 3 we introduced the integral

I� D
Z rY

kD1
.d kd �k/ exp.

r;rX

k;lD1
�kakll/ (5.1)

over Grassmann variables � and . The exponential was a sum of monomials, where
one factor � was multiplied by one factor . This restriction is not necessary. We
consider

I� D
Z

d �n : : : d �2d �1 exp. 1
2

nX

k;lD1
�kak;l�l/; ak;l 2 A0; �i 2 A1; (5.2)

where, without restriction of generality, it is assumed that the matrix a is antisym-
metric, ak;l D �al;k. The integral over �1 yields

I� D
Z

d �n : : : d �2

nX

jD2
a1;j�j exp. 1

2

X

k;l6D1;j
�kak;l�l/

D
nX

jD2
.�/ ja1;j

Z
d �n : : : d �jC1d �j�1 : : : d �2 exp. 1

2

X

k;l6D1;j
�kak;l�l/: (5.3)

Thus we have obtained a recursion formula for I�. One obtains the integral by
performing the corresponding integral after deleting the first and jth variable,
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multiplying it by .�/ ja1;j and summing over j. This recursion formula looks similar
to that for a determinant, however, here, not only are the first row and jth column of
a deleted, but also the jth row and first column. Hence the result is a polynomial in
the as of order n=2. This expression is called the Pfaffian form of the antisymmetric
matrix a. Thus one has

pf.a/ D
Z

d �n : : : d �2d �1 exp. 1
2

nX

k;lD1
�kak;l�l/: (5.4)

In particular, one has

pf.a/ D 1 n D 0
pf.a/ D a1;2 n D 2
pf.a/ D a1;2a3;4 � a1;3a2;4 C a1;4a2;3 n D 4
pf.a/ D 0 n odd

(5.5)

Below we will see that the Pfaffian is closely connected to the determinant.
Let us add a source term to the integral

I�.˛/ D
Z

d �n : : : d �1 exp. 1
2

t�a� C t�˛/

D
Z

d �n : : : d �1 exp
�
1
2
.t� � t˛a�1/a.� C a�1˛/C 1

2
t˛a�1˛

�

D pf.a/ exp
�
1
2

t˛a�1˛
�
; ˛i 2 A1: (5.6)

Note that t.a�1˛/ D � t˛a�1, since a and a�1 are antisymmetric. Expanding (5.6)
up to second order in ˛, the density

d � D pf.a/�1d �n : : : d �1 exp. 1
2

t�a�/ (5.7)

yields

h�k�li D .a�1/lk; hexp
�

t�˛
�i D exp

�� 1
2

t˛h� t�i˛� : (5.8)

As before, (3.32), (3.33), d � is not a density in the usual sense, since it cannot be
said to be positive, but the integral equals 1.

5.2 Variable Substitution I

The Jacobian for variable substitutions of Grassmann variables is the inverse
determinant of the partial derivatives.
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If we express variables 
 2 A1 by variables  2 A1


 D 
./ D 
.0/C @


@
; (5.9)

then integration of

f .
/ D f .0/C 
 @
@


f ; (5.10)

yields

Z
d 
f .
/ D @

@

f ;

Z
d f .
/ D

Z
d . f .0/C 
 @

@

f / D @


@

@

@

f : (5.11)

Hence

Z
d 
f .
/ D

Z
d 

�
@


@

��1
f .
.//; (5.12)

where we use that the partial derivative of 
 to  does not depend on . Note that
in comparison to variable substitutions of elements from A0 here the inverse of the
derivative enters.

Replacing several odd variables, where we allow non-linear transformations, we
obtain

Z
d 
m : : : d 
2d 
1f .
1; 
2; : : : ; 
m/

D
Z

d m : : : d 2d 1
1

det.@
=@/
f .
1.1; : : :/; : : :/: (5.13)

Thus the Jacobian for odd elements of the algebra is not the determinant det.@
=@/,
but its inverse. If we substitute the variables one after the other

.1; 2; : : : m/! .
1; 2; : : : m/! : : :! .
1; 
2; : : : 
m/; (5.14)

then one obtains factors

Di D @
i.
1; : : : 
i�1; i; : : : m/

@i
D @.
1; : : : 
i�1; 
i; iC1; : : : m/

@.
1; : : : 
i�1; i; iC1; : : : m/
: (5.15)

The product of these factors yields

DmDm�1 : : :D1 D det.@
=@/: (5.16)
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The matrix elements of @
=@ commute since they are even.1

Equation (5.16) can be shown by complete induction: One can express Di D
det.Mi/ with

.Mi/kl D

8
<̂

:̂

ıkl k 6D i;
@
i.
1;:::
i�1;i;:::m/

@
l
k D i; l < i;

@
i.
1;:::
i�1;i;:::m/

@l
k D i; l � i:

(5.17)

All rows except row number i contains elements ıkl. Thus, det.Mi/ D Di. By
induction in i it is shown that the product of the Ms obey,

.Mm : : :Mi/kl D

8
<̂

:̂

ıkl k < i;
@
k.
1;:::
i�1;i;:::m/

@
l
k � i; l < i;

@
k.
1;:::
i�1;i;:::m/

@l
k � i; l � i:

(5.18)

Initial condition: Comparison of (5.18) with (5.17) shows that (5.18) holds for i D
m. Mm : : :Mi D .Mm : : :MiC1/Mi provides the induction from iC 1 to i

.Mm : : :Mi/kl D

8
ˆ̂̂
<

ˆ̂̂
:

.Mi/kl k � i;
@
k.:::
i;iC1:::/

@
l
C @
k.:::
i;iC1:::/

@
i

@
i.:::
i�1;i:::/

@
l
k > i; l < i;

@
k.:::
i;iC1:::/

@
i

@
i.:::
i�1;i:::/

@i
k > i; l D i;

@
k.:::
i;iC1:::/

@l
C @
k.:::
i;iC1:::/

@
i

@
i.:::
i�1;i:::/

@l
k > i; l > i:

(5.19)


k in (5.19) for k > i depends explicitly on 
1; : : : 
i�1; iC1; : : : m and implicitly
on these variables and i via 
i.: : : 
i�1; i; : : :/. Thus, these expressions yield
.Mm : : :Mi/kl as given in (5.18). Thus by induction it holds for i D 1, too, which
proves (5.16).

The multiplication theorem for determinants reads det.UV/ D det.U/ det.V/.
There is a corresponding multiplication theorem for Pfaffian forms. Substitute �k DP

l jk;ll in (5.2). Then (5.2) and (5.13) yield
Z

d �r : : : d �2d �1 exp. 1
2

X

k;l

�kak;l�l/ D pf.a/

D
Z

d r : : : d 2d 1 exp. 1
2

X

k;l

k.
tjaj/k;ll/= det. j/

D pf. tjaj/= det. j/; (5.20)

1The sequence of substitutions can be singular, even if det.@
=@/ 6D 0. Then one may
use an infinitesimally close non-singular transformation and finally perform the limit. For the
transformation 
1 D 2, 
2 D 1 one may use 
1 D 2 C c1, 
2 D 1 with c ! 0. We
leave it to the reader to calculate D1 and D2 and consider the product.
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where tj denotes the transposed of j. Hence

pf. tjaj/ D pf.a/ det. j/: (5.21)

Note that for an antisymmetric matrix a also tjaj is antisymmetric.

5.3 Gauss Integrals III, Pfaffian Form and Determinant

The square of a Pfaffian is the determinant of the antisymmetric matrix.
Now we derive the connection between the Pfaffian form and the determinant.

We form the square of the Gauss integral (5.2)

I2� D
Z

d 
n : : : d 
2d 
1d �n : : : d �2d �1 exp. 1
2

nX

k;lD1
.�kak;l�l C 
kak;l
l// (5.22)

and perform the transformation

�k D 1p
2
.k C 0

k/; 
k D ip
2
.k � 0

k/: (5.23)

One obtains with @.�; 
/=@.0; / D i and �k�l C 
k
l D 0
kl C k

0
l

I2� D i�n.�/n.n�1/=2
Z

exp.�
nX

k;lD1
0

kak;ll/

nY

k

.d0
kdk/ (5.24)

The factor .�/n.n�1/=2 comes from the rearrangement of the factors d 
 and d 
 0.
The prefactors yield in total .�i/n

2
, which for even n gives C1 and for odd n �i.

I� vanishes for odd n, so that this factor does not play a role. Thus, the left hand
side of (5.24) yields pf2.a/ due to (5.4) and the right hand side det.a/ due to (3.27).
Hence

pf2.a/ D det.a/: (5.25)

Consider again the integral (3.23),

I� D
Z rY

kD1
.d kd �k/ exp.

r;rX

k;lD1
�kak;ll/: (5.26)
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The substitution 
k DPl ak;ll yields

I� D
Z rY

kD1
.d 
kd �k/ exp.

rX

k

�k
k/ det.a/; (5.27)

where the 
- and �-integrations are now trivial. One obtains the determinant.
We saw that the integral (5.4) led to the Pfaffian form and thus, to the square root

of the determinant. This has its counterpart in the integrals over real variables

IC D
Z C1

�1
d xr : : : d x1 exp.� 1

2

r;rX

k;lD1
xkak;lxl/ D .2�/r=2

p
det.a/

: (5.28)

Similarly Eqs. (5.6) to (5.8) have their counterparts in

IC.b/ D
Z C1

�1
d xr : : : d x1 exp.� 1

2
txaxC txb/

D .2�/r=2
p

det.a/
exp. 1

2
tba�1b/; bi 2 A0; (5.29)

where the matrix a is symmetric and the real parts of its eigenvalues have to be
positive. Then the density

d � D
p

det.a/

.2�/r=2
d xr : : : d x1 exp

�� 1
2

txax
�

(5.30)

yields

hxkxli D .a�1/kl; hexp. txb/i D exp
�
1
2

tbhx txib� : (5.31)

Problems

5.1 Show that the determinant of an antisymmetric matrix of odd dimension
vanishes.

5.2 Check Eq. (5.21) for a 2 � 2 matrix explicitly.

5.3 Substitute


1 D ˛ C ˇ12 C a111 C a122; 
2 D � C ı12 C a211 C a222;
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where Greek quantities are odd elements and Latin ones are even elements of the
algebra. Determine @.
1; 
2/=@.1; 2/ and its inverse. Express the integrals over 
1
and 
2 (i) of a constant, (ii) of 
1 and 
2 and (iii) of 
1
2 in terms of integrals over
the s, and show that they yield the correct results.



Chapter 6
The Complex Conjugate

Abstract Two types of conjugation are introduced. They show a similar behavior
to the antilinear operations of hermitian conjugation and of time-reversal.

6.1 Description

The properties of the two types of conjugation are given.
We introduce the operation of conjugation. It turns out that there are two such

operations, which are called the conjugate of first and second kind.

The Conjugate of First Kind It is denoted by � and obeys

1� D 1; a 2 Ai ! a� 2 Ai; .aC b/� D a� C b�: (6.1)

These three conditions hold for the conjugate of second kind, too. In addition, we
must define what the application of conjugation yields twice and how the conjugate
of a product is related to the product of the conjugate. For the conjugate of first kind,
the requirement is

a�� D a; .ab/� D b�a�: (6.2)

The Conjugate of Second Kind It is denoted by � and, as in (6.1), one requires

1� D 1; a 2 Ai ! a� 2 Ai; .aC b/� D a� C b�: (6.3)

However, instead of (6.2) one requires

a�� DP.a/; thus a�� D .�/�a for a 2 A�; (6.4)

.ab/� D a�b�: (6.5)

The two types of conjugation are described in [224].
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46 6 The Complex Conjugate

6.2 Similarity to Antilinear Operations in Quantum
Mechanics

These two types of conjugation are compared with the two types of antilinear
operations in quantum mechanics.

At first glance one may be surprised to learn that there are two types of
antilinear mappings. In fact, there are two different antilinear mappings in quantum
mechanics. One is the transformation to the hermitian adjoint and corresponds to
the conjugate of first kind. For this operation the laws in (6.2) apply. In contrast, the
antilinear operation of time reversal corresponds to the conjugate of second kind.
Upon this operation, annihilation or creation operators transform into their time
reversed operator without changing their sequence (6.5). The creation operator of
a fermion (or a one-fermion state) transforms under double time reversal into its
negative in agreement with (6.4). Thus, both operations of conjugation can appear
simultaneously.

We note that for complex numbers the usual calculational rules hold and thus,
both types of conjugation yield the same results.

For the conjugate of first kind there is always a decomposition in real and
imaginary parts possible, since

.a˙ a�/� D ˙.a˙ a�/: (6.6)

This applies also for the conjugate of second kind provided a 2 A0. It is not
possible for the conjugate of second kind, if a 2 A1. There is no state of odd
fermion number, which is time reversal invariant. Instead the time reversal state
of odd fermion number is perpendicular to the original one.

We realize that for the Gauss integrals over the Grassmann variables � and  in
Sect. 3.3 we can replace � by �. In this way the analogy between the integrals over
Grassmann variables and over complex variables becomes more obvious. We have
to assume that all variables � and  are independent.

Problem

6.1 Show .a�b/� D b�a. When does .a�b/� D b�a hold?

Reference

[224] V. Rittenberg, M. Scheunert, Elementary construction of graded Lie groups.
J. Math. Phys. 19, 709 (1978)



Chapter 7
Path Integrals for Fermions and Bosons

Abstract Path integrals are introduced for both bosons and fermions. The different
statistics of these two types of particles is apparent in the different signs of
the commutation relations and in the fact that bosonic states can be arbitrarily
often occupied, whereas fermionic states allow only single occupation or no
occupation. Consequently, bosons are described by commuting fields, and fermions
by anticommuting fields. This formulation can be used for renormalization group
calculations and serves to derive the perturbative expansion in the interaction, and
Feynman diagrams.

7.1 Coherent States

Coherent states are defined and their representation by means of even and odd
elements of A is given.

The creation and annihilation operators of bosons are denoted by b� and
b, respectively, and those of fermions by f � and f , resp. The commutator and
anticommutator relations read

Œb�i ; b
�
j � D Œbi; bj� D 0; Œbi; b

�
j � D ıi;j; (7.1)

f f �i ; f
�
j g D f fi; fjg D 0; f fi; f

�
j g D ıi;j; (7.2)

where the squared bracket indicates the commutator ŒA;B� WD AB�BA and the curly
brace the anticommutator fA;Bg WD ABC BA.

In order to obtain the path integral representation, one introduces coherent states
jci und j�i with c 2 A0 and � 2 A1. The states are defined by

bjci D cjci; f j�i D � j�i: (7.3)

The states read

jci D exp.cb�/j0i; j�i D exp.�� f �/j0i D j0i�� f �j0i D j0iC f �j0i�: (7.4)
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The vacuum is denoted by j0i, thus bj0i D 0 and f j0i D 0. In addition to the kets
one introduces the bras as hermitean conjugates of the kets,

hc�j D h0j exp.c�b/; h��j D h0j exp.�f��/ D h0j � h0j f�� D h0j C ��h0j f :
(7.5)

One considers � and �� anticommuting with f and f �, f�� D ���f . �� is the
complex conjugate of � . At present it is only important that �� 2 A1 is independent
of � . Then the bra-kets read

hc�jc0i D exp.c�c0/; h��j� 0i D h0j0iCh0j f��� 0f �j0i D 1C��� 0 D exp.��� 0/:
(7.6)

This yields the identity for completeness

1 D
Z

d<cd=c

�
jcihc�j exp.�cc�/ D

1X

nD0
b�nj0i 1

nŠ
h0jbn; (7.7)

1 D
Z

d ��d � j�ih��j exp.����/ D j0ih0j C f �j0ih0j f : (7.8)

The trace of an operator, C, yields

tr .C/ D
Z

d<cd=c

�
hc�jCjci exp.�cc�/;

tr .C/ D
Z

d ��d �h��jCj � �i exp.����/: (7.9)

A priori one would not have expected the minus sign in j � �i, since one would
have multiplied the operator C with the representation of 1 and then one would have
brought the ket j�i under the trace to the right. This procedure gives the correct
result for bosons. This does not apply for fermions. The reason is that ��, � , f and f �

are considered odd elements of the algebra and thus h��j and j�i as even elements.
Thus, we have exchanged them under the trace without further thought. However,
one has to calculate h0jCj0i C h0j fCf �j0i, where f or f � has to be commuted with
the vacuum states without changing a sign, although f and f � are odd elements. The
best thing to do is to check the equation for the fermions explicitly (Problem 7.2).

Further, one obtains with the definitions (7.3) and (7.5), and Eq. (7.6)

hc�j.b�/kbljc0i D .c�/kc0l exp.c�c0/;

h��j. f �/kf lj� 0i D .��/k� 0l exp.��� 0/: (7.10)
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Hence each normal ordered operator C can be written

hc�jC.b�; b/jc0i D exp.c�c0/C.c�; c0/;

h��jC. f �; f /j� 0i D exp.��� 0/C.��; � 0/: (7.11)

Normal ordered means that the creation operators are left of the annihilation
operators.1

7.2 Path Integral Representation

The grand canonical partition function and Green’s functions are expressed in terms
of path integrals for imaginary times � .

We have performed the preparations for the path integral representation of the
grand canonical (g.c.) partition function Z defined by

Z D tr .exp.�ˇH// D lim
n!1 tr

�
.1 � ˇ

n
H/n

�
(7.12)

with the Hamilton operator H expressed by creation and annihilation operators in
normal ordering. For simplicities’ sake we include the term ��N in H. Insertion of
the identities (7.7), (7.8) yields

Z nY

lD1

d<cld=cl

�
hc�

n j1 � ˇH=njcn�1ihc�
n�1j1 � ˇH=njcn�2i : : :

hc�
1 j1 � ˇH=njcnie�c�

n cn�c�

n�1cn�1�:::�c�

1 c1 ; (7.13)
Z nY

lD1
.d ��

l d �l/h��
n j1 � ˇH=nj�n�1ih��

n�1j1 � ˇH=nj�n�2i : : :

h��
1 j1 � ˇH=nj � �nie���

n �n���

n�1�n�1�:::���

1 �1 : (7.14)

Now we insert the matrix elements using (7.11)

hc�
l j1 � ˇH.b�; b/=njcl�1i D .1 � ˇH.c�

l ; cl�1/=n/ec�

l cl�1 (7.15)

D exp.�ˇH.c�
l ; cl�1/=nC c�

l cl�1/C O.n�2/;

h��
l j1 � ˇH. f �; f /=nj�l�1i D .1 � ˇH.��

l ; �l�1/=n/e�
�

l �l�1 (7.16)

D exp.�ˇH.��
l ; �l�1/=nC ��

l �l�1/C O.n�2/:

1Normal ordering can be introduced generally for any e�ˇH.0/
, where H.0/ is bilinear in the creation

and annihilation operators, including ground state limits ˇ ! 1.
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This yields the expressions for the g.c. partition function

ZB D lim
n!1

Z nY

lD1

d<cld=cl

�
exp

 
nX

lD1
.c�

l .cl�1 � cl/� ˇ
n

H.c�
l ; cl�1//

!
;

(7.17)

ZF D lim
n!1

Z nY

lD1
.d ��

l d �l/ exp

 
nX

lD1
.��

l .�l�1 � �l/ � ˇ
n

H.��
l ; �l�1//

!
:

(7.18)

with the boundary conditions c0 D cn, �0 D ��n. The calculation was performed
with one operator b and f , respectively. It can be performed in the same way for
operators of several states.

The formulation (7.17), (7.18) represents the discretized form of exp.� R ˇ
0

d �H/.
One may add source terms to the Hamiltonian, such that

HB;s D H.b�; b/� b�J.�/� J�.�/b;

HF;s D H. f �; f / � f �.�/� �.�/ f ; (7.19)

which allow one to derive correlations of creation and annihilation operators
depending on � . Then the g.c. partition function becomes a function of J; J� 2 AC
and ; � 2 A�. The  and � are independent for different � . The g.c. partition
function reads

ZB.J
�; J/ D lim

n!1

Z nY

lD1

d<cl=cl

�
(7.20)

exp

 
nX

lD1
.c�

l .cl�1 � cl/ � ˇ
n
.H.c�

l ; cl�1/� c�
l J.ˇl=n/� J�.ˇl=n/cl//

!
;

ZF.
�; / D lim

n!1

Z nY

lD1
.d ��

l d �l/ (7.21)

exp

 
nX

lD1
.��

l .�l�1 � �l/ � ˇ
n
.H.��

l ; �l�1/� ��
l .ˇl=n/� �.ˇl=n/�l//

!
:
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With � D ˇl=n, one writes the continuum limit n!1 of (7.20), (7.21)

ZB.J
�; J/ D C

Z
ŒD<cD=c� exp

 Z ˇ

0

d �.�SB.�/C J�.�/c.�/C c�.�/J.�//
!
;

SB.�/ D c�.� C 0/d c.�/

d �
C H.c�.� C 0/; c.�//; (7.22)

ZF.
�; / D C

Z
ŒD ��D �� exp

 Z ˇ

0

d �.�SF.�/C ��.�/.�/C �.�/�.�//
!
;

SF.�/ D ��.� C 0/d �.�/

d �
CH.��.� C 0/; �.�//: (7.23)

Equations (7.22), (7.23) constitute the path integral representation of the g.c.
partition function. The quantum mechanical problem in d dimensions is transformed
into a classical one in d C 1 dimensions, where � appears as an extra dimension.
It stands for the imaginary time i� , where � runs from 0 to ˇ (compare the
operators in (7.25), (7.27)). Summation is performed over all paths parametrized
by .c�.�/; c.�// and .��.�/; �.�//. This formulation is the starting point for
renormalization calculations. See for example the book by Salmhofer [227]. Some
care has to be taken to determine the normalization indicated by the factor C. One
way is to return to Eqs. (7.20), (7.21). Care has also to be taken that the � of the
creation operators is infinitesimally larger than those of the annihilation operators.

One defines correlations (called Green’s functions) of the annihilation and
creation operators at different times

GB.�1; �2/ D �hT� Nb.�1/b.�2/i D
� �hNb.�1/b.�2/i �1 � �2
�hb.�2/Nb.�1/i �2 > �1 (7.24)

Nb.�/ D e�Hb�e��H ; b.�/ D e�Hbe��H (7.25)

GF.�1; �2/ D hT� Nf .�1/ f .�2/i D
� h Nf .�1/ f .�2/i �1 � �2
�h f .�2/ Nf .�1/i �2 > �1 (7.26)

Nf .�/ D e�Hf �e��H; f .�/ D e�Hf e��H : (7.27)

The �-ordering operator T� orders all contributions with increasing � from right to
left. If fermionic operators are reordered, then the expression has to be multiplied
by .�/P, which indicates the parity of the permutation P.

The functions Nb.�/ and Nf .�/ are not the hermitian adjoints to b.�/ and f .�/. Using

hNb.�1/b.�2/i D Z�1
B tr .e.�1��2�ˇ/Hb�e.�2��1/Hb/; �1 � �2 (7.28)
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and similarly for the other expectation values in (7.24)–(7.27) one shows that the
Green’s functions depend only on the time difference

GB;F.�1; �2/ D GB;F.�2 � �1/: (7.29)

The cyclic invariance under the trace yields

GB.� � ˇ/ D GB.�/; GF.� � ˇ/ D �GF.�/; 0 < � < ˇ: (7.30)

The Green’s functions are discontinuous at � D 0,

GB.�0/ D �hb�bi; GB.C0/ D �hbb�i; GB.�0/�GB.C0/ D 1; (7.31)

GF.�0/ D h f �f i; GF.C0/ D �h f f �i; GF.�0/� GF.C0/ D 1: (7.32)

Correlations are obtained by functional derivatives of Z. The functional derivative
is defined by

ıZB D
Z

d �
ıZB

ıJ.�/
ıJ.�/ D lim

n!1
X

l

ˇ

n

@ZB

@J.ˇl=n/
ıJ.ˇl=n/; (7.33)

ıZF D
Z

d �.ıZF=ı.�// ı.�/ D lim
n!1

X

l

ˇ

n
@ZF=@.ˇl=n/ ı.ˇl=n/:

(7.34)

Similar terms have to be added in the middle and on the r.h.s. of these equations for
the derivative with respect to J� and �. The second derivative is introduced in a
similar way. Then one obtains the functional derivatives

ıZB

ıJ.�/

ˇ̌
ˇ̌
JD0
D tr

�
exp.�ˇH/Nb.�/� D hNb.�/iZB; (7.35)

� 1
ZB

ı2ZB

ıJ.�1/ıJ�.�2/

ˇ̌
ˇ̌
JD0
D GB.�1; �2/; (7.36)

ıZF=ı.�/jD0 D tr
�
exp.�ˇH/Nf .�/� D h Nf .�/iZF; (7.37)

� 1
ZF
ı2ZF=ı.�1/ı

�.�2/
ˇ̌
D0 D GF.�1; �2/: (7.38)

The fermionic sources are multiplied by Grassmann variables. If we would have
used complex variables instead, then already the second derivatives would vanish.

The Green’s functions (7.36), (7.38) depend on imaginary times t D i� .
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7.3 Free Particles

Green’s functions for free bosons and fermions are calculated as a function of
imaginary time and as a function of the Matsubara frequencies.

7.3.1 Starting from Functions of �

The g.c. partition function for a free boson and fermion with Hamiltonian H.0/ D
.���/b�b and H.0/ D .���/f �f , resp., is expressed by the determinant of the n�n
matrix AB;F using (7.17) and (7.18)

AB;F D

0
BBBBB@

1 �a 0 : : :

0 1 �a 0 : : :

: : :

: : : 0 1 �a
	a 0 : : : 0 1

1
CCCCCA
D 1	 an; (7.39)

Z.0/B D
1

det.AB/
D 1

1 � e�ˇ.���/ ;

Z.0/F D det.AF/ D 1C e�ˇ.���/: (7.40)

with a D 1� ˇ.� ��/=n. The only contributions are obtained as products from the
main diagonal and from the upper side diagonal including the element in the lower
left corner. This later product carries an extra factor .�/n�1.

Consider the Green’s functions for �1 D l1ˇ=n, �2 D l2=n. They are determined
as the matrix elements .A�1/l2;l1 , which is .�/l1�l2 det.A.l2;l1//= det.A/ where A.l2;l1/

is the matrix A, where column l1 and row l2 are deleted. Examples of such matrices
for n D 7 are

A.5;3/ D

0
BBBBBBB@

1 �a 0 0 0 0

0 1 0 0 0 0

0 0 �a 0 0 0

0 0 1 �a 0 0

0 0 0 0 1 �a
	a 0 0 0 0 1

1
CCCCCCCA

A.3;5/ D

0
BBBBBBB@

1 �a 0 0 0 0

0 1 �a 0 0 0

0 0 0 1 0 0

0 0 0 0 �a 0

0 0 0 0 1 �a
	a 0 0 0 0 1

1
CCCCCCCA

: (7.41)

In general, one obtains

det.A.l2;l1// D .�a/l2�l1 l2 � l1;
˙.�/l2�l1anCl2�l1 l2 < l1:

(7.42)



54 7 Path Integrals for Fermions and Bosons

Thus, in the limit n!1 one obtains the Green’s functions for a free particle

G.0/
B;F.�/ D

( �e��.���/

1�e�ˇ.���/ � < 0
�e��.���/

eˇ.���/�1 � > 0:
(7.43)

Here, and in the following, upper signs refer to bosons, lower signs to fermions. The
g.c. partition function reads with sources

Z.0/B .J�; J/ D 1

1 � e�ˇ.���/ exp

�
�
Z

d �1d �2J�.�2/G.0/
B .�2 � �1/J.�1/

�
; (7.44)

Z.0/F .�; / D .1C e�ˇ.���// exp

�
�
Z

d �1d �2�.�2/G.0/
F .�2 � �1/.�1/

�
:

(7.45)

7.3.2 Matsubara Frequencies

Often the Fourier transformation is introduced instead of the functions of � ,

c.�/ D pT
X

k

e�i!k� Oc.!k/; similarly for J; b; �; ; f (7.46)

c�.�/ D pT
X

k

ei!k� Oc�.!k/; similarly for J�; Nb; ��; �; Nf : (7.47)

We put kB D 1. Since c.ˇ/ D c.0/ for bosons and �.ˇ/ D ��.0/ for fermions is
required, one obtains ei!kˇ D ˙1. Thus the !k are given by

!k D
�

2k�T for bosons
.2kC 1/�T for fermions

k 2 Z: (7.48)

These frequencies are called Matsubara frequencies.
The inverse transformations of (7.46), (7.47) are

Oc.!k/ D
p

T
Z ˇ

0

d �ei!k�c.�/; similarly for OJ; Ob; O; O�; Of ; (7.49)

Oc�.!k/ D
p

T
Z ˇ

0

d �e�i!k�c�.�/; similarly for OJ� ONb; O�; O��; ONf : (7.50)
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The g.c. partition functions Z.0/B;F obtained from (7.20), (7.21) read, in Fourier
components,

Z.0/B . OJ�; OJ/ D lim
n!1 C

Œn=2�Y

kDŒn=2��nC1

d<Oc.!k/d=Oc.!k/

�

� exp
�
�pk Oc�.!k/Oc.!k/C OJ�.!k/Oc.!k/C Oc�.!k/ OJ.!k/

	
;

(7.51)

Z.0/F . O�; O/ D lim
n!1 C�1

Œn=2�Y

kDŒn=2��nC1
d O��.!k/d O�.!k/

� exp
��pk O��.!k/ O�.!k/C O�.!k/ O�.!k/C O��.!k/ O.!k/

�
:

(7.52)

Œn=2� indicates the largest integer less than or equal to n=2. The product runs from
Œn=2� � n C 1 to Œn=2� to make sure that in the continuum limit both positive
and negative k are included. C is the Jacobian for the Fourier transform of the
components from � to !,

C D .nT/n; pk D
�

nT.1 � e2k� i=na/ for bosons;
nT.1 � e.2kC1/� i=na/ for fermions:

(7.53)

Thus, one obtains

Z.0/B . OJ�; OJ/ D lim
Y

k

�
nT

pk

�
exp

 
X

k

OJ�.!k/ OJ.!k/

pk

!
; (7.54)

Z.0/F . O�; O/ D lim
Y

k

� pk

nT

	
exp

 
X

k

O�.!k/ O.!k/

pk

!
(7.55)

with

Y

k

� pk

nT

	
D
� Q

k.1 � e2k� i=na/ D 1 � an for bosons;Q
k.1 � e.2kC1/� i=na/ D 1C an for fermioms:

(7.56)

The limit n!1 yields

pk D �i!k C � � �; (7.57)

Z.0/B . OJ�; OJ/ D 1

1 � e�ˇ.���/ exp

 
�
X

k

OJ�.!k/ OG.0/
B .!k/ OJ.!k/

!
; (7.58)
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OG.0/
B .!k/ D 1

i!k � � C � D hT�
ONb.!k/Ob.!k/i; (7.59)

Z.0/F . O�; O/ D .1C e�ˇ.���// exp

 
�
X

k

O�.!k/G
.0/
F .!k/ O.!k/

!
; (7.60)

OG.0/
F .!k/ D 1

i!k � � C � D hT�
ONf .!k/Of .!k/i: (7.61)

Generalizing to several bosonic and fermionic degrees of freedom is straightfor-
ward. The g.c. partition function for

H.0/ D
X

p;s

.�p;s � �/
(

b�p;sbp;s

f �p;s fp;s
(7.62)

is obtained by multiplying the corresponding g.c. partition functions for the states
. p; s/, where p may stand for momentum and s for the z-component of the spin. The
g.c. potential F.0/ of this system reads

F.0/B;F D �T ln Z.0/B;F.0; 0/ D ˙T
X

p;s

ln.1	 e�ˇ.�p;s��//: (7.63)

and the free action is given by

S
.0/

B D
Z ˇ

0

d �
X

p;s

c�
p;s.� C 0/.

d cp;s.�/

d �
C .�p;s � �/cp;s.�//

D
X

p;s;k

Oc�
p;s.!k/.�i!k C �p;s � �/Ocp;s.!k/; (7.64)

S
.0/

F D
Z ˇ

0

d �
X

p;s

��
p;s.� C 0/.

d �p;s.�/

d �
C .�p;s � �/�p;s.�//

D
X

p;s;k

O��
p;s.!k/.�i!k C �p;s � �/ O�p;s.!k/: (7.65)

For large systems the sum over p can be replaced by an integral, since the density of
the momenta p increases proportionally to the volume V ,

F.0/B;F D ˙TV
Z

d 3p

.2�/3

X

s

ln.1	 e�ˇ.�p;s��//: (7.66)
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We have used that in the thermodynamic limit one replaces

X

q

D V

Z
d dq

.2�/d
: (7.67)

Compare the paragraphs on Fourier transform and on Thermodynamic limit and
continuum limit in Sect. 22.3, in particular Eqs. (22.41), (22.42), (22.50).

7.4 Interacting Systems and Feynman Diagrams

Shortly the basic idea of perturbation and diagrammatic expansion of systems
with interaction is presented. The linked cluster theorem for the grand canonical
potential and for correlations is derived. The Dyson-equation for the one-particle
Green’s function and the Bethe-Salpeter equation for two-particle Green’s functions
are given.

The presentation given in the previous sections is very intricate for free particles.
The Green’s functions (7.43), (7.59), (7.61) and the g.c. potential (7.66) can be
derived in a simpler way. But their representation is very useful for interacting
systems. One advantage is that the free particles are described by bilinear actions
S .0/, (7.64), (7.65). Thus, expectation values are given in terms of Gaussians, which
are easily expressed in terms of the free Green’s functions. The other advantage is
that time-ordering is automatically taken into account by the action S .0/.

We write the Hamiltonian of an interacting system

HB D H.0/ C Hint.b�; b/; HF D H.0/ C Hint. f �; f /: (7.68)

Then the g.c. partition function reads

ZB D Z.0/B hexp

 
�
Z ˇ

0

d �Hint.Nc.� C 0/; c.�//
!
i0; (7.69)

ZF D Z.0/F hexp

 
�
Z ˇ

0

d �Hint. N�.� C 0/; �.�//
!
i0; (7.70)

where the expectation values h: : :i0 are performed with respect to the free action
S .0/, Eqs. (7.64), (7.65).

Expansion of the exponential yields a perturbation expansion in the coupling of
the interaction. For example we consider a two-particle interaction

Hint D 1
2

X

p1;p2;q1;q2

Vp1;p2;q1;q2 �
(

b�p1b
�
p2bq2bq1 ;

f �p1 f
�
p2 fq2 fq1

(7.71)
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It translates into the action

S int D 1
2

X

p1;p2;q1;q2

Z ˇ

0

d �Vp1;p2;q1;q2 �
(

c�p1 .� C 0/c�p2.� C 0/cq2.�/cq1 .�/;

�
�
p1 .� C 0/��p2.� C 0/�q2 .�/�q1 .�/

(7.72)

Instead of performing the integrals over � one can use the representation by means
of the Matsubara frequencies with

Z ˇ

0

d �c�
p1 .�/c

�
p2 .�/cq2 .�/cq1 .�/

D T
X

k1;k2;l1;l2

Oc�
p1 .!k1 /Oc�

p2 .!k2 /Ocq2 .!l2 /Ocq1 .!l1 /ık1Ck2;l1Cl2 ; (7.73)

and similarly for the fermions.

Feynman Diagrams The evaluation of the expectation values of products of S int

requires the determination of expectation values of products of factors c�, c, and
��, � , respectively. Since S .0/ is bilinear, we can apply the expressions (3.39)
and (3.46), resp. Thus, we have to decompose the products in all possible ways
into pairs, to multiply the expectation values of these pairs of factors, which are the
Green’s functions G.0/ of the free particles, (7.43), (7.59), (7.61), and to sum over all
decompositions. For fermions the appropriate signs have to be taken into account.

To perform this expansion it is often useful to draw diagrams, called Feynman
diagrams. One draws a vertex for each factor V of the interaction. Since the
expectation value is given by the sum of the product of all factors hNbbi0 and h Nf f i0,
resp. one connects the vertices by lines representing these Green’s functions, so
that for the interaction (7.71) two lines start at each vertex for Nb ( Nf ) and two lines
end at each vertex for the factors b ( f ) in all possible ways. One writes down the
corresponding factors V and G.0/ and performs the integrals over the variables � and
the independent momenta p and q, which yields the contribution of the diagram.
Symmetric diagrams are overcounted. They have to be divided by the number
of symmetry operations, which map the diagrams on themselves (For details see
textbooks.). The g.c. partition function Z is the product of Z.0/ multiplied by 1 plus
the sum of the contributions of all diagrams.

Some of the diagrams are connected, some are disconnected. The diagrams (a)
to (c) in Fig. 7.1 are connected. There is a diagram in second order in the interaction
consisting of two parts (a), which is thus disconnected.

Linked Cluster Theorem for the Grand Canonical Potential The only diagram-
matic contributions to the grand canonical potential are those of the connected
diagrams. We expand the g.c. partition function

Z D Z.0/hexp.�S int/i0 D Z.0/
1X

nD0

1

nŠ
h.�S int/ni0; (7.74)
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(a) (b) (c)

1’

1 2

2’ 1’

1

2’

2 1

1’

2

2’

(a’) (b’) (c’)

Fig. 7.1 Feynman diagrams. (a)–(c) are diagrams contributing to the g.c. potential in first and
second order in the interaction; (a’)–(c’) are diagrams of a four point function in zeroth and first
order of the interaction. There is a second diagram to (a’) with 1’ and 2’ exchanged. In diagram
(b’) 1 and 2 and independently 1’ and 2’ can be exchanged. The black dots indicate interactions.
The lines indicate the Green’s functions G.0/

The evaluation of h.�S int/ni0 yields various diagrams. Some of them are con-
nected, that is all vertices V are connected by lines. We call the sum of these
connected contributions

Dn D 1

nŠ
h.�S int/nicon: (7.75)

Some diagrams of h.�S int/ni0 may consist of two connected diagrams with n1 and
n2 factors .�S int/, n1C n2 D n. If n1 6D n2, then there are nŠ=.n1Šn2Š/ ways to pick
n1 factors .�S int/ out of the n factors. Thus they contribute

1

nŠ

nŠ

n1Šn2Š
h.�S int/n1iconh.�S int/n2icon D Dn1Dn2 : (7.76)

If n1 D n2, then by choosing n1 factors �S int also the other n2 factors are a
choice for the separation. Thus, in this case the contribution is 1

2
D2

n1 . In general,
we have decompositions in k1 diagrams with n1 factors .�S int/n1 , k2 diagrams with
n2 factors .�S int/n2 , etc., then their contribution is

1

n1Šk1k1Šn2Šk2k2Š : : :
h.�S int/n1ik1conh.�S int/n2ik2con : : : D

1

k1Šk2Š : : :
Dk1

n1D
k2
n2 : : :

(7.77)

Summing all contributions, one obtains

Z D Z.0/ exp.Dcon/; Dcon D
1X

nD1
Dn: (7.78)
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The total g.c. potential is the g.c. potential of the free particles, F.0/ minus
temperature times the sum of all connected diagrams Dcon,

F D F.0/ � T ln.Z=Z.0// D F.0/ � TDcon: (7.79)

This is the linked cluster theorem for the g.c. potential.

Linked Cluster Theorem for Correlations The correlation is obtained by sum-
ming only diagrams, where each part is connected to an external point. In order to
obtain the correlations we have to add the action S source of the source terms to S int

and to replace S int by S 0,

S 0 D S int CS source; (7.80)

S source
B D �

Z ˇ

0

d �
X

p;s

ŒJ�
p;s.�/cp;s.�/C c�

p;s.�/Jp;s.�/�

D �
X

p;s;k

Œ OJ�
p;s.!k/Ocp;s.!k/C Oc�

p;s.!k/ OJp;s.!k/�; (7.81)

S source
F D �

Z ˇ

0

d �
X

p;s

Œ�
p;s.�/�p;s.�/C ��

p;s.�/p;s.�/�

D �
X

p;s;k

Œ O�
p;s.!k/ O�p;s.!k/C O��

p;s.!k/ Op;s.!k/�; (7.82)

The derivatives of the g.c. partition function with respect to the sources yield
the g.c. partition function times expectation values. If the number of particles and
translational invariance are conserved, then

hT� ONbp.!/Obq.!
0/i D 1

ZB

@2ZB

@Jp;!@J�
q;!0

D �ıp;qı!;!0
OG.0/

B . p; !/C @2Dcon

@Jp;!@J�
q;!0

D �ıp;qı!;!0
OGB. p; !/; (7.83)

hT� ONfp.!/Ofq.!0/i D 1

ZF
@2ZF=@

�
p .!/@q.!

0/

D ıp;qı!;!0
OG.0/

F . p; !/C @2Dcon=@
�
p .!/@q.!

0/

D ıp;qı!;!0
OGF. p; !/ (7.84)
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and

OG.2/
B;F. p1; p2; q1; q2I!1; !2; !0

1; !
0
2/

WD hT�
ONbp1 .!1/

ONbp2 .!2/Obq2.!
0
2/
Obq1.!

0
1/i

hT� ONfp1 .!1/ONfp2 .!2/Ofq2 .!0
2/
Ofq1 .!0

1/i

)

D ıp1;q1 ı!1;!0

1

OGB;F. p1; !1/ıp2;q2 ı!2;!0

2

OGB;F. p2; !2/

˙ıp1;q2 ı!1;!0

2

OGB;F. p1; !1/ıp2;q1 ı!2;!0

1

OGB;F. p2; !2/

C OCB;F. p1; p2; q1; q2I!1; !2; !0
1; !

0
2/: (7.85)

The last term contains the cumulant OC of the four-point function. It is obtained by
taking the fourth derivative of Dcon with respect to the four sources. The cumulant OC
of the four-point function has four external one-particle Green’s functions. Taking
these legs away one retains what is called the vertex O� of the four-point function.
Since the legs are taken away these vertices are also called amputated. Translational
invariance in space and time yields ı-functions in momenta and frequencies. Then
the cumulant reads

OCB;F. p1; p2; q1; q2I!1; !2; !0
1; !

0
2/

D ıp1Cp2;q1Cq2ı!1C!2;!0

1C!0

2

OG. p1; !1/ OG. p2; !2/ OG.q1; !0
1/
OG.q2; !0

2/

� O�B;F. p1; p2; q1; q2I!1; !2; !0
1; !

0
2/: (7.86)

Generally derivatives of Z, (7.79), are (apart from the contribution for free particles
in Z.0/) derivatives of Dcon or products of such derivatives multiplied by the
exponential exp.Dcon/, which cancels against the prefactor 1=Z. This yields the
linked cluster theorem for correlations.

A useful feature of Feynman diagrams is that they allow to present interaction
processes in a pictorial way. They thus give a calculational procedure directly related
to certain processes. Normally it is not possible to sum all diagrams. However,
Feynman diagrams allow one to single out certain classes of diagrams, which can
be summed, or to classify certain classes, which allow the derivation of certain
useful relations. Of particular importance are the Dyson equation for the one-particle
Green’s function and the Bethe-Salpeter equation for two-particle Green’s functions.
They are shortly considered below.

Dyson Equation and Self-Energy Consider the diagrams of the one-particle
Green’s function, OG.q; !/. They can be cut into pieces by removing those prop-
agators OG.0/.q; !/, which decay the diagram into two pieces. What is left are the
contributions of what is called the self-energy ˙.q; !/ (Fig. 7.2). This yields the
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=

=

+

+

+ +...

Fig. 7.2 Dyson equation. The full Green’s function G is indicated by a thick line, G.0/ is indicated
by a thin line, the self-energy ˙ by a grey circle

= + +...

Fig. 7.3 Some contributions to the self-energy ˙ . The self-energy itself is expressed by the full
Green’s function

Dyson equation,

OG.q; !/ D OG.0/ C OG.0/ Ȯ OG.0/ C OG.0/ Ȯ OG.0/ Ȯ OG.0/ C : : :
D OG.0/.q; !/C OG.0/.q; !/ Ȯ .q; !/ OG.q; !/: (7.87)

Division of this equation by OG and OG.0/ yields

OG�1.q; !/ D OG.0/�1.q; !/ � Ȯ .q; !/ (7.88)

and can be rewritten

OG.q; !/ D 1

i! � �q C � � Ȯ .q; !/
: (7.89)

Thus the single-particle energy �q is corrected by the self-energy Ȯ .q; !/ produced
by the interaction. It is usually a much better approximation to use this Dyson-
equation with an approximate self-energy than to determine the one-particle Green’s
function in some order of the interaction. We show two contributions to the self-
energy in Fig. 7.3.

Bethe-Salpeter Equation Above we have introduced the self-energy as the sum of
one-particle irreducible contributions to the one-particle Green’s function. Similarly
one introduces the two-particle irreducible vertex for the two-particle vertex. We
rewrite the two-particle Green’s function using (7.85), (7.86)

OG.2/. p1 C q; p2; p1; p2 C qI!1 C !;!2; !1; !2 C !/
D ıp1;p2ı!1;!2 OG. p1 C q; !1 C !/ OG. p1; !1/ (7.90)

˙ıq;0ı!;0 OG. p1; !1/ OG. p2; !2/

C OG. p1 C q; !1 C !/ OG. p1; !1/ OG. p2 C q; !2 C !/ OG. p2; !2/

� O� . p1 C q; p2; p1; p2 C qI!1 C !;!2; !1; !2 C !/:
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Fig. 7.4 Two-particle
Green’s function and
Bethe-Salpeter equation. The
white square stands for the
vertex O� , the grey square for
the irreducible vertex OK

=G
(2) +_+

= +

The vertex O� can be expressed by the two-particle irreducible vertex OK
O� . p1 C q; p2; p1; p2 C qI!1 C !;!2; !1; !2 C !/ (7.91)

D OK. p1 C q; p2; p1; p2 C qI!1 C !;!2; !1; !2 C !/
C
X

p3;!3

OK. p1 C q; p3; p1; p3 C qI!1 C !;!3; !1; !3 C !/

� OG. p3 C q; !3 C !/ OG. p3; !3/

O� . p3 C q; p2; p3; p2 C qI!3 C !;!2; !3; !2 C !/:

These two equations are diagrammatically expressed in Fig. 7.4.
The simplest approximation is to insert the potential OV4 for OK. Many systems

conserve particle number, momentum, energy, and angular momentum. If one per-
forms appropriate approximations, then these conservation laws are fulfilled. Such
conserving approximations have been derived by Baym and Kadanoff [18, 128].

Here only two-particle interactions (7.71) were considered, which conserve
the particle number. There are bosons like photons and phonons, which do not
conserve the particle number. The same applies for a bose-condensate. In the case
of superconductivity one considers terms generating or deleting pairs of electrons.
One can easily generalize the path integrals to these cases.

Volume Dependence We already found that translating the two-particle interaction
from position space to momentum space gave rise to a factor 1=V . The same applies
for the cumulants. We present the relation here. The commutators for operators b are
written in momentum and position space as

Œbq; b
�

q0 � D ıq;q0 ; Œb.r/; b�.r0/� D ıd.r � r0/: (7.92)

This is consistent with the transformations

b�.r/ D 1p
V

X

q

eiqrb�q; b�q D
1p
V

Z
d dre�iqrb�.r/: (7.93)

in a periodicity volume V . Then the interaction

Hint D 1
2

Z
d dr1d dr2V4.r1 � r2/b

�.r1/b
�.r2/b.r1/b.r2/: (7.94)

can be written
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Hint D 1

2V

X

q1;q2;q

OVqb�q1Cqb�q2�qbq2bq1 (7.95)

with

OVq D
Z

d dreiqrV.r/: (7.96)

Consider now a connected diagram without external legs with nk interactions with
in total k creation and annihilation operators. In the example given above k was 4.
Then the number nG of Green’s functions in the diagram is

nG D 1
2

X

k

knk: (7.97)

The number nmom of independent momenta is

nmom D nG �
X

k

nk C 1: (7.98)

Each vertex (interaction) carries a ı-function. Thus the sum over nk is subtracted.
Taking the conservation of the momenta in one interaction after the other into
account, one finds that it is automatically fulfilled for the last one. Thus we have
to add the one in (7.98). In the limit of large volume V , the momenta become very
dense and one replaces the sums over the momenta by integrals as in (7.66). Each
interaction with k creation and annihilation operators contributes a power 1 � 1

2
k of

the volume to the g.c. potential. Together with factors V from the integration over
the momenta, one obtains the power

X

k

.1 � 1
2
k/nk C nmom D 1; (7.99)

indicating that the diagrammatic contributions to the g.c. potential are proportional
to the volume (as expected).

We consider now connected diagrams with ns external legs (source terms).
Then the number of internal Green’s functions decreases by 1

2
ns. The number

of constraints on the momenta remains
P

k nk. Consequently the power in V is
1 � 1

2
ns. The one-particle Green’s function OG does not depend on V . However, the

cumulant OC is proportional to 1=V in momentum space. This does not mean that it
is negligible in the thermodynamic limit. See Problem 7.3.



References 65

Bibliographic Notes The Feynman diagrams [80] were first introduced for quan-
tum electrodynamics. They were then generally used in particle physics and nuclear
physics in a real time formalism for ground states, scattering processes, and exci-
tations. Matsubara [177] showed that this technique can be also used in statistical
physics at finite temperature using imaginary time � . The real time Green’s functions
are uniquely determined by those along the imaginary axis, Baym and Mermin
[19]. Keldysh [137] combined the real-time and imaginary-time formalism. See also
the introduction to the Keldysh formalism by van Leeuwen et al. [257]. There are
numerous textbooks on path integrals and Feynman diagrams. I mention only the
books by Abrikosov, Gorkov, Dzyaloshinskii [2], Altland and Simons [7], Berezin
[23, 24], Fetter and Walecka [79], Itzykson and Zuber [123], Kamenev [130],
Kleinert [148], Negele and Orland [196], Popov [213], Salmhofer [227], and Zinn-
Justin [297]. Candlin [44] and J.L. Martin [174, 175] were historically probably the
first to use Grassmann variables for fermions.

Problems

7.1 Prove Eq. (7.9) for bosons with C D e�kb�b.

7.2 Prove Eq. (7.9) for fermions with C D aC cf �f .

7.3 Express hb�.r1/b�.r2/b.r3/b.r4/i in terms of the Green’s function OG and the
cumulant OC. Do these contributions depend on the volume V ?
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Chapter 8
Dimers in Two Dimensions

Abstract Given a lattice, whose vertices are connected by edges, for example a
square lattice, whose nearest neighbours are connected by edges in horizontal and
vertical directions. The question is: In how many different ways can the edges be
covered by dimers so that, at each lattice point, exactly one edge is covered by a
dimer. This dimer problem can be solved for a plain lattice, if no edges cross each
other. As examples, we consider the square lattice and the honeycomb lattice.

8.1 General Considerations

The number of configurations of dimers can be solved by Grassmann variables and
be expressed in terms of a Pfaffian.

One starts out from a lattice, that is, from vertices (points) which are connected
by edges (lines). A number of edges are covered by what is called a dimer in such a
way, that each vertex is connected to a dimer. An example is shown in Fig. 8.1 for a
small (4 � 4) square lattice. The dimer problem consists of the determination of the
number of possible dimer configurations N .

The solution can be found for example in [133, 134, 179, 251]. An interesting
introduction is given in [140], and also [138, 139]. One introduces, at each lattice
site x, a Grassmann variable �x and the exponential function

exp. 1
2

X

x;x0

bx;x0�x�x0/; bx;x0 D �bx0;x: (8.1)

One puts bx;x0 D ˙1, if x and x0 are connected by an edge, otherwise bx;x0 D 0.
Then integration of the exponential function over all �s yields a contribution ˙1
from each dimer configuration. The problem is to choose the signs of the bs so that
all contributions are positive. If this is possible, then the problem is reduced to the
calculation of a Pfaffian.

To find the signs of the bs, let us compare two arbitrary dimer configurations
by putting both on the lattice. At each lattice point two dimers end, one of each
configuration. Thus, this double configuration consists of closed loops. On each
loop the dimers belong alternately to one and the other configuration. Denote the

© Springer-Verlag Berlin Heidelberg 2016
F. Wegner, Supermathematics and its Applications in Statistical Physics,
Lecture Notes in Physics 920, DOI 10.1007/978-3-662-49170-6_8
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Fig. 8.1 Square lattice and
dimers. (a) vertices and
edges, (b) complete dimer
covering of the lattice. The
dimers are indicated by thick
lines

a) b)

points along the loop by x1, x2, . . . x2n. Then, for one configuration, one obtains the
product

.bx1;x2�x1 �x2 /.bx3;x4�x3 �x4 / : : : .bx2n�1;x2n�x2n�1�x2n/; (8.2)

and for the other one

.bx2n;x1 �x2n�x1 /.bx2;x3 �x2�x3 / : : : .bx2n�2;x2n�1�x2n�2 �x2n�1 /: (8.3)

If in the last expression �2n is shifted to the end, then the sign changes due to the
2n � 1 transpositions of �2n with the 2n � 1 factors �i. Thus, the product of all bs
along a loop has to obey

2nY

iD1
bxi;xiC1

D �1: (8.4)

Suppose the lattice can be constructed by adding one plaquette after the other so
that at least one edge is new. We can then assign to one new edge a factor b, so that
the product of the bs for plaquettes with an even (odd) number of vertices equals�1
(so D ˙1). These products should be equal for all plaquettes with an odd number of
vertices, if circled in the same direction. Obviously the product changes sign with
a change of direction: If this construction is provided, then the product of bs of a
non-overlapping loop equals �1, if the loop has an even number n of edges and, if
it includes an even number of vertices nvi. The last condition is necessary to cover
the region inside the loop completely by dimers.

Consider any non-overlapping loop including all the plaquettes inside. Denote
the number of vertices of this partial lattice by nv, the number of plaquettes by np

and the number of edges by ne. Euler’s theorem yields nv C np D ne C 1, since the
outside area is not counted as a plaquette. Further, denote the number of plaquettes
with an even number of edges (vertices) npe, those with an odd number npo. Then
np D npe C npo. Further, call the number of edges inside the loop nei. The number
of vertices on the loop equals the number n of edges on the loop. So, ne D nei C n,
nv D nviC n. Euler’s theorem now reads nviC npeC npo D neiC 1. If the number of
plaquettes with k edges is nk, then one obtains, for the number of edges,

P
k knk D

2nei C n. This relation yields npo 
 n mod 2.
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One obtains the product s, of bs along the loop by multiplying the products
of the bs of all plaquettes and a factor �1 for each internal edge. Since b carries
in one direction C1, in the opposite one �1, s D .�/npe s

npo
po .�/nei . Elimination

of nei by means of Euler’s relation and the relation between npo and n yields
s D .�/nviC1.�spo/

n. Since n and nvi are even, one obtains s D �1.

8.2 Square Lattice

An explicit expression for the number of dimer coverings on a square lattice is
given.

For the square lattice one may choose

bk;lIkC1;l D .�/l D �bkC1;lIk;l; bk;lIk;lC1 D 1 D �bk;lC1Ik;l: (8.5)

One obtains for a plaquette

bk;lIkC1;lbkC1;lIkC1;lC1bkC1;lC1Ik;lC1bk;lC1Ik;l D �1: (8.6)

Now we evaluate the number of dimer configurations N ,

N D
Z Y

k;l

d �k;l exp. 1
2

X

k;l;k0;l0

.ık;k0Ml;l0CMk;k0 Dl;l0/�k;l�k0 ;l0/Dpf.1h˝MvCMh˝Dv/

(8.7)
with

M D

0

BBBBB@

0 1 0

�1 0 1

�1 : : :

: : : 1

0 �1 0

1

CCCCCA
; (8.8)

D D

0

BBBBB@

�1 0

1

�1
: : :

0 ˙1

1

CCCCCA
: (8.9)

The indices h and v at the matrices indicate that these are matrices of dimension
Lh�Lh and Lv�Lv for dimers on a rectangle of size Lh�Lv. D and M anticommute.
Thus, one obtains

N 4 D pf.1h˝MvCMh˝Dv/
4 D det.1h˝MvCMh˝Dv/

2 D det.1h˝M2
vCM2

h˝1v/:

(8.10)
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We did not define the sequence of the differentials d � and thus the sign of the
integral. Since the fourth power is taken and since the result is non-negative, the sign
of N is obvious. The matrix in the last expression of (8.10) can be diagonalized.
Denoting the eigenvalues of Mh and Mv by �m and �n yields

N 4 D
LhY

mD1

LvY

nD1
.�2m C �2n/: (8.11)

The eigenfunctions m.r/, r D 1; ::;Lh; of Mh and their eigenvalues are

 m.r/ D irsin.
�rm

Lh C 1/; �m D 2i cos.
�m

Lh C 1/: (8.12)

The factors i are to be squared upon insertion in (8.10). One has LvLh of these factors
in the product. The total sign is positive, since one obtains dimer configurations only
for even LvLh. Thus, one obtains

N 4 D
LhY

mD1

LvY

nD1

�
4 cos2.

�m

Lh C 1/C 4 cos2.
�n

Lv C 1/
�
: (8.13)

Finally one may multiply the horizontal edges by gh and the vertical ones by gv.
Then one obtains, instead of (8.13),

N 4.gh; gv/ D
LhY

mD1

LvY

nD1

�
4g2h cos2.

�m

Lh C 1/C 4g2v cos2.
�n

Lv C 1/
�
: (8.14)

N yields a homogeneous polynomial in gh and gv of order LhLv=2. The coefficient
of gkh

h gkv
v specifies the number of dimer configurations with kh horizontal and kv

vertical dimers.
Three cases are to be distinguished:

(1) If both Lh and Lv are odd, then the factor for m D .Lh C 1/=2 und n D .Lv C
1/=2 vanishes in (8.12). Since the number of vertices is odd, there are no dimer
configurations, that is N D 0.

(2) If both Lh and Lv are even, then by using �m D ��LhC1�m and �n D ��LvC1�n

the product can be reduced to half of the factors for both m and n, yielding

N .gh; gv/ D
Lh=2Y

mD1

Lv=2Y

nD1

�
4g2h cos2.

�m

Lh C 1/C 4g2v cos2.
�n

Lv C 1/
�
: (8.15)

We mention, without proof, that for Lh D Lv D 2n one obtains N D 2nr2n, with
integer rn, with r1 D 1, r3 D 29, r5 D 89893. For r2 and r4 see Problems 8.2
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and 8.3. Jokusch [125] has shown that the number of dimer configurations of
square lattices with fourfold symmetry is a square or twice a square.

(3) For even Lh and odd Lv, one obtains, for n D .Lv C 1/=2, the factors
cos2.�m=.Lh C 1//, which yields

N .gh; gv/ D
Lh=2Y

mD1

�
2gh cos.

�m

Lh C 1/
�

�
Lh=2Y

mD1

.Lv�1/=2Y

nD1

�
4g2h cos2.

�m

Lh C 1/C 4g2v cos2.
�n

Lv C 1/
�
:

(8.16)

An analogous result is obtained for odd Lh and even Lv.

For Lh D 2 and Lv D 3, one obtains, for example,

N .gh; gv/ D gh.g
2
h C 2g2v/: (8.17)

There is one configuration with three horizontal dimers and two configurations with
one horizontal and two vertical dimers.

One may also consider the limit of arbitrarily large systems by expressing the
logarithm of N as a sum. After introduction of the wave vectors .�m=.Lh C
1/; �n=.Lv C 1// one performs the continuum limit. This yields [85, 133]

lim
Lh;Lv!1N 2=.LhLv/ D exp.2C=�/ D 1:791622 : : : (8.18)

for gh D gv D 1with the Catalan constant C D 1�1=9C1=25�: : :D 0:915965 : : :.
Thus, the number of configurations grows exponentially with the number of vertices.

8.3 Dimers and Tilings

Dimers lead to tilings of the plain. This is expressed in terms of the lattice dual to the
original one. The dimers of the square lattice yield a domino tiling. The dimers of
the hexagonal lattice yield a rhomboid tiling, which may be interpreted as projection
of a three dimensional surface consisting of squares.

In Fig. 8.2a we show dimers on a (black) square lattice. These dimers are
imbedded in rectangles in the shape of dominoes. This yields a domino tiling of
the checkerboard.

Another interesting lattice is the hexagonal lattice. We show an example in
Fig. 8.2b. One may embed each dimer with a rhomboid, also called lozenge, which
yields a tiling of the plane in rhomboids. These rhomboids can be considered a
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a)

b) c)

z

yx

Fig. 8.2 Dimers and tilings. (a) checkerboard and dominoes, (b) honeycomb lattice and rhom-
boids, (c) rhomboid tiling again. Dimers are shown as thick black lines, the other parts of the
lattice as black thin dotted lines. The tiling is shown in red thin lines

projection of a surface in three dimensions onto a plane, which consists of squares
parallel to the xy-, xz-, and yz-plains. Then the ensemble of dimer configurations
yields a class of random surfaces. These surfaces, which are more clearly seen in
Fig. 8.2c, have the property that z decreases or stays constant with increasing x and
increasing y.

Generally the tilings are obtained from the lattice dual to the original one. The
dual lattice is obtained by putting a vertex in each plaquette of the original lattice.
The vertices on adjacent plaquettes are connected by edges. These vertices and new
edges constitute the dual lattice. The dual lattice of the square lattice is again a
square lattice, whereas the dual lattice of the honeycomb lattice is a triangular lattice,
see Fig. 9.4. Finally the edges crossing the dimers have to be removed from the dual
lattice. This yields the domino rectangles and the rhomboids.

Problems

8.1 The double product for N can be reduced to a simple product by use of an �
1 D Qn�1

mD0.a�exp.2�mi=n// and b2C1C2b cos.�/ D .bCei�/.bCe�i�/. Perform
the transformation.

8.2 Calculate the number of dimer configurations for a 4 � 4 lattice.

8.3 Calculate numerically how many ways 32 dominoes can be placed on a
checkerboard.

8.4 Show that the number of dimer configurations of 2 � n square lattices is given
by the Fibonacci numbers [146].
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Chapter 9
Two-Dimensional Ising Model

Abstract The solution of the two-dimensional Ising model on the square lattice
is presented. The logarithmic divergence of the specific heat at the critical point
is derived. The boundary tension in the ordered phase is determined. Duality
arguments allow the determination of the exponential decay of the spin-spin
correlation in the paramagnetic phase.

9.1 The Ising Model

The Ising model is introduced. Its importance for the theory of critical phenomena
is pointed out.

9.1.1 The Model

We consider how the partition function of the two-dimensional Ising model on a
square lattice can be calculated by means of Grassmann variables [86, 122, 179,
213, 228, 229].

The model consists of Ising spins S.k; l/ D ˙1 on lattice points .k; l/, with k; l
integer. The interaction between the spins is given by

H D �Ih

X

k;l

S.k; l/S.kC 1; l/� Iv

X

k;l

S.k; l/S.k; lC 1/: (9.1)

The partition function reads

Z D
X

fSg
exp.�ˇH/

D
X

fSg

Y

k;l

.cosh.ˇIh/.1C thS.k; l/S.kC 1; l///

© Springer-Verlag Berlin Heidelberg 2016
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�
Y

k;l

.cosh.ˇIv/.1C tvS.k; l/S.k; lC 1///;

th D tanh.ˇIh/; tv D tanh.ˇIv/: (9.2)

S.k; l/ has to be summed at each lattice point independently over˙1. The expression
under the sum is a polynomial in S.k; l/. Summation over S yields a non vanishing
contribution only, if at each lattice site an even power of S.k; l/ appears. If one
introduces for each factor tSS a corresponding edge in the lattice, then the partition
function is a sum of contributions Ctkh

h tkv
v over all closed graphs on the lattice. Closed

means that an even number of edges ends at each lattice site. kh and kv are the
numbers of horizontal and vertical edges in the lattice. Thus, the partition function
is given by

Z D C
X

closed graphs

tkh
h tkv

v ; (9.3)

with

C D 2N.cosh.ˇIh//
N.cosh.ˇIv//

N ; (9.4)

where N is the number of spins, which equals the number of lattice points. We
assume periodic and antiperiodic boundary conditions.

9.1.2 Phases and Singularities

For a long time, the only models describing transitions from disordered to ordered
phases by breaking a symmetry were various types of molecular field models. The
most prominent were Van der Waals theory (1873) for the gas-liquid transition,
Weiss mean-field theory (1907) for magnetic phase transitions, and Landau theory
(1937) for phase transition in general. They all gave a jump in the specific heat at
the critical temperature Tc and predicted, for the order parameter, a square root law,p

Tc � T . This order parameter is the difference between the density of the liquid �l

and the vapor phase �v, below the critical temperature. In a magnetic system, it is
the spontaneous magnetization in the ferromagnetic phase. The compressibility and
susceptibility respectively, diverge like jTc � Tj�1 in these theories.

However, already in 1900 it was clear (see the review by Levelt-Sengers [165])
that experiments showed a different behaviour. For example Verschaffelt and Young
found that in isopentane �l � �v is proportional to .Tc � T/0:3434. Many more
experiments supported that molecular field theory did not describe the critical
behaviour correctly. Therefore the exact solution of the two-dimensional Ising
model in 1944 and in 1949 by Onsager [200, 201], which gave a logarithmic
singularity of the specific heat and a power law for the spontaneous magnetization,
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m / .Tc � T/1=8, showed that exact solutions could indeed give results different
from molecular field approximation.

The calculation of the free energy was simplified by Kaufman [135] and a
complete derivation of the spontaneous magnetization was given by Yang [292].
The representation of the Ising model by Grassmannians was given by Samuel
[228, 229]. It is also given in Chap. 2 of the book by Itzykson and Drouffe [122]. The
book by McCoy and Wu [179] contains a general summary and further references.

As a function of the parameters th and tv we will find that the specific heat
diverges logarithmically, if one of the four Pfaffians 2� .1˙ tv/.1˙ th/ in Eq. (9.31)
vanishes. These singularities indicate phase transitions. The transition lines are
shown in Fig. 9.1. At high temperatures, i.e. for small values of t, the system is
in the disordered paramagnetic region. At low temperatures, that is for t close to
˙1 the system is ordered. For ferromagnetic couplings I, that is positive th and tv,
the system becomes ferromagnetic with spins preferably lined up in one direction.
The system approaches antiferromagnetic order in the three other corners of the
figure. A direct calculation of order parameter correlations goes beyond the scope
of this book and we refer the interested reader to [122, 179]. Using duality arguments
we will give the decay of the spin-spin correlation in the paramagnetic region.
It will be shown that there is long-range order in the regions indicated by f and
af. This is done in the ferromagnetic case by introducing antiperiodic boundary
conditions. Thus, the system is forced to have a domain wall with a cost in free
energy proportional to the length of this wall in the ordered phase, whereas, in the
paramagnetic region, this cost of energy becomes negligible as soon as the size of
the system exceeds the correlation length of the spins. Similarly one finds that in the
antiferromagnetic phases, with odd length L and periodic boundary conditions in the
direction of the staggered magnetization again this cost in free energy shows up. In
a final section, the duality transformation is presented. This transformation allowed
Kramers and Wannier [153] to determine the critical temperature before Onsager’s
celebrated solution [200] of the Ising model. We also give some indications, how

Fig. 9.1 Regions of various
phases in th-tv space. p
indicates the paramagnetic
region, f the ferromagnetic
one, af three types of
antiferromagnetic order: af1
staggered in horizontal
direction, af2 staggered in
vertical direction, and af3
staggered in both directions.
The phase transition lines are
determined by the vanishing
Pfaffians (9.31)

tv

t h
1-1

1

-1

p

faf1

af2af3
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the solution can be generalized to Ising models on other two-dimensional lattices
like the honeycomb lattice and the triangular lattice.

9.2 Representation by Grassmann Variables

The partition function of the Ising model on the square lattice is expressed as
integral over Grassmann variables.

At each lattice site four Grassmann variables are introduced, shifted from the
lattice site a little bit up, down, to the right and left, denoted by 
u.k; l/, 
d.k; l/,

r.k; l/ and 
l.k; l/, resp. For each factor 1C thS.k; l/S.kC1; l/ in (9.2) we introduce
a factor

1C thah
r.k; l/
l.kC 1; l/ D exp.thah
r.k; l/
l.kC 1; l// (9.5)

The lower indices indicate that the edge runs from .k; l/ to the right and from .kC
1; l/ to the left. ah is a sign factor, which is later chosen so that all contributions
under the sum are positive (Fig. 9.2). Correspondingly, the factors

1C tvav
u.k; l/
d.k; lC 1/ D exp.tvav
u.k; l/
d.k; lC 1// (9.6)

are introduced for the vertical edges. At each point, an integration is performed over
all four 
s. With this prescription we would obtain only contributions, if all four
edges would end at the point. Thus, we introduce an additional factor exp.R.k; l//
with

R.k; l/ D 1
2

X

d;d0

ad;d0
d.k; l/
d0.k; l/; (9.7)

Fig. 9.2 Location of the four
Grassmann variables around
lattice sites u

rl

d

u

rl

d

u

rl

d

u

rl

d

(k , l ) ( k +1, l )

(k , l +1) ( k +1, l +1)

th

th

tv tv
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where d and d0 stand for all four directions and a is antisymmetric. The integrals

I. f / D
Z

exp.R/f .
/d
ud
dd
rd
l (9.8)

yield

f I. f /
1 audarl � auradl C auladr


u
d arl


u
r �adl


u
l adr


d
r aul


d
l �aur


r
l aud


u
d
r
l 1

(9.9)

If no edge ends at a lattice point, then we require that the factor equals one,

audarl � auradl C auladr D 1: (9.10)

If we are able to choose the factors a so that each closed graph contributes with
positive sign, then

Z D C
Z Y

k;l

d 
ud 
dd 
rd 
l (9.11)

� exp.
X

k;l

.thah
r.k; l/
l.kC 1; l/C tvav
u.k; l/
d.k; lC 1/C R.k; l///:

Now the signs a have to be determined. To do this we dissect the graph into closed
not overlapping loops, which are traversed in left. We postpone the case where four
edges meet at a point. Then, one loop contributes the factors

.t1a1
d1 .x1/
d0

2
.x2//.t2a2
d2 .x2/
d0

3
.x3// : : : .tnan
dn.xn/
d0

1
.x1//

D �
Y

i

.tiai/.
d0

1
.x1/
d1 .x1//.
d0

2
.x2/
d2 .x2// : : : .
d0

n
.xn/
dn.xn//:

(9.12)

The factor 
d0

1
.x1/ has passed 2n � 1 factors 
, which yields the minus sign. After

this rearrangement there are always two factors 
d0
d at the same lattice point. Thus
these pairs commute. We denote the number of factors 
d0
d by nd0;d. It counts the
number of sites at which the loops enter from d0 and leave in direction d. Denoting
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the number of links, which go in direction d by kd, one obtains

ku � ndu D ndr C ndl D nru C nlu;

kd � nud D nur C nul D nrd C nld;

kr � nlr D nlu C nld D nur C ndr;

kl � nrl D nru C nrd D nul C ndl: (9.13)

ku is given both by the number of bonds entering from below the sites and by the
number of bonds leaving the sites in the upward direction. We proceed similarly for
the other directions. Circling through a loop in left rotation, the number of turns to
the left exceeds the number of turns to the right by four. For l loops, one obtains

4l D nur C nrd C ndl C nlu � nru � ndr � nld � nul (9.14)

Equations (9.13) and (9.14) yield

nur D lC nld;

ndl D lC nru;

nrd D lC nul;

nlu D lC ndr: (9.15)

One is left with the following product, which for integer n and l has to yieldC1,

1 D .�/laku
v .�av/

kd akr
h .�ah/

kl
Y

d;d0

I.
d
d0/nd;d0 (9.16)

D .avahadlaur/„ ƒ‚ …
nldCnruCl .�avahadraul/„ ƒ‚ …

nulCndrCl .�avarl/„ ƒ‚ …
nudCndu .�ahaud/„ ƒ‚ …

nrlCnlr :

This is fulfilled for

avahadlaur D 1; avahadraul D �1; (9.17)

avarl D �1; ahaud D �1: (9.18)

Until now we have not considered the case that four edges meet at a lattice point.
In this case we may either connect left with down and right with up or we may
connect left with up and right with down. Then I.
d
l/I.
u
r/ has to be replaced
by I.
d
l
u
r/ or I.
d
r/I.
u
l/ has to be replaced by I.
d
r
u
l/. This yields the
conditions

I.
d
l/I.
u
r/ D I.
d
l
u
r/; auradl D �1 (9.19)

I.
d
r/I.
u
l/ D I.
d
r
u
l/; auladr D 1: (9.20)
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From Eqs. (9.10), (9.19), and (9.20) one obtains

audarl D �1; (9.21)

The solution of Eqs. (9.17)–(9.21) is not unique. We use the solution

� av D ah D arl D �aud D aur D �adl D aul D adr D 1: (9.22)

Thus, we have obtained the partition function in the form of a Gauss integral over
Grassmann variables

Z D C
Z Y

k;l

.d 
ud 
dd 
rd 
l/ exp.G/; (9.23)

G D
X

k;l

.th
r.k; l/
l.kC 1; l/� tv
u.k; l/
d.k; lC 1/C R.k; l//: (9.24)

9.3 Evaluation of the Partition Function

The partition function of the Ising model on the square lattice is expressed as a
product.

We consider the model on a lattice with periodic boundary conditions and the
extensions Lh and Lv. These boundary conditions correspond to the model on a
torus. The evaluation given here is not precise, since there are graphs with one or
several loops winding around the torus, for which Eq. (9.14) no longer holds. In
Sect. 9.4 the necessary corrections are given. A Fourier transform of the variables 

brings G in block-diagonal form,


d.k; l/ D 1p
LhLv

LhX

mD1

LvX

nD1
exp.ikp.m/C ilq.n//�d.p; q/; (9.25)

p.m/ D 2m�

Lh
; q.n/ D 2n�

Lv
:

G then reads

G D
X

p;q

.th exp.�ip/�r.p; q/�l.�p;�q/� tv exp.�iq/�u.p; q/�d.�p;�q/

C1
2

X

d;d0

ad;d0�d.p; q/�d0.�p;�q//: (9.26)



82 9 Two-Dimensional Ising Model

It is sufficient to integrate over the pairs �.p; q/ and �.�p;�q/, and to multiply the
products of these determinants

Z D C
0Y

p;q

det.A.p; q//; (9.27)

det.A.p; q// D
Z Y

d

.d �d.p; q/d �d.�p;�q//

� exp.
X

d;d0

�d.p; q/Ad;d0.p; q/�d0.�p;�q// (9.28)

A.p; q/ D

0

BB@

0 �1 � tve�iq 1 1

1C tveiq 0 1 �1
�1 �1 0 1C the�ip

�1 1 �1 � theip 0

1

CCA ; (9.29)

det.A.p; q// D .1 � tv � th � tvth/
2 C 2tv.1 � t2h/.1 � cos q/

C2th.1 � t2v/.1 � cos p/: (9.30)

Obviously det.A.p; q// � 0. The prime indicates that multiplication extends only
over one half of the wave-vectors .p; q/, so that .�p;�q/ does not appear besides
.p; q/. If p and q are integer multiples of � , then �d.p; q/ D �d.�p;�q/, so that
instead of det.A.p; q// one has to insert the corresponding Pfaffian pf.A.p; q//,

pf.A.0; 0// D 1 � tv � th � tvth; pf.A.0; �// D 1C tv � th C tvth;

pf.A.�; 0// D 1 � tv C th C tvth; pf.A.�; �// D 1C tv C th � tvth: (9.31)

The Pfaffians are, apart from perhaps the sign, the square roots of the corresponding
determinants.

We did not explicitly introduce the Jacobian for the Fourier transform, 
 to �. For
th D tv D 0, both the 
 integral and the � integral yield 1. Thus the Jacobian equals
1, since it is independent of th and tv.

9.4 Loops Winding Around the Torus

Taking periodic boundary conditions into account one finds that the partition
function of the Ising model is a sum of four determinants, which are expressed as
products as before.

Finally, we consider how the calculation has to be modified for closed loops
winding around the torus. For such loops, one has, instead of (9.14),

0 D nur C nrd C ndl C nlu � nru � ndr � nld � nul; (9.32)
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since for these loops the number of right turns equals the number of left turns.
Thus, l counts only the loops not winding around the torus. The minus sign, (9.12),
which appears by commuting the factor 
 with the others, has to be taken care of
differently. The torus can be cut open in both directions by changing the sign of the
factors ah and av, respectively, at the border. More precisely, we replace ah, in the
terms 
r.Lh; l/
l.1; l/ by�ah. If the loop runs once in the horizontal direction around
the torus, then one obtains the desired factor �1. This does not change anything for
loops, which do not wind around the torus, since for them one obtains the factor �1
by crossing the border to the right as well as to the left. Instead of replacing ah by
�ah, one may use antiperiodic boundary conditions 
d.k C Lh; l/ D �
d.k; l/. One
proceeds analogously in the vertical direction. We can now distinguish four cases,
since the boundary conditions can be chosen independently in both directions, and
denote the corresponding expressions (9.27) by Z˙;˙, where the first sign indicates
ah at the horizontal border and the second sign av at the vertical border. We claim

Z D 1
2
.�ZCC C ZC� C Z�C C Z��/: (9.33)

To verify this expression first denote the number of windings of a loop in the vertical
and horizontal directions by wh und wv, respectively. Several of such loops must
agree in the number of windings, since otherwise they would intersect. If the number
of loops is even, then each choice of the boundary conditions yields the correct
result, so they are correctly counted in (9.33). If the number nw of such loops is odd,
then it is essential to realize that wh and wv are prime to each other. If they were not
prime, then the loops would intersect each other. This means that wh and wv cannot
both be even. In all other cases, the sign by which the contribution enters is given by

nw wh wv ZCC ZC� Z�C Z��
even any any 1 1 1 1

any 0 0 1 1 1 1

odd even odd �1 1 �1 1

odd odd even �1 �1 1 1

odd odd odd �1 1 1 �1

(9.34)

One observes that in all cases the sum on the right-hand side of (9.33) yields
contributions with weightC1. The boundary conditions change p and q in (9.25) to

p.m/ D
(

2m�
Lh

for ZC;s0

.2mC1/�
Lh

for Z�;s0

; (9.35)

q.n/ D
(

2n�
Lv

for Zs;C
.2nC1/�

Lv
for Zs;�

: (9.36)
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One observes that the sign of the Zs;s0 depends on the signs of the Pfaffians. One
obtains

Zs;s0 D
Y

p2�.s;Lh/

Y

q2�.s0;Lv/

sign.pf.A.p; q///jZs;s0j: (9.37)

with the sets

�.C;L/ D
�
.0; �/ even L;
.0/ odd L

; �.�;L/ D
� ; even L;
.�/ odd L

: (9.38)

We have now obtained the exact result for the partition function of the Ising model
on the square lattice with periodic boundary conditions.

9.5 Divergence of the Specific Heat

The logarithmic divergence of the specific heat at the critical point is obtained.
Provided that none of the Pfaffians (9.31) vanishes, we will show below that

for all jZs;s0 j the thermodynamic limit is given by the expressions one obtains
from (9.27) and (9.30) in the continuum limit,

ln Zcont WD lim
Lv;Lh!1

1

LhLv
ln jZs;s0 j

D ln.2 cosh.ˇIh/ cosh.ˇIv// (9.39)

C 1

2.2�/2

Z �

��
d p
Z �

��
d q ln.det.A.p; q///:

The partition function Z, Eq. (9.33), is a linear combination of the Zs;s0 . Using the
limit Zcont and the signs of the Pfaffians (9.31), one finds, that depending on the
phase and the boundary conditions, Z may be 2 or 1 or 0 times ZLhLv

cont . But even when
the factor 0 applies, ln Z, which is of order LhLv, differs from LhLv ln Zcont only by
terms of order Lh or Lv as we will see in Sect. 9.7. Thus,

lim
Lv;Lh!1

1

LhLv
ln Z D ln Zcont (9.40)

also holds. Zcont is the partition function per lattice site in the thermodynamic limit.
The partition function is non-analytic where the determinant of the

integrand (9.30) respectively the Pfaffian (9.31) vanishes. For ferromagnetic
couplings Iv > 0, Ih > 0 this happens at 1 D tv C th C tvth. We will later see
that this equation determines the temperature of the phase transition. In order to
investigate the non-analyticity, it is useful to consider the derivative with respect to
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ˇ and to investigate the behaviour of the integrand at p D q D 0. With

� D pf.A.0; 0//; cv D tv.1 � t2h/; ch D th.1� t2v/ (9.41)

one obtains for the derivative of the singular part of the partition function

d

dˇ

�
1

LhLv
ln Zsing

�
D d �

dˇ

�

.2�/2

Z
d pd q

�2 C cvq2 C chp2
(9.42)

The integral has the non-analytic part

� �p
cvch

ln.�2/; (9.43)

which yields a non-analyticity for the energy per lattice site of

1

LhLv
hHising D �

4�
p

cvch

d �

dˇ
ln.�2/: (9.44)

where we have used hHi D �d ln Z=dˇ. Note that ln.�2/ is negative. From (9.44)
one deduces the logarithmic singularity of the specific heat

1

LhLv

d hHi
d T

ˇ̌
ˇ̌
sing
D ˇ2

4�
p

cvch

�
d �

dˇ

�2
j ln.�2/j: (9.45)

Similar singularities show up, when one of the three other Pfaffians (9.31) vanishes.

9.6 Other Lattices

Starting from the square lattice some couplings can be chosen to vanish or to be
infinite. In this way the partition function of other planar lattices can be obtained.
Examples are the triangular and the honeycomb lattice.

Can the procedure to evaluate the partition function be used for Ising models on
other lattices? As far as it is known the partition function of all two-dimensional
Ising models can be expressed by a Pfaffian, provided the edges of the interactions
do not cross. Two possibilities to construct the partition function of other two-
dimensional lattices, starting out from the square lattice, are:

(1) One may attach to some edges an infinite coupling, which corresponds to the
choice t D 1. The connected spins are then forced to be parallel. Thus, they act
as one spin. An example is shown in Fig. 9.3a, where the thick lines indicate
t D 1. Thus, two spins merge to one spin, which is now connected to six
different spins, which yields a triangular lattice, as shown in figure a’.
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Fig. 9.3 Lattices obtained
from the square lattice.
Choices t D 1 and t D 0 for
some bonds yield triangular
and hexagonal lattices. See
text

(a)

(a’)

(b)

(b’)

(2) One may eliminate some edges, which corresponds to the choice t D 0, as
shown in Fig. 9.3b. This reduces the coordination number from four to three. A
slight distortion of the brickwall lattice yields the honeycomb lattice shown in
figure b’.

M.E. Fisher [86] relates the Ising model on a planar lattice to the dimer problem.
He starts with lattices of coordination number 3 and proceeds to those with larger
coordination numbers.

In an attempt to transfer this procedure to a three dimensional lattice one has
the problem, as also there the factor .�/l for l loops appears, but that there is no
relation analogous to (9.14). Thus, the transfer to three dimensions fails. However,
the partition function of the three-dimensional Ising model can be given as integral
over an exponential function, which does not only contain bilinear terms but also
terms of fourth order in the Grassmann variables [121]. There is no exact solution
known for three-dimensional Ising models.

9.7 Phases and Boundary Tension

By comparing the partition function for periodic and antiperiodic boundary condi-
tions the boundary tension and thus the ordered regions are determined.

One expects that at high temperatures, that is for small ˇ and thus small tv and
th, the system is in the paramagnetic phase, in which the Ising spins show only
short-range correlations. At low temperatures, that is for tv and th close to ˙1, the
system is expected to be in the ordered phase. The logarithmic singularity in the
specific heat, which appears at vanishing Pfaffians in (9.31) shows that there are
strong fluctuations in the energy-energy correlations, since the specific heat can be
expressed by the sum of these correlations over the whole system. One guesses that
the phase transition between the disordered paramagnetic phase indicated by p and
the ordered ferro- and antiferromagnetic phases indicated by f and af occur along
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these lines in the th-tv diagram Fig. 9.1. For positive couplings, Iv and Ih, the spins
tend to line up in parallel approaching ferromagnetic order. If one or both couplings
are negative, then there is the tendency for a staggered order, either in the horizontal
or vertical or both directions, yielding three types of antiferromagnetic order.

A calculation of the spontaneous magnetization is beyond the scope of this book.
We refer the reader to [122, 179]. However, we may observe the long-range order
in a different way. Let us consider the ferromagnetic and paramagnetic phases, with
the argument for the antiferromagnetic phases running similarly. We consider the
system with positive couplings I and, thus, positive ts. However, we change the
periodic boundary conditions to antiperiodic ones, S.k C Lh; l/ D �S.k; l/. This
means that in Eq. (9.33), all Zs;s0 have to be changed to Z�s;s0 yielding

Za;p D 1
2
.�Z�C C Z�� C ZCC C ZC�/; (9.46)

where p stands for periodic and a for antiperiodic boundary conditions. Similarly
we may introduce antiperiodic boundary conditions in both directions. Then Zs;s0

in (9.33) changes to Z�s;�s0 ,

Za;a D 1
2
.�Z�� C Z�C C ZC� C ZCC/: (9.47)

The dependence of Zs;s0 as a function of s and s0 is analyzed in Section 9.7.1. At
leading order, one obtains

jZs;s0 j D ZLhLv
cont

�
1 � s�1;0 � s0�0;1 � 2ss0�1;1

�
; (9.48)

where the � are functions decaying exponentially with L,

�m;n / sign.cmLh
h /sign.cnLv

v /.�h m;n/
mLh.�v m;n/

nLv (9.49)

with

�h 1;0 D
�

1 � jtvj
jthj.1C jtvj/

�˙1
; �v 0;1 D

�
1 � jthj

jtvj.1C jthj/
�˙1

(9.50)

and for Lh D Lv,

�h 1;1�v 1;1 D
�
.1 � t2v/.1� t2h/

4jtvthj
�˙1

: (9.51)

The plus sign of the exponents applies in the f and af regions, the minus sign in the
p region. The �s equal 1, when one of the Pfaffians, in (9.31), vanishes, otherwise
they are less than 1.

Paramagnetism In the region p, all Pfaffians and thus all Zs;s0 , are positive. Thus,
one obtains, for all boundary conditions, Z D ZLhLv

cont and the corrections by the �s
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yield corrections to the free energy, which decay exponentially with the size of the
system.

Ferromagnetism In region f the situation is different. There, pf.A.0; 0// and thus,
ZC;C is negative. For periodic boundary conditions in both directions one obtains
Zp;p D ZLhLv

cont . If one or both boundary conditions are antiperiodic, then the leading
contributions ZLhLv

cont cancel and one obtains

Za;p D Zp;p�0;1; Za;a D 2Zp;p�1;1: (9.52)

Thus, the antiperiodic boundary conditions make the free energies increase

Fa;p � Fp;p D �kBTLv ln�v 0;1; (9.53)

Fa;a � Fp;p D �kBT.Lv ln�v 1;1 C Lh ln�h 1;1/: (9.54)

The reason is, going around the torus, the system has to have a domain wall
somewhere. This domain wall costs energy (and yields some entropy). The cost
in free energy is proportional to the length of the domain wall. This change in free
energy per area (in three dimensions) and per length (in two dimensions) is called
surface tension and boundary tension, resp. We remember that � is less than one.
Thus, one really has an increase in free energy. � approaches 1 as one approaches
the critical line. Thus, the surface tension goes to zero at the critical line. An explicit
calculation of the boundary tension is given in Section 9.7.1. It was first determined
by Avron et al. [13] from the spin-spin correlation function by means of the duality
transformation (see Sect. 9.8).

Antiferromagnetism If tv or th is negative, then the system tends to antiferromag-
netism. The system can be easily transformed into one with ferromagnetic coupling,
since the interaction remains invariant under any of the transformations (9.55)
and (9.56),

S.k; l/! .�/kS.k; l/; th ! �th; (9.55)

S.k; l/! .�/lS.k; l/; tv ! �tv: (9.56)

If th is negative, then the transformation (9.55) is performed. If Lh is even, then
periodic boundary conditions, as well as antiperiodic boundary conditions, are
preserved under the transformation. If Lh is odd, however, then periodic boundary
conditions are transformed into antiperiodic ones and vice versa. Similar arguments
hold for tv and Lv. Independently, one may use Eqs. (9.33), (9.46), (9.47) together
with the signs of the Pfaffians (9.31), (9.37), (9.38) and the signs of the �s, (9.49),
to evaluate the free energies, which yield the same results.

The differences in the free energies (9.53), (9.54), which can be obtained
analogously for antiferromagnetic couplings, and which grow proportional to the
lengths of domain walls, clearly indicate that the system is in an ordered phase
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with long-range correlations in these regions. In the region indicated by p, these
differences decay exponentially with increasing size of the system, which indicates
absence of long-range order. The length over which this correlation decays is
inversely proportional to the product P of the Pfaffians (9.70), which in turn is
proportional to the difference of the temperature T from the critical temperature
Tc. Thus, the correlation length � obeys

�.T/ / 1

T � Tc
(9.57)

in contrast to �.T/ / .T � Tc/
�1=2 in the molecular field approximation.

9.7.1 Appendix

The derivation of ln Z as sum of �s is given in this appendix. With

cosh.ˇI/ D 1p
1 � t2

; det.A.p; q// D c0 � 2cv cos q � 2ch cos p; (9.58)

c0 D .1C t2v/.1C t2h/; Ocv D cv

c0
; Och D ch

c0
(9.59)

one obtains

ln jZs;s0j D LhLv

2
ln

�
4
1C t2v
1 � t2v

1C t2h
1 � t2h

�

C 1

2

X

p;q

ln.1 � 2Ocv cos q � 2Och cos p/: (9.60)

We evaluate

X

p;q

ln.1 � 2Ocv cos q � 2Och cos p/ D
X

p;q

ln.1 � Ocveiq � Ocve�iq � Ocheip � Oche�ip/

D �
X

p;q;m1;m2;n1;n2

.m1 Cm2 C n1 C n2 � 1/Š
m1Šm2Šn1Šn2Š

Ocn1Cn2
v Ocm1Cm2

h ei.n2�n1/qei.m2�m1/p:

(9.61)
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With

X

p

ei.m2�m1/p D
�

smLh m2 �m1 D mLh;

0 otherwise
(9.62)

with integer m one obtains

X

p;q

ln.1 � 2Ocv cos q � 2Och cos p/ D �
1X

mD0;nD0
.2 � ım;0/.2 � ın;0/s

ms0n�m;n;

�m;n D LvLh

X

m1;n1

.2m1 C 2n1 C mLh C nLv � 1/Š
m1Š.m1 CmLh/Šn1Š.n1 C nLv/Š

Oc2n1CnLv
v Oc2m1CmLh

h : (9.63)

The term m1 D n1 D 0 is excluded for m D n D 0. The term �0;0=LvLh does not
depend on L. This term together with the first term in (9.60) yields Zcont

ln Zcont D 1
2

ln

�
4
1C t2v
1 � t2v

1C t2h
1� t2h

�
� 1

2LvLh
�0;0: (9.64)

In total, one obtains

ln jZs;s0 j D LvLh ln Zcont � �e;e � s�o;e � s0�e;o � ss0�o;o (9.65)

with

�e;e D
X

m;n

.2 � ım;0 � ın;0/�2m;2n;

�o;e D
X

m;n

.2 � ın;0/�2mC1;2n;

�e;o D
X

m;n

.2 � ım;0/�2m;2nC1;

�o;o D
X

m;n

2�2mC1;2nC1: (9.66)

The terms �m;n can be estimated for m > 0 or n > 0 by looking for the maximal
term in the sum (9.63): One obtains

4. OmC On/2
Om2 � a2

Oc2h D 1 D
4. OmC On/2
On2 � b2

Oc2v (9.67)
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with

Om WD m1 C a; a WD 1
2
mLh; On WD n1 C b; b WD 1

2
nLv: (9.68)

The solution of (9.67) reads

Om D 4t2h.1C t2v/a
0 C .1 � t2v/

2.1C t2h/b
0

jPj ;

On D .1 � t2h/
2.1C t2v/a

0 C 4t2v.1C t2h/b
0

jPj (9.69)

with

P D pf.A.0; 0//pf.A.0; �//pf.A.�; 0//pf.A.�; �//; (9.70)

a0 D
q
4t2va2 C .1 � t2v/

2b2 D 1

1C t2h

q
1
2
.BC P.b2 � a2//; (9.71)

b0 D
q
.1 � t2h/

2a2 C 4t2hb2 D 1

1C t2v

q
1
2
.BC P.a2 � b2//; (9.72)

B D .c20 � 4c2h C 4c2v/a
2 C .c20 C 4c2h � 4c2v/b

2: (9.73)

We mention

. OmC On/2
c20

D Om
2 � a2

4c2h
D On

2 � b2

4c2v

D Œ.1C t2h/a
0 C .1C t2v/b

0�2

P2
D BC 2Rc0

P2
(9.74)

with

R D
q
4c2va4 C .c20 � 4c2v � 4c2h/a

2b2 C 4c2hb4 D a0b0: (9.75)

We use Stirling’s formula aŠ � p2�aaC1=2e�a and approximate the expression
under the sum by a Gaussian. This yields

�m;n � cm;n
.2 OmC 2On/2 OmC2On

. OmC a/ OmCa. Om � a/ Om�a.OnC b/OnCb.On � b/On�b
Oc2 Om

h Oc2On
v

D cm;n

� Om � a

OmC a

�a � On � b

OnC b

�b �
4Oc2h. OmC On/2
Om2 � a2

� Om

„ ƒ‚ …
1

�
4Oc2v. OmC On/2
On2 � b2

�On

„ ƒ‚ …
1

;

(9.76)
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cm;n D sign.cmLh
h /sign.cnLv

v /LvLhp
32�.Ona2 C Omb2/

(9.77)

and thus,

�m;n � cm;n�
mLh
h m;n�

nLv
v m;n; �h m;n D

s
Om � a

OmC a
; �v m;n D

s
On � b

OnC b
: (9.78)

The signs in expression (9.77) for cm;n come from the signs of Ocv and Och in (9.63).
The �s approach 1 at the critical lines due to jPj ! 0 in the denominator for Om and
On in (9.69).

The coefficient cm;n is of order L1=2 and decays close to the critical lines
proportional to jPj1=2. Similarly � ln� / jPj close to criticality. Further

j�m;nj � j�m0 ;n0 j; if jmj � jm0j and jnj � jn0j; (9.79)

where the equal sign holds only, if jmj D jm0j and jnj D jn0j. This can be easily
seen, since the coefficients of the powers of cv and ch in (9.63) are smaller or equal,
if the conditions in (9.79) hold. Thus, at leading order one has

�o;e D �1;0; �e;o D �0;1; �o;o D �1;1: (9.80)

Several explicit values for a D 0, b D 0, and a D b are listed in Table 9.1.
Neglecting the prefactors cm;n in �m;n, one can show that

j�m1Cm2;n1Cn2 j � j�m1;n1�m2;n2 j; (9.81)

where the equal sign holds only if m1=n1 D m2=n2. This can be seen by showing
that

d.a; b/ WD � ln j�j D a ln

� OmC a

Om � a

�
C b ln

� OnC b

On� b

�
: (9.82)

has the property of a distance,

d.a1; b1/C d.a2; b2/ � d.a1 C a2; b1 C b2/: (9.83)

Table 9.1 Om, On, �h, and �v for a D 0, b D 0, and a D b

a,b Om On �
�sign.P/
h �

�sign.P/
v

b D 0
t2h.1Cjtvj/2C.1�jtvj/2

jt2h.1Cjtvj/2�.1�jtvj/2j
a

2jtvj.1�t2h/

jt2h.1Cjtvj/2�.1�jtvj/2j
a 1�jtvj

jthj.1Cjtvj/
1

a D 0
2jthj.1�t2v/

jt2v.1Cjthj/2�.1�jthj/2j
b

t2v.1Cjthj/2C.1�jthj/2

jt2v.1Cjthj/2�.1�jthj/2j
b 1 1�jthj

jtvj.1Cjthj/

a D b
4t2h.1Ct2v /

2
C.1Ct2h /

2.1�t2v/
2

j.1�t2h/.1�t2v /�16t2h t2vj
a

4t2v.1Ct2h /
2
C.1Ct2v/

2.1�t2h/
2

j.1�t2h/.1�t2v /�16t2ht2v j
a

.1Ct2h/.1�t2v /
2jthj.1Ct2v/

.1Ct2v/.1�t2h /

2jtvj.1Ct2h/



9.8 Duality Transformation 93

For 0 < q < 1 one obtains, after some calculation,

d.qaC ıa; qbC ıb/C d..1 � q/a � ıa; .1 � q/b� ıb/ (9.84)

D d.a; b/C jPj
q.1� q/a0b0..1C t2h/a

0 C .1C t2v/b
0/
.aıb � bıa/2 C O.ıa; ıb/3:

Noting that d is homogeneous in a and b of order 1, d.a; b/ D b Od.a=b/, one obtains

d.qaC ıa; qbC ıb/C d..1 � q/a� ıa; .1� q/b� ıb/

D d.a; b/C 1

2q.1� q/b3
.aıb� bıa/2 Od00 C O.ıa; ıb/3: (9.85)

Comparison of (9.84) and (9.85) shows that the second derivative of Od.a=b/ is
positive and thus (9.81) holds. By exponentiating ln Z, (9.65), products of �s can be
neglected at leading order due to (9.81). For the discussion of the various boundary
conditions it is sufficient to use (9.48). The correction �e;e is negligible.

9.8 Duality Transformation

The duality transformation connects properties of two-dimensional Ising models on
dual lattices at high and low temperatures. It yields relations between the partition
functions and allows for the determination of the critical temperature for self-dual
lattices. It also connects the spin-spin correlation with the change of free energy for
the dual system, in which the sign of the couplings along a corresponding line is
changed.

Consider a two-dimensional lattice consisting of vertices, at which the spins are
located. The vertices are connected by bonds between the interacting pairs of spins.
If these bonds do not cross, then the lattice is called planar. In the following only
planar lattices will be considered. Then the partition function can be represented as
sum over all unions of closed graphs U, where each bond in the graph contributes a
factor tb D tanh.Kb/ with Kb D ˇIb.

ZfKg D CfKg
X

U

Y

b2U

tb; CfKg D 2N
Y

b

cosh.Kb/: (9.86)

Another expansion in terms of unions of closed graphs is obtained in the following
way: Introduce domain walls between neighboring spins pointing in opposite
direction. These domain walls form closed paths, too. The energy of such a
configuration is given by

E D Ek C 2
X

b

Ib (9.87)
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where Ek is the energy of the two states with all spins parallel aligned and the sum
runs over all bonds b crossing the domain wall. These domain walls are located on
the edges of the dual lattice. This dual lattice is obtained by putting a vertex in each
plaquette of the original lattice. Vertices on adjacent plaquettes are connected by
bonds Ob. Thus there is a bond Ob of the dual lattice crossing a bond b of the original
lattice. Similarly there is one vertex of the original lattice in each plaquette of the
dual lattice and one vertex of the dual lattice in each original plaquette.

Thus the calculation of the partition function from (9.87) yields

Zp;pfKg D 2 QCfKg
X

OU

Y

Ob2 OU
exp.�2Kb.Ob//; QCfKg D

Y

b

exp.Kb/: (9.88)

since the domain walls are unions of closed graphs OU on the dual lattice. By
reversing all spins one obtains the same domain walls, which yields the factor 2
in the first Eq. (9.88).

One obtains (apart from the prefactors C; QC) the same partition function for the
Ising model on the dual lattice

OZf OKg D Cf OKg
X

OU

Y

Ob2 OU
OtOb; Cf OKg D 2 ON Y

Ob
cosh. OKb/; (9.89)

if one chooses OtOb D tanh. OKb.Ob// D exp.�2Kb.Ob//, which yields the relation

tb C OtOb C tbOtOb D 1: (9.90)

Thus one obtains the duality relation

1

Cf OKg
OZf OKg D 1

QCfKgZfKg: (9.91)

A lattice on the torus is not a planar lattice. But the partition function can be
determined in a similar way. Going around the torus one crosses the domain walls
an even number of times. Thus only loops going around the whole torus are to
be counted, if they appear pairwise. An odd number of such loops is not allowed.
From (9.34) one observes that now

Zp;p D 1
2
. OZC;C C OZC;� C OZ�;C C OZ�;�/: (9.92)

The ratio between Zp;p and OZC;C lies between 1=2 and 2. In the following it can be
neglected.

Euler’s topological relation reads for the torus

N C ON D Nb; (9.93)
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(b)(a)

Fig. 9.4 Dual lattices. (a) Two square lattices are dual. (b) Triangular lattice and honeycomb
lattice are dual

with Nb the number of bonds. One obtains for the coefficients C

Cf OKg
QCfKg D

QCf OKg
CfKg D 2

ON�Nb=2
Y

b

.sinh.2Kb//
�1=2

D
 
2N�Nb=2

Y

b

�
sinh.2 OKb/

	�1=2
!�1

: (9.94)

where 2t=.1 � t2/ D sinh.2K/ has been used.
As shown in Fig. 9.4 the square lattice is dual to the square lattice and the

triangular lattice is dual to the honeycomb lattice on the torus. For the square lattice
the duals of the horizontal bonds are the vertical bonds and vice versa. Thus

Oth D exp.�2Kv/ D 1 � tv
1C tv

; Otv D exp.�2Kh/ D 1 � th
1C th

: (9.95)

Kramers and Wannier [153] used this fact to map the high-temperature behavior
expressed by the expansion in t to the low-temperature behavior expressed by the
expansion in powers of Ot. This mapping is called duality transformation, since
performing the map t ! Ot twice leads back to the original t. Assuming that the
free energy has one critical temperature at which it becomes non-analytic, they
determined the critical temperature of the Ising model on the square lattice from
t D Ot.

9.8.1 Order and Disorder Operators

The concept of duality allows connection between spin correlations in the dual
lattice and the change of the free energy due to walls of opposite interactions in the
original lattice (Kadanoff and Ceva [129]). The disorder is introduced in the dual
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Fig. 9.5 Dual lattices. The
gray dots indicate the
location of the spin operators
on the dual lattice and those
of the disorder operators on
the original lattice

lattice in the following way: Choose two points on the dual lattice: Connect them
by a line (both in gray in Fig. 9.5). This line cuts interaction lines on the original
lattice indicated by thick dashed lines. One reverses the interaction along these lines.
This introduces some disorder in the interaction. If the interaction was originally
attractive, then across the line the interaction prefers pairs of spins with opposite
signs at the ends of these dashed lines, which introduces a domain wall. The cost
of free energy depends only on the locations of the two gray points. One can easily
convince oneself that a different line between these two points yields the same free
energy. Thus disorder variables�.r/ and �.r0/ are introduced and the change in free
energy (divided by kBT) is denoted as correlation of the disorder variables

exp.�ˇ.Fdis � Ford// D h�.r/�.r0/ifKg D ZfK0g
ZfKg ; (9.96)

where K0 D �K on the bonds with reversed interaction, otherwise K0 D K.
Let us consider correlations of the spins hS.r/S.r0/i, first on the original lattice.

For this purpose we write

S.r/S.r0/ D .S.r/S.r1//.S.r1/S.r2// : : : .S.rn�1/S.r0//; (9.97)

where the spins apart from S.r/ and S.r0/ appear pairwise and are grouped into
pairs of neighboring spins. In order to evaluate the correlation one has to replace
exp.KS.rm/S.rmC1// D cosh K C sinh KS.rm/S.rmC1/ by

S.rm/S.rmC1/ exp.KS.rm/S.rmC1// D sinh K C cosh KS.rm/S.rmC1/

D �i.cosh.K C i�

2
/C sinh.K C i�

2
/S.rm/S.rmC1// (9.98)

D �i exp

�
.K C i�

2
/S.rm/S.rmC1/

�
: (9.99)
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Thus K has to be replaced by K C i�
2

for all bonds appearing in the product (9.97).

We now consider the correlation on the dual lattice with the dual couplings OK0 D OK
and OK C i�

2
,

hS.r/S.r0/idualf OKg D .�i/n
OZf OK0g
OZf OKg : (9.100)

We realize that the replacements K ! �K and OK ! OK C i�
2

are performed at the

associated bonds and dual bonds. Since OK is the dual of K, it follows that OK C i�
2

is
the dual of �K. Using (9.91) and

OZf OK0g
ZfK0g D

Cf OKg
QCfKg i

n (9.101)

one obtains

h�.r/�.r0/ifKg D hS.r/S.r0/idualf OKg: (9.102)

The duality transformation connects correlations between systems below and above
the transition [129].

First consider the situation with T > Tc on the original lattice, OT < Tc on the dual
lattice. Then the correlation hS.r/S.r0/idual is long ranged. For large distances the
correlation approaches hS.r/i2, that is the square of the spontaneous magnetization.
Above Tc disorder has only a local effect, since the spins are correlated only over
small distances. Thus limjr�r0j!1h�.r/�.r0/i D const.

Secondly consider the case T < Tc on the original lattice, OT > Tc on the dual
lattice. Then the spin correlations are short ranged and decay. On the original lattice
T < Tc yields long range order. Therefore the change in free energy described by
Fa;a�Fp;p in (9.54) and by Fdis�Ford in (9.96) yields apart from local effects around
r and r0, which are absent in the antiperiodic boundary conditions the linear growth
with distance jr � r0j. Thus the exponential decay of the spin correlation above Tc

can be concluded from the surface tension below Tc,

lim
jr�r0j!1

ln.hS.r/S.r0/i/
jr � r0j D �1

�
; � D �j cos�j ln�h 11 � j sin�j ln�v 11;

(9.103)

where

r � r0 D jr � r0j.cos�; sin�/; b=a D tan �: (9.104)

Again the correlation length � diverges close to Tc as given in (9.57). Avron et
al. [13] went the other way round. They calculated the surface tension from the
correlation function.
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Spontaneous Magnetization We do not calculate the spontaneous magnetization
in this book. We mention only Onsager’s announcement of the result as a discussion
remark [201] in 1949: “Mathematically, the composition-temperature curve in a
solid solution presents the same problem as the degree of order in a ferromagnetic
with scalar spin. B. Kaufman and I have recently solved the latter problem
(unpublished) for a two-dimensional rectangular net with interaction energies J; J0.
If we write sinh.2J=kT/ sinh.2J0=kT/ D 1=k, then the degree of order, for k < 1, is
simply .1 � k2/1=8.” The solution was published by Yang [292] in 1952.

Problems

9.1 The condition for criticality is usually given by sinh.2ˇIv/ sinh.2ˇIh/ D 1.
Derive this relation. Hint: Start from pf.A.0; 0//pf.A.�; �// D 0. What is obtained
from pf.A.0; �//pf.A.�; 0// D 0?

9.2

(i) Convert the double products for the partition functions Zs;s0 into a simple
product over p and q, resp. by means of

N�1Y

mD0
.a � be2� im=N/ D aN � bN : (9.105)

(ii) Use these expressions to express ZC;s0=Z�;s0 and Zs;C=Zs;� and determine the
boundary tension in horizontal and vertical direction.

9.3

(i) As shown in Sect. 9.6 one transforms from the square to the triangular lattice by
introducing bonds with t D 1. Perform the corresponding integrals over 
d.2/

and 
u.1/ in Fig. 9.6a.
(ii) Similarly one transforms to the honeycomb lattice by setting t D 0 and

performing the same integrals.

9.4

(i) In order to determine the partition function of the honeycomb and triangular
lattice one can first consider a square lattice, where from every second site one
has four different couplings to the nearest neighbors as shown in Fig. 9.6b. One
first integrates over the 
s of every second site, in the figure the central site.

(ii) Then one performs the Fourier transform for the other sites and determines the
determinants A.p; q/ and the pfaffians, which may show up. Finally one may
set t4 to 0 (honeycomb case) or to 1 (triangular case).
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Fig. 9.6 (a) Two
neighboring lattice sites. (b)
A central site surrounded by
the neighboring four sites
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9.5

(i) Star-triangle transformation. One can eliminate every second spin on
the honeycomb lattice by performing the sum in the partition function.P

S0
eˇIhS0.S1CS2CS3/ D c0eˇIt.S1S2CS1S3CS2S3/: Determine the relation between

ˇIh and ˇIt.
(ii) Starting from the triangular lattice and performing the duality transformation

one obtains a model on the honeycomb lattice. Then applying the star-triangle
transformation one is back on the triangular lattice. Determine the critical ˇIt

and ˇIh.

9.6 Consider duality on the square lattice. How do �, ch, cv, the Pfaffians (9.31) and
the partition functions Z˙;˙ transform under the duality transformation?
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Part II
Supermathematics

Supermathematics is the combination of commuting and anticommuting variables
on an equal footing. In particular, vectors and matrices with both even and odd
components are introduced. The mathematics of complex vectors and matrices are
generalized to these supervectors and supermatrices in Chaps. 10–14.

This includes two types of transpositions of matrices, two types of adjoint, the
definition of real and symmetric matrices. Two types of superunitary groups are
related to the two types of adjoint.

We have seen in part one that integrals over complex and real variables
may cancel those over Grassmann variables. Here we will find that integrals
over supervectors and supermatrices invariant under superunitary transformations
have interesting cancellation properties which are derived in Chaps. 15 and 16.
Chapter 17 contains a few more results on supermatrices.

The mathematics developed in this part will be used for the physical applications
in Part III.



Chapter 10
Supermatrices

Abstract Until now we only considered the algebra of Grassmann-valued expres-
sions and differentiation and integration with respect to Grassmann variables. We
kept away from transformations between even and odd variables. This will now be
done. In fact, symmetries will be observed, which include both types of variables.
To begin with we use the differential, which immediately leads to matrices with
elements of both even and odd elements. We generalize the transposition, the
determinant, and the trace to its superforms.

10.1 Differential, Matrices, Transposition

Supermatrices are introduced as differentials. Functions of functions yield the
multiplication law. Supertransposition is introduced.

We consider functions Zk of variables Yk, where Z1; : : : Zn1 2 A0,
Zn1C1; : : : Zn1Cm1 2 A1 and Y1; : : : Yn2 2 A0, Yn2C1; : : : Yn2Cm2 2 A1. If the
functions are differentiable, then the differential can be written in terms of the
right-derivatives

d Zk D
X

l

Wkld Yl; Wkl D @Zk=@Yl: (10.1)

The supermatrix W consists of four blocks

W D
�

a ˛
ˇ b

� a ˛ gn1
ˇ„ƒ‚…
n2

b„ƒ‚…
m2

gm1 (10.2)

with matrices a and b, whose elements are in A0, and matrices ˛ and ˇ with
elements in A1. a and ˛ have n1 rows, with b and ˇ having m1. Also, a and ˇ have
n2 columns, with b and ˛ having m2. The set of supermatrices (10.2) is denoted by
M .n1;m1; n2;m2/. Often a is called the bosonic block and b the fermionic block.
These two blocks, which contain even elements, are glued together by the blocks ˛
and ˇ of odd elements. We will often term supermatrices simply by matrices, but

© Springer-Verlag Berlin Heidelberg 2016
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one should keep in mind that, generally, supermatrices are meant. The blocks are
also called sectors.

Instead of (10.1), one may express the differentials by the left-derivatives

d Zk D
X

l

d Yl
TWlk;

TWlk D @

@Yl
Zk: (10.3)

TW is called the supertransposed of W,

TW D
�

ta ť

� t̨ tb

�
2M .n2;m2; n1;m1/: (10.4)

Depending on how TW is introduced, the minus sign may appear in front of ˇ instead
in front of ˛. One should always check the sign convention. The index t denotes the
transposed of the matrix, e.g. ť

kl D ˇlk. The minus sign in (10.4) comes from the
operator P in (3.1). One notes that

TTW D
�

a �˛
�ˇ b

�
DP.W/ D �.n1;m1/W�.n2;m2/; �.n;m/ D

�
1n 0

0 �1m

�

(10.5)

is not identical with W. Only TTTTW agrees with W. Besides the supertransposed,
one introduces the ordinary transposed

tW D
�

ta ť

t̨ tb

�
2M .n2;m2; n1;m1/: (10.6)

Thus,

. tW/ij D Wji; . TW/ij D .�/�i.1��j/Wji: (10.7)

When working with supervectors and supermatrices, the Z2-grade will often be
indicated only by the index as in the equation above. For general matrices, one
should indicate whether the Z2-grade belongs to the first or second index unless it
is clear from the context as in the present case. There is no distinction for square
matrices as introduced in (10.14). We note that �.Wij/ D �i C �j.

A short but very useful exposé on supermatrices and some supergroups can be
found in the article by Rittenberg and Scheunert [224]. The reader may also consult
the book due to Berezin [25] and by de Witt [55].
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10.2 Chain Rule, Matrix Multiplication

The chain rule for mixed transformations between even and odd variables is
given. It defines matrix multiplication and yields the multiplication theorem for
supermatrices.

Let the Yl be differentiable functions of variables Xj with X1; : : :Xn3 2 A0,
Xn3C1; : : : Xn3Cm3 2 A1

d Yl D
X

j

Vljd Xj D
X

j

d Xj
TVjl: (10.8)

One obtains

d Zk D
X

j

.
X

l

WklVlj/d Xj D
X

j

d Xj.
X

l

VT
jl WT

lk/: (10.9)

This equation includes the chain rule

@Zk=@Xj D
X

l

.@Zk=@Yl/.@Yl=@Xj/: (10.10)

Equation (10.10) allows the introduction of the matrix product WV 2
M .n1;m1; n3;m3/ for matrices W 2M .n1;m1; n2;m2/ and V 2M .n2;m2; n3;m3/

.WV/kj D
X

l

WklVlj: (10.11)

One verifies

T.WV/ D TV TW: (10.12)

There is not a similar relation for the ordinary transposed.
The column vectors X, Y and Z are matrices in M .ni;mi; 1; 0/, and the

Eqs. (10.1), (10.9), (10.3) take the form

d Z D Wd Y D WVd X; d TZ D d TY TW D d TX TV TW: (10.13)

One verifies that the matrix multiplication satisfies the associative and the distribu-
tive law, where matrix addition is defined as usual as the sum of elements of equal
indices. The matrices of set M .n;m; n;m/ with fixed n and m constitute an algebra.
The matrices in M .n;m; n;m/ are called square matrices. We denote them also by

M .n;m/ DM .n;m; n;m/: (10.14)
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10.3 Berezinian Superdeterminant

The generalization of the Jacobian determinant called Berezinian determinant or
superdeterminant for mixed transformations between even and odd elements is
derived.

The analog of the Jacobian determinant for the transformation (10.1) has to be
determined. It is called Berezinian superdeterminant or, in short, ‘Berezinian’ or
superdeterminant and is denoted by ‘sdet’. It is also called the graded determinant
and then denoted ‘detg’. To derive this Berezinian, one divides the transforma-
tion (10.1) into two steps, first the components of Z in A0, secondly those of Z
in A1 are transformed

.d Z1; : : : ; d Zn; d ZnC1; : : : ; d ZnCm/ .d Z1; : : : ; d Zn; d YnC1; : : : ; d YnCm/

 .d Y1; : : : ; d Yn; d YnC1; : : : ; d YnCm/:

(10.15)

This corresponds to the decomposition of W into

W D
�

a ˛
ˇ b

�
D
�

1 0

ˇ0 b0
��

a0 ˛0
0 1

�
D
�

a0 ˛0
ˇ0a0 b0 C ˇ0˛0

�
: (10.16)

The solution with respect to the primed quantities yields

W D
�

1 0

ˇa�1 b � ˇa�1˛

��
a ˛
0 1

�
: (10.17)

The first transformation contributes a factor 1= det.b0/ due to (5.13), the second a
factor det.a/. Thus, one obtains

Z Y

k

d Zkf .Z1; : : : ;ZnCm/ D
Z Y

k

d Yk f .Z1.Y1; : : :/; : : : ;ZnCm.Y1; : : ://sdet.W/

(10.18)

with the superdeterminant

sdet

�
a ˛
ˇ b

�
D det.a/

det.b � ˇa�1˛/
: (10.19)

Instead of the transformation (10.15), one may perform the transformation in the
sequence

.d Z1; : : : ; d Zn; d ZnC1; : : : ; d ZnCm/ .d Y1; : : : ; d Yn; d ZnC1; : : : ; d ZnCm/

 .d Y1; : : : ; d Yn; d YnC1; : : : ; d YnCm/:

(10.20)
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Then W has to be decomposed

W D
�

a ˛
ˇ b

�
D
�

a0 ˛0
0 1

��
1 0

ˇ0 b0
�
D
�

a0 C ˛0ˇ0 ˛0b0
ˇ0 b0

�
; (10.21)

which yields

W D
�

a � ˛b�1ˇ ˛b�1
0 1

��
1 0
ˇ b

�
(10.22)

and the representation

sdet

�
a ˛
ˇ b

�
D det.a � ˛b�1ˇ/

det.b/
(10.23)

for the superdeterminant.

Generalization Transpositions of rows or columns changes the sign of the deter-
minant. This is immediately obvious, if the transpositions are performed within
rows or columns of the same Z2-grade. However, we may, for example, perform
permutations, which bring the matrix in the form

W D
�

W11 W12

W21 W22

�
; (10.24)

where W11 and W22 are square matrices, W11 2 M .n1;m1/, W22 2 M .n2;m2/.
Similar arguments yield

sdet.W/ D sdet.W11/sdet.W22 �W21 W11 �1
W12/

D sdet.W11 �W12 W22 �1
W21/sdet.W22/: (10.25)

Equations (10.19) and (10.23) are special cases of (10.25). Equations (10.25)
are particularly useful, if W12 D 0 or W21 D 0, since then sdet.W/ D
sdet.W11/sdet.W22/.

Multiplication Theorem One obtains, for the transformation Z  Y  X
considered in (10.10),

Z
f .Z/

Y
d Z D

Z
f .Z.Y//sdet.W/

Y
d Y (10.26)

D
Z

f .Z.Y.X///sdet.W/sdet.V/
Y

d X

D
Z

f .Z.Y.X///sdet.WV/
Y

d X:
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Since the two expressions in the last line are equal, we find that the multiplication
theorem for determinants holds for superdeterminants too.

Theorem 10.1

sdet.WV/ D sdet.W/sdet.V/:

Determinants are invariant under transposition of the matrix, det.a/ D det. ta/.
Using (10.5) and (10.19) or (10.23) one shows

sdet.W/ D sdet. TW/: (10.27)

Later we will also need transformations between matrices X ! Z

Z D WXV; Z;X 2M .n1;m1; n2;m2/; W 2M .n1;m1/; V 2M .n2;m2/:

(10.28)

We show

Theorem 10.2 The Berezinian for the transformation Z D WXV reads

ŒD Z� D sdet.W/n2�m2sdet.V/n1�m1 ŒD X�;

where

ŒD Z� D
n1Cm1;n2Cm2Y

iD1;jD1
d Zi;j; (10.29)

and similarly for X. Proof: For d Y D Wd X, one obtains

ŒD Y:j� D sdet.W/˙1ŒD X:j�; (10.30)

where the sign in the exponent is positive for j � n2 and negative for j > n2. Thus,

ŒD Y� D sdet.W/n2�m2 ŒD X�: (10.31)

Similarly, one derives for d Z D d YV

ŒD Z� D sdet.V/n1�m1 ŒD Y�; (10.32)

which finally yields Theorem 10.2.



10.4 Supertrace and Differential of Superdeterminant 109

10.4 Supertrace and Differential of Superdeterminant

The supertrace, a generalization of the trace is introduced.
Consider

sdet.exp.W// D lim
n!1 sdetŒ.1C W

n
/n� D lim

n!1Œsdet.1C W

n
/�n

D lim
n!1Œ

det.1C a
n � ˛

n .1C b=n/�1 ˇn /
det.1C b

n /
�n

D lim
n!1.1C

1

n
. tr a � tr b//n D exp. tr a � tr b/: (10.33)

One calls

str.W/ D str

�
a ˛
ˇ b

�
D tr a � tr b (10.34)

the supertrace of W. The supertrace is also called the graded trace and abbreviated
‘trg’. Thus, (10.33) reads

sdet.exp.W// D exp. str.W//: (10.35)

Replacing exp.W/ by W reads

sdet.W/ D exp. str.ln W//: (10.36)

We also use

ln sdet.W/ D str.ln W/: (10.37)

The statements on superdeterminants and supertraces hold only for square matrices.
Otherwise they are not defined. For two matrices W 2 M .n1;m1; n2;m2/, V 2
M .n2;m2; n1;m1/ one shows, by elementary multiplication,

WV D
�

a ˛
ˇ b

��
c �
ı d

�
D
�

acC ˛ı : : :

: : : bdC ˇ�
�
; VW D

�
caC �ˇ : : :

: : : dbC ı˛
�
:

(10.38)

Since tr .ac/ D tr .ca/ and tr .˛ı/ D � tr .ı˛/, one obtains the cyclic invariance of
the supertrace

str.WV/ D str.VW/: (10.39)
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We determine the differential of the superdeterminant starting with

sdet.W C d W/ D sdet.W/sdet.1CW�1d W/ D sdet.W/.1C str.W�1d W//;
(10.40)

which yields the differential

d sdet.W/ D sdet.W/ str.W�1d W/: (10.41)

10.5 Parity Transposition

The parity transposition exchanges the bosonic with the fermionic blocks.
The parity transposition exchanges the submatrices of W, yielding �W,

W D
�

a ˛
ˇ b

�
2M .n1;m1; n2;m2/;! �W D

�
b ˇ
˛ a

�
2M .m1; n1;m2; n2/:

(10.42)

Thus, the parity transposition exchanges the bosonic block a with the fermionic
block b and also the other two blocks, ˛ and ˇ. One easily verifies

��W D W; �.AB/ D �.A/ �.B/; (10.43)
�.A�/ D . �A/�; �.A�/ D . �A/�; (10.44)

�. tW1/ D t. �W/; �.�.n;m// D ��.m;n/; �. TW/ D � T. �W/�; (10.45)

str. �W/ D � str.W/; sdet. �W/ D sdet�1.W/: (10.46)

Do not confuse the parity transposition with the parity operator P introduced
in (2.10), (2.11).

Problem

10.1 Check for matrices 2 M .1; 1/ that the expressions for the superdetermi-
nants (10.19) and (10.23) agree.
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Chapter 11
Functions of Matrices

Abstract Superdeterminant and supertrace are functions mapping a square super-
matrix to an element of the Grassmann algebra. Here mappings of square superma-
trices to supermatrices are considered, first the inverse and secondly mappings by
general analytic functions.

11.1 The Inverse

The inverse of a square supermatrix is determined.

If the ordinary parts of a and b of the matrix W D
�

a ˛
ˇ b

�
2 M .n;m/ are

invertible, then W has an inverse. If we decompose

W D
�

a0 0
0 b0

�
C nil W; (11.1)

then one obtains, from WW�1 D 1

�
a0 0
0 b0

�
W�1 D 1 � nil W �W�1 (11.2)

and

W�1 D
�

a�1
0 0

0 b�1
0

�
�
�

a�1
0 0

0 b�1
0

�
nil W �W�1; (11.3)

which can be iterated and terminates after a finite number of iterations.
If we set

W�1 D
�

c �
ı d

�
; (11.4)
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114 11 Functions of Matrices

then the solution of the equations

WW�1 D
�

acC ˛ı a� C ˛d
ˇcC bı ˇ� C bd

�
D
�

1 0
0 1

�
(11.5)

W�1W D
�

caC �ˇ c˛ C �b
ıaC dˇ ı˛ C db

�
D
�

1 0
0 1

�
(11.6)

for the submatrices c; �; ı; d, yields

W�1 D
�

a�1 C a�1˛b0�1ˇa�1 �a�1˛b0�1
�b0�1ˇa�1 b0�1

�

D
�

a0�1 �a0�1˛b�1
�b�1ˇa0�1 b�1 C b�1ˇa0�1˛b�1

�
: (11.7)

with

a0 D a � ˛b�1ˇ; b0 D b � ˇa�1˛: (11.8)

Supergroups Invertible matrices W 2M .n;m/, that is, matrices with

det.ord .a// 6D 0; det.ord .b// 6D 0; (11.9)

form the general linear supergroup GL.n;m/ under multiplication. Matrices W 2
M .n;m/ with sdet.W/ D 1 form the special linear supergroup SL.n;m/.

Supergroups obey the laws of groups:

Multiplication: The product of any two elements belongs to the elements of the
group.
Identity: There is a unit-element 1, so that 1W D W1 D W.
Inverse: There is an inverse W�1 to each element W.
The associative law .AB/C D A.BC/ holds.

Due to these group properties the inverse of the product of two invertible matrices
U;V 2M .n;m/ obeys

.UV/�1 D V�1U�1: (11.10)

11.2 Analytic Functions

The mapping of a square supermatrix to a square supermatrix by an analytic
function is described.
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If a function, f , of a complex variable, x, can be expanded in a Taylor series,

f .x/ D
X

k

ckxk; (11.11)

then also f .W/ is defined by its Taylor expansion

f .W/ D
X

k

ckWk: (11.12)

One observes that, term by term,

f .W/ D Vf .V�1WV/V�1 (11.13)

and for a diagonal matrix

f .diag.�1; �2; : : : �nCm// D diag.f .�1/; f .�2/; : : : f .�nCm// (11.14)

hold. If W can be brought into a diagonal representation by means of a similarity
transformation, then f .W/ is defined by means of (11.13) and (11.14). (In Sect. 17.1
we will prove: W can be brought into diagonal form, if all eigenvalues of ord W are
different.)

We consider as an example W 2M .1; 1/, (10.2). With

V D
�
1 ˛

b�a
0 1

��
1 0
ˇ

a�b 1

�
; V�1 D

�
1 0

� ˇ

a�b 1

��
1 � ˛

b�a
0 1

�
(11.15)

one obtains

V�1WV D
 

a � ˛ˇ

b�a 0

0 b � ˛ˇ

b�a

!
; (11.16)

from which we deduce

f .W/ D
 

f .a/C ˛ˇ f .b/�f .a/C.a�b/f 0.a/
.a�b/2

˛
a�b .f .a/ � f .b//

ˇ

a�b .f .a/� f .b// f .b/C ˛ˇ f .b/�f .a/C.a�b/f 0.b/
.a�b/2

!
:

(11.17)

If ord .a�b/ goes to 0, then one may expand f around a or b, which, with b D aCn,
yields

f .

�
a ˛
ˇ b

�
/ D

�
f .a/C ˛ˇg11 ˛g12

ˇg12 f .b/� 1
2
˛ˇg22

�
(11.18)
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with

g11 D
1X

kD0

nk

.kC 2/Š f
.kC2/.a/ D

1X

kD0

.kC 1/.�n/k

.kC 2/Š f .kC2/.b/; (11.19)

g12 D
1X

kD0

nk

.kC 1/Š f
.kC1/.a/ D

1X

kD0

.�n/k

.kC 1/Š f
.kC1/.b/; (11.20)

g22 D �
1X

kD0

.kC 1/nk

.kC 2/Š f .kC2/.a/ D �
1X

kD0

.�n/k

.kC 2/Š f
.kC2/.b/; (11.21)

where f .k/ indicates the kth derivative of f . The function f is not singular as a � b
tends to zero despite the denominators a � b and .a � b/2 in (11.17). If a D b, then
only the terms with k D 0 in (11.19)–(11.21) contribute,

f .

�
a ˛
ˇ a

�
/ D

�
f .a/C 1

2
˛ˇf 00.a/ ˛f 0.a/

ˇf 0.a/ f .a/ � 1
2
˛ˇf 00.a/

�
: (11.22)

Problems

11.1 Calculate the inverse of W 2M .1; 1/.

11.2 Another way to determine the inverse of W is to use (11.10) together with the
decomposition (10.16) and (10.22), resp. For this purpose, determine the inverse of
the matrices

�
a ˛
0 1

�
;

�
1 0
ˇ b

�
:

11.3 Check (11.22) for f .W/ D W2.

11.4 Show

. TW/�1 D T.W�1/: (11.23)



Chapter 12
Supersymmetric Matrices

Abstract The generalization of symmetric and anti-symmetric matrices to super-
matrices is introduced. The Gauss integral over both even and odd variables yields
the superpfaffian. Orthosymplectic transformations and groups are generalizations
of the orthogonal transformations and groups.

12.1 Quadratic Form

A generalization of symmetric and anti-symmetric matrices to supermatrices is
introduced.

We introduce the quadratic form of the vector S 2M .n;m; 1; 0/

.S;WS/ WD TSWS (12.1)

with a matrix W 2 M .n;m/. .S;WS/ and its transposed are equal. We obtain,
with (10.5) and (10.12),

.S;WS/ D T.S;WS/ D TS TW
TT

S D TS TW�S: (12.2)

We may decompose

W D WC CW�; WC D 1
2
.W C TW�/; W� D 1

2
.W � TW�/: (12.3)

Then only WC contributes to .S;WS/, whereas W� does not,

.S;WS/ D .S;WCS/; .S;W�S/ D 0; (12.4)

since

WC D TWC�; W� D � TW��: (12.5)
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118 12 Supersymmetric Matrices

Thus, WC obeys

WC D
�

a ˛

� t̨ b

�
with ta D a; tb D �b: (12.6)

Here, WC is called supersymmetric, although this notion is already used otherwise,
see part 3. The matrix W� is called super-skew-symmetric. The bosonic sector
a of the supersymmetric matrix W is symmetric, but the fermionic sector is
antisymmetric. A super-skew-symmetric matrix W has an antisymmetric bosonic
and a symmetric fermionic sector.

12.2 Gauss Integrals IV, Superpfaffian, Expectation Values

The Gauss integral over both even and odd variables yields the superpfaffian.
A supersymmetric matrix in M .n;m/ is symmetric for the special case m D 0,

and it is antisymmetric for n D 0. These cases appeared in the Gauss integrals (5.4)
and (5.28). The integral

spf.W/ D
Z

exp.� 1
2

TXWX/ŒD X�; ŒD X� D
nY

iD1

d xip
2�

d �1d �2 : : : d �m; (12.7)

with X 2 M .n;m; 1; 0/ where W is supersymmetric, is called the superpfaffian of
W. So that the integral converges, the ordinary part of the bosonic sector has to be
positive definite. The substitution X D VY yields

spf.W/ D sdet.V/
Z

exp.� 1
2

TY TVWVY/ŒD Y� D sdet.V/spf. TVWV/: (12.8)

In particular for

V D
�

1 �a�1˛
0 1

�
(12.9)

one obtains

TVWV D
�

a 0

0 bC t̨ a�1˛

�
(12.10)

and thus,

spf

�
a ˛

� t̨ b

�
D pf.bC t̨ a�1˛/

p
det.a/

: (12.11)
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On the other hand, the choice

V D
�

1 0

b�1 t̨ 1

�
(12.12)

tVWV D
�

aC ˛b�1 t̨ 0

0 b

�
(12.13)

yields

spf

�
a ˛

� t̨ b

�
D pf.b/p

det.aC ˛b�1 t̨ /
: (12.14)

The superpfaffian is also called the graded pfaffian and denoted ‘pfg’. We observe
that the superpfaffian of W 2 M .0;m/ equals the pfaffian of W. (The determinant
of an empty matrix, that is a 0 � 0-matrix is 1).

Comparing Eqs. (12.11), (12.14), (10.19), (10.23) one sees that the square of the
superpfaffian yields the inverse of the superdeterminant

spf2.W/ D sdet�1.W/: (12.15)

We vary W infinitesimally

W C d W D .1C 1
2
d WW�1/W.1C 1

2
W�1d W/; T.W�1d W/ D d WW�1;

(12.16)

for supersymmetric W and d W, and use (12.8). Then we obtain

spf.W C d W/ D spf.W/

sdet.1C 1
2
W�1d W/

(12.17)

and thus, the differential of the superpfaffian

d spf.W/ D � 1
2
spf.W/ str.W�1d W/: (12.18)

We add the linear term TAX D TX�A with A 2M .n;m; 1; 0/ in the exponent of the
Gauss integral (12.7). Completion of the square yields

Z
ŒD X� exp.� 1

2
TXWX C TAX/ D spf.W/ exp. 1

2
TAW�1�A/: (12.19)

This formula can only be used if W can be inverted, which requires, in particular, an
even m.
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The Gaussian density

d � D spf.W/�1 exp
�� 1

2
TXWX

�
ŒD X�; X 2M .m; n; 1; 0/; W D TW�:

(12.20)

yields

hX TXi D W�1; hexp. TAX/i D exp. 1
2

TAhX TXi�A/: (12.21)

12.3 Orthosymplectic Transformation and Group

Orthosymplectic transformation and group are generalizations of the orthogonal
transformation and group.

One introduces orthogonal transformations U in real (and also in complex)
vector spaces, with the property that they leave the unit matrix invariant, tU1U D
1. We introduce something similar for a square supermatrix. We require that a
supersymmetric matrix, C, transforms into itself. We cannot do this for the unit
matrix, since its fermionic sector is symmetric. Instead we choose a matrix, C,
whose fermionic sector is antisymmetric. Moreover we require that C is invertible.
This is only possible if m is even, i.e. m D 2r. We write

C.n;2r/ D
�

1n 0

0 �r

�
2M .n; 2r/; �r D

0
BB@

� 0

�

: : :

0 �

1
CCA ; � D

�
0 �1
1 0

�
:

(12.22)

The scalar product of the zeroth kind is defined as

.S;T/0 D TSCT: (12.23)

Linear transformations

S0 D US; T 0 D UT; (12.24)

which leave this scalar product invariant, are called orthosymplectic. They obey the
equation

TUCU D C: (12.25)

These transformations U form the orthosymplectic group OSp.n;m/ under multi-
plication. C obeys

TC D �C D C�; sdet.C/ D 1; C2 D �: (12.26)
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From

sdet. TUCU/ D .sdet.U//2sdet.C/ D sdet.C/; (12.27)

one deduces

sdet.U/ D ˙1: (12.28)

Problems

12.1 Derive the second Eq. (12.16).

12.2 Calculate the Gauss integral (12.19) if the linear term reads TACX.

12.3 Consider an orthosymplectic transformation U D 1C V with infinitesimal

V D
�

a ˛
ˇ b

�

What are the conditions on the sectors a, ˛, ˇ, b?

12.4 Show that if W 2M .n;m/ is supersymmetric and X 2M .n;m; n0;m0/, then
also TXWX is supersymmetric.

12.5 Which of the matrices 1, C, � , and C�1 are supersymmetric?



Chapter 13
Adjoint, Scalar Product, Superunitary Groups

Abstract The two types of conjugation allow the introduction of two types of
adjoints for matrices, two types of scalar products and corresponding superunitary
groups.

13.1 Adjoint

Two types of adjoints of matrices are introduced corresponding to the two types of
conjugation.

13.1.1 Adjoint of the First Kind

We define the adjoint of the first kind W� of W 2 M .n1;m1; n2;m2/ by the
requirement

.
X

ij

S�
i WijTj/

� D
X

ij

T�
j .W

�/jiSi (13.1)

for all vectors S 2M .n1;m1; 1; 0/, T 2M .n2;m2; 1; 0/. The l.h.s. yields T�
j W�

ij Si.
Thus, one obtains

.W�/ji D W�
ij ; i.e. W� D tW�

: (13.2)

One sees immediately that

W�� D W; .WV/� D V�W�; �.W�/ D . �W/� (13.3)
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124 13 Adjoint, Scalar Product, Superunitary Groups

and for W 2M .n;m/ of the form (10.2)

sdetW� D sdet

�
ta� ť �
t̨ � tb�

�
D det. ta� � ť �

. tb�
/�1 t̨ �

/

det. tb�/

D det. t.a � ˛b�1ˇ/�/
det. tb�/

D .sdetW/�: (13.4)

A matrix, which obeys W D W�, is called hermitian (of the first kind).

13.1.2 Adjoint of the Second Kind

Similarly one defines the adjoint of the second kind W	 of W by the requirement

.
X

ij

S�
i WijTj/

� D
X

ij

T�
j .W

	/jiSi: (13.5)

The l.h.s. yields .�/�j.1��i/T�
j W�

ij Si with Si 2 A�i , Tj 2 A�j . Thus,

.W	/ji D .�/�j.1��i/W�
ij ; i.e. W	 D TW

� D
�

ta� ť �

� t̨ � tb�
�

(13.6)

starting from (10.2). One shows that

W		 D W; .WV/	 D V	W	; �.W	/ D �. �W/	� (13.7)

and for square matrices W 2M .n;m/ one obtains

sdetW	 D .sdetW/�: (13.8)

Matrices W D W	 are called hermitian (of the second kind).

13.1.3 Adjoint and Transposition: Summary

Apart from the relations given in this Section we repeat TTW D �W� , (10.5) and
note W�� D �W� . This may be compared with ttW D W, W�� D W. The parity
transposed �W was introduced in Sect. 10.5.
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13.2 Scalar Product, Superunitary Group

Scalar products and corresponding superunitary groups are introduced.

13.2.1 First Kind

In (13.1) we have introduced the bilinear form S�WT with W D W�. If the inverse
of W exists, then W can be written as (see Appendix)

W D V�gV; g D diag.1n0 ;�1n00 ; 1m0 ;�1m00/: (13.9)

with n0 C n00 D n, m0 C m00 D m. Thus,

.S;T/ D .VS;VT/1 (13.10)

with

.S;T/1 WD S�gT: (13.11)

We call (13.11) the scalar product of the first kind. Linear transformations

S0 D US; T 0 D UT; (13.12)

which leave the scalar product (13.11) invariant, are called pseudounitary (of the
first kind). They obey

U�gU D g (13.13)

and constitute the pseudounitary group of first kind UPL1.n0; n00;m0;m00/. If n00 D
m00 D 0 then the group is called superunitary and denoted by UPL1.n;m/.

Besides the vectors S;T 2 M .n;m; 1; 0/, one may also consider vectors
S;T 2 M .n;m; 0; 1/. The scalar product of these vectors is invariant under the
transformations (13.12), too. As an example, the matrices U 2 UPL1.1; 1/ are given,

U D
�

eip 0

0 eiq

��
1 � 1

2
!�! �!�
! 1C 1

2
!�!

�
; (13.14)

with p; q 2 A0, p� D p, q� D q, ! 2 A1.
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13.2.1.1 Appendix to Eq. (13.9)

Here we prove Eq. (13.9). The ordinary part of the hermitian matrix W can be
diagonalized. This can be written as

ord .W/ QU D QU�; (13.15)

where � is the diagonal matrix with the eigenvalues of ord .W/ and QU is the
unitary matrix that diagonalizes ord .W/. The columns of QU are the eigenfunctions
of ord .W/. We express � by diagonal matrices Q� and g,

� D Q�g Q�; Q�i D
p
j�ij; gi D sign.�i/: (13.16)

Then

Q��1 QU�W QU Q��1 D gC�; (13.17)

where� is nil-potent and hermitian. We express

gC� D .1C QR�/g.1C QR/; (13.18)

This equation can be written

R� C R D � � R�gR; R WD g QR: (13.19)

We may require R D R� and iterate (13.19), since � is nil-potent. Thus, (13.9) is
proven with V D .1C QR/ Q� QU�.

13.2.2 Second Kind

Similar considerations hold for the bilinear forms

.X;Y/ D X	WY; .X;Y/2 D X	gY; (13.20)

which is the scalar product of the second kind. What has been said above, is still
valid, if � is replaced by 	 and the first kind is replaced by the second kind. In
particular, the matrices U with

U	gU D g (13.21)

constitute the pseudounitary group of the second kind UPL2.n0; n00;m0;m00/. Again
for n00 D m00 D 0 this is the unitary group of the second kind UPL2.n0;m0/. In
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particular U 2 UPL2.1; 1/ has the representation

U D
�

eip 0

0 eiq

��
1 � 1

2
!�! �!�
! 1C 1

2
!�!

�
(13.22)

with p; q 2 A0, p D p�, q D q�, ! 2 A1.

13.3 Gauss Integrals V

We evaluate Gauss integrals over bilinear forms of super-vectors and their hermi-
tian adjoint.

The integral

IC D
Z

exp.�X�WX/ŒD X�; ŒD X� D
nY

kD1

d<xkd=xk

�

mY

kD1
.d ��

k d �k/: (13.23)

with X 2 M .n;m; 1; 0/, W 2 M .n;m/ can be evaluated similarly to the Gauss
integral in Sect. 12.2. One performs the transformation

�
x
�

�
D V

�
x
� 0
�
;
�

x� ��
� D � x� � 00� �V 0; (13.24)

V D
�

1 0

�b�1ˇ 1

�
; V 0 D

�
1 �˛b�1
0 1

�
: (13.25)

If W is not hermitian, then V� will differ from V 0 and � 0 from � 00. However, x and
x� are unchanged under this transformation. The components of � 0 and � 00 need only
be independent. Thus, one obtains

X�WX D x�.a� ˛b�1ˇ/xC � 00�b� 0: (13.26)

Since sdet V D sdet V 0 D 1 one obtains (10.19)

IC D det.b/

det.a � ˛b�1ˇ/
D sdet.W/�1: (13.27)

Adding a linear term to the bilinear form, one obtains, for A 2M .n;m; 1; 0/,

IC.A/ WD
Z

exp.�X�WX C A�X C X�A/ŒD X� D sdet.W/�1 exp.A�W�1A/:
(13.28)
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Similarly, we consider

I� D
Z

exp.�X�WX/ŒD X�; ŒD X� D
mY

kD1

d<xkd=xk

�

nY

kD1
.d ��

k d �k/: (13.29)

with X 2 M .n;m; 0; 1/, W 2 M .n;m/. Now the even and odd elements are
exchanged, so that we return to the original integral (13.23), but then a and b as
well as ˛ and ˇ are exchanged in W, (10.2). Thus, the result is with (10.23)

I� D det.a/

det.b � ˇa�1˛/
D sdet W (13.30)

and for A 2M .n;m; 0; 1/

I�.A/ WD
Z

exp.�X�WX C A�X C X�A/ D sdet W exp.A�W�1A/: (13.31)

The Gaussian densities

d �˙ D sdet.W/˙1 exp.�X�WX/ŒD X�; X 2M .n;m; 1; 0/ and X 2M .n;m; 0; 1/
(13.32)

yield the expectation values

hXX�i D W�1; hexp.A�X C X�A/i D exp.A�hXX�iA/; (13.33)

that is

hXiX
�
j i D .W�1/ij; (13.34)

hXiX
�
j XkX�

l i D hXiX
�
j ihXkX�

l i C .�/�j�kC�j�lC�k�lhXiX
�
l ihXkX

�
j i (13.35)

Only products with the same number k of factors X� and factors X yield a non-
vanishing expectation value. They are expressed as a sum of kŠ contributions.

Problems

13.1 Why does ť �
. tb�

/�1 t̨ � D t.˛b�1ˇ/� hold, as used in (13.4)?

13.2 Equation (13.28) can even be generalized to

IC.A;B/ WD
Z

exp.�X�WX C A�X C X�B/ŒD X� D .sdetW/�1 exp.A�W�1B/;

B 2M .1; 0; n;m/:
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To prove this, show

Z
exp.�.X � QA/�W.X � QB//ŒD X� D

Z
exp.�X�WX/ŒD X�;

(Compare Problem 3.6).



Chapter 14
Superreal Matrices, Unitary-Orthosymplectic
Groups

Abstract There are no real odd elements under the conjugation of the second kind.
However, the introduction of pairs of odd elements (spinors) in matrices allows the
definition of superreal supermatrices. The corresponding unitary-orthosymplectic
group and its pseudo-form are introduced.

14.1 Matrices and Groups for the Adjoint of Second Kind

Real matrices are generalized to superreal matrices. The elements in the bosonic
sector are real. Two-by-two matrices in the fermionic sector are real quaternions.
The odd elements form pairs of conjugate complex elements (spinors). The unitary-
orthosymplectic group is introduced.

The scalar products

.S;T/0 D TSCT; .S;T/2 D S	gT (14.1)

are invariant under linear transformations S0 D US, T 0 D UT, which obey
both (12.25) and (13.21),

TUCU D C; U	gU D g: (14.2)

Solving the equations with respect to U�1, one obtains

U�1 D C�1 TUC D g�1U	g: (14.3)

We require now the second equation of (14.3) for a class of matrices W 2
M .n1; 2r1; n2; 2r2/. Thus, they obey

C.2/�1 TWC.1/ D g.2/�1W	g.1/ (14.4)

or equivalently

W D C.1/g.1/W�g.2/C.2/�1; (14.5)
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where g.1/;C.1/ 2 M .n1; 2r1/, g.2/;C.2/ 2 M .n2; 2r2/. C and g are represented
by (12.22) and (13.9). TW

	 D �W�� is used. Iteration and use of W D �W���
yields

W D C.1/g.1/C.1/�1g.1/Wg.2/C.2/g.2/C.2/�1: (14.6)

We require that (14.5) constitutes a restriction on W, but not (14.6). Then the
products of matrices before and after W in (14.6) have to be proportional to the
unit matrix

C.i/g.i/C.i/�1g.i/ D c1: (14.7)

This equation is fulfilled in the bosonic sector of the matrix with c D 1. The
components of g have to be pairwise equal in the fermionic sector. Thus, m0 and
m00 in (13.9) have to be even. We call a matrix W pseudoreal, if it obeys (14.5) with
these C and g. If g D 1, i.e. n00 D m00 D 0, then we call the matrix superreal.

Let us write W D
�

a ˛
ˇ b

�
. Then (14.5) requires

aij D g.1/i a�
ij g.2/j : (14.8)

Thus, a D a� has to be real for g.1/i D g.2/j . The components of ˛, ˇ and b are
pairwise related,

˛i;jC1 D g.1/i ˛
�
ij g.2/j ; j � n2 odd; (14.9)

ˇiC1;j D g.1/i ˇ
�
ij g.2/j ; i � n1 odd; (14.10)

biC1;jC1D g.1/i b�
ij g.2/j ;

biC1;j D�g.1/i b�
i;jC1g

.2/
j ;

)
i� n1; j� n2 odd: (14.11)

The four elements (with odd i� n1 and j � n2)

�
bij bi;jC1

biC1;j biC1;jC1

�
D
 

bij bi;jC1
�b�

i;jC1 b�
i;j

!
(14.12)

form a real quaternion for g.1/i D g.2/j . Under the same condition pairs of elements
˛ and ˇ form the spinors

�
˛i;j ˛i;jC1

� D
�
˛i;j ˛

�
i;j

	
;

�
ˇi;j

ˇiC1;j

�
D
 
ˇi;j

ˇ�
i;j

!
: (14.13)
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One concludes immediately from (14.5), that the sum and the product of two
pseudoreal and superreal matrices are again pseudoreal and superreal, respectively.
Transformations U, which obey (14.3), are called unitary-orthosymplectic, if g D
1, otherwise pseudounitary-orthosymplectic. As intersection of two groups—the
orthosymplectic and the (pseudo)unitary group—they constitute a group again, the
UOSp.n; 2r/ and UOSp2.n

0; n00;m0;m00/, respectively.

14.2 Vector Products

Superreal vectors have identical scalar products of zeroth and second kind. For a
second kind of vectors both types of products are simply related.

Consider vectors X and Y as matrices in M .n; 2r; 1; 0/, set g.2/ D 1, and observe
C.2/ D 11. Then (14.4) reads

TXC D X	g; (14.14)

from which one concludes

.X;Y/0 D .X;Y/2: (14.15)

Thus, both scalar products are identical for pseudoreal and superreal vectors. The
superreal vectors (C.1/ D 1) are of the form

X D

0
BBBBBBBBBB@

:::

xi
:::

�j

��
j
:::

1
CCCCCCCCCCA

; Y D

0
BBBBBBBBBB@

:::

yi
:::

j

�
j
:::

1
CCCCCCCCCCA

2M .n; 2r; 1; 0/: (14.16)

With

X	 D �� � � x�
i � � � ��

j � �j � � �
�
; Y	 D �� � � y�

i � � � �
j � j � � �

�
(14.17)

one obtains

.X;Y/2 D
X

i

x�
i yi C

X

j

.��
j j � �j

�
j /; (14.18)

where actually xi D x�
i and yi D y�

i are real.
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A second kind of superreal vectors, which are two-column vectors, can be written

X D
�
� ��
x �x�

�
2M .n; 2r; 0; 2/; � 2M .n; 0; 0; 1/; x 2M .0; 2r; 0; 1/:

(14.19)

It is superreal, X D CX�C�1. Its hermitian adjoint is

X	 D
�� t�

� tx�
t� � tx�

�
2M .0; 2; n; 2r/: (14.20)

Introducing a second vector Y of this type by replacing x! y, � ! , one obtains

.X;Y/2 D
�

tx�y � t�
�
 tx�

�y� � t�
�
�

t�� tx�y t�� C txy�
�
: (14.21)

One has to introduce the signs according to (14.9)–(14.11) for the corresponding
pseudoreal vectors g. The scalar product (14.21) obeys

.X;Y/0 D C.X;Y/2: (14.22)

For this more general scalar product, one has, in generalization of (12.23)
and (14.15),

T.X;Y/0 D T.Y;X/0�; .X;Y/	2 D .Y;X/2: (14.23)

14.3 Gauss Integrals VI, Superreal Vectors

Gaussian integrals on superreal vectors are determined.
We consider the integral

IC D
Z

exp.� 1
2
X	WX/ŒD X�; ŒD X� D

Y

k

d xkp
2�

Y

k

d ��
k d �k: (14.24)

with superreal X 2M .n; 2r; 1; 0/ and X	 2M .1; 0; n; 2r/, (14.16), (14.17). Since
X is superreal, it obeys

X	WX D TXCWX: (14.25)

We require that CW is supersymmetric,

CW D T.CW/� 
 TWC: (14.26)
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From (12.7), one obtains

IC D
Z

exp.� 1
2
X	WX/ŒD X� D spf.CW/: (14.27)

and for superreal A 2M .n; 2r; 1; 0/

IC.A/ D
Z

exp.� 1
2
X	WX C X	A/ŒD X� D spf.CW/ exp. 1

2
A	W�1A/: (14.28)

The Gaussian density

d �C D spf.CW/�1 exp.� 1
2
X	WX/ŒD X� (14.29)

yields

hXX	i D W�1; hexp.X	A/i D hexp.A	X/i D exp. 1
2
A	hXX	iA/: (14.30)

Next, we consider the integral

I� D
Z

exp. 1
2

str.X	WX//ŒD X�; ŒD X� D
2rY

kD1

d<xkd=xk

�

nY

kD1
.d ��

k d �k/

(14.31)

with the superreal vectors X and X	, Eqs. (14.19), (14.20). Provided the condition
W D C�1 TWC (14.26) is fulfilled,

X	WX D �� t�
� tx� �W

�
�

x

�
(14.32)

and, comparing with (13.30), yields

I� D sdet.W/: (14.33)

Further, we obtain with superreal A 2M .n; 2r; 0; 2/

Z
ŒD X� exp str. 1

2
X	WX C X	A/ D sdet.W/ exp.� 1

2
str.A	W�1A//: (14.34)

The Gaussian density

d �� D sdet.W/�1 exp. 1
2

str.X	WX//ŒD X� (14.35)
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yields

hXijX
	
kli D ıjk.W

�1/il; (14.36)

hexp. str.X	A//i D hexp. str.A	X//i D exp.� 1
2

str.A	hXX	iA//: (14.37)

In deriving this result, one uses

.X	WX/kj D � 12 ıkj str.X	WX/: (14.38)

One can obtain this result by considering

T.X	WX/ D TX TW TX
	
: (14.39)

Insertion of

TX D CX	C�1; TX
	 D �X�� D �C�1XC� (14.40)

and (14.26) yields

T.X	WX/ D C.X	WX/C�1 (14.41)

and thus (14.36).
Expectation values of products of an odd number of factors X vanish. For four

factors X one obtains three contributions

hXiXjXkXli D hXiXjihXkXli C .�/�j�khXiXkihXjXli C .�/�l.�jC�k/hXiXlihXjXki:
(14.42)

In general a product of 2k factors X yields a sum of .2k � 1/ŠŠ terms.

Summary of Gauss Integrals We have considered Gaussian integrals and expec-
tation values several times. We give a summary:

Integrals of exp.�x�ax/ and exp.���a�/ in Sect. 3.3, their supersymmetric
generalization exp.�X�WX/ in Sect. 13.3, integrals of exp.� 1

2
txax/ and exp. 1

2
t�a�/

in Sects. 5.1 and 5.3 and their supersymmetric generalization exp.� 1
2

TXWX/ in
Sect. 12.2, finally integrals of exp.˙ 1

2
X	WX/ are determined in this Sect. 14.3.

Problem

14.1 Show that, if W obeys two of the following three conditions, then also the
third one holds: (i) W is hermitian, W D W	, (ii) W is superreal W D CW�C�1,
(iii) CW is supersymmetric, CW D T.CW/� .
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14.2 Show for superreal A 2M .n1; 2r1; n3; 2r3/ and B 2M .n2; 2r2; n3; 2r3/

T.BA	/ D CAB	C�1 (14.43)

and similarly T.A	B/ D CB	A for superreal A 2 M .n3; 2r3; n2; 2r2/ and B 2
M .n3; 2r3; n1; 2r1/.



Chapter 15
Integral Theorems for the Unitary Group

Abstract The integral over a function of supervectors and supermatrices invariant
under superunitary transformations can be reduced by cancelling equal numbers of
even and odd components.

15.1 Integral Theorem for Functions of Vectors Invariant
Under Superunitary Groups

The integral over a function of supervectors invariant under superunitary transfor-
mations can be reduced by cancelling equal numbers of even and odd components.
After an introduction we present the theorem. Then we show it for the simplest case
and finally we generalize it to several vectors and several components.

15.1.1 Introduction

Parisi and Sourlas [204] were probably the first to give an integral theorem for
functions of vectors invariant under superunitary operations as presented in this
section, in the simplest case given by (15.15).

The conjecture that there should be theorems for integrals over functions of
vectors and matrices invariant under superunitary or unitary-orthosymplectic groups
came from the formulation of random-matrix theory (Chap. 21) and of the diffusive
models (Chap. 22). If one expresses the average over the product of two Green’s
functions at different energies, then the governing action contains fields for both
energies. If one determines the averaged one-particle Green’s function, then the
integrals over the fields of the other energy have to yield the action for the fields
of the energy of interest. Thus, one may expect that the symmetry of the fields
to be integrated over is sufficient to reduce the integral to the action for one field
only. Indeed this can be shown. Generally we expand the functions in Grassmann
variables and determine the relation between the expansion coefficients. Then
the integral over the coefficient multiplied by the product of all odd variables is
performed. This is possible, since it can be expressed by derivatives of the body of
the function.

© Springer-Verlag Berlin Heidelberg 2016
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Integral theorems have been derived by Efetov [65, 66], Rothstein [225],
Constantinescu and de Groote [52], Wegner [274]. A survey is given by Kieburg,
Kohler, and Guhr [143].

15.1.2 Theorem for Superunitary Vectors of First Kind

We show that if a function, f , of supervectors is invariant under arbitrary super-
unitary transformations of these vectors, then the integral over all these vectors is
unchanged, if one even and one odd component of the vectors is set to zero and only
integration over the remaining components is performed.

Consider a function, f , of N vectors S.x/, x D 1; 2; : : :N with S.x/ 2
M .n;m; 1; 0/ [ M .n;m; 0; 1/ which is invariant against arbitrary superunitary
transformations,

f fSg D f fUSg; U 2 UPL1.n;m/: (15.1)

Examples of such functions are functions which depend only on scalar products
.S.x/; S.y//1.

Provided the function f is sufficiently often differentiable, and f as well as its
derivatives decay sufficiently rapidly for large arguments of the ordinary parts of S,
then

Z
ŒD S� f fSg D

Z
ŒD S0� f fS0g (15.2)

holds, where

ŒD S� D
NY

xD1

nCmY

iD1
D Si.x/; ŒD S0� D

NY

xD1

nCm�1Y

iD2
D Si.x/; (15.3)

D Si D
�

1
�

d<Sid=Si; Si 2 A0;

d S�
i d Si Si 2 A1:

(15.4)

S0
i.x/ D

�
Si.x/ 1 < i < nC m;
0 i D 1 or i D nC m:

(15.5)

To show this for general functions f we fix the components with indices 1 < i <
nCm and use the invariance of f under superunitary transformations U, which leave
these components unchanged, but transform between the components S1 and SnCm.
Then it is sufficient to show that for n D m D 1

Z
ŒD S� f fSg D f f0g (15.6)
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holds. We proceed in two steps: In Sect. 15.1.3 we show that (15.6) holds for N D 1,
and in Sect. 15.1.4 we show by complete induction that (15.6) holds for natural N.

15.1.3 Proof of the Theorem for N D 1

The theorem is first shown for one vector only. We write without loss of generality

S.1/ D .S; �/ 2M .1; 1; 1; 0/; S D RC iI; R; I real: (15.7)

We expand in the Grassmann variables,

f D f0.R; I/C � f1.R; I/C ��f2.R; I/C ��� f3.R; I/: (15.8)

Under the transformation (13.14), for infinitesimal p, q, !, !�, one obtains

ıf D ph0 C iqh1 C !h2 C !�h3 D 0 (15.9)

with

h1 D � f1 � ��f2 D 0; i:e: f1 D f2 D 0: (15.10)

Further, one has

h0 D �I
@f0
@R
C R

@f0
@I
C ���.�I

@f3
@R
C R

@f3
@I
/ D 0; (15.11)

which yields

f0 D f0.R
2 C I2/ D f0.S

�S/; f3 D f3.S
�S/: (15.12)

Finally one concludes from

h2 D ��.
@f0
@S� � Sf3/ D 0; h3 D �.�@f0

@S
C S�f3/ D 0 (15.13)

that

f D f0 C ��� f 0
0.S

�S/ D f0.S
�SC ���/: (15.14)

Thus, f is a function of the scalar product .S.1/; S.1//1. Application of this argument
on several components of a vector S 2 M .n;m; 1; 0/ yields generally f D f .S�S/.
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The integration yields

Z
D SD � f .S�SC ���/ D � 1

�

Z
d Rd If 0.S�S/

D �
Z

d .S�S/f 0.S�S/ D f .0/� f .1/: (15.15)

Instead of considering S 2 M .1; 1; 1; 0/, the same argument can be applied to the
components S1 and SnCm for S 2M .n;m; 1; 0/ and yields (15.6) for N D 1, where
f .S�S!1/! 0 is assumed.

Instead of S 2 M .1; 1; 1; 0/ we can apply the same argument for S D .�; S/ 2
M .1; 1; 0; 1/.

Here, we assumed that R and I are real. Later we will consider the case, where
S D RC iI, S� D R � iI, but allow R and I to be complex. For this case the proof
also holds.

15.1.4 Generalization to Natural N

The argument is generalized to an arbitrary number of vectors. Let us introduce

I.S.N// D
Z

D S.1/D S.2/ � � �D S.N � 1/f fSg: (15.16)

One obtains, with S0.x/ D US.x/,

D S0.x/ D 1

�
d<S0d=S0d � 0�d � 0 D 1

2�i
d S0�d S0d � 0�d � 0

D 1

2�i
sdetU�sdet TUd S�d Sd ��d � D D S.x/ (15.17)

and the invariance of f

I.S.N// D
Z

D S0.1/D S0.2/ � � �D S0.N � 1/ (15.18)

� f .S0.1/; S0.2/; : : : S0.N � 1/;US.N// D I.US.N//;

i.e. I.S.N// is invariant under superunitary transformations of S.N/. Thus, one
concludes

I D
Z

D S.N/I.S.N// D I.S.N/ D 0/: (15.19)
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In order to evaluate I, one sets S.N/ equal to zero and is now only left with the
integrations over S.1/; � � �S.N � 1/. Thus, if (15.6) holds for N � 1, then it holds
for N, too. Since it has been shown in Sect. 15.1.3 for N D 1, it holds also for all
natural N.

15.1.5 Consequences

Due to the theorem, the integral depends only on m � n components. We return to
the original integral, (15.2), with general n and m. In the special case n D m, the
integral yields f f0g, otherwise one is left with the integral

Z
ŒD S�0f fS0g (15.20)

with vectors S0 2M .n � m; 0; 1; 0/[M .n � m; 0; 0; 1/, if n > m, otherwise with
vectors S0 2M .0;m � n; 1; 0/[M .0;m � n; 0; 1/.

If, in particular, f is explicitly defined as a function of the scalar products
.S.x/; S.y//1, then the integral depends only on f and n � m.

The integral
R
ŒD S� f fSg is for complex vectors with a components, S.x/ 2

M .a; 0; 1; 0/ only defined for a > 0. The observation that the integral for S 2
M .n;m; 1; 0/ [M .n;m; 0; 1/ depends only on n � m, allows one to define it also
for integer a � 0. One takes n � m D a, n � 0, m � 0.

One obtains the same theorem and proof for functions of S, which are invariant
under superunitary transformations of the second kind.

15.2 Integral Theorem for Quasihermitian Matrices:
Superunitary Group

Integrals over a function of quasihermitian matrices 2 M .n;m/ invariant under
superunitary transformations can be reduced to the same integrals over matrices
2M .n�a;m�a/, where the cancelled components are set to zero with the exception
of the diagonal matrix elements, which have to agree in the bosonic and fermionic
sector, but are otherwise arbitrary.

15.2.1 Introduction and Theorem, ‘Quasihermitian’

Here we formulate the theorem which reduces the integral over the matrices from
M .n;m/ to M .n � 1;m � 1/.
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We will now derive an integral theorem for matrices analogous to the one for
vectors in the preceding section. One may ask for integrals over functions f fQ.x/g
of hermitian matrices Q.x/, which are invariant under unitary transformations,

f fUQ.x/U�g D f fQ.x/g: (15.21)

However, the requirement of hermiticity leads to a problem of convergence. We will
see in Sect. 15.2.2 that a function f .Q/ of a matrix Q 2M .1; 1/, which is invariant
under superunitary transformations and differentiable, assumes for

Q D
�
� 0

0 �

�
(15.22)

a value independent of �. This is surprising, since Q, (15.22), is invariant against
superunitary transformations and does not transform into one with a different �.
The elements Q˛ˇ 2 A0 of a hermitian matrix Q 2M .n;m/ can be given by

Q˛ˇ D R˛ˇ C iI˛ˇ; R˛ˇ D Rˇ˛; I˛ˇ D �Iˇ˛; (15.23)

where R and I are real.
If an integral over a real variable is given, then we usually shift the path of

integration into the complex plane. Here we will do the same separately for the
variables R˛ˇ and I˛ˇ , keeping (15.23) and call the matrix Q quasihermitian.

The Integral Theorem If f is sufficiently often differentiable and decays for large
arguments jRj, jIj sufficiently rapidly to 0, then

Z
ŒD Q� f fQg D .is/.2m�1/N

Z
ŒD Q0�f fQ0g (15.24)

with

ŒD Q� D
Y

x

8
<

:
Y

˛>ˇ;Q˛ˇ2A0

.
1

�
d R˛ˇ.x/d I˛ˇ.x//

Y

˛

.
1p
2�

d R˛˛.x//

�
Y

˛�n

Y

ˇ>n

.d Q˛ˇ.x/d Qˇ˛.x//

9
=

; : (15.25)

The integral over Q0 contains only the integration of the components 1 < ˛ < nCm,
1 < ˇ < nCm. The other components Q0̨

ˇ.x/ are set to �.x/ı˛ˇ . N is the number of
matrices Q, s is a sign depending on the directions of integration of R and I. First we
show that the theorem holds for N D 1, Q 2M .1; 1/. Then the proof is generalized
to an arbitrary number N of matrices Q 2M .n;m/ with natural n and m.
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15.2.2 Integral Theorem for One Matrix 2 M .1; 1/

Here we show the theorem for one matrix 2 M .1; 1/. The result is given by the
function of the matrix �1 with arbitrary �.

First, the most general differentiable function f of

Q D
�

a ˛�
˛ b

�
2M .1; 1/; (15.26)

is determined, which fulfils (15.21). We expand

f D g.a; b/C ˛g1.a; b/C ˛�g2.a; b/C ˛˛�h.a; b/: (15.27)

With

U D
�

eip 0

0 eiq

�
(15.28)

one obtains

UQU� D
�

a ei.p�q/˛�
ei.q�p/˛ b

�
(15.29)

and thus, from Eq. (15.21), g1 D g2 D 0.
The infinitesimal transformation (13.14)

U D
�
1 �!�
! 1

�
; U� D

�
1 !�
�! 1

�
(15.30)

yields

UQU� D
�

a� !�˛ C !˛� ˛� � !�.b � a/
˛ � !.b � a/ b � !�˛ C !˛�

�
(15.31)

and thus,

f .UQU�/ D f .Q/C .�!�˛ C !˛�/� (15.32)

with

� D @g

@a
C @g

@b
C .a � b/h D 0; (15.33)
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which, due to (15.21), has to vanish. If we insert a D b D � in (15.33), then
it follows that g.�; �/ does not depend on �, i.e. f .�1/ does not depend on �, as
claimed before.

We have to determine
Z

D Qf .Q/ D 1

2�

Z
d ad bd˛�d˛.gC ˛˛�h/

D 1

2�

Z
d ad bh D 1

2�

Z
d ad b

@agC @bg

b � a
: (15.34)

First Evaluation We express a and b as functions of � and �,

a D �C ei�C� cos.� � �C/;

b D �C ei��� cos.� � ��/ (15.35)

and integrate in the positive � and � direction

d ad b D ei.�CC��/�j sin.�C � ��/jd �d �;

b � a D �iei.�CC����/ sin.�� � �C/ (15.36)

@g

@a
C @g

@b
D e�i�

�
@

@�
� i

�

@

@�

�
g:

Hence

Z
D Qf .Q/ D � is

2�

Z
d �d�

�
@g

@�
� i

�

@g

@�

�
: (15.37)

The �-integral of the second term vanishes. Integration of the first term yields

Z
D Qf .Q/ D � is

2�

Z
d�.g.� D 1/� g.� D 0// D Cisg.� D 0/ D Cisf .�1/:

(15.38)

Thus, (15.24) is proven for N D n D m D 1.
We observe that the sign s of the integral depends on how the paths of integration

for a and b cross. If b approaches from the right, then s is positive, if it comes from
the left, then it is negative.

Second Evaluation Another evaluation without restriction to the paths (15.35) can
be obtained by starting from the following integral over the region R indicated in
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Fig. 15.1 Region R to be
integrated over. a and b are
parametrized a D a.x; y/,
b D b.x; y/, x; y 2 R

a,x

b,y

R

Fig. 15.1 of x; y or equivalently a; b. Stokes’ theorem yields

I

@R

�
d b

g

b � a
� d a

g

b � a

	
D
Z

R
d ad b

�
@a

g

b � a
C @b

g

b � a

	
(15.39)

D
Z

R
d ad b

�
@agC @bg

b � a
C g

�
@a

1

b � a
C @b

1

b � a

��
:

For b 6D a, one has @a
1

b�a C @b
1

b�a D 0. However, there is a contribution at b D a,
which can be easily seen by performing the integral for g D 1,

I

@R

d .b � a/

b � a
D ln.b � a/; (15.40)

which, after circling around b D a, yields ˙2�i. The sign is given by s D
sign.= @.a;b�/

@.x;y/ /. Thus we obtain

Z

R
d ad b

@agC @bg

b � a
D
I

@R

�
d b

g

b � a
� d a

g

b� a

	
(15.41)

C2�i
Z

R
d ad bg.a; a/sı.<.b� a//ı.=.b� a//:

Provided g.a; b/ decays sufficiently rapidly as R increases in all directions the
integral (15.34) yields

Z
D Qf .Q/ D isf .�1/: (15.42)

Again (15.24) is proven for N D n D m D 1. As before the sign s of the integral
depends on how the paths of integration for a and b cross.
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15.2.3 Integral Theorem for N Matrices Q 2 M .1; 1/

We generalize the theorem to integrals over N matrices. We show first that

I.Q.xN// D
Z

D Q.x1/ � � �D Q.xN�1/f fQg (15.43)

is invariant under unitary transformations of Q.xN/,

I.UQ.xN/U
�/

D
Z

D Q.x1/ � � �D Q.xN�1/f .Q.x1/; � � �Q.xN�1/;UQ.xN/U
�/

D
Z

D Q.x1/ � � �D Q.xN�1/f .U�Q.x1/U; � � �U�Q.xN�1/U;Q.xN//

(15.44)

With

Q0.xi/ D U�Q.xi/U; D Q0.xi/ D sdet0.U�/sdet0.U/D Q.xi/ D D Q.xi/;

(15.45)

where Theorem 10.2 is used, we obtain

I.UQ.xN/U
�/ D

Z
D Q0.x1/ : : :D Q0.xN�1/f .Q0.x1/; � � �Q.x0

N�1/;Q.xN//

D I.Q.x;N//: (15.46)

This property yields

Z
D Q.xN/I.Q.xN// D isI.�.xN/1/

D is
Z

D Q.x1/ � � �D Q.xN�1/f .Q.x1/; � � �Q.xN�1/; �.xN/1/

(15.47)

according to Sect. 15.2.2. The integrand in (15.47) is also invariant under superuni-
tary transformations. Thus, the integral over one Q.xi/ after the other can be replaced
by setting Q.xi/ D �.xi/1 in the function. This proves the integral theorem for N
matrices Q 2M .1; 1/,

Z
ŒD Q� f .Q.x1/; : : :Q.xN// D .is/Nf .�11; : : :m�N1/: (15.48)
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15.2.4 Integral Theorem for N Matrices Q 2 M .n; m/

Finally the theorem is generalized to N matrices 2 M .n;m/. We decompose Q.x/
into the matrix

NQ.x/ D
�

Q11 Q1;nCm

QnCm;1 QnCm;nCm

�
; (15.49)

into vectors

P˛.x/ D
�

Q1˛

QnCm;˛

�
; NP˛.x/ D

�
Q˛1 Q˛;nCm

�
; 1 < ˛ < nC m (15.50)

and into the Matrix Q0, which consists of the remaining components of Q. We write

f fQg D Nf f NQ;P; NP;Q0g: (15.51)

From (15.21) one obtains with superunitary transformations, which transform only
the components with indices ˛ D 1 and nC m,

Nf fU NQU�;UP; NPU�;Q0g D Nf f NQ;P; NP;Q0g: (15.52)

Equation (15.25) yields

Z
D Q D

Z
D NQ

Z
D P

Z
D Q0 (15.53)

with

D P D
NY

xD1

nCm�1Y

˛D2
D P˛.x/; (15.54)

D P˛.x/ D
�

1
�

d R1˛.x/d I1˛.x/d Q˛;nCm.x/d QnCm;˛.x/ 1 < ˛ � n
1
�

d RnCm;˛.x/d InCm;˛.x/d Q1˛.x/d Q˛1.x/ n < ˛ < nC m

(15.55)

We put

IfP; NP;Q0g D
Z

D NQNf f NQ;P; NP;Q0g; (15.56)
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then

IfUP; NPU�;Q0g D
Z

D NQNf f NQ;UP; NPU�;Q0g

D
Z

D NQNf fU� NQU;P; NP;Q0g D IfP; NP;Q0g; (15.57)

where the considerations of Sect. 15.2.3 are used in the last step. The invari-
ance (15.57) yields according to the integral theorem (15.6)

Z
D PIfP; NP;Q0g D .�/.m�1/NIf0; 0;Q0g: (15.58)

The sign arises from an interchange of the differentials d Q1˛d Q˛1 in (15.55) in
comparison to d S�

i d Si in (15.4). Thus one obtains

Z
D Qf fQg D

Z
D NQ

Z
D P

Z
D Q0 Nf f NQ;P; NP;Q0g

D .�/.m�1/N
Z

D NQ
Z

D Q0Nf f NQ; 0; 0;Q0g

D .�/.m�1/N.is/N
Z

d Q0Nf f�1; 0; 0;Q0g

D .is/.2m�1/N
Z

D Q0f fQ0g; (15.59)

where the invariance

Nf f NQ; 0; 0;Q0g D Nf fU NQU�; 0; 0;Q0g (15.60)

and (15.48) are used. This proves the integral theorem (15.24).

15.2.5 Final Remarks

The integral theorem may be applied several times, which reduces the integrals over
Q 2 M .n;m/ to those of Q 2 M .n � a;m � a/. For antihermitian matrices one
obtains the same results as for hermitian ones, since the matrices Q have only to be
replaced by iQ.

Multiple application of the integral theorem (15.24) yields, in the special case
n D m,

Z
D Qf fQg D .is/Nm2 f f�.x/1g: (15.61)
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The integration of functions of hermitian matrices for n 6D m reduces to the integral
over functions of hermitian matrices with jn�mj rows and columns. If, in particular,
f is a function of supertraces str.Q.x1/Q.x2/ � � � /, then the integral depends only
on f and n � m. This observation allows one to define the integral for matrices of
negative dimensions a. Put a D n � m, n � 0, m � 0. With this generalization of
the definition of integrals over functions of hermitian c-number matrices with a � a
elements, the integral of such a function for negative dimension a is the integral over
a function of hermitian c-number matrices with jaj�jaj elements, where the function
is again invariant under unitary transformations of the matrix. Roughly speaking
there is an equivalence U.a/ � UPL.mC a;m/ � UPL.n; n � a/ � U.�a/.

These considerations were performed for UPL1.n;m/. They hold analogously for
UPL2.n;m/. One may consider quasiantihermitian matrices instead of quasihermi-
tian matrices. Then one has to put

R˛ˇ D �Rˇ˛; I˛ˇ D Iˇ˛ (15.62)

in (15.23), which corresponds to an exchange of R and I and thus, yields the same
result.

15.3 Matrix as a Set of Vectors

Functions of W 2M .1; 1/ invariant under independent unitary transformations on
both sides of W are expressed by the functions of their body.

We consider a matrix

W D
�

a ˛
ˇ b

�
2M .1; 1/ (15.63)

and look for the general form of a function F.a; a�; b; b�; ˛; ˛�; ˇ; ˇ�/ which is
invariant under independent (pseudo)unitary transformations from both sides of W,

W 0 D UWV; U�gUU D gU; gU D diag.gU
1 ; g

U
2 /; (15.64)

and similarly for V .
We may consider W consisting of two row-vectors. Thus, the function should be

a function of the scalar products obtained from

W

�
1 0

0 t

�
W� D

�
aa� C t˛˛� aˇ� C tb�˛
a�ˇ C tb˛� tbb� C ˇˇ�

�
; t D gV

2

gV
1

D ˙1: (15.65)
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F can be expressed as

F D F0.aa� C t˛˛�; bb� C tˇˇ�/ (15.66)

C.aˇ� C tb�˛/.a�ˇ C tb˛�/tF1.aa� C t˛˛�; bb� C tˇˇ�/:

Since F is a function of two vectors invariant under (pseudo)unitary transformations,
its integral is given by

Z
ŒD W�F.W/ D F.0/ D F0.0/; ŒD W� D ��2d<a d=a d<b d=b d˛� d˛ dˇ� dˇ:

(15.67)

W may also be considered consisting of two column vectors. Thus, it is a function
of the scalar products obtained from

W�

�
1 0

0 u

�
W D

�
a�aC uˇ�ˇ a�˛ C ubˇ�
a˛� C ub�ˇ ub�bC ˛�˛

�
; u D gU

2

gU
1

D ˙1: (15.68)

Then F can be expressed as

F D F0.a
�aC uˇ�ˇ; b�bC u˛�˛/ (15.69)

C.a�˛ C ubˇ�/.a˛� C ub�ˇ/uF2.a
�aC uˇ�ˇ; b�bC u˛�˛/:

The ordinary parts of both expressions (15.66) and (15.69) agree since, in both cases,
we have chosen the same function F0. Expanding F in the odd elements and setting
A D a�a, B D b�b, we obtain

F D F0 � t˛�˛.F0
0A C BF1/C tˇ�ˇ.�F0

0B C AF1/� ˛�ˇ�abF1 C ˛ˇa�b�F1

C˛�˛ˇ�ˇ.F00
0AB � AF0

1A C BF0
1B/

D F0 C u˛�˛.F0
0B � AF2/C uˇ�ˇ.F0

0A C BF2/� ˛�ˇ�abF2 C ˛ˇa�b�F2

C˛�˛ˇ�ˇ.F00
0AB � AF0

2A C BF0
2B/: (15.70)

Comparison of the ˛�ˇ�- and ˛ˇ-terms yield F2 D F1. Then also the
˛�˛ˇ�ˇ-terms agree. The ˛�˛- and ˇ�ˇ-terms yield

t.F0
0A C BF1/ D u.�F0

0B C AF1/: (15.71)

which allows F1 to be expressed in terms of the function F0. F reads, in terms of F0,

F D F0 C .�tu˛�˛ C ˇ�ˇ/
AF0

0A C BF0
0B

uA� tB
C .abˇ�˛� C a�b�˛ˇ/

tF0
0A C uF0

0B

uA� tB

C˛�˛ˇ�ˇŒ
uBF00

0BB � tAF00
0AA

uA� tB
C .uAC tB/

tF0
0A C uF0

0B

.uA � tB/2
�: (15.72)
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The integral over F can be easily obtained from the coefficient of ˛�˛ˇ�ˇ in (15.70)
with

Z
��2d<a d=a d<b d=b D

Z 1

0

d Ad B: (15.73)

The terms depending on F1 can be rewritten

� AF0
1A C BF0

1B D �@A.AF1/C @B.BF1/ (15.74)

and vanish, since the integrands vanish at 0 and1,

�
Z

d B.AF1/j10 C
Z

d A.BF1/j10 D 0 (15.75)

Thus, only

Z 1

0

d A
Z 1

0

d BF00
0AB D F0.0/ (15.76)

remains, which had been claimed in (15.67). We have assumed in (15.65)
and (15.68) that products of W and W� are scalar products, and F depends only on
them. One can without this assumption using the invariance (15.64) show that F has
the same form as that in (15.72) and (15.67) holds.

Problem

15.1 Calculate
R
ŒD W�F.W/ from the ˛�˛ˇ�ˇ-term in (15.72).
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Chapter 16
Integral Theorems
for the (Unitary-)Orthosymplectic Group

Abstract In this chapter it is also shown that integrals over functions of vectors
and matrices invariant under the (unitary-)orthosymplectic group can be reduced by
cancelling equal numbers of even and odd components. We have to determine the
form of the functions invariant under these groups for the smallest non-trivial cases
and their integral. Generalization to several vectors and matrices and to those with
more components is performed as for the superunitary case.

An introduction to the integral theorems and references were given in Sect. 15.1.1.

16.1 Integral Theorem for Vectors

There are similar theorems for functions of vectors invariant under orthosymplectic
and unitary-orthosymplectic transformations as in Sect. 15.1. Since the number of
components m D 2r is even, the number of components n and m has to be reduced
by two.

16.1.1 Invariance Under the Orthosymplectic Group

If f fSg D f fUSg for S.x/ 2 M .n; 2r; 1; 0/, x D 1; 2; : : :N, U 2 OSp.n; 2r/, f
sufficiently often differentiable and sufficiently rapidly approaching zero for jSj !
1, then

Z
ŒD S�f fSg D

Z
ŒD S0�f fS0g (16.1)

holds with

ŒD S� D
NY

xD1

nY

iD1

d Si.x/p
2�

nC2rY

iDnC1
d Si.x/; (16.2)
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correspondingly for ŒD S0�, where now i runs only from 3 to nC 2r � 2,

S0
i.x/ D

�
Si.x/ 3 � i � nC 2r � 2
0 i D 1; 2; nC 2r � 1; nC 2r:

(16.3)

The proof runs analogously to the superunitary case. One needs to show only that
the integral for N D 1, n D m D 2 yields f f0g. An infinitesimal orthosymplectic
transformation U D 1C ıU obeys CıU CT ıUC D 0, hence

ıU D

0
BB@

0 p1 !1 !2
�p1 0 !3 !4
�!2 �!4 p2 p3
!1 !3 p4 �p2

1
CCA (16.4)

with infinitesimal ps and !s. The components of the vector are S1, S2, �1, �2.
@f=@p1 D 0 yields f D f .S21 C S22; �1�2/. @f=@p2 D 0 yields

f D f0.S
2
1 C S22/C �1�2f3.S21 C S22/: (16.5)

Finally the variation with respect to the !s yields

ıf D .!1�1S1 C !2�2S1 C !3�1S2 C !4�2S2/.2@f0
@q
� f3.q//; (16.6)

with q D S21 C S22. Thus, one obtains

f D f .S21 C S22 C 2�1�2/: (16.7)

f depends only on the scalar product

.S; S/0 D TSCS D S21 C S22 C 2�1�2: (16.8)

The proof continues as in the superunitary case (S1 D R, S2 D I) yielding

Z
ŒD S�f .S/ D f .0/: (16.9)

For more components and N vectors one argues in similar fashion to the paragraph
after (15.15) and Sects. 15.1.4 and 15.1.5.
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16.1.2 Invariance Under the Unitary-Orthosymplectic Group

Suppose f fSg D f fUSg for all U 2 UOSp.n; 2r/ and S.x/ 2 M .n; 2r; 1; 0/ for
x D 1; 2; : : :N, S.x/ 2 M .n; 2r; 0; 2/ for x D N C 1; : : :N C R, and f sufficiently
often differentiable and sufficiently rapidly vanishing for jord Sj ! 1. Then

Z
ŒD S�f fSg D

Z
ŒD S0�f fS0g (16.10)

with

ŒD S� D
NY

nD1

 
nY

iD1

d Si.x/p
2�

nCrY

iDnC1
d �i.x/

�d �i.x/

!

�
NCRY

xDNC1

 
nY

iD1
.d ��

i .x/d �i.x//
nC2rY

iDnC1
.
1

�
d<Si.x/d=Si.x//

!
:

(16.11)

For ŒD S0�, i runs from 3 to n C 2r � 2. All other components are set to zero. Also
here it is sufficient to consider first the cases of one vector N D 1;R D 0 and
N D 0;R D 1, respectively.

The transformation matrix U D 1 C � obeys U	 D 1 C �	 D 1 � � for
infinitesimal �. Hence, it can be parametrized

� D

0

BB@

0 q !� !

�q 0 � 

�! � ip s
!� � �s� �ip

1

CCA ; q; p 2 R: (16.12)

For

S D

0

BB@

S1
S2
�

���

1

CCA 2M .2; 2; 1; 0/ (16.13)

one obtains, in analogy to the orthosymplectic case, that f depends only on

.S; S/2 D S21 C S22 C 2���: (16.14)

The proof continues as before.



158 16 Integral Theorems for the (Unitary-)Orthosymplectic Group

The variation ıS D �S for a vector

S D

0
BB@

��
1 �1
��
2 �2

S�
2 S1
�S�

1 S2

1
CCA 2M .2; 2; 0; 2/ (16.15)

is given by

ıS1D ipS1 CsS2 �!�1 ��2
ıS�
1 D �ipS�

1 Cs�S�
2 �!���

1 ����
2

ıS2D �ipS2 �s�S1 C!��1 C��2
ıS�
2 D ipS�

2 �sS�
1 �!��

1 ���
2

ı�1D q�2 C!S2C!�S1
ı��
1 D q��

2 �!S�
1 C!�S�

2

ı�2D�q�1 CS2C�S1
ı��
2 D�q��

1 �S�
1 C�S�

2

(16.16)

Let us for the moment write

f D f .S1; k0; k1; k2/; k0 D S1S2; k1 D S�
1 S1; k2 D S�

2 S2: (16.17)

All even components of S can be expressed by S1 and the ks. Then the variation with
respect to p yields

@f

@p
D iS1

@f

@S1
: (16.18)

Thus, f does not depend on S1. Further variations yield

@f

@s
D S22

@f

@k0
CS2S

�
1 .
@f

@k1
� @f

@k2
/;

@f

@s� D �S21
@f

@k0
�S1S

�
2 .
@f

@k1
� @f

@k2
/: (16.19)

As a consequence

@f

@k0
D 0; @f

@k1
D @f

@k2
: (16.20)

Thus, f does not depend on k0 and depends on the components Si 2 A0 only by

k D k1 C k2 D S�
1 S1 C S�

2 S2; f D f .k; �1; �
�
1 ; �2; �

�
2 /: (16.21)
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Next q is varied. Then only the following combinations of the �s are allowed

f D f0.k/C �1�2f1.k/C .��
1 �1 C ��

2 �2/f2.k/C .��
1 �2 � ��

2 �1/f3.k/

C��
1 �

�
2 f4.k/C ��

1 �
�
2 �1�2f5.k/: (16.22)

By varying !, !�, , and � one obtains

ık D ı.��
1 �1 C ��

2 �2/ D !�.���
1 S1 C �1S�

2 / � !.�1S�
1 C ��

1 S2/

C�.���
2 S1 C �2S�

2 / � .�2S�
1 C ��

2 S2/ (16.23)

and

ıf D ık.f 0
0 C f2/C ık.��

1 �1 C ��
2 �2/.f

0
2 � f5/ (16.24)

C.!��2 � ��1/.S1f1 C S�
2 f3/C .�!�2 C �1/.�S2f1 C S�

1 f3/

C.�!��
2 C ��

1 /.�S2f3 C S�
1 f4/C .!���

2 � ���
1 /.S1f3 C S�

2 f4/

C.!���
1 C ���

2 /�1�2.�S1f
0
1 � S�

2 f 0
3/C .�!��

1 � ��
2 /�1�2.S2f

0
1 � S�

1 f 0
3/

C.!��1 C ��2/��
1 �

�
2 .S1f

0
3 C S�

2 f 0
4/C .�!�1 � �2/��

1 �
�
2 .�S2f

0
3 C S�

1 f 0
4/:

One concludes

f2 D �@f0
@k
; f5 D @f2

@k
; f1 D f3 D f4 D 0; (16.25)

i.e.

f D f .S�
1 S1 C S�

2 S2 C �1��
1 C �2��

2 /: (16.26)

Thus, also here, the function f is only a function of .S	; S/0 D .S; S/2. The proof
continues as in the superunitary case (n D m D 2).

16.2 Integral Theorem for Quasihermitian and Quasireal
Matrices: Invariance Under UOSp

Integrals over a function of quasihermitian and quasireal matrices 2 M .n; 2r/
invariant under unitary-orthosymplectic transformations can be reduced to the same
integrals over matrices 2M .n� 2a; 2r� 2a/, where the cancelled components are
set to zero with the exception of the diagonal matrix elements, which have to agree
in the bosonic and fermionic sector, but are otherwise arbitrary.
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16.2.1 Theorem

An integral theorem for functions f fQg, Q.x/ 2M .n; 2r/, which obey

f fUQ.x/U	g D f fQ.x/g; (16.27)

will be derived. The elements Q˛ˇ 2 A0 of a hermitian superreal matrix can be
written

Q˛ˇ D Qˇ˛ 1 � ˛; ˇ � n (16.28)

QnC2˛�1;nC2ˇ�1 D R˛ˇ C iI.3/˛ˇ ;

QnC2ˇ;nC2˛ D R˛ˇ � iI.3/˛ˇ ;

QnC2˛�1;nC2ˇ D I.2/˛ˇ C iI.1/˛ˇ 1 � ˛; ˇ � r (16.29)

QnC2˛;nC2ˇ�1 D �I.2/˛ˇ C iI.1/˛ˇ ;

R˛ˇ D Rˇ˛; I.k/˛ˇ D �I.k/ˇ˛ (16.30)

with real elements R, I and Q, the latter for 1 � ˛; ˇ � n. The odd components of
Q obey

QnC2ˇ�1;˛ D Q˛;nC2ˇ; QnC2ˇ:˛ D �Q˛;nC2ˇ�1; 1 � ˛ � n; 1 � ˇ � r:
(16.31)

Now we set with real q, r and j

Q˛ˇ.x/D�.x/ı˛ˇCq˛ˇ.x/ei�C 1 � ˛; ˇ � n
R˛ˇ.x/D�.x/ı˛ˇCr˛ˇ.x/ei�� 1 � ˛; ˇ � r
I.k/˛ˇ .x/D j.k/˛ˇ.x/e

i�� 1 � ˛; ˇ � r
(16.32)

and it will be shown that, for these quasihermitian, quasireal matrices Q, provided
f is sufficiently often differentiable and falls off for large jqj, jrj, jjj sufficiently
rapidly, the following integral theorem holds:

Z
D Qf fQg D .is/N

Z
D Q0f fQ0g (16.33)

with

D Q D
NY

xD1

8
<

:
Y

n�˛>ˇ�1
.
1p
2�

d Q˛ˇ/

nY

˛D1
.
1p
4�

d Q˛˛/
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�
Y

r�˛>ˇ�1
.
1

�2
d R˛ˇ

3Y

iD1
d I.i/˛ˇ/

rY

˛D1
.
1p
2�

d R˛˛/

�
nY

˛D1

rY

ˇD1
.d QnC2ˇ�1;˛d QnC2ˇ;˛/

9
=

; : (16.34)

The integral over Q0 contains only the integration of the components 3 � ˛; ˇ �
nC 2r � 2. The other components Q0̨

ˇ are set equal �.x/ı˛ˇ . s is given by

s D sign sin.�� � �C/ (16.35)

provided ��� �C is not an integer multiple of � . If it is an integer multiple, then no
convergence is expected. Firstly the proof is given for N D 1, Q 2M .2; 2/.

16.2.2 Invariant Function f.Q/, Q 2 M .2 ; 2/

The superreal hermitian matrix Q 2M .2; 2/ may be written

Q D

0
BB@

a b ˛� ˛
b c ˇ� ˇ
˛ ˇ e 0

�˛� �ˇ� 0 e

1
CCA ; a; b; c; e 2 R: (16.36)

Similar to the derivation in Sect. 15.2.2 one derives the general differentiable func-
tion invariant under UOSp.2; 2/. Then for the infinitesimal transformation (16.12),
one obtains

ıQ D UQU	 �Q D �Q � Q� (16.37)

with

ıa D 2qb �2!˛� C2!�˛
ıb Dq.c � a/ �!ˇ� C!�ˇ �˛� C�˛
ıc D �2qb �2ˇ� C2�ˇ
ıe D �!˛� C!�˛ �ˇ� C�ˇ
ı˛ D qˇ Cip˛ �s˛� C!.e � a/ �b
ı˛�D qˇ� �ip˛� Cs�˛ C!�.e � a/ ��b
ıˇ D �q˛ Cipˇ �sˇ� �!b C.e � c/
ıˇ�D �q˛� �ipˇ� Cs�ˇ �!�b C�.e � c/

(16.38)
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We expand f in the Grassmann variables ˛, ˇ, ˛�, ˇ�. Out of 16 terms only six
remain, which are invariant under variation of p,

f .Q/ D F C ˛˛�gC ˇˇ�hC ˇ˛�iC ˛ˇ�jC ˛˛�ˇˇ�K; (16.39)

where F, g, h, i, j, K depend on a, b, c, e. Next we vary s and s�,

ıf D s˛�ˇ�.i � j/C s�˛ˇ.i � j/; (16.40)

hence j D i and

f .Q/ D F C ˛˛�gC ˇˇ�hC .ˇ˛� C ˛ˇ�/iC ˛˛�ˇˇ�K: (16.41)

The variation of f with respect to q, !, !�, , and � yields

ıf D q�1 C q˛˛��2 C qˇˇ��3 C q.˛ˇ� C ˇ˛�/�4 C q˛˛�ˇˇ��5
C.!˛� � !�˛/.�6 C ˇˇ��8/C .!ˇ� � !�ˇ/.�7 C ˛˛��9/

C.ˇ� � �ˇ/.�10 C ˛˛��12/C .˛� � �˛/.�11 C ˇˇ��13/

(16.42)

with

�1 D �F; �2 D �g � 2i; �3 D �hC 2i; �4 D �iC g � h; �5 D �K;

�6 D �2@aF � @eF C .e � a/g � bi;

�7 D �@bF � bhC .e � a/i;

�8 D �2@ah � @ehC @biC .e � a/K; (16.43)

�9 D �@bgC 2@aiC @ei� bK;

�10 D �2@cF � @eF C .e � c/h � bi;

�11 D �@bF � bgC .e � c/i;

�12 D �2@cg � @egC @biC .e � c/K;

�13 D �@bhC 2@ciC @ei� bK:

and the operator

� D 2b.@a � @c/C .c � a/@b: (16.44)

The invariance requires that all �i vanish. �7 D �11 yields

b.h � g/C .a � c/i D 0; (16.45)
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which is solved by

g � h D 2.a � c/H; i D 2bH: (16.46)

With

2G WD gC h (16.47)

one obtains

g D GC .a � c/H; h D GC .c � a/H: (16.48)

We express g, h, and i by G and H. Then (16.41) reads

f .Q/ D F C .˛˛� C ˇˇ�/G (16.49)

CŒ˛˛�.a � c/C ˇˇ�.c � a/C 2.˛ˇ� C ˇ˛�/b�H C ˛˛�ˇˇ�K:

�i D 0 for i D 1 : : : 5 yields

�F D �G D �H D �K D 0: (16.50)

Equation (16.50) implies that these functions depend only on

t D 1
2
.�1 C �2/ D 1

2
.aC c/; k D 1

4
.�1 � �2/2 D 1

4
.a � c/2 C b2; (16.51)

and on e, where �1 and �2 are the eigenvalues of the matrix

�
a b
b c

�
. This allows one

to express the derivatives @a, @b, @c by @t, and @k, as

@a D 1
2
@t C 1

2
.a � c/@k;

@b D b@k; (16.52)

@c D 1
2
@t C 1

2
.c � a/@k:

Then �6 D �10 D 0 yield

�@tF � @eF C .e � t/G � 2kH D 0; (16.53)

@kF C .t � e/H C 1
2
G D 0: (16.54)

Next �7 D �11 D 0 are satisfied by (16.54). �8 D �12 D 0 yield

�@tGC 4k@kH C 4H � @eGC .e � t/K D 0 (16.55)

@kG � @tH � @eH C 1
2
K D 0: (16.56)
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�9 D �13 D 0 are satisfied by (16.56). Equation (16.55) follows from the three other
equations, since

.16.55/ D �2@k .16.53/� 2.@t C @e/ .16.54/C 2.e� t/.16.56/: (16.57)

From (16.56), (16.53)+2(t-e)(16.54) and (t-e)(16.53)+2k(16.54) one obtains

K D �2@kGC 2@tH C 2@eH; (16.58)

N H D 1
2
@tF C 1

2
@eF C .e � t/@kF; (16.59)

N G D .e � t/.@tF C @eF/C 2k@kF; (16.60)

N WD .t � e/2 � k D .�1 � e/.�2 � e/: (16.61)

Thus, f .Q/ is given by (16.49), where G, H, and K are given by F (16.58)–(16.60).
F, G, H, and K depend only on t, k, and e given by (16.51).

For �1 D �2 D e, one obtains k D 0, t D e and from (16.59)

@tF C @eF D 0: (16.62)

Thus, f .�1/ does not depend on �.

16.2.3 The Integral for N D 1, Q 2 M .2 ; 2/

With
Z

D Q D 1

8�2

Z
d a d b d c d e d ˛ d˛� dˇ dˇ�; (16.63)

one obtains
Z

D Q f D 1

8�2

Z
d a d b d c d e K D 1

4�

Z
d k d t d e K.k; t; e/: (16.64)

The k-integral runs from 0 to e2i�C1, whereas t and e are integrated from ��ei�
˙1

to �C ei�
˙1. The integrals over @tH and @eH vanish, since H vanishes for fixed e

as t! ˙1 and for fixed t as e! ˙1. The @kG term in (16.58) yields

Z
D Q f D 1

2�

Z
d t d e G.k D 0; t; e/; (16.65)

since G vanishes for large arguments. Equation (16.60) yields

Z
D Q f D 1

2�

Z
d td e

@tF C @eF

e � t

ˇ̌
ˇ̌
kD0

; (16.66)
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which gives

Z
D Q f D isF.e D t D �; k D 0/ D isf .�1/ (16.67)

in analogy to (15.41) and thus, proves (16.33) for this special case.

16.2.4 The General Case

The generalization to N matrices Q 2 M .2; 2/ and M .n; 2r/ runs in analogy
to the considerations in Sects. 15.2.3 and 15.2.4. It is interesting that a system
of unitarysymplectic symmetry USp.2a/ corresponds to a system with orthogonal
symmetry O.�2a/, roughly

USp.2a/ � UOSp.n; nC 2a/ � UOSp.2r � 2a; 2r/ � O.�2a/ (16.68)

with nC 2a D 2r.

16.3 Integral Theorem for Quasiantihermitian Quasireal
Matrices

Integrals over a function of quasiantihermitian quasireal matrices2 M .n; 2r/
invariant under unitary-orthosymplectic transformations can be reduced to the same
integrals over matrices 2M .n� 2a; 2r� 2a/, where the cancelled components are
set to zero.

16.3.1 The Theorem

Superreal antihermitian matrices Q.x/ 2 M .n; 2r/ have a structure different
from hermitian matrices. Multiplication of a hermitian matrix with i makes it
antihermitian, but does not leave it superreal. The elements Q˛ˇ 2 A0 of an
antihermitian superreal matrix obey

Q˛ˇ D �Qˇ˛; 1 � ˛; ˇ � n (16.69)

and (16.29) with

R˛ˇ D �Rˇ˛; I.k/˛ˇ D I.k/ˇ˛ (16.70)
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with real R, I and Q, the latter for 1 � ˛; ˇ � n. With (16.32) and �.x/ D 0 we
show for quasireal quasiantihermitian matrices Q: If f fQg is invariant under UOSp
transformations (16.27) and decays for large jrj, jqj, jjj sufficiently rapidly along the
path of integration, then

Z
D Qf fQg D .�is/N

Z
D Q0f fQ0g (16.71)

holds with

D Q D
Y

x

8
<

:
Y

1�˛<ˇ�n

�
1p
2�

d Q˛ˇ

� Y

1�˛<ˇ�r

 
1

�2
d R˛ˇ

Y

i

d I.i/˛ˇ

!

Y

˛i

�
1p
2�

d I.i/˛˛

� nY

˛D1

rY

ˇD1

�
d QnC2ˇ�1;˛d QnC2ˇ;˛

�
9
=

; ; (16.72)

where
R

D Q0 denotes the integral over Q˛ˇ with 3 � ˛; ˇ � nC 2r � 2. The other
components are set to zero. Again we begin with the proof for N D 1, Q 2M .2; 2/.

16.3.2 Invariant Function f.Q/, Q 2 M .2 ; 2/

We first determine the form f .Q/ of a superreal antihermitian matrix Q

Q D

0
BB@

0 a ˛� ˛

�a 0 ˇ� ˇ

�˛ �ˇ ib c
˛� ˇ� �c� �ib

1
CCA ; a; b real: (16.73)

invariant under unitary orthosymplectic transformations. Variation of Q
with (16.12), (16.37) yields

ıa D !ˇ� �!�ˇ �˛� C�˛
ıb D isc� �is�c Ci!˛� Ci!�˛ Ciˇ� Ci�ˇ
ıc D 2ipc �2isb �2!˛ �2ˇ
ıc�D �2ipc� C2is�b �2!�˛� �2�ˇ�
ı˛ D qˇ Cip˛ �s˛� �i!b C!�c �a
ı˛�D qˇ� �ip˛� Cs�˛ �!c� Ci!�b ��a
ıˇ D �q˛ Cipˇ �sˇ� C!a �ib C�c
ıˇ�D�q˛��ipˇ� Cs�ˇ C!�a �c� Ci�b

(16.74)
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Again, f is expanded in the Grassmann variables ˛, ˇ, ˛�, ˇ�. Eight terms remain
after variation of p,

f .Q/ D F C ˛˛�GC ˇˇ�hC ˇ˛�iC ˛ˇ�jC ˛�ˇ�cK C ˛ˇc�lC ˛˛�ˇˇ�M;
(16.75)

where the functions F, G, h, i, j, K, l, M depend on a, b, and c�c. Variation of q
yields

ıf D q.ˇ˛� C ˛ˇ�/.G � h/C q.˛˛� � ˇˇ�/.�i� j/; (16.76)

hence, h D G, i D �j and thus,

f .Q/ D FC .˛˛�Cˇˇ�/GC .�ˇ˛�C˛ˇ�/jC˛�ˇ�cKC˛ˇc�lC˛˛�ˇˇ�M:
(16.77)

Variation of s and s� yields

ıf D .ic�s� ics�/�1 C .ic�s� ics�/.˛˛� C ˇˇ�/�2
C.ic�s � ics�/˛˛�ˇˇ��3 C .˛ˇ� � ˇ˛�/.ic�s�6 � ics��7/

C˛�ˇ�.s�8 � ic2s��4/C ˛ˇ.ic�2s�5 C s��9/; (16.78)

�1 D �F; �2 D �G; �3 D �M; �4 D �K; �5 D �l;

�6 D �jC il; �7 D �jC iK; (16.79)

�8 D icc��K � 2ibK � 2j; �9 D �icc��lC 2iblC 2j;

� WD @

@b
� 2b

@

@.cc�/
: (16.80)

Due to the invariance, all �i have to vanish. Since �1 D : : : D �5 D 0, the functions
F, G, K, M, and l depend only on a and r2 D b2 C cc�. From �8 D �9 D 0, one
obtains

j D �ibK; l D K: (16.81)

Also �6 D �7 D 0 are satisfied. This yields inserted in (16.77)

f .Q/ D FC .˛˛�Cˇˇ�/GC .iˇ˛�b� i˛ˇ�bC˛ˇc�C˛�ˇ�c/KC˛˛�ˇˇ�M;
(16.82)

It remains to vary f with respect to !, !�, , �. One obtains

ıf D .�!�ˇ C !ˇ� C �˛ � ˛�/�10
C.�i!�˛b � i!˛�bC !�˛�cC !˛c�/.�11 C ˇˇ��12/



168 16 Integral Theorems for the (Unitary-)Orthosymplectic Group

C.�!ˇ�˛˛� C !�ˇ˛˛� C �˛ˇˇ� C ˛�ˇˇ�/�13
C.�i�ˇb � iˇ�bC �ˇ�cC ˇc�/.�11 C ˛˛��12/ (16.83)

with

�10 D @aF C aG � r2K;

�11 D �2@r2F C G � aK;

�12 D �2@r2GC @aK CM;

�13 D @aG � 3K � 2r2@r2K C aM: (16.84)

�10 D �11 D �12 D 0 yield

.r2 � a2/K D @aF C 2a@r2F; (16.85)

.r2 � a2/G D a@aF C 2r2@r2F (16.86)

M D 2@r2G � @aK: (16.87)

Equation �13 D 0 is fulfilled, since

�13 D 2@r2�10 C @a�11 C a�12: (16.88)

Thus, f .Q/ is given by (16.82). Equations (16.85)–(16.87) express G, K, and M in
terms of the function F.

Inserting r2 D a2 in (16.85) shows that F.a; a2/ does not depend on a.

16.3.3 The Integral for N D 1, Q 2 M .2 ; 2/

The integral yields with (16.82)

Z
D Qf .Q/ D 1

4�2

Z
d a d b d c1 d c2 d˛� d˛ dˇ� dˇ f

D 1

4�2

Z
d a d b d c1 d c2 M.a; b2 C c21 C c22/ (16.89)

where c D c1Cic2, c� D c1�ic2. The a-integral over the K-term in (16.87) vanishes.
Thus, we are left with the G-term. Transforming from the ‘Cartesian coordinates’ b,
c1, c2 to the radius r, we use d b d c1 d c2 D 4�r2d r. Then we obtain

Z
D Qf .Q/ D � 1

�

Z
d ad rG.a; r2/ D � 1

�

Z
d ad r

a@aF C r@rF

r2 � a2
; (16.90)



16.3 Integral Theorem for Quasiantihermitian Quasireal Matrices 169

where r runs from 0 to ei��1. We decompose

a@aF C r@rF

r2 � a2
D @aF C @rF

2.r � a/
C @aF � @rF

2.�r � a/
; (16.91)

and obtain two integrals. In the second integral, we change the sign of r and use
F.a; .�r/2/ D F.a; r2/ to obtain

Z
D Qf .Q/ D � 1

2�

Z
d ad r

@aF C @rF

r � a
; (16.92)

where r now runs from �ei��1 to Cei��1. As for the evaluation of (15.34), we
obtain

Z
D Qf .Q/ D �isF.0; 0/ D �isf .0/; (16.93)

which shows (16.71) holds for this special case.

16.3.4 The General Case

The generalization to N matrices, Q 2M .n; 2r/, runs analogously to the consider-
ations in Sects. 15.2.3 and 15.2.4. The statements on the general case in Sect. 16.2.4
hold similarly.

16.3.5 Matrix as a Set of Vectors

The integral over a function of a superreal matrix, W 2 M .2; 2/, invariant
under independent unitary-orthosymplectic transformations on both sides of W, is
proportional to the function at W D 0, provided the function decays sufficiently
rapidly for large arguments along the paths of integration.

The arguments run similarly as for the function of W 2M .1; 1/ invariant under
independent unitary transformations on both sides, as given in Sect. 15.3. However,
the derivation of the explicit form of the function is lengthy due to the large number
(16) of independent variables.



Chapter 17
More on Matrices

Abstract In this chapter the following topics are considered: (1) the eigenvalue
problem; (2) a functional equation for square matrices, and (3) the Berezinian for
matrices with linearly dependent matrix elements. We find (1) If the ordinary part
of a supermatrix is not degenerate, then it can be diagonalized by a similarity
transformation. If it is degenerate, then even if it is hermitian, it can normally not
be diagonalized. However, superreal hermitian matrices have two-fold degenerate
eigenvalues in the fermionic sector. If this is the only degeneracy, then diagonal-
ization is possible. (2) A differentiable function F of a square matrix obeying the
functional equation F.A/F.B/ D F.AB/ vanishes identically, or is a power of the
superdeterminant. (3) The Berezinian of matrices with linearly dependent matrix
elements is determined.

17.1 Eigenvalue Problem

The eigenvalue problem is considered. If the body of a matrix 2 M .n;m/ with
n > 0, m > 0 has degenerate eigenvalues, then normally the matrix cannot be
diagonalized by a similarity transformation, even if the matrix is hermitian.

The eigenvalue problem for a matrix H 2 M .n;m/ is formulated as a solution
of the equation

HV D VD; V 2M .n;m/; D D diag.�1; : : : ; �n; �1; : : : ; �m/: (17.1)

If such a pair of V and D with nonsingular V , can be found, then D contains the
eigenvalues of H. The columns of V are the right eigenvectors. Equation (17.1) can
then be rewritten

V�1H D DV�1: (17.2)

Thus, the rows of V�1 are the left-eigenvectors.
We approach the solution in two steps. In the first step, we consider the ordinary

parts of H, V , D.
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Definition 17.1 A matrix H 2M .n;m/ is called non-degenerate, if all eigenvalues
of ord .H/ differ.

The ordinary parts ai and bi of the eigenvalues of the bosonic sector Hb and of the
fermionic sector Hf, respectively, are obtained from the characteristic polynomials

det.e1 � ord .Hb// D
nY

iD1
.e � ai/; det.e1 � ord .Hf// D

mY

jD1
.e � bj/: (17.3)

Non-degenerate means that all ai and bj are different.

Theorem 17.1 If H 2 M .n;m/ is non-degenerate, then it can be diagonalized by
means of a similarity transformation.

This can be seen in the following way: Since det.ai1�ord .Hb// vanishes, it indicates
that there is a solution, V.i/

b , to the homogeneous equation ord .Hb/V
.i/
b D aiV

.i/
b ,

similarly for the fermionic sector ord .Hf/V
.i/
f D biV

.i/
f . This can be rewritten as

ord .H/V.0/ D V.0/

�
diag.a/ 0

0 diag.b/

�
; V.0/ WD

�
Vb 0

0 Vf

�
; (17.4)

where the V.i/s are the columns of the Vs.
Thus, we obtain

V.0/�1HV.0/ D W D diag.a; b/C
�
�2A �˛

�ˇ �2B

�
; (17.5)

where � 2 A0 has been introduced as an expansion parameter, and the ordinary
parts of A;B 2 A0 vanish, and ˛; ˇ 2 A1. We consider the first eigenvector (the
other eigenvectors can be considered similarly) of W,

�
x
�

�
; xi D

(
1 i D 1;P

l>0 �
2lx.l/i i > 1

; �i D
X

l>0

�2l�1�.l/i (17.6)

with eigenvalue

�1 D a1 C
X

l>0

�2l�.l/: (17.7)

One can easily expand in powers of �, since the eigenvalue equations read

.bi � a1/�
.l/
i D

X

k

�.k/�
.l�k/
i � Bij�

.l�1/
j � ˇijx

.l�1/
j � ˇi;1ıl;1; (17.8)
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�.l/ D A11ıl;1 C A1;jx
.l�1/
j C ˛1j�

.l/
j ; (17.9)

.ai � a1/x
.l/
i D

X

k

�.k/x.l�k/
i � Aijx

.l�1/
j � ˛ij�

.l/
j � Ai1ıl;1; i 6D 1:

(17.10)

There is a solution if a1 differs from all other ai; bi.
Thus, we obtain the eigenvectors with eigenvalue � and similarly with eigenval-

ues �,

W

�
x
�

�
D �

�
x
�

�
; W

�


y

�
D �

�


y

�
: (17.11)

Putting the column vectors together, one obtains

W

�
x 
� y

�
D
�

x 
� y

��
diag.�/ 0

0 diag.�/

�
(17.12)

and

HV.0/

�
x 
� y

�
D V.0/

�
x 
� y

��
diag.�/ 0

0 diag.�/

�
: (17.13)

The multiplication theorem yields

sdet.H/ D sdet.W/ D sdet

�
diag.�/ 0

0 diag.�/

�
D
Qn

iD1 �iQm
jD1 �j

: (17.14)

If the ai, bj are all different, then there exist left- and right-eigenvectors.
If, however, two such eigenvalues coincide, then, in general, there are no such
eigenvectors.

Example Consider

W D
0

@
a ˛ ˇ
� b 0
ı 0 c

1

A 2M .1; 2/: (17.15)

Eigenvalues and eigenvectors of

WX.i/ D �.i/X.i/; WY.i/ D �.i/Y.i/ (17.16)
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are

�.1/ D aC ˛�

a � b
C ˇı

a � c
C .2a � b � c/˛ˇ�ı

.a � b/2.a � c/2
;

X.1/ D

0

B@
1

�

a�b .1� ˇı

.a�b/.a�c/ /
ı

a�c .1 � �˛

.a�b/.a�c/ /

1

CA ; (17.17)

�.1/ D b � ˛�

b � a
C ˛ˇ�ı

.b � a/2.b� c/
; Y.1/ D

0
B@

˛
b�a .1C ˇı

.b�a/.b�c/ /

1

� ˛ı
.b�a/.b�c/

1
CA ;

(17.18)

�.2/ D c � ˇı

c � a
C ˛ˇ�ı

.c � a/2.c � b/
; Y.2/ D

0

B@

ˇ

c�a .1C ˛�

.c�a/.c�b/ /

� ˇ�

.c�a/.c�b/

1

1

CA :

(17.19)

Hermitian Matrices It is apparent from the above expressions (17.17)–(17.19) that
even hermitian matrices, whose bodies have degenerate eigenvalues, will, in general,
not have corresponding eigenvalues and eigenfunctions.

If W is hermitian W� D W, then

WS.i/ D 
.i/S.i/ ! S.i/�W D 
.i/�S.i/�; (17.20)

where S stands for both X and Y, and 
 for � and �, respectively. Thus, evaluating
S.i/�WS.j/ with both expressions (17.20) one obtains

.S.i/�S.j//.
.i/� � 
.j// D 0: (17.21)

Thus, for i D j, one finds that the eigenvalues 
.i/ are real, 
.i/� D 
.i/, since ord .S.i//
does not vanish identically. If ord�.i/ 6D ord�.j/, then S.i/ and S.j/ are orthogonal,
S.i/�S.j/ D 0.

17.2 Diagonalization of Superreal Hermitian Matrices

Hermitian supereal matrices have a twofold degeneracy in the fermionic sector. This
allows diagonalization if no other degeneracies appear.

Much of the analysis for hermitian matrices of the first kind given above hold for
superreal hermitian matrices too. One has only to replace � by � and � by 	.
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Since W is superreal (14.5), W D CW�C�1 holds. If S is an eigenvector with
eigenvalue 
, WS D 
S, then CW�C�1S D 
S holds. The complex conjugate yields
CW��C�1S� D 
�S� and finally (note CW��C�1 D C�1WC)

WS D 
S � WCS� D 
�CS�: (17.22)

Thus, CS� is an eigenfunction with eigenvalue 
�. If W is hermitian, then 


is superreal and consequently both S and CS� are eigenvectors with the same
eigenvalue.

For X 2M .n; 2r; 1; 0/ one obtains CX�

X D
�

x
�

�
� CX� D

�
x�
�r�

�
�
: (17.23)

The linear combinations XC D X C CX� and X� D i.X � CX�/ obey CX�
˙ D X˙

and are superreal eigenfunctions. Generically they will be proportional to each other
and thus constitute only one independent eigenfunction.

However, for Y 2M .n; 2r; 0; 1/

Y D
�


y

�
� CY� D

�
�
�ry�

�
: (17.24)

one obtains

.CY�/	Y D t � ty�ry D 0: (17.25)

Thus, CY� and Y are orthogonal, which implies that the eigenfunctions appear
pairwise with the same eigenvalues. This corresponds to the Kramers degeneracy.�

Y CY� � 2M .n; 2r; 0; 2/ is a superreal double-vector.

Theorem 17.2 Superreal hermitian matrices have pairwise equal eigenvalues� in
the fermionic sector.

We show explicitly that this degeneracy does not forbid the diagonalization. Let us
expand Y

i D
X

l>0

�2l�1.l/i ; yi D
(

12 i D 1;P
l>0 �

2ly.l/i ; i > 1
�1 D b1 C

X

l>0

�2l�.l/;

(17.26)

where .l/i are real row-spinors and y.l/i real quaternions. We use W, (17.5) with
superreal elements A:: 2 M .1; 0/, ˛:: 2 M .1; 0; 0; 2/, ˇ:: 2 M .0; 2; 1; 0/, B:: 2
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M .0; 2/. Then one may iterate starting with l D 1

.b1 � ai/
.l/
i D �

X

k

�.k/
.l�k/
i C Aij

.l�1/
j C ˛ijy

.l�1/
j C ˛i1ıl;1; (17.27)

�.l/12 D B11ıl;1 C B1jy
.l�1/
j C ˇ1j

.l/
j ; (17.28)

.b1 � bi/y
.l/
i D �

X

k

�.k/y.l�k/
i C Bi1ıl;1 C Bijy

.l�1/
j C ˇij

.l/
j ; i > 1:

(17.29)

Example In the case

W D
0

@
a ˛ ˛�
�˛� b 0

˛ 0 b

1

A ; (17.30)

the eigenvalues and eigenvectors read

�.1/ D aC 2

a � b
˛�˛; X.1/ D

0

@
1

� 1
a�b˛

�
1

a�b˛

1

A ; (17.31)

�.1/ D bC 1

a � b
˛�˛; Y.1/ D

0

@
� ˛

a�b � ˛�

a�b
1 0

0 1

1

A : (17.32)

17.3 Functional Equation for Matrices

The multiplication theorem for superdeterminants was given in (10.1). Here we
derive an inversion of this theorem.

Theorem 17.3 Let F.A/ 2 A0, A 2 M .n;m/ be a holomorphic function of the
matrix elements of A.

If the functional equation F.AB/ D F.A/F.B/ holds for all A and B, then

F.A/ D sdet.A/k; (17.33)

unless F vanishes identically.

We sketch the steps of the proof:

1. 1A D A yields F.1/ D 1,
2. F.V/F.V�1/ D F.1/ D 1 yields F.V�1/ D F.V/�1.
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3. Nearly all A (see Theorem 17.1) can be diagonalized by a similar-
ity transformation, A D V�V�1. Thus, F.A/ D F.�/, with � D
diag.�1; �2; : : : �n; �1; �2; : : : �m/.

4. F.�/ is invariant under transpositions of the �s and transpositions of the �s. The
matrix representation of the transposition T.kl/ of k and l can be written as

T.kl/
ij D ıij � .ıik � ıil/.ıjk � ıjl/; k 6D l: (17.34)

Then T.kl/AT.kl/ exchanges columns k and l and rows k and l of A. Note that
T.kl/2 D 1.

5. Thus, f .x/ WD F.diag.x; x�1; 1; : : :// D F.diag.x�1; x; 1; : : ://. Since the
product of these matrices equals 1, f .x/ D ˙1, since f is holomorphic in x,
f .x/ D f .1/ D 1.

6. Thus, F.diag.�1; �2; : : :// D F.diag.x�1; x�1�2; : : ://, which, with x D �2,
yields F.�1�2; 1; : : :/. Thus, F depends only on the products P� D Q

i �i and

P� DQi �i, F.A/ D f .P.A/� ;P
.A/
� /.

7. For two matrices A and B we have f .x; y/f .u; v/ D f .xu; yv/ with x D P.A/� ,

y D P.A/� , u D P.B/� , v D P.B/� . Taking the derivative with respect to x yields
kf .u; v/ D u@f .u; v/=@u with k D @f .x; 1/=@xjxD1 with the solution f .u; v/ D
C.v/uk. The analogous argument for v yields f .u; v/ D Cukvk0

. The unit matrix
u D 1; v D 1 yields f D 1. Thus C D 1.

8. Finally the relation between k and k0 has to be found. We consider

AB D
�

a ˛
ˇ b

��
c 0
0 d

�
D
�

ac d˛
cˇ bd

�
2M .1; 1/: (17.35)

For larger matrices these entries are in the upper left corners of the corresponding
sectors. One adds nonvanishing entries in the diagonal of the bosonic and fermionic
sectors. They have no effect to our considerations. The eigenvalues of these matrices
are

�.A/ D aC ˛ˇ

a � b
; �.A/ D bC ˛ˇ

a � b
; �.B/ D c; �.B/ D d; (17.36)

�.AB/ D acC cd
˛ˇ

ac � bd
; �.AB/ D bdC cd

˛ˇ

ac � bd
:

Thus F.A/F.B/ D F.AB/ requires

.ac/kŒ1C k

a.a� b/
˛ˇ�.bd/k

0

Œ1C k0

b.a� b/
˛ˇ�

D .ac/kŒ1C kd

a.ac � bd/
˛ˇ�.bd/k

0

Œ1C k0c
b.ac� bd/

˛ˇ�: (17.37)
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Comparing the coefficients of ˛ˇ, one observes that this relation is identically
fulfilled only for k0 D �k. Since P.A/� =P.A/� D sdet.A/ and for all matrices
sdet.A/sdet.B/ D sdet.AB/ holds, the above theorem is proven.

17.4 Berezinian for Transformation of Matrices
with Linearly Dependent Matrix Elements

The Berezinian for the transformation of supersymmetric, super-skew-symmetric,
and for superreal hermitian and antihermitian matrices is given.

Theorem 10.2 gives the Berezinian for the transformation of matrices whose
matrix elements are linearly independent. However, this derivation cannot be
applied for matrices whose matrix elements are linearly dependent as for super-
symmetric and super-skew-symmetric matrices. These will be considered here.

The transformation

W 0 D TVWV; W;W 0;V 2M .n;m/ (17.38)

transforms a supersymmmetric/super-skew-symmetric matrix W again into a
supersymmetric/super-skew-symmetric matrix W 0,

W D ˙ TW� ! W 0 D ˙ TW
0
� (17.39)

Theorem 17.4 The Berezinian for the transformation (17.38) W ! W 0
with (17.39) reads

ŒD W 0� D sdet.V/n�m˙1ŒD W�:

This can be shown by means of the functional theorem 17.3. If we choose

W 00 D TV 0WV 0; W 0 D TV 00W 00V 00; (17.40)

then V D V 0V 00. Denote the Berezinian by F,

ŒD W 00� D F.V 0/ŒD W�; ŒD W 0� D F.V 00/ŒD W 00�; (17.41)

then

ŒD W 0� D F.V 00/F.V 0/ŒD W� D F.V 0V 00/ŒD W�: (17.42)

Thus due to the inversion theorem 17.3 F.V/ D sdet.V/k. The exponent k can be
determined by choosing V diagonal with matrix elements � in the diagonal of the
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bosonic sector and � in the fermionic sector. Then the various sectors contribute

ŒD W 0� D �n.n˙1/ � .��/�nm � �m.m�1/ŒD W�

D .�n��m/n�m˙1ŒD W� D sdet.V/n�m˙1ŒD W�: (17.43)

Similarly one derives, for superreal hermitian and antihermitian matrices,

W 0 D V	WV; W D ˙W	; W;W 0;V 2M .n; 2r/: (17.44)

Theorem 17.5 The Berezinian for superreal hermitian and antihermitian matrices
reads

ŒD W 0� D .sdetV/n�2r˙1ŒD W�:

The derivation runs parallel to that of super-(skew)-symmetric matrices given above
(m D 2r).



Part III
Supersymmetry in Statistical Physics

In this last part we consider several applications of supersymmetry in statistical
physics. Supersymmetry is used with various meanings. We distinguish between
these as follows:

1. The notion of supersymmetry was first introduced in high energy physics as
a symmetry of spacetime. Two pairs of anticommuting space components are
added to the conventional four-dimensional space. The supersymmetric theory
predicts bosonic and fermionic particles with degenerate masses. As of yet,
they have not been observed. As to whether supersymmetry does not exist or
symmetry breaking has prevented its observation is an open question. Very
similar techniques can be used in systems described by stochastic time-dependent
equations. We consider both in Chap. 19.

2. In a number of cases the action or Hamiltonian is given as a product of two
operators, often denoted by Q and Q�. They yield systems with the same
spectrum. Or they have the property Q2 D 0 and yield pairs of eigenenergies
E and �E. The notion of supersymmetric quantum mechanics is used in such
cases. We consider this in Chap. 18.

3. Disorder in a number of models in d dimensions yield a formulation, which
allows the reduction to the pure model in d � 2 dimensions. This formulation
is considered in Chap. 20.

4. Supersymmetry in target space appears for particles in random one-particle
potentials, which we briefly considered in Chap. 4. The mapping of random
matrix models on nonlinear sigma-models is considered in Chap. 21. Diffusive
models, that is tight-binding models with random on-site and hopping matrix
elements, can be mapped on models of interacting matrices. This is derived in
Chap. 22. Finally, in Chap. 23 we consider the Anderson transition, in particular
the scaling theory of conductivity and multifractality close to the mobility
edge. A few more aspects are addressed in this chapter: Besides the three
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Wigner-Dyson classes of disordered systems there are the chiral classes and
the Bogolubov-de Gennes classes. All of them are related to the ten symmetric
spaces. A short account of the physics of two-dimensional disordered systems,
which is particularly rich, is given. Finally the concept of superbosonization is
mentioned.

The last chapter summarizes the book. A few related subjects and relevant papers
are mentioned for the interested reader.



Chapter 18
Supersymmetric Models

Abstract Supersymmetry in high-energy physics predicts bosonic and fermionic
states with equal energies. Certain general ideas of supersymmetry were adopted to
models in solid-state physics. They are often described by pairs of operators Q and
Q�, which allow for pairs of Hamiltonians Q�Q and QQ� with the same spectrum.
An example is the hydrogen atom. A class of models has the property Q2 D 0. They
yield either chiral models with pairs of energy levels E and �E if the Hamiltonian
is linear in Q and Q�, or models with pairs of states with the same energy if the
Hamiltonian is bilinear in Q and Q�.

18.1 Supersymmetric Quantum Mechanics

In this section we consider models with supersymmetric partner Hamiltonians,
which have the property that both Hamiltonians have the same spectrum.

Supersymmetric quantum mechanics deals with Hamiltonians, which have the
same spectrum of non-zero energy states. Formally they may be considered to
belong to Hilbert spaces with different number of fermions. Some examples can
be found in the textbook by Schwabl [236].

18.1.1 Supersymmetric Partners

Supersymmetric Hamiltonians are often defined [289] in terms of the charges Qi

with the property

fQi;Qjg D ıijH; ŒQi;H� D 0; (18.1)

where the second set of equations follows from the first one. For two charges one
may consider

Q1 D 1
2
.�1px C �2W.x//; Q2 D 1

2
.�2px � �1W.x//; (18.2)
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with momentum operator px D d
id x , Pauli operators �i, and function W.x/, which

yields

H D 1
2
.p2x CW2.x/C �3 d W.x/

d x
/ D

�
HC 0

0 H�

�
: (18.3)

One obtains the same H˙ from

Q� D px C iW.x/; Q D px � iW.x/; (18.4)

HC D 1
2
QQ�; H� D 1

2
Q�Q: (18.5)

The Hamiltonian (18.3) can be obtained from

H D 1
2
. f �QC Q�f /2 D f �fHC C f f �H�; (18.6)

with fermion creation and annihilation operators f � and f , respectively. These
operators commute with Q and Q�. The connection between the fermion operators
and the spin operators lies in the fact that the operators �C and �� have the same
anticommutation relations as f � and f . The Hamiltonian HC acts in the Hilbert space
with occupied fermion, and H� in that without fermion. Correspondingly H� is
called the bosonic sector and HC the fermionic sector in (18.3). Supersymmetry (see
Sect. 19.2) is characterized by operators, which connect states with different fermion
number, but equal eigenenergy. Here these operators are f �Q and Q�f in (18.6).

Equation (18.5) yields

H�Q� D Q�HC; HCQ D QH�: (18.7)

Hence, eigenstates of HC and H�

HC C D EC C; H� � D E� � (18.8)

can easily be transformed into eigenstates of the other Hamiltonian,

H�.Q� C/ D EC.Q� C/; HC.Q �/ D E�.Q �/: (18.9)

Thus, HC and H� have the same eigenvalues, and the eigenvectors are connected
by Q� and Q. These Hamiltonians are called supersymmetric partners. Only if
Q� C D 0 or Q � D 0, are there no such pairs. Thus, the number of eigenstates
with energy zero may differ. The difference of the number of states at zero energy
is called the Witten index [290].

Ground State The condition Q � D 0 yields the ground state of H�,

 �.x/ D exp

�
�
Z x

d x0W.x0/
�
; (18.10)
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provided it is normalizable. Similarly Q� C D 0 yields

 C.x/ D exp

�
C
Z x

d x0W.x0/
�
: (18.11)

Usually only one of the functions  ˙ is normalizable. If W.x/ approaches zero in
the limit x ! ˙1 sufficiently rapidly, then both states are continuum states and
both HC and H� have ground states of energy 0.

Thus, the Hamiltonians

H˙ D 1
2
p2x C V˙.x/; V˙.x/ D 1

2
.W2.x/˙W 0.x//; (18.12)

describe two systems with potential VC and V�, which have the same spectrum.
Only the number of states with zero energy may differ. More on this subject can be
found in the article by Cooper et al. [51]. Below, we give some examples.

18.1.2 Harmonic Oscillator

The operators Q and Q� are known as creation and annihilation operators for the
harmonic oscillator

W.x/ D x; V˙ D 1
2
.x2 ˙ 1/; (18.13)

where in our dimensionless units „! D 1.

18.1.3 The cosh�2-Potential

As a second example we choose

W.x/ D c tanh.x/; V˙ D 1
2

�
c2 � c.c	 1/

cosh2.x/

�
: (18.14)

and define the Hamiltonians

Hc D 1
2
p2x �

c.cC 1/
2 cosh2.x/

(18.15)

Then Hc D H� � 1
2
c2 and Hc�1 D HC � 1

2
c2 have the same spectrum. In particular

H0 and H1 have the same spectrum. The eigenfunctions of H0 are the plane waves,
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 C. Application of Q� yields the eigenfunctions � of H1,

 C D eikx;  � D .kC i tanh.x//eikx; E˙ � 1
2
D 1

2
k2: (18.16)

This potential is reflection free. One can continue in this way and find that all
hamiltonians Hc with integer c are reflection free.

Bound States The ground state of Hc is obtained from Q � D 0. One finds the
eigenfunction and the binding energy are

 .0/c .x/ / cosh�c.x/; E.0/c D � 12c2: (18.17)

Using that Hc and HcC1 have the same spectrum, one obtains the spectrum of the
bound states

E.k/c D � 12 .c � k/2 (18.18)

for integer k < c. The eigenfunction can be calculated recursively by application
of Q�,

 .k/c .x/ / .� d

d x
C c tanh x/ .k�1/

c�1 .x/ (18.19)

starting from  
.0/
c�k.

18.1.4 Supersymmetric ı-Potential

Another example is

W.x/ D !ı.x/; Vs D 1
2
.!2ı2.x/C s!ı0.x//; s D ˙1: (18.20)

The extremely strong ı2.x/-term of the potential prevents any transmission across
the potential as long as jsj 6D 1,

 .�0/ D  .0/ D 0;  0.�0/ and  0.C0/ arbitrary: (18.21)

Surprisingly, the potential becomes transmitting in the supersymmetric cases
s D ˙1,

 .C0/ D e˙! .�0/;  0.C0/ D e�! 0.�0/: (18.22)

See [50] and Problem 18.3.
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18.1.5 Hydrogen Spectrum

The fact that the Hamiltonians Q�Q and QQ� have the same spectrum, was used
by Schrödinger[234, 235] in 1940 and 1941 for the determination of the hydrogen
spectrum. The radial wave function u.r/ for the electron,  .r/ D u.r/

r Yl;m.�; �/, in
the Coulomb potential of the proton obeys

Hlun;l.r/ D En;lun;l.r/; Hl D �1
2

@2

@r2
� 1

r
C l.lC 1/

2r2
; (18.23)

where the Rydberg constant is set to one half and the Bohr radius to unity. Using

Ql D 1

i

�
@

@r
� l

r
C 1

l

�
(18.24)

one obtains

2Hl D QlQ
�
l �

1

l2
; 2Hl�1 D Q�

l Ql � 1

l2
: (18.25)

Setting Qnun;n�1 D 0 yields the eigenstate

un;n�1 � rne�r=n; En;n�1 D � 1

2n2
: (18.26)

Then, from (18.25), one obtains

Q�
l Hl D Hl�1Q�

l : (18.27)

Thus,

HlQ
�
lC1Q

�
lC2 : : :Q

�
n�2Q

�
n�1 D Q�

lC1Q
�
lC2 : : :Q

�
n�2Q

�
n�1Hn�1; (18.28)

from which one concludes that

un;l.r/ D Q�
lC1Q

�
lC2 : : :Q

�
n�2Q

�
n�1un;n�1.r/ (18.29)

obeys Eq. (18.23) with En;l D �1=.2n2/. This shows that the energies En;l depend
only on the main quantum number n.
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18.2 Chiral and Supersymmetric Models with Q2 D 0

We consider models with Q2 D 0. Among these models are chiral models with H
linear in Q and Q� with pairs of states with energies˙E, and models with H bilinear
in Q;Q�, with pairs of states with the same energy.

In this section we consider a class of systems characterized by the condition

Q2 D 0; Q�2 D 0: (18.30)

Let H be the Hilbert space, in which Q acts. Let us denote the Hilbert space
spanned by Qj i with j i 2 H by H�, and the Hilbert space spanned by Q�j i
with j i 2 H by HC. Then, due to (18.30), the states in HC and H� are
orthogonal to each other, i.e.

.Q�j 0i/�Qj i D h 0jQ2j i D 0: (18.31)

States j i orthogonal to both the states in HC and H� span the Hilbert space H0.
They apparently obey

Qj i D Q�j i D 0 (18.32)

and the total Hilbert space is H DHC ˚H� ˚H0.

18.2.1 Chiral Models

The Hamiltonian can be expressed as

H D
�
0 OQ�

OQ 0

�
D QC Q� with Q D

�
0 0
OQ 0

�
; Q� D

�
0 OQ�

0 0

�
: (18.33)

The matrix OQ need not be quadratic. If its dimension is n1�n2, then at least jn1�n2j
eigenvalues of H vanish. This chiral Hamiltonian has the property Q2 D 0 and

H� D ��H; � WD
�

1 0

0 �1

�
: (18.34)

Thus, for an eigenstate j i with energy E there is an eigenstate � j i with energy
�E, since

H� j i D ��Hj i D �E� j i: (18.35)
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Thus, energies E and �E occur pairwise with the exception of states with E D 0.
Such models are called chiral. Free electrons on bipartite lattices, which are allowed
to hop only from one sublattice to the other, have this property.

18.2.2 Fermions on a Lattice

Fendley et al. [77], Fendley and Schoutens [76] (see also in [117]) consider systems
of spinless fermions on a lattice with sites r,

Q D
X

r

crfrfng; Q� D
X

r

c�r f �
r fng; (18.36)

frfng WD f .nrCı1 ; nrCı2 ; : : :/; nrCı WD c�rCıcrCı; (18.37)

where fr does not depend on nr. Q decreases the number of fermions by one, Q�

increases it by one. The authors require Q2 D Q�2 D 0. Since

2Q2 D
X

rr0

crcr0.f .0/r;r0 f
.1/

r0;r � f .1/r;r0 f
.0/

r0;r/ (18.38)

with

f .On/r;r0 D frfngjnr0DOn: (18.39)

one requires

f .1/r;r0

f .0/r;r0

D f .1/r0;r

f .0/r0;r

; (18.40)

which yields

frfng D
Y

ı

.uı C vınrCı/; u�ı D uı; v�ı D vı: (18.41)

The Hamiltonian reads

H D fQ�;Qg D T C V; T D
X

r0;r

Tr0 ;rc
�

r0cr; V D
X

r

f �
r fngfrfng; (18.42)

with

Tr0 ;r D f .0/�r0 ;r f .0/r;r0 � f .1/�r0;r f .1/r;r0 : (18.43)
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The potential V is a function of the occupation numbers n, the kinetic energy T
allows particles to hop between lattice sites, depending, however, on the occupation
numbers n of some neighbors.

The fermion number is conserved. The operators Q and Q� commute with H.
Thus, for positive energies, there are always two states, a bosonic and a fermionic
state, that are degenerate if we call states with an even (odd) number of fermions
bosonic (fermionic).

The number of bosonic states minus the number of fermionic states is called the
Witten index[290]. It can be written

W D tr
�
.�/Fe�ˇH

�
; (18.44)

where F is the number of fermions. The factor e�ˇH serves for convergence, but
only states with zero energy contribute.

Problems

18.1 Supersymmetric box Put the supersymmetric system in a box ranging from
x D �L to x D CL by choosing W D W0.x/C h�.x � L/C h�.�x � L/.

1. Determine the boundary conditions at x D ˙L assuming that W0.x/ varies only
smoothly at x D ˙L. Take the limit h!1.

2. What are the solutions for constant W0.x/?

18.2 Given

Q D c1.1C vc�2c2/C c2.1C vc�1c1/:

Determine H D Q�QC QQ� and the eigenstates and energies.

18.3 In order to derive (18.21), (18.22) put W D w in the interval x D .0; a/ and
take the limit a! 0 for fixed wa D !.
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Chapter 19
Supersymmetry in Stochastic Field Equations
and in High Energy Physics

Abstract We start from the purely dissipative Langevin equation and the corre-
sponding Fokker-Planck equation. The corresponding field theory is supersymmet-
ric. This symmetry yields the fluctuation-dissipation theorem. The formulation has
much in common with supersymmetry in high energy physics. In both theories, anti-
commuting coordinates are introduced in addition to the commuting coordinates.

19.1 Stochastic Time-Dependent Equations

We introduce the purely dissipative Langevin equation and derive the corresponding
Fokker-Planck equation. The fields of the corresponding theory are supersymmetric
fields. They depend in addition to the time on a pair of anticommuting coordinates.
The supersymmetry yields the fluctuation-dissipation theorem.

19.1.1 Langevin and Fokker-Planck Equation

We start with a set of equations of motion for classical particles with coordinates
qi.t/, called Langevin equations

mi Rqi.t/ D �@V

@qi
� �i Pqi.t/C i.t/: (19.1)

Here�� Pqi.t/ is a friction term and i.t/ a stochastic force with Gaussian distribution

hi.t/i D 0; hi.t/j.t
0/i D �iıijı.t � t0/; (19.2)

which, due to the ı-function in time, is called white-noise, since it extends over all
frequencies. If the motion is strongly damped, then mi Rqi.t/ becomes negligible and
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Eq. (19.1) reduces to

Pqi.t/ D �fi.q.t//C i.t/; fi.q.t// D 1

�i

@V

@qi
; hi.t/j.t

0/i D �i

�2i
ıijı.t � t0/:

(19.3)

Due to this noise the system does not move in a deterministic way, but its
development has to be described by a probability distribution, P.q; t/. Suppose we
consider the average of a function, F.q/, as a function of time. We expand for a
small time interval, ıt,

hF.q.tCıt//i D hF.q.t//iCh @F

@qi
.qi.tCıt/�qi.t//iC 1

2
h@

2F

@q2i
.qi.tCıt/�qi.t//

2i:
(19.4)

The term with the first derivative of F contains �f ıt, while in the term with the
second derivative

h.qi.tC ıt/ � qi.t//
2i D

Z tCıt

t
d t1

Z tCıt

t
d t2hi.t/i.t

0/i D �i

�2i
ıt (19.5)

enters. Thus, we obtain, from Eq. (19.4),

@

@t
hF.q; t/i D �h fi @F

@qi
i C˝ih@

2F

@q2i
i; ˝i D �i

2�2i
: (19.6)

Using

hF.q/i D
Z

d qF.q/P.q/ (19.7)

yields, after partial integrations,

Z
d qF.q/ PP.q/ D

Z
d qF.q/

�
@

@qi
.fi.q/P.q//C˝i

@2P

@q2i

�
; (19.8)

which holds for arbitrary F and yields the Fokker-Planck equation, which describes
the evolution of the probability distribution P,

PP.q; t/ D HF:P:P.q; t/; HF:P: D @

@qi
.fi.q/C˝i

@

@qi
/: (19.9)

Assuming fi D ˝i
@E
@qi

this ‘Fokker-Planck’ hamiltonian can be transformed by

eE.q/=2HF:P:e�E.q/=2 D �˝i.� @

@qi
C 1

2

@E

@qi
/.
@

@qi
C 1

2

@E

@qi
/ D �˝iA

�
i Ai (19.10)
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into an hermitian one, which is negative-semi-definite. The transformed Hamil-
tonian applied on exp.�E=2/ vanishes and HF:P: exp.�E/ D 0. If exp.�E/ is
normalizable, then it is the equilibrium distribution, given by exp.�V=.kBT//. The
condition fi D ˝i

@E
@qi

shows that � and � are connected by �i D 2kBT�i.

19.1.2 Time-Dependent Correlation Functions

In this section we express the time-dependent correlation functions as expectation
values of a theory governed by an action, S. In order to facilitate the calculation, we
rescale the variables q by introducing

Qqi D p�iqi; Qi D p�ii; (19.11)

which yields

PQqi D �Qfi C Qi (19.12)

with

Qfi D @ QV
@Qq ;

QV.Qq/ WD V.q/; h Qi.t/ Qj.t
0/i D 2kBTıijı.t � t0/: (19.13)

Henceforth, we drop the Q. The probability distribution of the noise  (19.3) is then
proportional to

exp
� �

Z
d t
X

i

1

4kBT
2i .t/

�
ŒD �

D
Z
ŒD �ŒD �� exp

� Z
d t
X

i

.kBT�2i .t/C �i.t/i.t//
�

(19.14)

with � integrated along the imaginary axis. The coordinates qi depend on the
fluctuating forces i.t/, thus, qi.t/ D qi.t; fg/. Thus, the expectation value of a
function, F, of the coordinates can be written

hFfq.t/gi D N�1
Z
ŒD ��ŒD �Ffq; ge

P
i.kBT�2i .t/��i.t/i.t// (19.15)

with some normalization N. Instead of integrating over  we prefer to integrate
over q. Thus, we introduce the Jacobian [we express  in terms of q using (19.3)],

@./

@.q/
D det

ij
.ıij

@

@t
C @fi
@qj
/: (19.16)
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This determinant can be expressed by the Grassmann variables  and  �,

Z
ŒD �D � exp. �

i .ıij@t C @fi
@qj
/ j/: (19.17)

Then one obtains

F D
Z
ŒD q�ŒD ��ŒD �ŒD ��Ffq.t/g exp.�S/ (19.18)

with

S.q;  �;  ; �/ D
Z

d t
X

i

.�kBT�2i C �i.Pqi C fi.q//�  �
i
P i �  �

i

X

j

@fi
@qj
 j/

(19.19)

where q;  �;  ; � depend on time t. We introduce two additional Grassmann
variables, �� and � , and, with the time t, may define the supercoordinates

Qi.t/ WD qi.t/C  �
i .t/� C �� i.t/C �i.t/�

��: (19.20)

The action may then be written as

SfQg D
Z

d td �d ��.kBT
X

i

NDQiDQi � VfQg/ (19.21)

with

ND D @

@�
; D D @

@�� �
1

kBT
�
@

@t
: (19.22)

19.1.3 Supersymmetry and Fluctuation-Dissipation Theorem

Starting from the action S, we determine the invariance of the correlation functions
and the response function, and their relation: the fluctuation-dissipation theorem.

In addition to the operators D and ND , we introduce

D 0 D @

@�� ; ND 0 D @

@�
C 1

kBT
�� @
@t
: (19.23)

We then obtain the anticommutators

D2 D ND2 D 0; fD ; NDg D � 1

kBT

@

@t
; (19.24)
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D 02 D ND 02 D 0; fD 0; ND 0g D 1

kBT

@

@t
; (19.25)

fD ;D 0g D 0 D f ND ; ND 0g; (19.26)

fD ; ND 0g D 0 D f ND ;D 0g: (19.27)

The action is invariant under transformations by D 0 and ND 0. Let � 2 A1. Then a
shift of Q, i.e.

ıQ D �D 0Q; (19.28)

yields

ı. NDQDQ/ D ND.ıQ/DQC NDQD.ıQ/ D ND.�D 0Q/DQC NDQD.�D 0Q/

D ��f ND ;D 0gDQC �D 0. NDQ/DQ � NDQ�fD ;D 0gQ
�� NDQD 0DQ D �D 0. NDQDQ/: (19.29)

A similar argument yields ı. NDQDQ/ D � ND 0. NDQDQ/ for ıQ D � ND 0Q. Moreover,
one finds ıV D �D 0V and ıV D � ND 0V , resp. Since D 0 and ND 0 are divergences
( N�@=@t D @=@t N� ), the expression under the integral (19.21) differ only by surface
terms and thus, yield the same equations of motion.

The supersymmetric Langrangian (19.21) is an example of the BRS supersym-
metry, introduced first in the context of gauge theories by Becchi et al. [20, 21] using
the Slavnov-Taylor symmetry [241, 250]. It occurs when a constraint is introduced
in a path integral, accompanied by a Jacobian, represented by a Gaussian integral
over Grassmann variables.

Ward-Takahashi Identities Ward-Takahashi identities are identities which follow
from symmetries. The invariance of the action under the transformations induced
by D 0 and ND 0 will give the fluctuation-dissipation theorem. Let us consider the two-
point functions

Gij.t1; �
�
1 ; �1I t2; ��

2 ; �2/ WD hQi.t1; �
�
1 ; �1/Qj.t2; �

�
2 ; �2/i: (19.30)

Due to the invariance, they obey

D 0G D 0; ND 0G D 0; (19.31)

D 0 D
2X

iD1

@

@��
i

; ND 0 D
2X

iD1
.
@

@�i
C 1

kBT
��

i

@

@ti
/: (19.32)

This, also implies, due to D 0 translational invariance in �� and due to the
anticommutator fD 0; ND 0g, translational invariance in time t. Since G 2 A0, the only
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possible function, expanded in � and ��, is

G D Cij.t1 � t2/C .��
1 � ��

2 /Œ�1B1;ij.t1 � t2/C �2B2;ij.t1 � t2/�: (19.33)

We obtain, from ND 0G D 0,

B1;ij C B2;ij D 1

kBT

@Cij

@t
: (19.34)

We are interested in the correlation of q D Q.�� D � D 0/ at different times t. This
is given by

hqi.t1/qj.t2/i D Cij.t1 � t2/: (19.35)

Another correlation of interest is the response of q to a variation of the potential V
at some other time. Suppose we vary the potential by

ıV.Q/ D
Z

d thj.t/Qj.t/: (19.36)

This yields a change of the action

� ıS D �
Z

d �d ��d thj.t/Qj.t/: (19.37)

Due to this change of the potential, qi changes by

hıqi.t1/i D �
Z

d �2d �
�
2 d t2hj.t2/Gij.t1; 0; 0I t2; ��

2 ; �2/

D
Z

d t2hj.t2/B2;ij.t1 � t2/: (19.38)

Causality requires that B2.t1 � t2/ D 0 for t2 > t1. Similarly B1.t1 � t2/ D 0 holds
for t1 > t2. Thus,

B1;ij.t/ D 1

kBT
�.�t/

@Cij.t/

@t
; B2;ij.t/ D 1

kBT
�.t/

@Cij.t/

@t
: (19.39)

and the response reads

hıqi.t1/i D 1

kBT

Z
d t2�.t1 � t2/hj.t2/

@Cij.t1 � t2/

@t1
: (19.40)

One may replace qi by a general operator O.q/ and ıqj by a general potential ıV.q/.
Then (19.40) constitutes the fluctuation-dissipation theorem.
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The relation between supersymmetry and dissipative Langevin and Fokker-
Planck equations was initiated by Parisi and Wu [207] and continued by Zwanziger
[305], Feigel’man and Tsvelik [75], Egorian and Kalitzin [70], Nakazato et al.
[195], Kirschner [144], Gozzi [98], Chaturvedi et al. [47], and Zinn-Justin [296].
I recommend reading Sects. 16 and 17 of the book by Zinn-Justin [297] and the
article by Feigel’man and Tsvelik [75].

19.2 Supersymmetry in High Energy Physics

Supersymmetry adds to the Poincaré Lie-algebra of momentum and angular
momentum (including boost) operators four anticommuting operators. The four-
dimensional Minkowski space is enlarged by four anticommuting coordinates.
If all these fourteen operators are conserved, then bosons and fermions have
supersymmetric partners with equal masses.

A supersymmetry relating mesons and baryons was proposed in 1966 by Hironari
Miyazawa [190, 191], but went unnoticed. Supersymmetry arose in the context of
string theory in the early 1970s: The NSR-model was developed in 1971 by Neveu
and Schwarz [198] and by Ramond [221]. The prefix ’super’ was first introduced
as supergauge by Gervais and Sakita [95]. Similar results were obtained by Golfand
and Likhtman [96]. Volkov and Akulov [264, 265], and Wess and Zumino [78, 282].

For more results see the articles by Fayet and Ferrara [74], by Wess [280], by
Wess and Bagger [281], and by Martin [176].

Lorentz invariance means that four-momentum P and angular momentum M are
constants of motion. They obey the commutator relations

ŒP�;P�� D 0; ŒM��;P�� D c.g��P� � g��P�/; (19.41)

ŒM��;M��� D c.g��M�� � g��M�� � g��M�� C g��M��/ (19.42)

with Œx�;P�� D cg�� . We use the conventions by Fayet and Ferrara [74]. This
Poincaré algebra can be extended by Grassmannian operators Q and NQ, which are
spinors in the representations .0; 1

2
/ and . 1

2
; 0/. They obey the commutator relations

fQ˛;Qˇg D f NQ P̨ ; NQ P̌g D 0; fQ˛; NQ P̌g D 2��
˛ P̌P�; (19.43)

ŒQ˛;P�� D Œ NQ P̨ ;P�� D 0; (19.44)

ŒQ˛;M��� D K��;˛
ˇ Qˇ; Œ NQ P̨ ;M��� D � NK��; P̨

P̌ NQ P̌: (19.45)
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with

K��;˛
ˇ D 1

4
c.��;˛ P� N�� P�ˇ � ��;˛ P� N�� P�ˇ/; (19.46)

NK��; P̨
P̌ D 1

4
c. N�� P̌� ��;� P̨ � N�� P̌� ��;� P̨ /: (19.47)

Equations (19.43)–(19.44) are from (2.19) of [74]. An explicit representation of Q
and NQ can be given with

Q˛ D @

@�˛
� ��

˛ P̌ N�
P̌
P�; (19.48)

NQ P̌ D � @

@ N� P̌ C �
�

˛ P̌�
˛P� (19.49)

with anticommuting coordinates � and N� and

M�� D x�P� � x�P� C �˛ K��;˛
ˇ @

@�ˇ
� N� P̨ NK��; P̨

P̌ @

@ N� P̌ : (19.50)

with the conventions g:: D diag.�1; 1; 1; 1/, �0 D 12, �� are Pauli-matrices for
� D 1; 2; 3.

N�� P̨ˇ D � P̨ P���;ı P� �ˇı; �:: D
�
0 C1
�1 0

�
; (19.51)

which implies

N�::0 D 12; N�::� D ���;::; � D 1; 2; 3: (19.52)

Since Q and NQ commute with P, one may choose massive states in the rest frame.
Then, apart from normalization, Q and NQ act as fermionic annihilation and creation
operators, which connect four multiplets, two with angular momentum j, one with
j C 1

2
, and one with j � 1

2
. Thus, two of these multiplets are bosons and two are

fermions. If j D 0, then there are two scalar bosons and one spin 1
2
-fermion. See

for example Sect. 2.4 of [74] and Sect. II of [281]. All states of this supermultiplet
should have equal mass, provided the symmetry is not spontaneously broken. Until
now supersymmetry has not been observed in nature.

Besides the operators Q and NQ (19.48), (19.49), one can introduce another set of
operators

Q0̨ D @

@�˛
C ��

˛ P̌ N�
P̌
P�; (19.53)

NQ0
P̌ D C

@

@ N� P̌ C �
�

˛ P̌�
˛P�: (19.54)
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They obey

fQ0̨ ;Q0̌ g D f NQ0
P̨ ; NQ0

P̌g D 0; fQ0̨ ; NQ0
P̌g D �2��˛ P̌P�: (19.55)

Moreover Q0, NQ0 anticommute with Q, Q0. This allows us to characterize scalar chiral
superfields � by the condition Q0� D 0 and NQ0� D 0, resp.
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Chapter 20
Dimensional Reduction

Abstract An initial section deals with Lie superalgebras, angular momentum and
the Laplace operator in superreal spaces. Then several examples of disordered sys-
tems are considered, which, due to supersymmetry, can be reduced to pure systems
in two fewer dimensions. Among them are the Ising model in a stochastic magnetic
field, branched polymers and lattice animals, and electrons in a strong magnetic
field. Disorder allows the introduction of a pair of anticommuting coordinates,
which cancel against two commuting coordinates, thus reducing the dimension by
two. Finally a few remarks are made on critical exponents of isotropic �2� -theories
of fields � with a negative even number of components.

20.1 Rotational Invariance in Superreal Space

We generalize the concept of Lie algebras to Lie superalgebras and use it to
introduce the generalization of the operators of angular momentum for the unitary-
orthosymplectic group, which acts in superreal space and derive the supersymmetric
Laplace operator for this space.

20.1.1 Lie Superalgebra and Jacobi Identity

Lie algebras are characterized by generators Gi, which have the property that the
commutator of any pair of generators is a linear combination of the generators again,

ŒGi;Gj� D fijkGk; (20.1)

where the coefficients fijk D �fjik are called structure constants. The Jacobi identity

ŒA; ŒB;C��C ŒB; ŒC;A��C ŒC; ŒA;B�� D 0 (20.2)

can be obtained by expressing the commutators explicitly as a sum of products of
the generators.

© Springer-Verlag Berlin Heidelberg 2016
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Lie algebras can be derived from continuous groups acting in spaces of real and
complex elements in A0. This concept can be generalized by allowing generators
to act in a superspace, that is a space which contains even and odd elements. A
generator transforming elements in A�1 to those in A�2 is of Z2-grade, �1C �2. One
defines the supercommutator

fGi;Gjg WD GiGj � .�/�i�j GjGi D fijkGk; fjik D .�/1��i�j fijk; (20.3)

where only terms Gk with �i C �j D �k contribute in the sum over k. These
supercommutators define a Lie superalgebra. Again, explicit multiplication yields
the Jacobi identity

.�/�A�CfA; fB;Cgg C .�/�B�AfB; fC;Agg C .�/�C�BfC; fA;Bgg D 0: (20.4)

In Sect. 19.1, on stochastic time-dependent equations, we had examples of Lie
superalgebras. The operators D , ND , Eq. (19.22), and @

@t , constitute a Lie superal-
gebra, but also the operators D 0, ND 0, Eq. (19.23), and @

@t , constitute such an algebra.
Also, all five operators constitute a Lie superalgebra.

In Sect. 19.2, on supersymmetry in high energy physics, we had the Lie algebra
of the Lorentz group containing the operators M, the Lie algebra of the Poincaré
group with operators P and M, and the Lie superalgebras of the operators P, M, Q
and NQ. But also the operators P, M, Q0, and NQ0 constitute a Lie superalgebra, as well
as all the 18 operators.

20.1.2 Unitary-Orthosymplectic Rotations and Supersymmetric
Laplace Operator

As a useful example, we consider unitary-orthosymplectic rotations. Thus, we
introduce a rotation expressed by the UOSp-matrix U D 1CW with infinitesimal
W. Since U is a UOSp-matrix, it obeys U	U D 1 and thus W CW	 D 0. Since it is
superreal, it obeys CWC TWC D 0 due to (14.5). We introduce K D CW D � TWC.
Then one obtains TK D �K� . Thus,

f .X CWX/ D f .X/CWijxj
@

@xi
f D f .X/C KljxjCli

@

@xi
f : (20.5)

TK D �K� may be rewritten in components Kjl D .�/.1C�j/.1C�l/Klj. This yields

f .X CWX/ D f .X/C Klj.�/.1C�j/.1C�l/xlCji
@

@xi
f : (20.6)
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Thus, Klj appears in two terms and the transformation may be written

f .X CWX/ D f .X/C 1
2
KljLjlf .X/ (20.7)

with

Ljl D xj.C
@

@x
/l C .�/.1C�j/.1C�l/xl.C

@

@x
/j; .C

@

@x
/l D Cli

@

@xi
(20.8)

and the symmetry relation

Ljl D .�/.1C�j/.1C�l/Llj: (20.9)

Since xj 2 A�j and xl 2 A�l in (20.8), we assign the Z2-degree �j C �l to Llj.
Equations (20.8) and (20.9) reduce for �j D �i D 0 to the well-known relations
for the components of angular momentum in real space. One obtains the following
supercommutators

fxk; xlg D 0; f.C @

@x
/k; xlg D Ckl; f.C @

@x
/k; .C

@

@x
/lg D 0; (20.10)

which yield

fLjl; xkg D Clkxj C .�/.1C�j/.1C�l/Cjkxl; (20.11)

fLjl; .C
@

@x
/ig D .�/1C�jC�lCji.C

@

@x
/l C .�/�jC�lCli.C

@

@x
/j; (20.12)

fLjl;Likg D CliLjk � .�/.�jC�l/.�jC�i/CkjLil

C.�/.1C�j/.1C�l/CjiLlk C .�/.1C�i/.1C�l/ClkLji: (20.13)

We look now for the bilinear form

B D
X

ik

xiBikxk; (20.14)

invariant under all rotations. Let B 2 A�B , then Bik 2 A�BC�iC�k . Moreover

Bik D .�/.�BC1/.�iC�k/C�i�k Bki: (20.15)

Then

fLjl;Bg D 2xj.CBx/l C 2.�/.1C�j/.1C�l/xl.CBx/j: (20.16)

The condition fLjl;Bg D 0 is identically fulfilled for j D l; �j D 0. For j D l; �j D 1
it requires xj.CBx/j D 0. For j 6D l it reduces to .CBx/l D alxl, al 2 A�B . Then
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one obtains al D c.�/�l.1C�B/, c 2 A�B . Thus, Bkl D c.�/�B�k Ckl and the invariant
function is c times the scalar product

B D cxkCklxl; (20.17)

which, with X, X	, (14.16), (14.17) can be written

B D cX	X; X	X D
nX

iD1
x2i C 2

rX

iD1
��

i �i: (20.18)

Similarly we look for a rotational invariant bilinear form of derivatives,

D D
X

ik

.C
@

@x
/iDik.C

@

@x
/k: (20.19)

Then

fLjl;Dg D 2.�/1C�j�l.C
@

@x
/l.CDC

@

@x
/j

C 2.�/�jC�k.C
@

@x
/j.CDC

@

@x
/l; (20.20)

from which we conclude the invariant form

D D c
@

@xi
Cik

@

@xk
D c4ss; 4ss WD

nX

iD1

@2

@x2i
C 2

rX

iD1

@2

@��
i @�i

; (20.21)

where4ss is the supersymmetric Laplace operator. We observe that

4ss .X
	X/ D 2.n� 2r/: (20.22)

20.2 Ising Model in a Stochastic Magnetic Field

Arguments for the dimensional reduction in the problem of the Ising model in a
stochastic magnetic field are given and discussed.

We consider an Ising model in a stochastic magnetic field. We first give the
argument by Parisi and Sourlas [204]: This disordered system in d dimensions
should be equivalent to the Ising model in d� 2 dimensions without magnetic field.
The Landau free energy of the Ising model in a stochastic magnetic field is given by
the Lagrangian

L D
Z

d dxL.�.x//; L.�.x// D 1

2
.r�.x//2 C V.�.x//� h.x/�.x/: (20.23)
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We assume a white-noise distribution for h,

h.x/h.y/ D 2kı.x � y/; (20.24)

which may be written as a probability distribution proportional to

ŒD h� exp

�
�
Z

d dx
1

4k
h2.x/

�
D ŒD h�

Z
ŒD�� exp

�Z
d dx

1

k
.�2.x/C �.x/h.x//

�
:

(20.25)

The Lagrangian assumes its minimum at

@L.�.x//

@�.x/
D �4 �.x/C V 0.�.x//� h.x/ D 0: (20.26)

We proceed now as in Sect. 19.1.2. By means of

@h.x/

@�.y/
D ıd.x � y/

��4CV 00.�.x//
�

(20.27)

the most probable averaged expectation value can be expressed by

hF.�h.x//i D
Z
ŒD ��ŒD��ŒD �;  �F.�.x// exp.�S.�.x/;  �.x/;  .x/; �.x///

(20.28)

with

S D
Z

d dx
1

k

���2.x/C �.x/4 �.x/

� �.x/V 0.�.x//C  �.x/.�4CV 00.�.x/// .x/
�
: (20.29)

In terms of a superfield, ˚ , depending on coordinates x 2 A0 and �; �� 2 A1

˚.x; ��; �/ D �.x/C  �.x/� C �� .x/C �.x/���; (20.30)

we can write

S D
Z

d dxd �d �� NL.˚.x; ��; �//;

NL D 1

k
. 1
2
˚ 4ss ˚ � V.˚// (20.31)

with the supersymmetric Laplace operator

4ss D 4C 2 @2

@��@�
: (20.32)
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We introduce the Fourier transform

˚.x; ��; �/ D
Z

d dqd �d ��ei.
Pd

iD1 qixiC���C���/ O̊q;��;� ; (20.33)

which yields

4ss ˚.x; �
�; �/ D �

Z
d dqd �d ��.

dX

iD1
q2i C 2���/ei.

Pd
iD1 qixiC���C���/ O̊q;��;� :

(20.34)

The free theory is governed by

NL0 D �m2˚2 C ˚ 4ss ˚

2k
(20.35)

and thus by the action

S0 D �.2�/d
Z

d dqd �d �� O̊�q;��� ;��
q2 C 2��� C m2

2k
O̊q;��;� : (20.36)

Let us abbreviate Qq D .q; �; ��/ and ŒD Qq� D d dqd �d ��. Then we obtain the
superpropagator [54, 226]

G.0/.x; ��; � I x0; � 0�; � 0/ D h˚.x; ��; �/˚.x0; � 0�; � 0/i0 (20.37)

D
Z
ŒD Qq�ŒD Qq0�ei.qxCq0x0/ei.���C���C�0�� 0C� 0��0/h O̊Qq O̊Qq0i0

of the free theory (20.36) by considering the integral

Z
ŒD O̊ � exp.� 1

2

Z
ŒD Qq�. O̊�Qq C Oa�Qq/pQq. O̊Qq C OaQq//

D
Z
ŒD O̊ � exp.�S0/ exp.� 1

2
.OaQqpQq O̊�Qq � O̊QqpQq Oa�Qq � OaQqpQq Oa�Qq//;

(20.38)

which does not depend on Oa. Expansion up to second order in Oa yields the integral,
the ‘partition function’

R
ŒD O̊ � exp.�S0/, which has to be normalized to unity times

1�
Z
ŒD Qq�Oa�QqpQqh O̊Qqi� 1

2

Z
ŒD Qq�Oa�QqpQqOaQqC 1

2
h.
Z
ŒD Qq�Oa�QqpQq O̊Qq/2iC: : : (20.39)
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The terms at second order in Oa can be written as

1
2

Z
d Qq
Z

d Qq0 OaQq OaQq0.pQqpQq0h O̊Qq O̊Qq0i0 � pQqıQqCQq0/: (20.40)

This yields

h O̊Qq O̊Qq0i0 D 1

pQq
ıQqCQq0 D ıQqCQq0

OG.0/

q;��;�
(20.41)

with

G.0/

q;��;�
D � k

.2�/d.m2 CPd
iD1 q2i C 2���/

: (20.42)

We show that it has the interesting property of dimensional reduction from d
dimensions to d � 2 dimensions. Thus, the Grassmann coordinates ��; � count as
coordinates of negative dimension. More precisely: Let us choose x D .y; z/ 2 Rd,
y 2 Rd�2, z D .0; 0/ 2 R2. We show that the correlations of the d dimensional
system with stochastic field is related to the .d � 2/-dimensional one without
magnetic field by

h
Y

i

�.y.i/; 0/istoch h;d D h
Y

i

�.y.i//ihD0;d�2: (20.43)

The derivation runs like follows

�.y; 0/ D
Z

d d�2qei
Pd�2

iD1 qiyi

Z
d qd�1d qdd �d ��˚q;��;� : (20.44)

All integrals contributing to diagrams including external legs to �.y; 0/, contain only
functions depending on qd�1; qd; �

�; � as scalar products qd�1q0
d�1Cqdq0

dC���0C
�0��. Thus, the integral theorem of Sect. 16.1 applies: There remain only integrals
over the .d � 2/-dimensional space, which yields (20.43). Compare with [178], for
example. In perturbation theory, one expands in powers of V�m2˚2 and constructs
the corresponding diagrams, which involve the propagators G0.

Discussion The argument given so far has two shortcomings: The configurations
f�g for a given magnetic field fhg may not be unique. As a consequence the
determinant of the functional derivative (20.27) can be positive or negative, but
should always be counted with the same sign. A second shortcoming is that ˚
should be superreal. But � has to be integrated along the imaginary axis, as evident
from (20.25). Cardy [45] and Klein and Perez [147] present a non-perturbative
argument for the dimensional reduction.

The �-expansion for critical exponents from the upper critical dimension agree
for both systems as argued by Aharony, Imry and Ma [4, 120], Grinstein [101],
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and by Young [293]. The critical behaviour differs at lower dimensions as shown
by Imbrie [118, 119] and by Bricmont and Kupiainen [41]. It may either be that
at some dimension the determined fixed point becomes unstable and a different one
takes over or it may be that both systems differ by a contribution exponentially small
at the upper critical dimension.

Brézin and de Dominicis [36, 37] consider the disordered system with a general
number of replicas. Then operators appear, which make the system unstable already
at dimension 8 and below, which sheds doubt on an expansion around dimension
6. Le Doussal, Wiese, and Chauve [48, 160, 162, 163, 283] argue that with the
functional renormalization group a cusp for the disorder distribution function
appears and replica symmetry breaking occurs. They argue, whenever several
minima appear, this cusp appears. In addition they argue [161] that an n-component
disordered ferromagnet has a lower critical dimension 4 for n > nc, but an n-
dependent lower critical dimension less than 4 for n < nc, where nc D 2:834 for
a random field and nc D 9:441 for random anisotropy. See also the arguments by
Fisher [88] and Young and Nauenberg [294]. Tissier and Tarjus [255] argue that
dimensional reduction works down to d � 5:1.

Dimensional reduction leaves open questions for the Ising model in a stochastic
magnetic field, but equivalent arguments work correctly for branched polymers and
lattice animals, which are considered next.

20.3 Branched Polymers and Lattice Animals

A model of lattice animals, (they serve as models of branched polymers), and of
the density of zeroes of the partition function of Ising models as function of a
complex magnetic field are compared. Their critical behaviour is connected by
dimensional reduction. Similarly models of linear polymers and self-avoiding walks
are connected to another model by dimensional reduction.

Animals and Trees Lattice animals are clusters of connected sites on a regular
lattice. Connected means that they are connected by links of the lattice. If any
two sites of the cluster have just one connection they are called site trees. Besides
these site animals, one also defines bond animals. Bond animals are clusters of
bonds between adjacent sites. Bond trees are clusters in which any two bonds are
connected by a unique path of bonds. A more detailed explanation can be found
in the introduction of Hsu et al. [113]. Branched polymers are defined as sets of
site trees and bond trees, resp. The number ZN and the end-to-end distance RN

of such animals and trees for a given number, N, of sites and bonds, resp., obeys
asymptotically, that is, for large N

ZN � �NN� ; RN � N�: (20.45)

Using replica methods Lubensky and Isaacson [170, 171] have described these
statistical models in terms of a �3-theory and obtained �-expansions for the critical
exponents � and � in D D 8� � dimensions.
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Lee-Yang Edge Lee and Yang [164] considered the partition function of Ising
models with ferromagnetic (or zero) interaction between pairs of spins. They found
that as a function of the fugacity, z D exp.�2H=kBT/, all zeros lie on the circle
jzj D 1. This is called the Lee-Yang theorem Thus, the zeros are found for purely
imaginary magnetic field H D iH0. In the thermodynamic limit one can introduce
a density of zeros commonly denoted by G .H0;T/. This density vanishes above the
critical temperature in an interval �H0.T/ < H0 < H0.T/ close to the real axis of
H. Close to H0, it shows a power law behavior

G .H0;T/ � .H0 �H0.T//
� : (20.46)

The spontaneous magnetization below Tc is proportional to G .0;T/. The critical
behaviour around H0.T/ can be described by a �3-theory with imaginary coupling
and upper critical dimension dc D 6 [87, 157]. Earlier papers on this subject are
[149, 249]. The identity of the repulsive-core singularity with the Lee-Yang edge
criticality has been pointed out by Lai and Fisher [158], and by Park and Fisher
[208].

Dimensional Reduction Parisi and Sourlas [206] argue that these two systems are
related to each other by dimensional reduction. They find the relations

�.D/ D �.d/C 2; �.D/ D .�.d/C 1/=d (20.47)

for D D dC 2. Since �.0/ D �1 and �.1/ D 1=2 are exactly known from the zero-
and one-dimensional Ising model, one obtains

�.3/ D 3
2
; �.3/ D 1

2
; �.2/ D 1: (20.48)

The upper critical dimensions are given by Dc D 8, dc D 6. Precise analytical
arguments for this dimensional reduction have been given by Brydges and Imbrie
[42]. Excellent numerical verification has been obtained by Hsu et al. [113] and by
Luther and Mertens [172].

Linear Polymers and Self-Avoiding Walks De Gennes [53] has shown that linear
polymers and, equivalently, self-avoiding walks can be described by a �4-theory
with n D 0 components (replica trick). McKane [180] has given the equivalence to
the �4-theory with the same number of commuting and anticommuting components
of �. Parisi and Sourlas [205] have finally mapped this problem to another one in
two more dimensions. It seems, however, that this new model has not found much
interest. Thus, many calculations are performed on the basis of the n D 0, �4-theory.
A review article on self-avoiding walks has been given by Bauerfeind et al. [17]. The
static equilibrium properties of polymer solutions and the excluded volume effect
are reviewed in the book [230] by L. Schäfer. Sourlas [244] has given a review on the
models and their connection, via dimensional reduction, as considered in Sects. 20.2
and 20.3.
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20.4 Electron in the Lowest Landau Level

The density of states of electrons moving in a plain in the lowest Landau level of a
strong magnetic field in the presence of random point scatterers can be calculated
exactly. The corresponding action of the two-dimensional system is supersymmetric
and allows a reduction to a zero-dimensional action.

20.4.1 Free Electron in a Magnetic Field

A free electron in two dimensions and in a perpendicular magnetic field B, is
governed by the Hamiltonian

H0 D 1

2m
.p� e

c
A/2; A D 1

2
B.�y; x/: (20.49)

The eigenenergies of H0 are

En D „!.nC 1
2
/; n D 0; 1; 2; : : : ; (20.50)

with the cyclotron frequency given by ! D eB=mc. The Hamiltonian reads, with the
choice of units for the energy „! D 1 and for the cyclotron length l D .„c=eB/1=2 Dp
1=2,

H0 D �.@z � 1
2
z�/.@z� C 1

2
z/C 1

2
; (20.51)

with the complex coordinate

z D xC iy: (20.52)

The eigenstates of the lowest Landau level are given by

�0;m.z/ D 1p
�mŠ

zme�z�z=2; m D 0; 1; 2; : : : (20.53)

In general, the eigenfunctions of the lowest Landau level read

�.z/ D u.z/e�z�z=2; @z� u D 0; (20.54)

with u being holomorphic. Restriction to the lowest Landau level yields the Green’s
function

G0.z; z
0;EC i0/ D hzjP 1

E � H0 C i0
Pjz0i D 1

�
C.z; z0/ (20.55)
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where P projects onto the lowest Landau level, and C is the projector in the z-space,

� D EC i0 � 1
2
„!; (20.56)

C.z; z0/ D
X

m

�0;m.z/�
�
0;m.z

0/ D 1

�
exp.� 1

2
z�z � 1

2
z0�z0 C z0�z/: (20.57)

The probability distribution of the state �0;m has its maximum at radius
p

m. Thus,
the area covered by mC 1 states is �m. The density of the states per area is then in
our units,

�0 D 1=�: (20.58)

The density can also be seen from G.z; z;E C i0/, since for large E it decays like
�0=E. This density is 1=.2�l2/ for cyclotron length l.

20.4.2 Random Potential

We add a random potential V to the kinetic energy, Eq. (20.51),

H D H0 C V: (20.59)

This random potential will result in a broadening of the Landau levels. If this
broadening is small, in comparison to the spacing „! between the Landau levels,
then it is a good approximation to restrict the calculation to the Hilbert space of the
lowest Landau level. Thus, for the lowest Landau level, we replace (20.59) by

H D H0 C PVP (20.60)

where P is the projector onto the lowest Landau level. If the potential consists
of point scatterers, that is, if it is uncorrelated between different points, then the
calculation of the averaged one-particle Green’s function and thus, the density of
states can be reduced to a calculation for a zero-dimensional system. This was shown
for a white noise potential

V.r/ D 0; V.r/V.r0/ D Wı.r � r0/ (20.61)

by means of a diagrammatic expansion [273]. Brézin et al. [39] have generalized
the solution to systems of arbitrary point scatterers characterized by a function g

exp.�i
Z

d 2r˛.r/V.r// D exp.
Z

d 2rg.˛.r///: (20.62)
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The function g.˛/ represents the Fourier transform of the probability distribution P
of the potential at a site

exp.g˛/ D
Z

d VP.V/e�i˛V : (20.63)

By means of a supersymmetric field theory they could apply dimensional reduction.
The derivation will be given in the next subsection. Beforehand we give three
examples of stochastic potentials and the corresponding functions g. We also derive
the form of the averaged one-particle Green’s function.

White Noise Potential The l.h.s. of (20.62) gives

1 � i
Z

d 2r˛.r/V.r/ � 1
2

Z
d 2rd 2r0˛.r/˛.r0/V.r/V.r0/C : : :

D 1 � 1
2

Z
d 2rW˛2.r/C : : : (20.64)

The higher-order terms in ˛V vanish for odd powers. Even powers in ˛V yield

.�/k 1

.2k/Š

Z
d r21 : : : d r2k˛.r1/V.r1/ : : : ˛.r2k/V.r2k/: (20.65)

The factors can be grouped in pairs in .2k � 1/ŠŠ ways. Hence, (20.65) yields

.�/k
kŠ

�Z
d 2r 1

2
W˛2.r/

�
(20.66)

and the corresponding function g reads

g.˛/ D � 1
2
W˛2: (20.67)

Poisson Model of Random Impurities They correspond to zero-range scatterers
of density O�, which are distributed randomly in space

V.r/ D �
X

i

ı2.r � ri/: (20.68)

The l.h.s. of (20.62) yields

exp.�i�
X

i

˛.ri//: (20.69)

One obtains, in an infinitesimal area of size d A,

1C O�d A.e�i�˛ � 1/; (20.70)
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which yields the function

g.˛/ D O�.e�i�˛ � 1/ (20.71)

Lorentzian Distribution This distribution of the potential is given by (compare to
the Lloyd model in Problem 4.1)

P.V/ D �

�.V2 C � 2/
(20.72)

and yields

g.˛/ D �� j˛j: (20.73)

Averaged One-Particle Green’s Function We use the translational invariance
including gauge-transformation to derive the site dependence of the averaged one-
particle Green’s function. We generalize the Hamiltonian H0 to

Ha D �.@z � 1
2
z� C 1

2
a�/.@z� C 1

2
z� 1

2
a/ (20.74)

The Hamiltonians H0 and Ha describe electrons in the same magnetic field B, but
with a different gauge, A. They are related by the gauge-transformation

Hae.az��a�z/=2 D e.az��a�z/=2H0: (20.75)

Then G.z; z0/ and G.z� a; z0 � a/ are related by

G.z � a; z0 � a/ D e.az��a�z/=2G.z; z0/e.�az0�Ca�z0/=2: (20.76)

Since G.z; z0/ is a linear combination of �m.z/��
n .z

0/, (similarly for G.z� a; z0 � a/)
it can be written as

G.z; z0/ D f .z; z0�/e�zz�=2�z0z0�=2;

G.z� a; z0 � a/ D f .z � a; z0� � a�/e�.z�a/.z��a�/=2�.z0�a/.z0��a�/=2;

(20.77)

where f does not depend on z� and z0. Insertion of (20.77) into (20.76) yields

f .z � a; z0� � a�/ D e�a�z�az0�Caa�

f .z; z0�/; (20.78)

which yields

f .z; z0�/ D const ezz0�

: (20.79)
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Thus, the one-particle Green’s function can be expressed by the on-site Green’s
function and the projector C from (20.57),

G.z; z0;E C i0/ D �C.z; z0/G.z; z;E C i0/ D �C.z; z0/G.0; 0;EC i0/: (20.80)

20.4.3 Supersymmetric Lagrangian

The Green’s function can be written as

hrj 1

E � H C i0
jr0i D �i

Z
D�D��D D ��.r/��.r0/ exp.�L /;

(20.81)

L D �i
Z

d 2r
�
��.� � V/� C  �.� � V/ 

�
; (20.82)

where � D E � 1
2
„! C i0, (20.57), and the two fields � 2 A0 and  2 A1. They

may be thought of as

�.r/ D
X

m

um�0;m.r/ D e�z�z=2

p
�

u.z/; u.z/ D
X

m

umzm

p
mŠ
; �; u; um 2 A0; (20.83)

 .r/ D
X

m

�m�0;m.r/ D e�z�z=2

p
�

�.z/; �.z/ D
X

m

�mzm

p
mŠ
;  ; �; �m 2 A1:

(20.84)

The introduction of the Grassmannian field  and � , respectively, guarantees the
correct normalization,

Z
D�D��D D � exp.�L / D 1: (20.85)

Now the average over the random potential can be performed by means of (20.62),
where ˛.r/ is replaced by e�z�z.u�uC ���/. The averaged Green’s function reads

G.r; r0;EC i0/ D hrj 1

E � H C i0
jr0i

D �ie�z�z=2�z0�z0=2

Z
D uD u�D �D ��u.z/u�.z0/

exp
��L0 �L 0� ; (20.86)
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where u.z/u�.z0/ may be replaced by �.z/��.z/, and

L0 D �i�
Z

d zd z�.u�uC ���/e�z�z; (20.87)

L 0 D �
Z

d zd z�g.e�z�z.u�uC ���//: (20.88)

The important observation is that the holomorphic superfield

˚.z; �/ D u.z/C ��.z/ (20.89)

allows the representation

L0 D �i�
Z

d zd z�d �d ��e�z�z����

˚�˚; (20.90)

L 0 D �
Z

d zd z�d �d ��h.e�z�z����

˚�˚/: (20.91)

In order to confirm (20.90), (20.91), one expands L0 and L 0 in �; ��. The equality
of (20.87) and (20.90) can then be seen immediately. The expansion for (20.88)
and (20.91) yield, with ˇ D e�z�zu�u,

g.e�z�z.u�uC ���// D g.ˇ/C e�z�z���g0.ˇ/; (20.92)
Z

d �d ��h.e�z�z����

˚�˚/ D ˇh0.ˇ/C e�z�z���.h0.ˇ/C ˇh00.ˇ//:

(20.93)

Thus, g and h have to obey

g.ˇ/ D ˇh0.ˇ/; g0.ˇ/ D h0.ˇ/C ˇh00.ˇ/: (20.94)

Since the second equation is the derivative of the first one, it is sufficient to solve
the first one

h.˛/ D
Z ˛

0

dˇ

ˇ
g.ˇ/; (20.95)

and Lss D L0 C L 0 is invariant under rotation in superspace, which has the two
additional Grassmannian coordinates � and ��.
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20.4.4 Dimensional Reduction

We consider now the dimensional reduction. For this purpose we introduce super-
vectors

Qz WD
�

z
�

�
; Qum WD

�
um

�m�1

�
; m > 0: (20.96)

We perform an infinitesimal transformation in the superspace

ıQz D ıUQz; ıU D
�

ip �!�
! iq

�
(20.97)

and also of Qum. Then, one obtains

ı˚ D
X

m

.ıum C impum �
p

m!�m�1/
zm

p
mŠ

C
X

m

.ı�m�1 � !�pmum C i.p.m � 1/C q/�m�1/
zm�1

p
.m � 1/Š�;

(20.98)

with ˚ remaining invariant under this transformation, if one chooses

ı Qum D ıUm Qum; ıUm D
� �imp �pm!p

m!� �i.m � 1/p � iq

�
: (20.99)

In this derivation p, q, !, !� are infinitesimal. The matrices U and Um are
antihermitian and generate the group UPL1.1; 1/, which can be obtained as

U D exp ıU; Um D exp ıUm; (20.100)

where now the arguments q, etc. are considered finite. Thus, ˚ , and consequently
˚�, are invariant under the transformations

Qu0
m D Um Qum; Qz0 D UQz; u0

0 D u0: (20.101)

The partition function can be written as

Z D
Z

d u�
0d u0D Qu�D Qu exp

�
�
Z

d Qz�d QzL .Qz�Qz; ˚�˚/
�

(20.102)
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and it has to be shown that Z reduces to the integral, which contains only the field
components u�

0 and u0,

Z D
Z

d u�
0d u0 exp.�

Z
d Qz�d QzL .Qz�Qz; u�

0u0//: (20.103)

To show this, we proceed similarly as in Sects. 15.1.3 and 15.1.4. The only
difference is that the various supervectors transform with different superunitary
transformations U and Um. But as in Sect. 15.1.4, one shows that

Z0.Qu�m; Qum/ WD
Z

d u�
0d u0D 0 Qu�D 0 Qu exp

�
�
Z

d Qz�d QzL .Qz�Qz; ˚�˚/
�

(20.104)

where over all supervectors, but Qum, has been integrated, Z0 obeys

Z0.Qu�mU�
m;Um Qum/ D Z0.Qu�m; Qum/: (20.105)

Due to the invariance under arbitrary superunitary transformations, the integral
reduces to

Z D
Z

D u�mD umZ0.Qu�m; Qum/ D Z0.0; 0/: (20.106)

This argument can be used for all m > 0, which proves Eq. (20.103). Now L
depends only on Qz, Qz�, and u�

0 , u0. The integration over Qz�, Qz yields �L at Qz D 0,
hence

Z D
Z

d u�
0d u0 exp.�L .�; u�

0u0//; L .�; ˛/ D �.i�˛ C h.˛//: (20.107)

Thus, the integral over a field in two dimensions, plus two anticommuting dimen-
sions, is reduced to a problem for the field ˛ D u�

0u0 in zero dimensions. One may
wonder, why Z, (20.103), is not simply one as in (20.85). We deal with two types
of supersymmetry, the one we have used now and where um and �m�1 are combined
to a superfield. Initially, however, we have started with the pairs um and �m. If one
takes into account these pairs up to some m, then Z will be one. If, however, we take
into account the pairs um and �m�1 up to some m, then we obtain Z, (20.103).

Since ˚�.0; 0/˚.0; 0/ D u�
0u0, one obtains, finally, the averaged on-site Green’s

function

G.0; 0;EC i0/ D �i

R
d˛ ˛ exp.�L .�; ˛//R
d˛ exp.�L .�; ˛//

D � @

�@�
ln
Z 1

0

d˛ exp.�L .�; ˛//: (20.108)
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Together with (20.80), one obtains the Green’s function G.z; z0;E C i0/. Although
the density of states of the lowest Landau level can be calculated exactly for
random point-scatterers, there is no generalization known for higher Landau levels.
Unfortunately, this type of calculation does not explain the quantized Hall effect,
which of course is the most interesting effect of such systems.

The density of states is obtained from (20.108),

�.E/ D � 1
�
=G.z; z;EC i0/: (20.109)

We consider G and � for the three examples in Sect. 20.4.2, (20.64)–(20.73).

White Noise Potential For this type of disorder one has

g.˛/ D � 1
2
W˛2; h.˛/ D � 1

4
W˛2: (20.110)

This yields

Z D 1p
W

exp.��2/.1C iI.�// (20.111)

with

� D
r
�

W
� D

r
�

W
.E � 1

2
„!/; I.�/ D 2p

�

Z �

0

d x exp.x2/: (20.112)

One concludes that

G.0; 0;EC i0/ D 2��

W
� 2i

WZ
; (20.113)

�.E/ D 2

�2
p

W

exp.�2/

1C I2.�/
: (20.114)

Poisson Model of Random Impurities We set the density of the scatterers O� in
relation to the density of states �0 in the Landau level, and introduce

f WD O�=�0 D � O�; � WD �

�
.E � 1

2
„!/: (20.115)

The averaged density of states depends strongly on f . In the limit � ! 0, and for
positive �, Brézin, Gross, and Itzykson obtain [39], see also [122],

��.E/ �

8
<̂

:̂

.1 � f /ı.�/C A.f /��f C : : : 0 < f < 1
1

�..ln.�=�0//2C�2/ C : : : f D 1
B.f /� f �2 C : : : 1 < f :

(20.116)
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with amplitudes A.f / and B.f /. There are also weaker non-analyticities of �.E/ at
integer values of �. For f < 1 there are still a finite number of states at E D 1

2
„!.

Indeed, if within a circle of area �N the Nf scatterers are located at zi, then the states
described by

 .z/ D P.z/
NfY

iD1
.z � zi/e�z�z=2 (20.117)

with polynomials P up to order N.1 � f / are states with unchanged energies. These
wave-functions vanish at the location of the scatterers and are thus unaffected by
them.

Lorentzian Distribution For this distribution we have

g.˛/ D �� j˛j; h.˛/ D �� j˛j (20.118)

and obtain

G.0; 0;EC i0/ D 1

�.� C i� /
; �.E/ D �

�2.� 2 C �2/ : (20.119)

We remember from (20.58) that the density of states per area �0 D 1=� . This
explains the overall factor 1=� in G. The density of states is again Lorentzian.

20.5 Isotropic �2� -Theories with Negative Number
of Components

Negative even number of components are equivalent to pairs of anticommuting
components. They yield free theories, since these components are nilpotent.

Formally a �4-theory with n D �2 components can be expressed by �2 D N�� ,
which yields �4 D 0. Thus, the theory for n D �2 is a free theory. This is the
reason for factors .n C 2/ in expansion coefficients of the �-expansion for the n-
component�4 theory (Balian and Toulouse [15]). Note, however, this does not apply
for exponents of operators, which cannot be expressed in terms of � and N� (Wegner
[276]).

Similarly, one may ask what happens to a �2� -theory for n D �2;�4; : : : �
2� C 2. They can be expressed by �2 DP�n=2

iD1 N�i�i and obviously �2k vanishes for
k > �n=2, in particular, the �2� -term vanishes. It seems that this has not been fully
discussed, but for the tricritical case, � D 3, a number of exponents carry the factor
.nC 2/.nC 4/ at least at order �2 for d D 3 � �. I refer to [247, 266, 267] and the
review by Lawrie and Sarbach [159]. This holds also for the exponent  in order �3

at the tricritical point [167].
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The exponent  carries a factor .n=2C � � 1/Š.n=2/Š at order �2 with dimension
d D 2�=.� � 1/� � [256, 266, 267].

Problems

20.1 Set

r2 D
nX

iD1
x2i C c

rX

iD1
��

i �i; 4ss D
nX

iD1

@2

@x2i
C c0

rX

iD1

@2

@��
i @�i

Which condition have c; c0 to obey such that4ssf .r2/ is a function of r2 only?

20.2 Derive Eq. (20.79) from (20.78).
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Chapter 21
Random Matrix Theory

Abstract In this chapter the Gaussian random matrix ensembles are investigated.
We determine their Green’s functions and show that for small energy differences a
soft mode appears. As a consequence, the non-linear sigma-model is introduced and
the level correlations are determined.

21.1 Green’s Functions

Green’s functions and their products are introduced.
The Green’s function between states j˛i and jˇi is defined as

G.˛; ˇ; z/ D h˛j 1

z �H
jˇi (21.1)

It is obtained from the time-integrals (< > 0)

i
Z 0

�1
d te.i!C�iH/t D 1

! � i �H
; (21.2)

�i
Z C1

0

d te.i!��iH/t D 1

! C i � H
: (21.3)

The upper Green’s function is called advanced (=z < 0) and the lower one retarded
(=z > 0). The density of states per orbital is obtained from the difference of both
Green’s functions

�.˛;E/ D lim
!C0.G.˛; ˛;E � i/ �G.˛; ˛;EC i//=.2�i/: (21.4)

In the following, we consider averaged products
Qm

iD1 G.˛i; ˇi; zi/ of Green’s
functions of the random matrix model of Sect. 4.4. Since the distribution of matrix-
elements (4.13) is invariant under unitary transformations of the matrix-elements
P.f / D P.U�fU/, only averaged products of Green’s functions differ from zero,
if ˛i and ˇj agree pairwise. Thus, the only averaged one-particle Green’s function
different from 0 is G.˛; ˛; z/ and the only two-particle Green’s functions different
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from zero are the averages of G.˛; ˛; z/G.ˇ; ˇ; z0/ and G.˛; ˇ; z/G.ˇ; ˛; z0/. Since
the distribution of the matrix-elements is invariant under permutation of the ˛s, the
averaged one- and two-particle Green’s functions can be expressed in terms of the
one-particle Green’s function G and two-particle Green’s functions K and K0

G.˛; ˇ; z/ D ı˛;ˇG.z/; (21.5)

G.˛; ˇ; z1/G.�; ı; z2/ D ı˛ˇı�ıK.z1; z2/C ı˛ıı�ˇK0.z1; z2/: (21.6)

The correlations between the various levels of the eigenstates is described by

n2 QK.z1; z2/ WD
X

˛ˇ

G.˛; ˛; z1/G.ˇ; ˇ; z2/ D n2K.z1; z2/C nK0.z1; z2/ (21.7)

with ˛; ˇ D 1 : : : n. The combination

n QK0.z1; z2/ WD
X

˛ˇ

G.˛; ˇ; z1/G.ˇ; ˛; z2/

D
X

˛;ˇ

h˛j 1

z1 � H
jˇihˇj 1

z2 �H
j˛i (21.8)

D
X

˛

h˛j 1

.z1 � H/.z2 � H/
j˛i

D 1

z1 � z2

X

˛

.h˛j 1

z2 �H
j˛i � h˛j 1

z1 � H
j˛i/

yields

QK0.z1; z2/ D K.z1; z2/C nK0.z1; z2/ D G.z2/ �G.z1/

z1 � z2
(21.9)

and is thus determined by the one-particle Green’s function.

21.2 Reduction of the Gaussian Unitary Ensemble
to a Matrix Model

The determination of the averaged product of m Green’s functions in the Gaussian
unitary ensemble is reduced to the determination of correlations in a model of a
2m � 2m super-matrix.
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Table 21.1 Gaussian random ensembles

Gaussian Unitary Orthogonal Symplectic Ensemble

Abbreviation GUE GOE GSE

Matrix elements Complex Real Quaternion Numbers

Ensemble invariant under Unitary Orthogonal Symplectic unitary Transformations

Gaussian Random Matrix Ensembles We consider three types of Gaussian
ensembles listed in Table 21.1.

In all cases the matrices are hermitian. The matrix elements are indepen-
dently distributed apart from the condition of hermiticity. Denoting the matrices
by f , the probability distribution is proportional to exp.�c tr .f 2//. The average
.UfU�1/˛ˇ.UfU�1/�ı does not depend on the transformation matrix U.

We return to the Gaussian unitary ensemble (GUE) whose density of states,
or equivalently one-particle Green’s functions, we have considered in Sect. 4.4.
Here, we will mainly consider the two-particle Green’s function, which yields the
correlations between the energy levels.

We start from (4.12), but denote the complex components x and the Grassmann
components � as components of the array S

x.i/˛ D S.i/b˛ 2 A0; �.i/˛ D S.i/f˛ 2 A1: (21.10)

Instead of the indices b and f we will sometimes use the Z2-degree � D 0; 1. A
product of Green’s functions is expressed by

mY

iD1
G.˛i; ˇi; zi/ D

mY

iD1

�
sbi

sfi

�n Z Y

i;˛

.
d<S.i/b˛d=S.i/b˛

�
d S.i/�f˛ d S.i/f˛ /

�
Y

i

.sbiS
.i/
b˛i

S.i/�bˇi
/ exp.�S1.S; 0//; (21.11)

S1.S;A/ D str..sz �psA
p

s/S�S � sS�fS/ (21.12)

D
X

i;�;˛;ˇ

.�/�s�;iS.i/��;˛ .ziı˛;ˇ � f˛;ˇ/S
.i/
�;ˇ

�
X

i;j

p
sbiAi;j

p
sbjS

.j/�
b˛ S.i/b˛:

with sbi D �isign.=zi/, (4.11), where we use (3.35) or (13.33). For the moment we
do not decide on the value of sfi. The last term is a source term, which allows one
to determine the Green’s functions. We introduce the source term only for the even
components Sb. This is sufficient to determine the Green’s functions.
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The field S and the diagonal matrices s and z are given by

S D
0

@
: : : : : :

S.1/b˛ : : : S.m/b˛ S.1/f˛ : : : S.m/f˛

: : : : : :

1

A 2M .n; 0;m;m/; (21.13)

z D diag.z1; : : : zm; z1; : : : zm/; s D diag.sb1; : : : sbm; sf1; : : : sfm/: (21.14)

The indices i and � of S.i/�˛ number the columns, and the subscript ˛ the rows.
As in Sect. 4.4, we perform the average over the matrix elements f , which are

Gaussian distributed with

f˛ˇ D 0; f˛ˇf�ı D 1

ng
ı˛ııˇ� ; (21.15)

which yields

exp.�S1.S;A// D exp.� str..sz �psA
p

s/S�S/C 1

2gn
str..SsS�/2//: (21.16)

Next the Hubbard-Stratonovich transformation has to be performed which, for-
mally (i.e. without consideration of convergence requirements) reads (we use
str..SsS�/2/ D str..

p
sS�S
p

s/2/),

exp.
1

2gn
str..
p

sS�S
p

s/2// D
Z
ŒD R� exp.�ng

2
str.R2/C str.R

p
sS�S
p

s//

(21.17)
with a super-matrix R 2M .m;m/. Its precise form will be determined in Sect. 21.4.
The Hubbard-Stratonovich transformation allows the reduction of the biquadratic
interaction in S to a bilinear expression in S at the expense of a coupling between
such a bilinear term in S and the new degree of freedom R. Now the averaged
m-particle Green’s function reads

mY

iD1
G.˛i; ˇi; zi/ D

Z
ŒD S�ŒD R�

Y

i

.sbiS
.i/
b˛i

S.i/�bˇi
/ exp.�S2.S;R; 0// (21.18)

with

S2.S;R;A/ D ng

2
str.R2/ � str.

p
s.R � zC A/

p
sS�S/: (21.19)

The Green’s functions can be determined from the ‘partition function’

Z.A/ D
mY

iD1

�
sbi

sfi

�n Z
ŒD S�ŒD R� exp.�S2.S;R;A// (21.20)
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by taking the derivatives with respect to A,

@Z

@A11
D nG.z1/; (21.21)

@2Z

@A11@A22
D n2 QK.z1; z2/ D n2K.z1; z2/C nK0.z1; z2/; (21.22)

@2Z

@A12@A21
D n QK0.z1; z2/ D nK.z1; z2/C n2K0.z1; z2/: (21.23)

Next, the integration over the fields S is performed. All components, from ˛ D 1 to
˛ D n, yield the same contribution. Thus,

Z.A/ D
Z
ŒD R� exp.�nS3.R;A//; S3.R;A/ D g

2
str.R2/C ln sdet.R � zC A/:

(21.24)
We have thus reduced the calculation of the averaged Green’s functions to the
determination of the expectation values of a model of matrix R. However, we have
not yet determined the manifold over which R varies. In order to obtain convergence
for the vector field S, it was necessary to choose sbi D �isign=zi. sfi is not
determined up to now.

21.3 Saddle Point

The saddle point of the matrix R is determined. The averaged one- and two-particle
Green’s functions are calculated. If the difference of the energies of the retarded and
advanced Green’s functions are small, then there is a saddle point manifold for the
matrix R.

For large n, the integration starts by calculating the saddle point of S3 at A D 0.
The saddle point equation reads

� gR.0/ � 1

R.0/ � z
D 0 (21.25)

with a diagonal solution

R.0/ki;k0i0 D ıkk0ıii0R
d
i (21.26)

given by

p
gRd

i D
1p

g.zi � Rd
i /
D
p

gzi

2
˙ i

s

1 � gz2i
4
D e˙i�i : (21.27)
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Including the diagonal source terms in the bosonic sector, one obtains

1

sdet.Rd � zC A/
D

mY

iD1

Rd
i � zi

Rd
i � zi C Aii

: (21.28)

Thus,

d 1
sdet.Rd�zCA/

d Ajj
jAD0 D 1

zj � Rd
j

1

sdet.Rd � z/
: (21.29)

the saddle point solution for the one-particle Green’s function is then

G.zj/ D 1

zj � Rd
j

D pgesj�j : (21.30)

The assignment of sj D �i=zj is due to the discussion in Sect. 4.4. The last equality
of (21.27) constitutes a mapping z ! e˙i� with the assignment ˙i D s. The real
interval �2=pg � z � C2=pg is mapped onto the unit circle (� is real): Real
z > 2=

p
g is mapped onto the real interval .0;C1/; real z > �2=pg onto .�1; 0/.

z with =z > 0 are mapped into the lower half unit circle and z with =z < 0 into the
upper half unit circle.

The saddle point solution (21.30) yields, with (21.4), (21.27),

G.E � si0/ D gRd
i D

gE

2
C si��

.0/.E/; (21.31)

which gives Wigner’s semi-circle law in accordance with (4.24), (4.25).
Now expand S3.R;A/ around the saddle point with

R�i;�0j D ı��0ıijR
d
i C

1p
g

X�i;�0j: (21.32)

Then

g

2
str.R2/ D 1

2
str.e2s� C 2es�X C X2/; (21.33)

sdet.R � zC A/ D sdet.Rd � z/sdet.1 � es�.X CpgA//; (21.34)

with the matrix es� D diag.esi�i/. The superdeterminant can be rewritten

sdet.1 � OX/ D sdet.exp ln.1 � OX//

D sdet.exp.�. OX C 1

2
OX2/// D exp.� str. OX C 1

2
OX2//; (21.35)
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where we have used (10.35) and expanded up to OX2. This yields

S3.R;A/ D �pg str.es�A/C 1

2
str.X2 � .es�.X �pgA//2/: (21.36)

Completing the square for X, we obtain

exp.�nS3.R; 0// D Z.A/ exp

0

@�n

2

X

�i;�0j

˘�i;�0j QX�i;�0j QX�0j;�i

1

A (21.37)

with

QX�i;�0j D X�i;�0j C ı�0ı�00

esi�iCsj�j

˘�i;�0j
Aij; (21.38)

˘�i;�0j D .�/�.1 � esi�iCsj�j/; (21.39)

Z.A/ D exp

0

@n
p

g str.es�A/C
X

ij

ng

2.e�si�i�sj�j � 1/AijAji

1

A : (21.40)

The integral over QX yields unity, since the contributions from the bosonic and the
fermionic components cancel. Thus, the ‘partion function’ Z.A/ is given by the
terms left after completing the square.

The expression for ˘ vanishes for s1 D s2 at the band edges. This means, close
to the band edge, one has to go beyond second order in X. It turns out that there are
tails to the band. We will not pursue this further. If s1 D �s2, then ˘ vanishes for
�1 D �2, i.e. for z1 D z2. This will lead to special behavior for the correlations of
states energetically nearly degenerate.

Let us determine the Green’s functions using the saddle point approximation
from (21.40),

@Z

@Aii
D n
p

gesi�i D nG.zi/; (21.41)

@2Z

@A11@A22
D n2ges1�1Cs2�2 D n2 QK.z1; z2/ D n2G.z1/G.z2/; (21.42)

@2Z

@A12@A21
D ng

e�s1�1�s2�2 � 1 D n QK0.z1; z2/: (21.43)

QK factorizes in leading order, n0. In later sections, the corrections to K for ! D
O.1=n/ will be calculated. They yield the level correlations. Setting

z1 D EC 1
2
!; z2 D E � 1

2
!; E 2 R; =! > 0; (21.44)
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then for small !, one obtains, from (21.43),

QK0.z1; z2/ D 2�i�.E/

!
: (21.45)

The divergence of QK0 as ! approaches zero indicates a soft mode. Let us rewrite
S3.R;A/ for small ! and A,

S3.R;A/ D g

2
str.R2/C ln sdet.R�E/C ln sdet.1C 1

R � E
.A� !

2
�// (21.46)

with � D diag.1;�1; 1;�1/. Here, we have used the multiplication theorem

sdet.R � EC X/ D sdet.R � E/sdet.1C .R � E/�1X/: (21.47)

We learn from (21.46), that for vanishing !, the saddle point equation reduces to

� gR.0/ � 1

R.0/ � E
D 0: (21.48)

Thus, any matrix R.0/ with eigenvalues E=2 ˙ i
p
.1=g/� E2=4 is a solution of

the saddle point equation. Only the term containing ! introduces preferred saddle
points.

21.4 Convergence and Symmetry

A hermitian matrix Rbb in the bosonic sector would yield divergences. Instead
following symmetry considerations one integrates over a set of matrices, invariant
under pseudounitary transformations.

In the following, we decompose R into submatrices indicated by upper indices
R;A for retarded and advanced contributions, and lower indices �Db;f for bosonic and
fermionic contributions,

R D
�

RRR RRA

RAR RAA

�
;R:: D

�
R::bb R::bf

R::fb R::ff

�
; (21.49)

R D
�

Rbb Rbf

Rfb Rff

�
;R:: D

�
RRR
:: RRA

::

RAR
:: RAA

::

�
: (21.50)

The dimensions of the matrices R:::: depend on the numbers mR and mA of retarded
and advanced Green’s functions considered in (21.11), m D mR C mA. Then for
example

RRR 2M .mR;mR/; Rbb 2M .m; 0/; RRR
bb 2M .mR; 0/: (21.51)
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Until now, we did not care about convergence requirements. We have to find out
how the contours of integration should be chosen. The bosonic sector of the second
contribution to S2.S;R; 0/, (21.19), reads

� str.
p

s.R � z/
p

sS�S/bb (21.52)

D � tr
�

SR
b SA

b

� ��iRRR
bb C i.EC !

2
/1 RRA

bb

RAR
bb iRAA

bb � i.E � !
2
/1

� 
SR

b
�

SA
b
�

!
;

where the trace runs over the indices ˛ of S, (21.13). The Sb integrals converge for
hermitian RRR

bb and RAA
bb or if RRR

bb is moved into the lower half of the complex plane,
similarly if RAA

bb is moved into the upper half-plane, as suggested by the saddle point
solution. There is, however, a problem with RRA

bb and RAR
bb , if Rbb is assumed to be

hermitian, since

SR
b RRA

bb SA
b
� C SA

b RAR
bb SR

b
� D 2<.SR

b RRA
bb SA

b
�
/ (21.53)

can have an arbitrary sign yielding divergent Sb integrals. If one multiplies RRR
bb and

RAA
bb by i, then the integral over R diverges due to the R2-term in S2.S;R; 0/.

Instead, one returns to the invariance under transformation of S. One observes

str..SsS�/2/ D str..SWsW�S�/2/; WsW� D s; (21.54)

from (21.16), under the pseudounitary transformation W. This yields the transfor-
mation

str.
p

sR
p

sS�S/! str.W
p

sR
p

sW�S�S/: (21.55)

This suggests, to have the saddle point manifold as part of the domain of integration,

p
sR.0/
p

s D W
p

sRdpsW�: (21.56)

We introduce T D ps�1W
p

s. From WsW� D s and T D ps�1W
p

s, one derives
TsT� D s. Thus, T is also pseudounitary,

R.0/ D TRdT�1; TsT� D s: (21.57)

In the RA-representation, we may write

Rd D E

2
� i��.0/

g
�; � D diag.sign.=z// D

�
12mR 0

0 �12mA

�
: (21.58)
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Then one obtains

R.0/ D E

2
� i��.0/

g
Q.T/; Q D T�T�1: (21.59)

This representation of Q yields

Q2 D 1; Q� D s�1Qs D sQs�1: (21.60)

Since s�1 D �s, both expressions for Q� in the above equation apply.
The domain of integration has to be completed. Before Efetov [64, 65] intro-

duced the supersymmetric formulation in 1982, the non-linear �-model in d
dimensions was introduced by means of the replica trick in 1979 and 1980. It
was first suggested in [270] and worked out by Schäfer and Wegner [231] (SW-
parametrization). Pruisken and Schäfer [219, 220] used a different parametrization
(PS-parametrization). Both parametrizations used the pseudounitary (hyperbolic)
non-compact symmetry. Efetov et al. [67] used the replica formulation with
Grassmann variables, Sf, and compact symmetry, which is appropriate for the
fermionic sector, as we will see. Obviously, the S-integrations are without problems
in this formulation. Similar approaches are found in [112, 180, 181]. These calcu-
lations were applied to extended, that is d-dimensional, systems. We will consider
these systems in the next chapter. Here we consider only the zero-dimensional case.

Both SW and PS use a matrix, P, besides the saddle point manifold, which
consists of two blocks, P.R/ and P.A/, for the retarded and the advanced sector, resp.

P D
�

P.R/ 0

0 P.A/

�
; P.R/ 2M .mR;mR/; P.A/ 2M .mA;mA/ (21.61)

with

P.:/ D
 

P.:/bb P.:/bf

P.:/fb P.:/ff

!
; (21.62)

but in different ways:

R D E

2
� i��.0/

g
Q.T/C

�
P SW

TPT�1 PS
: (21.63)

In all cases P.:/bb is hermitian and P.:/ff is antihermitian.

Convergence for the Sb The second term of S2, in (21.19), contains the Sb

dependence and may be written

� tr ..S
p

s/b..R � z/s/bb.
p

s
�
S�/b/: (21.64)
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Thus, we have to show that the (ordinary part of the) hermitian contribution of the
matrix �..R � z/s/bb is positive. sb has been chosen such that the real part of .zs/bb

is positive.
�Rs contains i��Q=g. With Q D T�T�1, T�1 D sT�s�1 and .�s/bb D �i1, one

obtains

i.Qs/bb D iT�sT� D TbbT�bb C nilpotent terms from Tbf: (21.65)

Thus, the ordinary part of i.Qs/bb is positive definite.
The ordinary parts of the contributions�.Ps/bb and�.TPT�1s/bb D �.TPsT�/bb

yield purely imaginary contributions. Thus, convergence of the Sb integrals is
guaranteed.

Various Cases If we are interested only in Green’s functions or products of Green’s
functions, which are either all retarded (mA D 0) or all advanced (mR D 0), then
RAR and RRA are empty matrices and convergence is guaranteed by the requirements
on RRR and RAA given above. The difficult and interesting case is that of averaged
products of retarded and advanced Green’s functions. A detailed discussion of this
will follow. From now on we will restrict to one- and two-particle Green’s functions,
thus m D mR C mA will not exceed 2.

21.5 Nonlinear � -Model

The steps leading to the nonlinear �-model are performed. This model is expressed
as a model of the soft-mode matrices Q in (21.63), whereas the massive modes
described by the matrices P are eliminated. The model is given in 21.5.6, where the
parametrization of 21.5.1 and the invariant measure (21.82) are used.

21.5.1 Efetov Parametrization

We first consider the saddle point manifold. Efetov [66] has given a useful
parametrization of Q for the interesting case mR D mA D 1. The choice for s
is

.sR
b ; s

R
f ; s

A
b ; s

A
f / D .�i;�i; i;�i/: (21.66)
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We will explain, after (21.82), why sR
f D sA

f has been chosen. Efetov writes

T D UV;U˙1 D

0
BB@

1 � 1
2
˛�˛ 	˛� 0 0

˙˛ 1 � 1
2
˛˛� 0 0

0 0 1C 1
2
ˇ�ˇ 	iˇ�

0 0 ˙iˇ 1C 1
2
ˇˇ�

1
CCA ;

V˙1 D

0

BB@

�0
1 0 	i�0

1 0

0 �0
2 0 	�0�

2

˙i�0�
1 0 �0

1 0

0 ˙�0
2 0 �0

2

1

CCA (21.67)

with

�0
1 D cosh

�1

2
; �0

2 D cos
�2

2
;

�0
1 D sinh

�1

2
ei�1 ; �0

2 D sin
�2

2
ei�2 : (21.68)

Then the matrix Q reads

Q D T�T�1 D U

0
BB@

�1 0 i�1 0

0 �2 0 ��
2

i��
1 0 ��1 0

0 �2 0 ��2

1
CCAU�1 (21.69)

with

�1 D cosh �1; �2 D cos �2;

�1 D sinh �1ei�1 ; �2 D sin �2ei�2 : (21.70)

The parameters run in the intervals �1 D Œ0::1/, �2 D Œ0::��, �i D Œ0::2�/. Thus,
the range for the �i is �1 D Œ1::1/, �2 D Œ�1::C 1�.

21.5.2 Invariant Measure

The basic aim is to reduce the interaction (21.24) into one in terms of T. The
interesting question is: Is S3, in the limit ! ! 0 and for vanishing source terms
A, invariant under rotations by T? Indeed, if we substitute (21.59) into (21.24),then
in this limit S3 does not depend on T. However, we have also to consider what
happens to ŒD R�. It has to be replaced by

ŒD�.T/� D Id�1d�2d�1d �2d˛d ˛�dˇdˇ�; (21.71)
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where I is a function of the variables �1 : : : ˇ�. This function must have the property
that the infinitesimal volume element ŒD�.T/�, rotated to T.0/ D 1, does not depend
on the variables �1 : : : ˇ�. Then, ŒD�.T/� is the invariant measure. Thus, with

QC d Q D .T C d T/�.T�1 C d T�1/ D T.�C d Q.0//T�1 (21.72)

we obtain

d Q.0/ D T�1d T�C�d T�1T D ŒT�1d T; �� D 2
�

0 �.T�1d T/RA

.T�1d T/AR 0

�
:

(21.73)

since d .T�1T/ D d 1 D 0 D T�1d T C d T�1T. With T D UV , one obtains

T�1d T D V�1U�1d UV C V�1d V: (21.74)

With

V˙1 D
�

VD ˙VRA

˙VAR VD

�
; (21.75)

we obtain

V�1d V D
�

: : : VDd VRA � VRAd VD

�VARd VD C VDd VAR : : :

�
; (21.76)

with

VDd VRA � VRAd VD D
��i�0

1d�
0
1 C i�0

1d�
0
1 0

0 ��0
2d�

0�
2 C �0�

2 d�0
2

�
;

(21.77)

�VARd VD C VDd VAR D
��i�0�

1 d�0
1 C i�0

1d�
0�
1 0

0 ��0
2d�

0
2 C �0

2d�
0
2

�
:

(21.78)

Since the off-diagonal matrix elements of these matrices vanish, it is sufficient to
determine the off-diagonal elements of V�1U�1d UV only. One obtains

.V�1U�1d UV/RA D
�

: : : �0
1�

0�
2 d˛� C �0

1�
0
2dˇ

�
�i�0

1�
0
2d ˛ � i�0

1�
0�
2 dˇ : : :

�
;

(21.79)

.V�1U�1d UV/AR D
�

: : : i��
1 �

0
2d˛

� � i�0
1�

0
2dˇ

�
��0

1�
0
2d˛ � �0

2�
0�
1 dˇ : : :

�
:

(21.80)
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The dots : : : indicate matrix elements we need not calculate. We denote

d Q.0/RA D
�

id O�1 �d ��
1

id �2 d O��
2

�
; d Q.0/AR D

�
id O��

1 id ��
2

�d �1 d O�2
�
: (21.81)

Then Eqs. (21.77)–(21.80) and Eqs. (21.68), (21.70) allow us to determine the factor
I of the invariant measure

I D @. O�1; O��
1 ; O�2; O��

2 ; �
�
1 ; �

�
2 ; �1; �2/

@.�1; �1; �2; �2; ˛�; ˇ�; ˛; ˇ/

D @. O�1; O��
1 ; O�2; O��

2 /

@.�1; �1; �2; �2/

@.��
1 ; �

�
2 ; �1; �2/

@.˛�; ˇ�; ˛; ˇ/
D 1

.�1 � �2/2 : (21.82)

The invariant measure ŒD�.t/�, also called Haar-measure, is determined up to a
constant factor, which can be chosen arbitrarily. The invariant measure becomes
singular at �1 D �2, that is, for �1 D �2=+1. If one had chosen sR

f D �sA
f D ˙i,

then the factor I for invariant measure would also be .�1 � �2/�2, but both �1 and
�2 would run from 1 to1, causing convergence problems for the integrals. This is
the reason for the choice sR

f D sA
f in (21.66).

21.5.3 Singularity of the Invariant Measure

One observes that the factor I of the invariant measure (21.82) diverges at �1 D
�2 D 1. Moreover, it turns out that, since it does not contain factors of the odd
variables, the partition function would vanish. Thus, we have to look closer at this
limit. For this purpose, we first express the �s in terms of the matrix

QRR D
�
�1 � ˛�˛.�1 � �2/ ˛�.�1 � �2/

˛.�1 � �2/ �2 � ˛�˛.�1 � �2/
�
; (21.83)

which yields

�1 D QRR
bb C

QRR
bf QRR

fb

QRR
bb �QRR

ff

; �2 D QRR
ff C

QRR
bf QRR

fb

QRR
bb �QRR

ff

: (21.84)

In a next step, we express the QRR in terms of the QRA and QAR by means of Q2 D 1.
In a first step, one finds

�b WD ord .QRR
bb / D

p
1C A; A WD �QRA

bb QAR
bb ;

�f WD ord .QRR
ff / D

p
1 � B; B WD QRA

ff QAR
ff : (21.85)
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A is positive, since QRA
bb D � QAR

bb
�

One expands in the odd elements Qbf and Qfb.
One obtains after some straightforward, but lengthy, calculation

�1 D �b � A

2�b.AC B/
.K1 C K2/

� 1

2�b.AC B/
K3 � 3A2 C 2A � AB � 2B

4�3b .AC B/2
K1K2; (21.86)

�2 D �f C B

2�f.AC B/
.K1 C K2/

� 1

2�f.AC B/
K3 � 3B2 � 2B � ABC 2A

4�3f .AC B/2
K1K2 (21.87)

with

K1 D QAR
fb QRA

bf ; K2 D QRA
fb QAR

bf ;

K3 D �QRA
bb QRA

ff QAR
bf QAR

fb � QAR
bb QAR

ff QRA
bf QRA

fb : (21.88)

The expansions of �1 and �2 have the form given in Sect. 15.3, where we identify
W D QRA, K1 D ˛�˛, K2 D ˇ�ˇ, K3 D abˇ�˛� C a�b�˛ˇ, t D 1, and u D �1.
�1 and �2 obey (15.72). One can show that any function f .�1; �2/ that can be

differentiated twice, obeys this equation. The functions are integrable for positive
A and B and thus, yield the value of the function f at A D B D 0, that is, at
�1 D �2 D 1. This contribution has to be added to what one obtains from the usual
integration over the odd and even variables. As a consequence it yields the correct
partition function Z in Sect. 21.5.6.

21.5.4 Schäfer-Wegner Parametrization

The parametrization by Schäfer and Wegner, (21.63), uses

R D 1
2
E � i��.0/

g
QC P: (21.89)

The real part of the quadratic term ng str.R2/=2 in S2.S;R;A/ yields, with real P.:/bb

and imaginary P.:/ff ,

<ord str.R2/ D .P.R/bb C 1
2
E/2 C .P.A/bb C 1

2
E/2 C .iP.R/ff C

��.0/

g
�2/

2

C.iP.A/ff �
��.0/

g
�2/

2 � 1
2
E2 � 2.��

.0/

g
/2�22; (21.90)
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which guarantees convergence of the P-integrals. Convergence for the T integration
comes about by the imaginary parts of z.

Transformation from R to P and T Since RRA and RAR do not depend on P.R/ and
P.A/ and RRR D 1

2
E� i��.0/QRR=gCR.R/, similarly for RAA, the Berezinian reduces

to

@.R/

@.P.R/;P.A/;T/
D @.QRA;QAR/

@.T/
: (21.91)

After some lengthy but straightforward calculation, one finds

ŒD R� D ŒD P.R/�ŒD P.A/�d�1d��
1 d�2d��

2d ˛�d˛dˇ�dˇ
1

.�21 � �22/2
: (21.92)

The transformations

@.��
i ; �i/

@.�i; �i/
D 2i�i (21.93)

do not yield the invariant measure.

Fluctuation Contributions What have to be taken into account are the fluctuation
contributions. Up to second order in P, one obtains the contribution

exp

�
�ng

2

�
str.P2/ � g�1 str.P

1

R0 � E
P

1

R0 � E
/
	�
: (21.94)

With

gR0 D �1
R0 � E

;
p

gR0 D Q� � i Q�Q; Q� WD E
p

g

2
;

Q� WD ��0p
g
; Q�2 C Q�2 D 1; QP D UPU�1: (21.95)

we obtain

str.P2/� g�1 str.P
1

R0 � E
P

1

R0 � E
/ (21.96)

D str. QP2/� str.. QP.Q�1 � i Q�V�V�1//2/

D
�
QP.R/bb
QP.A/bb

	�
1 � .Q� � i Q��1/2 � Q�2�1��

1

� Q�2�1��
1 1 � .Q� C i Q��1/2

� QP.R/bbQP.A/bb

!
(21.97)

�
�
QP.R/ff
QP.A/ff

	�
1 � .Q� � i Q��2/2 Q�2�2��

2

Q�2�2��
2 1 � .Q� C i Q��2/2

� QP.R/ffQP.A/ff

!
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C2
�
QP.R/bf
QP.A/bf

	�
1 � .Q� � i Q��1/.Q� � i Q��2/ i Q�2��

1�
�
2

i Q�2�1�2 1 � .Q� C i Q��1/.Q� C i Q��2/
�

�
 QP.R/fbQP.A/fb

!
:

The determinants of the last three matrices are

4 Q�2�21; 4 Q�2�22; Q�2.�1 C �2/2: (21.98)

Thus, the fluctuation contributions yield a factor of

.�1 C �2/2
4�1�2

: (21.99)

Combined with the Berezinians (21.92) and (21.93), we obtain the invariant
measure (21.82).

21.5.5 Pruisken-Schäfer Parametrization

Pruisken and Schäfer suggested a different parametrization,

R D E

2
� i��.0/

g
Q.T/C TPT�1: (21.100)

The invariance under transformations with T is manifest for this parametrization in
contrast to the SW-parametrization. However, it has the drawback that the function
F becomes singular (see below). Again P.:/bb is real and P.:/ff is imaginary.

Variation of T, for small !, only has a small effect on S3.R; 0/, since str.R2/
and ln sdet.R�E/ of (21.46) are invariant under the similarity transformation by T.
Variation of P, however, has a strong effect. Thus, variation of T is related to soft
(massless or nearly massless) modes, and variation of P to massive modes.

Berezinian from R to P and T d R can be written as

d R D T .ŒT�1d T; QP�C d P/„ ƒ‚ …
D

T�1; QP D P � i��.0/

g
�: (21.101)

From (10.2), we learn that the Berezinian from d R to D equals sdet.TT�1/0 D 1.



244 21 Random Matrix Theory

Since ŒT�1d T; QP� only has contributions in the sectors RA and AR, and P in the
sectors RR and AA, one has

0
BB@

DRR

DAA

DRA

DAR

1
CCA D

0
BB@

1 0 : : : : : :

0 1 : : : : : :

0 0 MRA 0

0 0 0 MAR

1
CCA

0
BB@

d P.R/

d P.A/

.T�1d T/RA

.T�1d T/AR

1
CCA (21.102)

with

MRA D

0
BBB@

QP.A/bb � QP.R/bb 0 �P.A/fb �P.R/bf

0 QP.A/ff � QP.R/ff �P.R/fb �P.A/bf

P.A/bf �P.R/bf
QP.A/ff � QP.R/bb 0

�P.R/fb P.A/fb 0 QP.A/bb � QP.R/ff

1
CCCA : (21.103)

The result is

ŒD R� D F2.P.R/;P.A//ŒD P.R/�ŒD P.A/�ŒD�.T/�; (21.104)

ŒD�.T/� D � d�1d�2
.�1 � �2/2

d �1d�2
.2�/2

d ˛d ˛�dˇdˇ�; (21.105)

with

F.P.R/;P.A// D sdet.MRA/ D sdet.MAR/: (21.106)

F.P/ can be expressed in terms of the eigenvalues q of the matrices P (for
eigenvalues compare with (11.16)),

q.R/b D QP.R/bb �
P.R/bf P.R/fb

QP.R/ff � QP.R/bb

; q.R/f D QP.R/ff �
P.R/bf P.R/fb

QP.R/ff � QP.R/bb

; (21.107)

and similarly for q.A/b;f . Then one obtains

F.P.R/;P.A// D .q.A/b � q.R/b /.q.A/f � q.R/f /

.q.A/b � q.R/f /.q.A/f � q.R/b /
: (21.108)

(The corresponding F for the orthogonal case was determined in [261]). Thus,
the integration over the Ps and T factorizes. This is due to the invariance under
the pseudounitary transformations. The measure ŒD�.T/� is the invariant measure
of the coset space UPL.1; 1; 2; 0/=UPL.1; 0; 1; 0/ � UPL.0; 1; 1; 0/. However, the
denominator of F vanishes for q.A/b D q.R/f and q.A/f D q.R/b . One cannot escape
these points upon integration, since qb is integrated in the real direction, whereas qf
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is integrated in the imaginary direction. The question arises, as to whether this yields
distributions. Recent investigations were conducted by Fyodorov, Wei, Zirnbauer,
and Müller-Hill [91, 92, 194, 277].

21.5.6 The Nonlinear � -Model Finally

After integration over the massive modes contained in the matrices P, one is left
with the action

S3.R
.0/;A/ D g

2
str.R.0/2/C ln sdet.R.0/ � EC 1

2
!�C A/: (21.109)

The first term vanishes identically. The second term can be rewritten as

ln sdet.R.0/ � EC 1
2
!�C A/

D ln sdet.R.0/ � E/C ln sdet.1C 1

R.0/ � E
. 1
2
!�C A//: (21.110)

Again the first term vanishes. For further evaluation of the second term, we
use (21.48) and (21.59) and keep ! in first order only,

S .Q;A/ D � 1
2
i��! str.Q�/C ln sdet.1C .� 1

2
gE1C i��Q/A/: (21.111)

The first term may be evaluated to �i��!.�1 � �2/, where we use (21.69). The
partition function is given by

Z.A/ D
Z
ŒD Q� exp.�nS .Q;A//; ŒD Q� D ŒD�.T/�: (21.112)

The action S .Q;A/, (21.111), is the action of the non-linear �-model for the matrix
Q, which obeys Q2 D 1. Due to this condition, the model is called non-linear.
We observe that the action S does not depend on odd variables for A D 0. Then
Z.0/ D 1 is obtained from the derivation in Sect. 21.5.3.

21.6 Green’s Functions

On the basis of the nonlinear-� model we evaluate the one- and two-particle
Green’s functions in the large n-limit. We obtain the correlations between different
eigenvalues.
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From (21.69), (21.70) one obtains the bosonic contributions of Q

QRR
bb D �1 C ˛�˛.�2 � �1/; (21.113)

QAA
bb D ��1 C ˇ�ˇ.�2 � �1/; (21.114)

QRA
bb D i�1.1 � 1

2
˛�˛/.1C 1

2
ˇ�ˇ/C i��

2 ˛
�ˇ; (21.115)

QAR
bb D i��

1 .1 �
1

2
˛�˛/.1C 1

2
ˇ�ˇ/C i�2ˇ�˛: (21.116)

The expectation values are evaluated by means of the derivatives of Z.A/
as in (21.21)–(21.23). For this purpose, one expands the second term in the
action (21.111) in powers of A, where ln sdet.W/ D str ln.W/, (10.37), is useful,
and uses (21.71), (21.82) and the arguments in Sect. 21.5.3.

Since QRR
bb and QAA

bb do not contain ˛�˛ˇ�ˇ-terms, the contributions of the
averaged Green’s functions come only from the terms not containing any Grassmann
variables, at �1 D �2 D 1,

G.z1/ D pge�i�; G.z2/ D pgeCi�;

QK.z1; z1/ D G2.z1/; QK.z2; z2/ D G2.z2/: (21.117)

The one-particle Green’s functions agree with (21.30). Only the averaged Green’s
functions containing both retarded and advanced factors have contributions from the
˛�˛ˇ�ˇ-terms,

QK.z1; z2/ D G.z1/G.z2/C .��/2
Z 1

1

d�1

Z C1

�1
d�2ei� f .�1��2/; (21.118)

QK0.z1; z2/ D .��/2
Z 1

1

d�1

Z C1

�1
d�2

�1 C �2
�1 � �2 ei� f .�1��2/; (21.119)

where �1��
1 C �2��

2 D �21 � �22 has been used. The mean level spacing in energy
between eigenstates is .n�/�1. Thus,

f D n�! (21.120)

increases over this distance by one. Evaluation of the integrals yields

QK.z1; z2/ D G.z1/G.z2/C .��/2 2i sin.�f /

.�f /2
ei� f ; (21.121)

QK0.z1; z2/ D .��/2 2i

�f
: (21.122)
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For real f , an infinitesimal imaginary part has to be added. Thus,

sin.�f /

.�f /2
D P

sin.�f /

.�f /2
� iı.f / (21.123)

with P indicating the principal value. The correlation of the density of states is given
by (compare (21.4), (21.44))

.2�i/2�.EC !

2
/�.E � !

2
/ D QK.z1; z1/C QK.z2; z2/� . QK.z1; z2/C .f ! �f //

D .G.z1/� G.z2//
2 � .2��/2ı.f /

C.2��/2 sin2.�f /

.�f /2
: (21.124)

Hence, the correlation between the levels reads

�.EC !

2
/�.E � !

2
/ D �2.E/CU.f /; (21.125)

CU.f / D 1C ı.f /� sin2.�f /

.�f /2

D ı.f /C .�f /2

3
C O.f 4/: (21.126)

ı.f / is the self-correlation. Apart from this contribution, the correlation increases
for small f proportional to f 2 as a result of level repulsion. At large f , the correlation
C approaches the uncorrelated value 1.

This correlation function C describes (after dropping the ı.0/-term) the correla-
tion between a level with any other level. One may also derive the general k-point
correlation function

�.EC f1
n�.E/

/ : : : �.EC fk
n�.E/

/ D �k.E/Ck.f1; : : : fk/; (21.127)

which can be expressed by the determinant (see for example [183])

Ck D det

�
sin�.fi � fj/

�.fi � fj/

�k

i;jD1
: (21.128)

Comment on ŒD �.t/� The factor 1=.2�/2 has to be explained. The diagonal
terms of d R and d P are multiplied by 1=

p
2� for correct normalization. They

cancel in R D TPT�1. Each pair of the two off-diagonal, even elements reads
d<R::d=R::=� D ˙id R::d R�

:: =.2�/. Hence the factor 1=.2�/2.
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21.7 Gaussian Orthogonal and Symplectic Ensembles

Until now we have considered the Gaussian unitary ensemble. This ensemble
contains complex matrix elements. It is not time-reversal invariant. There are
two time-reversal invariant Gaussian ensembles, the orthogonal (GOE) and the
symplectic (GSE) Gaussian ensembles.

21.7.1 Gaussian Orthogonal Ensemble

The GOE has real matrix elements, f˛;ˇ D fˇ;˛ 2 R. It is described by the Gaussian
distribution

Pff g / exp.� 1
4
ng tr .f 2// (21.129)

with correlations of the matrix elements

f˛;ˇ f�;ı D 1

ng
.ı˛;� ıˇ;ı C ı˛;ııˇ;� /: (21.130)

The number of components of the field S has to be doubled, since now we have to
deal with the unitary-orthosymplectic symmetry. Thus, one needs for each ˛ eight
independent field components for the two-energy correlations,

S D
0

@
: : : : : :

x.1;1/˛ x.1;2/˛ x.2;1/˛ x.2;2/˛ �
.1/
˛ �

.1/�
˛ �

.2/
˛ �

.2/�
˛

: : : : : :

1

A 2M .n; 0; 4; 4/; (21.131)

where x 2 R. We denote the components of S by S.i;p/�˛ , with � D 0; 1 or equivalently
� D b; f discriminating even and odd elements, i D 1; 2 distinguishing two energies
zi (with generalization to more energies being straightforward), and finally p D 1; 2,

S.i;p/b¸ D x.i;p/˛ ; S.i;1/f¸ D �.i/˛ ; S.i;2/f¸ D �.i/�˛ : (21.132)

The indices �; i; p of S.i;p/�˛ number the columns, the subscript ˛ the rows.
The following steps are similar to those of GUE. A number of factors, however,

are different. S1 reads

S1.S;A/ D strŒ 1
2
s.zS	 � S	f /S �psA

p
sS	S�;

z D diag.z1; z1; z2; z2; z1; z1; z2; z2/; (21.133)

s D diag.sb1; sb1; sb2; sb2; sf1; sf1; sf2; sf2/:
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The average over f yields

exp.�S1.S;A// D exp.� strŒ. 1
2
sz�psA

p
s/S	S�C 1

4ng
strŒ.SsS	/2�/; (21.134)

where we use (compare (14.43)) T.SsS	/ D CSsS	C�1. In the next step, one obtains

S2.S;R;A/ D 1
4
ng str.R2/� str. 1

2

p
s.R � zC 2A/

p
sS	S/; (21.135)

@Z

@A11;11
D nG.z/; (21.136)

S3.R;A/ D 1
4
g str.R2/C 1

2
ln sdet.R � zC 2As/ (21.137)

with R 2 M .4; 4/. The saddle point is obtained, as for the unitary model in
Sects. 21.3 and 21.4. One obtains the same saddle point equation (21.25) and
Green’s functions (21.30), (21.31). In particular, Eqs. (21.57)–(21.60) hold. Only
Q� and T� have to be replaced by Q	 and T	, and 2mR and 2mA by 4mR D 4 and
4mA D 4.

Since S is real, we obtain (14.43)

T.S	S/ D TS TS
	 D CS	SC�1: (21.138)

Since (21.135) is obtained from R � 1
ng

p
sS	S
p

s, we introduce R with the same

symmetry as
p

sS	S
p

s, that is

TR D CRC�1: (21.139)

Indeed, the step from (21.135) to (21.137) is only correct, if R and also A fulfills this
condition. Thus, the symmetrized

As
ip;i0p0 D 1

2
.Aip;i0p0 C Ai0p0;ip/ (21.140)

is introduced in (21.137). Compare with the first half of Sect. 14.3. Hence,
with (21.63), we first require TQ D CQC�1. This requirement implies

TQ
RA D CQARC�1; TQ

AR D CQRAC�1; (21.141)

where both equalities are equivalent. Then

T.QRAQAR/ D TQ
AR TQ

RA D CQRAQARC�1; (21.142)

TQ
RR D T

p
1 � QRAQAR D

p
1 �CQRAQARC�1

D CQRRC�1; (21.143)



250 21 Random Matrix Theory

and similarly for QAA. Thus, condition (21.141) yields TQ D CQC�1 and it is
sufficient to require TP D CPC�1 in addition to (21.139).

The matrix Pbb 2 M .4; 0/ is symmetric and integrated along the real axis. Pff

consists of imaginary quaternions and is antihermitian. It can be written as

Pff D

0

BB@

a 0 c d
0 a d� �c�
�c� �d e 0

�d� c 0 e

1

CCA 2M .0; 4/; a; e 2 I; c; d 2 C: (21.144)

Written in this way, a; e are integrated along the imaginary axis, and the real and
imaginary parts of c; d are integrated along the real axis.

In analogy to the derivation in Eqs. (21.109)–(21.111), one obtains from (21.137)
the action of the nonlinear sigma-model in the orthogonal case

S .Q;A/ D � 1
4
i��! str.Q�/C 1

2
ln sdet.1C .�gEC 2i��.0/Q/As/: (21.145)

The evaluation of the level correlations is more complicated in this orthogonal case
since it has to be performed by 8 � 8 matrices Q. The result [64–66, 182, 183] is

CO.f / D 1C ı.f /� sin2.�f /

.�f /2
�
h�
2

sign.f /� Si.�f /
i 
cos.�f /

�f
� sin.�f /

.�f /2

�

D ı.f /C �2

6
jf j C O.f 2/; (21.146)

with the sine integral

Si.x/ D
Z x

0

d y
sin y

y
; lim

x!1 Si.x/ D �

2
: (21.147)

The level repulsion yields only a linear term in f in the orthogonal case.

21.7.2 Gaussian Symplectic Ensemble

The Hamiltonian is that of a spin-dependent time-reversal invariant interaction

H D
X

˛m;ˇm0

j˛mif˛m;ˇm0 hˇm0j: (21.148)

Time-reversal invariance of H requires �H D H� , with the time-reversal
operator� D �i�yK , where K denotes complex conjugation for the representation
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in real space (�i�y D �). As a consequence the matrices f˛ˇ are real quaternions.

�
f"" f"#
f#" f##

�
D �

 
f �
"" f �

"#
f �
#" f �

##

!
��1 D

 
f �
## �f �

#"
�f �

"# f �
""

!
D
 

f"" f"#
�f �

"# f �
""

!
2 Q:

(21.149)
If H D E , then also H� D E� . The wave-functions  and � are
orthogonal. As a consequence all eigenstates are doubly degenerate (Kramers
doublett). We assume Gaussian correlations for f

f˛m1;ˇm2 D 0; f 2M .0; 2n/; (21.150)

f˛m1;ˇm2 f�m3;ım4 D
1

2ng
.ı˛� ıˇı�m1m3�m2m4 C ı˛ııˇ�ım1m4ım2m3 /: (21.151)

We describe the system by superreal fields S, which are composed of the two-by-two
matrices

".i/
˛ D

 
�
.i/
˛" �

.i/
˛#

�
.i/�
˛" �

.i/�
˛#

!
; X.i/˛ D

 
x.i/
˛" �x.i/�

˛#
x.i/
˛# x.i/�

˛"

!
: (21.152)

with x 2 C. We also denote

S.i;m/1;˛m0 D ".i/
˛mm0 2 A1; S.i;m/2;˛m0 D X.i/˛mm0 2 A0: (21.153)

The indices �; i;m of S.i;m/�˛m0 denote the columns, and the indices ˛;m0, the rows of S.

S D
�
f".i/

˛ g fX.i/˛ g
	
2M .0; 2n; 4; 4/: (21.154)

S1 reads

S1.S/ D � str.szS	S � sS	fSCpsS	S
p

sA/; (21.155)

z D diag.z1; z1; z2; z2; z1; z1; z2; z2/; (21.156)

s D diag.sf1; sf1; sf2; sf2; sb1; sb1; sb2; sb2/; (21.157)

where we consider only the ff-components of A.
The signs in front of str have changed, since the complex variables f and x

are now in the fermionic block, tr .f 2/ D � str.f 2/, etc. The one-particle Green’s
function can be expressed as

G.˛m; ˇm0; z/ D 1

2
hsx˛;mx�

ˇ;m0i: (21.158)
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The average over f yields

exp.�S1.S// D exp. str.szS	S/� 1

2ng
str..SsS	/2/CpsS	S

p
sA/; (21.159)

where we use SsS	 D ��1 T.SsS	/�, (14.43). The next steps are

S2.S;R;A/ D �ng

2
str.R2/C str.

p
s.R � zC A/

p
sS	S/; (21.160)

@Z

@Aim;im
D nG.zi/; (21.161)

S3.R;A/ D �g

2
str.R2/ � ln sdet.R � zC A/: (21.162)

The symmetry arguments for R and Q, Eqs. (21.139)–(21.143) apply also for the
symplectic case. Now Pbb is symmetric, but imaginary, and Pff consists of real
quaternions. With R.0/, Eq. (21.59), we obtain the nonlinear sigma-model

S .Q;A/ D 1
2
i��! str.Q�/� ln sdet.1C .� 1

2
gEC i��Q/As/: (21.163)

The level correlation for the symplectic case reads

CS.f / D 1C ı.f /� sin2.2�f /

.2�f /2
C Si.2�f /



cos.2�f /

2�f
� sin.2�f /

.2�f /2

�

D ı.f /C .2�f /4

135
C O.f 6/: (21.164)

The double degeneracy of the eigenstates yields a strong repulsion with a probability
distribution proportional to f 4, for small energy differences f .

21.8 Circular Ensembles and Level Distributions

In the first subsection the eigenvalues of H along the real axis are replaced by
eigenvalues along the unit circle in the complex plane by considering ensembles
of unitary matrices. Secondly the distribution of eigenvalues of the Gaussian
ensembles are derived.

21.8.1 Circular Ensembles

The half-circle density of states given by the n-orbital model is not typical for
most physical applications. However, the correlations between the energies of the
eigenstates close by, as given by (21.126), (21.146), and (21.164) are typical. In
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order to have systems without band edges, Dyson introduced circular ensembles
[60], CUE, COE, and CSE, besides the Gaussian ensembles. They are defined as
ensembles of unitary matrices. He considers mappings H ! U, like

U D 1C iH

1 � iH
; U D e�iHt (21.165)

avoiding a precise definition. The hermiticity H� D H is equivalent to U� D U�1.
Thus, the matrices are unitary. Their eigenvalues can be written ei� , � 2 R. Hence,
all eigenvalues lie on the unit circle in the complex plane. Since the set of all
hermitian H yields all unitary U, CUE is defined as the ensemble of all unitary
matrices with invariant measure d�.U/ D d�.UlUUr/ for any fixed Ul;r. This
ensemble has the property that the density of the angles � of the eigenvalues is
constant. Small changes in H correspond to small changes in U. Probabilities of
finding angles at � and � C ı� correspond to probabilities of finding eigenstates at
energies E and EC ıE for ı�  1 and ı�=2� D �ıE.

The Hamiltonians of the GOE are symmetric, H D tH. Thus, the COE is given
by unitary matrices obeying U D tU. They can be represented by

U D tVV; V 2 U.n/: (21.166)

Since U is invariant under the transformation V ! WV with W 2 O.n/, the matrices
U of the COE belong to the coset U(n)/O(n).

Finally H of GSE(2n) obeys H D �n
tH��1

n (for �n see (12.22)). Consequently
U D �n

tU��1
n and U can be represented as

U D �n
tV��1

n V (21.167)

for the CSE(2n). It is invariant under transformations V ! WV , where W is a unitary
symplectic matrix. Thus, the matrices U of CSE belong to the coset U(2n)/USp(2n).

The usual Hubbard-Stratonovich transformation is not possible for the circular
ensembles. However, an analog yielding a supersymmetric formulation has been
given by Zirnbauer [302].

21.8.2 Level Distribution

The probability distribution for the eigenvalues�i of the matrices H for the Gaussian
ensembles can be given as

d p.f�g/ / exp.�gn

2

X

k

�2k/
Y

l<k

j�l � �kjˇ
Y

k

d�k; (21.168)

with ˇ D 1; 2; 4 for the GOE, GUE, GSE, respectively.
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For the Gaussian unitary ensemble it is obtained in the following way. The matrix
H can be expressed by the diagonal matrix� D diag.�/ as

H D U�U�; (21.169)

with a unitary matrix U. Infinitesimal deviations of a unitary matrix from the unit
matrix can be written as

1C
X

m

�mG.m/; (21.170)

where the � are infinitesimal and real. n generators are given by G.˛/
˛;˛ D i and all

other matrix elements vanish. The other n.n � 1/ generators G.j/, j D n C 1::n2,
perform transformations between ˛ and ˇ, ˛ < ˇ. For each pair there are two
generators, G˛;ˇ D 1; Gˇ;˛ D �1 and G˛;ˇ D i; Gˇ;˛ D i. All other matrix G
elements vanish.

We parametrize the matrices U by n.n � 1/ variables � and n variables �. The
�s are introduced such that

U.f�g; f�g/ D U.f�g; f0g/diag.ei�/: (21.171)

An infinitesimal variation of the parameters of U yields

d U D U
nX

˛D1
G.˛/d�˛ C U

n2�nX

iD1

n2X

jDnC1
wij.f�g/G.j/d�i: (21.172)

Then the variation of H reads

d H D d U�U� C Ud�U� C U�d U�

D U

0

@
X

ij

wijG
.j/�d�i C d��

X

ij

wij�G.j/d�i

1

AU�; (21.173)

or in components

d H˛;ˇ D U˛;k

�
wij.f�g/G.j/

kl .�l � �k/d�i C ık;ld�k

	
U�̌

;l: (21.174)

The variations of the variables � do not contribute. We may integrate over the space
of the �s and obtain a factor, .2�/n, independent of the �s.

The Jacobian reads

@H

@.�; �/
D det.Un/ det.U�n/ det.w.f�g//

Y

l<k

.�l � �k/
2: (21.175)
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Since det.U/ det.U�/ D det.UU�/ D det.1/ D 1, we obtain

P.H/d H / exp.�gn

2
tr H2/

nY

iD1
d Hii

Y

i�1<j�n

d<Hijd=Hij (21.176)

/
Y

i

d�i det.w.f�g//
Y

k

d�k exp.�wN

2

X

k

�2k/
Y

l<k

.�l � �k/
2:

After integration over the �s one is left with the probability distribution (21.168)
with ˇ D 2. Similarly, one obtains the distributions for the other Gaussian
ensembles. For the circular ensembles, one can similarly determine the probability
distribution of the �s,

d p.f�g/ /
Y

l<k

j sin. 1
2
.�l � �k//jˇ

Y

k

d�k: (21.177)

21.9 Final Remarks

The random matrix ensemble is considered as a model for nuclear levels. Various
theoretical approaches are mentioned.

Random matrix ensembles were introduced by Wigner as a stochastic model
for nuclear levels [284]. Dyson introduced the three symmetry classes, now called
Wigner-Dyson classes [61]. Wigner [286] as well as Dyson and Mehta [60, 62]
studied the level distributions. They were intensively studied with various methods.
Early reviews were given by Porter [214] and Wigner [287, 288]. A good overview
is given in the book by Mehta [182, 183].

Besides the correlation functions for the density of states (21.126), (21.146),
(21.164), one is also interested in the correlation between adjacent levels. They
were calculated by the method of orthogonal polynomials. See Mehta [182, 183].
The exclusion-inclusion principle [71] allows the determination of the correlations
between adjacent levels, if the correlation functions are known for arbitrarily many
energies.

Efetov [64, 65] finally introduced the supermatrix non-linear sigma-model
considered here. Verbaarschot and Zirnbauer [262] showed that the correct level
statistics at energy differences of order 1=n cannot be obtained by means of
replicas, but by using the supermatrix formulation. Arguments for the combined
non-compact—compact symmetry are given in [261, 262]. For the formulation
given here I used to some extend the lectures by Mirlin [184]. I also refer to the
book by Efetov [66] with many applications.
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Wigner Surmise An approximation for the probability distribution of adjacent
energy levels was introduced by Wigner for the GOE. It is known as the Wigner
surmise [287]. Generalized to arbitrary ensembles one assumes the distribution

p.f / D cˇf ˇ exp.�kˇf 2/: (21.178)

The exponent ˇ is given by the probability distribution from level-repulsion at
small energy differences, and the constants c and k are determined so that the total
probability and the average distance between levels equals unity,

Z 1

0

d fp.f / D 1;
Z 1

0

d f fp.f / D 1: (21.179)

The results are shown in (21.180). The correlations vanish in the limit f ! 0

as p.f / D aˇf ˇ C O.f ˇC1/ with the exact coefficients a given below. These
coefficients are obtained from the correlations (21.126), (21.146), (21.164), since
the correlations between the levels further apart decay with higher powers in f as it
approaches zero. The ratios aˇ=cˇ are close to one.

Ensemble ˇ cˇ kˇ aˇ aˇ=cˇ
GOE 1 �

2
�
4

�2

6
1:047

GUE 2 32
�2

4
�

�2

3
1:015

GSE 4
�
64
9�

�3 64
9�

.2�/4

135
0:995

(21.180)

More results are given in the papers and books cited above.

Orthogonal Ensemble for Nuclei Nuclear forces obey time-reversal invariance,
but do not conserve the spin due to spin-orbit and tensor forces. Thus, one might
expect that the level statistics is given by the symplectic ensemble. However,
the total angular momentum j is conserved. Thus, j and its z-component m are
conserved and hn; j;mjHjn0; j0;m0i D ıj;j0ım;m0Hn;n0;j, where n numbers the basis
states for given j;m. Time-reversal maps jn; j;mi into jn; j;�mi if the basis states are
appropriately chosen (e.g. real radial wave-functions). Thus, hn; j;mjHjn0; j0;m0i D
hn; j;�mjHjn0; j0;�m0i�, which implies Hn;n0;j D H�

n;n0 ;j. Hence, the matrix elements
are real and the orthogonal symmetry applies. This has already been pointed out by
Dyson [60].

Bohigas-Giannoni-Schmidt Conjecture The matrix elements for a many-particle
system, like a nucleus, are far from being invariant under orthogonal or unitary-
symplectic transformations between the many-particle states. Assuming a two-
particle interaction, many matrix elements vanish. Other matrix elements are not
independent from each other. But both experimental observation of levels in nuclei
and model calculations show very good agreement with the level statistics of the
GOE, if one picks out energy intervals not too close to the ground-state. A recent
survey is given in the review by Weidenmüller and Mitchell [279]. Bohigas et al.
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[33] conjectured that the spectral fluctuation properties of a quantum system with
many-body interactions, that is fully chaotic in the classical limit, coincides with
those of the canonical random-matrix ensemble having the same symmetry.

A history of random matrix theory has been given by Bohigas and Weidenmüller
[34]. The application of RMT to compound-nucleus reactions has been reviewed in
[189, 279]. Guhr et al. [105] review the random matrix ensemble including a number
of results given in the next two chapters.

Problems

21.1 Show that (21.43) follows from (21.9) and (21.41). Hint: Express zi by e˙i�i .

21.2 Derive (21.177) for the circular unitary ensemble.
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Chapter 22
Diffusive Model

Abstract In this chapter, tight-binding models in a d-dimensional space with
random on-site and hopping matrix elements are introduced. As in the random
matrix models of the preceding chapter, models of three different symmetries are
distinguished. Again, the properties of these systems can be described by non-
linear �-models. In Sects. 22.2–22.5, the unitary case, which corresponds to the
situation of broken time-reversal invariance, is discussed in some detail, whereas in
Sects. 22.6 and 22.7, the properties of the systems obeying time-reversal invariance
with and without spin conservation are considered.

22.1 Correlation Functions

The correlation functions for one-particle operators in thermal equilibrium and the
linear response to a small perturbation are introduced.

22.1.1 Equilibrium Correlations

We introduce the two-time equilibrium function

CAB.t; t
0/ D hA.t/B.t0/i D 1

Z
tr .e�ˇ.H��N/A.t/B.t0//: (22.1)

for one-particle operators A and B with

A.t/ D eiHt=„Ae�iHt=„; (22.2)

and similarly for B. Consider A and B in the energy representation,

A D jEiAE;E0hE0j; HjEi D EjEi: (22.3)
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Then the correlation function is expressed by fermion creation and annihilation
operators, c� and c, resp.

CAB.t; t
0/ D AE;E0BE00;E000hc�EcE0c�E00cE000iei.E�E0/tCi.E00�E000/=„: (22.4)

The expectation value can be expressed as

hc�EcE0c�E00cE000i D ıE;E0ıE00;E000 fT.E/fT.E
00/C ıE;E000ıE0;E00 fT.E/.1� fT.E

0// (22.5)

with the average fermion occupation number

fT.E/ D 1

1C exp..E � �/=kBT/
: (22.6)

One finally obtains

CAB.t; t
0/ D hAihBi C

Z
d Ed E0 tr .ı.H � E/Aı.H � E0/B/

�fT.E/.1� fT.E
0//ei.E�E0/.t�t0/=„: (22.7)

If for example A and B are given in the position representation, A D jriArr0hr0j, then
the trace can be written as

tr .ı.H�E/Aı.H�E0/B/ D hr000jı.H�E/jriAr;r0hr0jı.H�E0/jr00iBr00;r000 : (22.8)

The ı functions can be expressed as limits of Green’s functions [see (22.21)],

ı.H � E/ D 1

2�
lim
!C0.

i

EC i� H
� i

E � iC H
/: (22.9)

22.1.2 Linear Response

Next we consider the response to a small perturbation, V.t/. We start with the von-
Neumann equation for the density matrix �,

i„d �.t/

d t
D ŒH; �� (22.10)

and assume that the Hamiltonian H can be written

H.t/ D H0 C V.t/; (22.11)
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where H0 is time-independent and V.t/ is a small time-dependent perturbation. We
transform � into the interaction representation

�I.t/ D eiH0t=„�.t/e�iH0t=„; (22.12)

and similarly for V . Then the von-Neumann equation reads

i„d �I.t/

d t
D ŒVI.t/; �I.t/�: (22.13)

Starting with thermal equilibrium for H0, at time �1,

�.�1/ D �0 D e�ˇ.H0��N/=Z; (22.14)

one obtains, in first order in the perturbation V ,

�.t/ D �0 � i

„
Z t

�1
d t0ŒVI.t

0/; �0�: (22.15)

Accordingly, the expectation value of A at time t is given by

hAi.t/ D hAi0 � i

„
Z t

�1
d t0 tr .AI.t/ŒVI.t

0/; �0�/

D hAi0 � i

„
Z t

�1
hŒAI.t/;VI.t

0/�i0: (22.16)

For a potential oscillating with frequency ! and increasing slowly in time

V.t0/ D Ve.i!C/t0 ; (22.17)

one obtains the response

hAi.t/ D hAi0 � e.i!C/t
Z

d Ed E0 1

E � E0 C ! � i

� tr .Aı.H0 � E0/Vı.H0 � E//.fT.E/� fT.E
0//: (22.18)

The Green’s functions considered in the next section yield the correlation and
response function by use of Eqs. (22.7), (22.9), and (22.18).

22.2 The Unitary Model: Green’s Functions and Action

An action S is introduced, from which averaged products of Green’s functions can
be expressed as expectation values of matrix variables R.
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We consider a tight-binding model on a lattice with N lattice sites. For simplicity,
we assume cubic symmetry of the lattice and of the model. Moreover, we assume a
unit volume per lattice site. Otherwise a number of factors of the volume per lattice
site would have to be carried over. The Hamiltonian of the model reads

H D
X

r;r0

jri.tr�r0 C fr;r0/hr0j: (22.19)

We assume a Gaussian distribution of f ,

fr;r0 D 0; fr;r0 fr00 ;r000 D Mr�r0ır;r000ır0;r00 ; (22.20)

where Mr�r0 D Mr0�r � 0. Then products of Green’s functions

G.r; r0; z/ D hrj 1

z� H
jr0i (22.21)

can be written as

mY

iD1
G.ri; r

0
i; zi/ D

Z
ŒD S�

mY

iD1
.sbiS

.i/
b .ri/S

.i/�
b .r0

i// exp.�S1.S; 0//; (22.22)

Z
ŒD S� D

mY

iD1

�
sbi

sfi

�N Z Y

j;r

 
d<S. j/

b .r/d=S. j/
b .r/

�
d S. j/�

f .r/d S. j/
f .r/

!
;

(22.23)

S1.S; 0/ D strŒS�.sz˝ 1N � s˝ .tC f //S� (22.24)

D
X

i;�;r;r0

s�iS
.i/�
� .r/.ziır;r0 � tr�r0 � fr;r0/S.i/� .r

0/; (22.25)

where, as before, � assumes the values b D 0 and f D 1. We note

S.r/ 2 M .2; 2; 1; 0/; S 2M .2N; 2N; 1; 0/; t; f 2M .N; 0/ (22.26)

s D diag.sb1; sb2; sf1; sf2/ 2M .2; 2/; z D diag.z1; z2; z1; z2/ 2M .2; 2/:

(22.27)

We add a source term

S1.S;A/ D S1.S; 0/�
X

i;j;r;r0

p
sbisbjAij.r; r

0/S. j/�
b .r0/S.i/b .r/; (22.28)

which allows the calculation of the Green’s functions from the partition function

Z.A/ D
Z
ŒD S� exp.�S1.S;A//: (22.29)
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mY

iD1
G.ri; r

0
i ; zi/ D

mY

iD1

@

@Aii.r; r0/
Z.A/jAD0: (22.30)

The average over the random terms f yields

exp. str.fSS�s// D exp. 1
2

X

r;r0

Mr�r0 S�.r/sS.r0/ S�.r0/sS.r//

D exp. 1
2

X

r;r0

Mr�r0 str.T.r/T.r0///;

T.r/ D psS.r/S�.r/
p

s 2M .2; 2/: (22.31)

We use that S�.r/sS.r0/ and S�.r0/sS.r/ are in M .1; 0/. The Hubbard-Stratonovich
transformation yields

exp. str.fSS�s// D
Z
ŒD R� exp.� 1

2

X

r;r0

str.R.r/wr�r0R.r0//C
X

r

str.R.r/T.r///;

R.r/ 2M .2; 2/; (22.32)

where w is the inverse of M. We assume that the matrices M and thus, also w, is
positive. This is surely the case if M0 >

P
r 6D0 jMrj.

Thus, we obtain

S2 D 1
2

X

r;r0

str.R.r/wr�r0R.r0//� str.S�
p

s.R � zC tC A/
p

sS/: (22.33)

R 2 M .2N; 2N/ consists of the block matrices R.r/. s and z are multiplied by 1N

and t by 12;2 in this rearrangement. Integration over S yields

S3.R;A/ D 1
2

X

r;r0

str.R.r/wr�r0 R.r0//C ln sdet.R � zC tC A/: (22.34)

This action allows us to give expressions for the one- and two-particle Green’s
functions. Since

ln sdet.R� zC tC A/ D ln sdet.R� zC t/C ln sdet.1 � GA/; G WD 1

z � R� t
;

(22.35)

we expand in A by use of (10.36),

S3.R;A/ D S3.R; 0/C str ln.1 � GA/

D S3.R; 0/� str .GA/� 1
2

str..GA/2/C : : : (22.36)
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Together with (22.30), we obtain the averaged Green’s functions

G1.r; r
0; zi/ WD G.r; r0; zi/ D Gibr;ibr0 ; (22.37)

G2.r1; r
0
1; z1I r2; r0

2; z2/ WD G.r1; r0
1; z1/G.r2; r

0
2; z2/ D G1br1;1br0

1
G2br2;2br0

2

CG1br1;2br0

2
G2br2;1br0

1
; (22.38)

One contribution of (22.38) comes from the square of the second term in (22.36),
the other from the third term.

22.3 Saddle Point and First Order

The saddle point of the action S and the corresponding Green’s functions are
determined.

We determine the saddle point R.0/ by setting

R D R.0/ C ıR (22.39)

and expand up to first order in ıR,

S3.R; 0/ D 1
2

X

r;r0

str.R.0/wr�r0 R.0//C ln sdet.R.0/ � zC t/

C
X

r

str.ıR.r/
X

r0

wr�r0 R.0//

C str
�
ıR.R.0/ � zC t/�1

�C O..ıR/2/: (22.40)

Fourier Transform We introduce the Fourier transform, where we usually indicate
the quantities depending on wave-vectors by a hat. We consider a periodic lattice
with N lattice points. The transformation can be easily performed by use of the
matrix elements

hrjqi D eiqr=
p

N; hqjri D e�iqr=
p

N (22.41)

and the completeness relations

X

q

jqihqj D 1;
X

r

jrihrj D 1; (22.42)
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where q is confined to the first Brillouin zone. Then t may be expressed as

t D
X

r;r0

jritr�r0hr0j D
X

r;r0;q;q0

jqihqjritr�r0hr0jq0ihq0j D 1

N

X

r;r0;q;q0

jqie�iqrtr�r0 eiq0r0hq0j:

(22.43)

Setting r � r0 D Qr,

X

r0

e�iq.r0CQr/Ciq0r0 D Nıq;q0 e�iqQr; (22.44)

yields

t D
X

q

jqiOtqhqj with Otq D
X

r

e�iqrtr; (22.45)

where Qr has been replaced by r.
The corresponding transformation yields, for M amd w,

OMq Owq D 1: (22.46)

On the other hand, (22.39) can be written

R.0/ D
X

r

jriR.0/hrj D
X

q

jqiR.0/hqj; (22.47)

ıR D
X

r

jriıR.r/hrj D
X

r;q;q0

jqihqjriıR.r/hrjq0ihq0j D 1

N

X

r;q;q0

jqiei.q0
�q/rıR.r/hq0j:

(22.48)

Then

ıR D
X

q;q0

jqiı ORq�q0hq0j with ı ORq�q0 D 1

N

X

r

ei.q0�q/rıR.r/: (22.49)

Thermodynamic Limit and Continuum Limit The sum over the wave-vectors q
is in the thermodynamic limit replaced by the integral

lim
N!1

1

N

X

q

D
Z

q
WD .2�/�d

Z
d dq (22.50)
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In our explicit calculations, we assume the volume per lattice site v to be unity. If
one wishes to perform the continuum limit, then one replaces

v
X

r

$
Z

d dr (22.51)

and the periodicity volume V D Nv has to be introduced. Then it has to be checked
to which extent the various quantities have to be multiplied by powers of v.

Now we rewrite S3 (22.40), up to first order in ıR,

S3.R; 0/ D S3.R
.0/; 0/C str

X

r

.ıR.r/

 
Ow0R.0/ C 1

N

X

q

1

R.0/ � zC Otq

!
/

(22.52)

Thus, the saddle-point equation reads

Ow0R.0/ C 1

N

X

q

1

R.0/ � zC Otq D 0: (22.53)

Again there are solutions, R.0/i�;i0�0.r/ D Rd
i ıii0ı��0 , diagonal in i� and i0�0. The eqs.

for the diagonal solutions have N�1 real solutions between the z�Otq for real z. The
other two solutions, which are relevant for the saddle point, are complex conjugate,
if z lies inside the band. Otherwise they are real too. As before (Sects. 4 and 21), the
imaginary part of R.0/i has to be opposite to that of zi.

One-Particle Green’s Function The one-particle Green’s function (22.37) is given
within the saddle point approximation, R D R.0/, by

G.0/
1 .r; r

0; zi/ D hrj.zi � Rd
i � t/�1jr0i; (22.54)

which reads

G.0/
1 .r; r

0; zi/ D 1

N

X

q

eiq.r�r0/ OG.0/.q; zi/; OG.0/.q; zi/ D 1

zi � Rd
i � Otq

; :

(22.55)

and one obtains from (22.53)

G.0/
1 .r; r; zi/ D Ow.0/Rd

i ; �.E/ D Ow0
�
=Rd

i with zi D E � i0 (22.56)

with � the averaged density of states per energy and lattice site. �.E/ is normalized
so that

Z C1

�1
d E�.E/ D 1: (22.57)
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The exact one-particle Green’s function, as well as the approximation given here,
obeys the symmetry relations

G.r; r0; z/ D G�.r0; r; z�/; OG.q; z/ D OG�.q; z�/: (22.58)

Two-Particle Green’s Function The two-particle Green’s function (22.38) factor-
izes within this approximation,

G2.r1; r
0
1; z1I r2; r0

2; z2/ D G.0/.r1; r
0
1; z1/G

.0/.r2; r
0
2; z2/: (22.59)

Whereas the result for the one-particle Green’s function is quite reasonable, we will
see in the next section that fluctuations yield an important contribution to the two-
particle Green’s function.

22.4 Second Order and Fluctuations

Fluctuations around the saddle-point manifold are included in second order.
Leading contributions to the diffusion constant and the conductivity are obtained.

Expand G (22.35), around R.0/,

G D G.0/ C G.0/ıRG.0/ C G.0/ıRG.0/ıRG.0/ C : : : ; (22.60)

i.e.

hqjG jq0i D OG.0/.q/ıq;q0 C OG.0/.q/ı ORq�q0
OG.0/.q0/

C
X

q00

OG.0/.q/ı ORq�q00
OG.0/.q00/ı ORq00�q0

OG.0/.q0/C : : : (22.61)

Then we obtain, up to second order in ıR,

OG1.q; zi/ D OG.0/.q; zi/C . OG.0/.q; zi//
2
X

q0j�

OG.0/.q0; zj/ı ORq�q0 ;ib;j�ı ORq0�q;j�;ib:

(22.62)
With

G2.r1; r
0
1; z1I r2; r0

2; z2/ D
1

N2

X

q1q0

1;q2q0

2

ei.q1r1�q0

1r0

1Cq2r2�q0

2r0

2/ OG2.q1; q
0
1; z1I q2; q0

2; z2/;

(22.63)
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we obtain, starting from (22.38),

OG2.q1; q
0
1; z1I q2; q0

2; z2/ D hq11bjG jq0
11bihq22bjG jq0

22bi (22.64)

Chq11bjG jq0
22bihq22bjG jq0

11bi
D ıq1;q

0

1

OG1.q1; z1/ıq2;q
0

2

OG1.q2; z2/ (22.65)

C OG.0/.q1; z1/ OG.0/.q0
1; z1/ OG.0/.q2; z2/ OG.0/.q0

2; z2/

�.ı ORq1�q0

1;1b;1bı ORq2�q0

2;2b;2b C ı ORq1�q0

2;1b;2bı ORq2�q0

1;2b;1b/:

We have omitted the fluctuation terms in first order, since they vanish at the saddle-
point. The action yields, up to second order in ıR,

S3.R; 0/ D S3.R
.0/; 0/C 1

2

X

r;r0

str.ıR.r/wr�r0ıR.r0//� 1
2

str.G.0/ıRG.0/ıR/

D 1
2
N
X

q;i�;j�0

.�/�. Owq � Ŏ q.zj; zi//ı OR�q;i�;j�0ı ORq;j�0;i�; (22.66)

with

Ŏ q.zi; zj/ D 1

N

X

q0

OG.0/.qC q0; zj/ OG.0/.q0; zi/: (22.67)

Since Rq;i�;j�0 D R�
�q;j�0;i� , we obtain, by means of (13.33),

ı OR�q1;i1�1;j1�
0

1
ı ORq2;j2�

0

2;i2�2
D ıq1;q2 ıi1;i2ıj1;j2 ı�1;�2ı�0

1;�
0

2

.�1/�0

1

N
O�q1 .zj1 ; zi1 / (22.68)

with

O�q.zj; zi/ WD 1

Owq � Ŏ q.zj; zi/
: (22.69)

Thus, the two contributions for � D 0; 1 in the one-particle Green’s function (22.62)

cancel. Only the second fluctuation term ı ORı OR in (22.65) contributes to the two-
particle Green’s function

OG2.q1; q
0
1; z1I q2; q0

2; z2/ D ıq1;q
0

1

OG1.q1; z1/ıq2;q
0

2

OG1.q2; z2/C
ıq1Cq2�q0

1�q0

2;0

N

� O�q1�q0

2
.z1; z2/ OG.0/.q1; z1/ OG.0/.q0

1; z1/

� OG.0/.q2; z2/ OG.0/.q0
2; z2/: (22.70)
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This may be rewritten as

G2.r1; r
0
1; z1I r2; r0

2; z2/ D G1.r1; r
0
1; z1/G1.r2; r

0
2; z2/C

X

Nr;Nr0

G1.r1; Nr; z1/

�G1.Nr; r0
2; z2/G1.r2; Nr0; z2/G1.Nr0; r0

1; z1/� .Nr0 � Nr; z1; z1/
(22.71)

with

� .Nr0 � Nr; z1; z2/ WD 1

N

X

q

eiq.Nr0�Nr/ O�q.z1; z2/: (22.72)

For q D 0, one can perform a partial fraction decomposition and obtain by means
of (22.53),

Ŏ
0.zj; zi/ D 1

N

X

q0

1

Rd
i � zi C Otq0

1

Rd
j � zj C Otq0

D Ow0.Rd
j � Rd

i /

Rd
j � zj � Rd

i C zi
(22.73)

and thus,

Ow0 � Ŏ 0.zj; zi/ D Ow0.zi � zj/

Rd
j � zj � Rd

i C zi
: (22.74)

Expression (22.70) for the two-particle Green’s function, with O� and Ŏ given
by (22.69) and (22.67), is equivalent to the coherent-potential approximation [258]
and the n D 1-limit of the n-orbital model. [269].

22.4.1 Diffusion

In this subsection, we consider the massive and the diffusion modes. From
Eq. (22.74), it is obvious that for q D 0 and ! D z1� z2, =! > 0, as in (21.44), one
obtains, as ! ! 0,

Ow0 � Ŏ 0.EC 1
2
!;E � 1

2
!/ D �i! Ow20

2��.E/
; (22.75)

where we have used (22.53), (22.56). Thus, Ow0 � Ŏ 0 vanishes in this limit and the
modes for s2 D �s1 are soft. In contrast, if the imaginary parts of z1 and z2 have
the same sign, s1 D s2, then Rd

1 � Rd
2 vanishes proportional to !, so that Ow0 � Ŏ 0

remains finite and the modes are massive. Let us consider the soft modes further.
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From Eqs. (22.55), (22.67), one deduces

Ŏ q.zj; zi/ D 1

N

X

q0

OG.0/.q0; zi/ OG.0/.qC q0; zj/ D
X

r

eiqrG.0/.r; 0; zi/G
.0/.0; r; zj/:

(22.76)

If the hopping matrix elements are real tr D t�r , then Otq D Ot�q. Then the linear term
in an expansion of (22.76) in powers of q vanishes. We expand

OMq D
X

r

e�iqrMr D
X

r

Mr � 1
2

X

r

.qr/2Mr C : : : D OM0.1 � q2

2d
r2M/C : : : ;

(22.77)

where we assume cubic symmetry and define the average range rM of M

r2M WD
P

r r2MrP
r Mr

: (22.78)

Then

Owq D OM�1
q D Ow0.1C

q2

2d
r2M/C : : : ;

X

r

r2wr D � Ow0r2M : (22.79)

One obtains, for small ! and q,

Owq � Ŏ q.EC 1
2
!;E � 1

2
!/ D �i! Ow20

2��.E/
C Ow0q

2r2M
2d

C q2

2d

X

r

r2G.0/.r; 0;EC i0/

�G.0/.0; r;E � i0/: (22.80)

Thus, in the hydrodynamic limit, one obtains the diffusion pole

O�q.EC 1
2
!;E � 1

2
!/ D 1

Owq � Ŏ q.EC !
2
;E � !

2
/
D 2��= Ow20
�i! C D.0/q2

; (22.81)

D.0/ D ��

d Ow0

 
r2M C

1

Ow0
X

r

r2G.0/.r; 0;EC i0/G.0/.0; r;E � i0/

!
:

(22.82)
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22.4.2 Conductivity

Due to Kubo [156] and Greenwood [100], the frequency dependent conductivity at
temperature T can be expressed as

�T.!/ D 1

!

Z
d E.fT.E � 1

2
!/� fT.EC 1

2
!//�.!;E/ (22.83)

with

�.!;E/ D �e2�

2d
!2
X

r

r2S2.0; r;EC 1
2
!;E � 1

2
!/ (22.84)

and the averaged two-particle spectral function

S2.r; r
0;E1;E2/ D hrjı.H � E1/jr0ihr0jı.H � E2/jri; (22.85)

where d is the dimension of the lattice and fT.E/ the Fermi function. In the zero-
temperature limit, T D 0, one obtains

�0.!/ D 1

!

Z �C!=2

��!=2
d E�.!;E/; (22.86)

which in the dc-limit,! D 0, yields �0.0/ D �.0; �/, with the chemical potential�.
We evaluate the two-particle spectral function S2 by means of

hrjı.H � E/jr0i D 1

2�i

�
G.r; r0;E � i0/� G.r; r0;E C i0/

�
: (22.87)

From (22.63), we obtain

G2.r; r
0; z1I r0; r; z2/ D 1

N

X

q

eiq.r�r0/ OKq.z1; z2/; (22.88)

OKq.z1; z2/ D 1

N

X

q1;q2

OG2.q1; q2 C q; z1I q2; q1 � q; z2/

D Ŏ q.z1; z2/.1C Ŏ q.z1; z2/ O�q.z1; z2//

D Owq Ŏ q.z1; z2/ O�q.z1; z2/: (22.89)
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For small !, only the averages of products of Green’s functions with opposite
imaginary parts contribute. Then one obtains

OS2.q/ D OwqŒ. Ŏ q O�q/.EC 1
2
!Ci0;E� 1

2
!�i0/C. Ŏq O�q/.E� 1

2
!Ci0;EC 1

2
!�i0/�;
(22.90)

where we may replace Owq Ŏ q D Ow20 and obtain

OS2.q/ D Ow20.
2��= Ow20

�i! C D.0/q2
C 2��= Ow20
Ci! C D.0/q2

/ D 4��D.0/q2

!2 C .D.0/q2/2
: (22.91)

OS2.q/ D 4�2
X

r

eiqrS2.0; r; : : :/ D 4�2
X

r

S2.0; r; : : :/

� 4�
2

2d
q2
X

r

r2S2.0; r; : : :/C : : : (22.92)

Hence

X

r

r2S2.0; r; : : :/ D �2d�D.0/

�!2
: (22.93)

Thus, we obtain the dc-conductivity

�.0;E/ D e2�D.0/: (22.94)

22.5 Nonlinear � -Model

The model is reduced to the saddle-point manifold. This yields the nonlinear �-
model. Expressions for the averaged Green’s functions are given.

As for the random matrix model of Chap. 21, one may introduce the same para-
metrization for the matrices R and integrate over the massive modes. Then one is
left with a model of interacting matrices Q.r/. Thus, in generalization of (21.57)–
(21.59), we choose

R.r/ D T.r/P.r/T�1.r/; T.r/sT�.r/ D s (22.95)

and the saddle-point P.0/ D R.0/ of R.r/,

P.0/ D <R.0/ � i��.0/

Ow0 �: (22.96)
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Then

Q.r/ D T.r/�T�1.r/ (22.97)

with � as in (21.58), thus�2 D 1. We may insert

R.r/ D <R.0/ � i��.0/

Ow0 Q.r/ (22.98)

in S3.R; 0/, as given in (22.34), and obtain, in the limit ! ! 0, an action invariant
under global transformation T.r/! T0T.r/.

We argue in the following that the action may be written in the form (22.113).
The first term of S3.R; 0/, (22.34), yields

� 1
2

�
��.0/

Ow0
�2X

r;r0

str.Q.r/wr�r0 Q.r0//: (22.99)

For the second term, we consider first the limit ! ! 0. Now suppose that in a
certain region in space Q � Qloc D Tloc�T�1

loc . We assume Q.r/ close to Qloc and
expand ıQ.r/ D Q.r/� Qloc,

ıQ.r/ D Tloc

�� 1
2
QQ12.r/ QQ21.r/ QQ12.r/
QQ21.r/ 1

2
QQ21.r/ QQ12.r/

�
T�1

loc ; (22.100)

where we have used Q2 D 1. Then the second term of (22.34) yields

ln sdet.R � EC t/ D ln sdet.Rloc � EC t/� i��.0/

Ow0
X

r

str.G.0/.r; r;E;Qloc/ıQ.r//

C �2�.0/2

2 Ow20
X

r;r0

str.G.0/.r; r0;E;Qloc/ıQ.r0/

� G.0/.r0; r;E;Qloc/ıQ.r// (22.101)

with

G.0/.r; r0;E;Qloc/ D Tloc

�
G.0/.r; r0;EC i0/ 0

0 G.0/.r; r0;E � i0/

�
T�1

loc :

(22.102)



276 22 Diffusive Model

This yields

ln sdet.R � EC t/

D ln sdet.Rloc � EC t/C i��.0/

2 Ow0
X

r

.G.0/.r; r;EC i0/� G.0/.r; r;E � i0//

� str. QQ12.r/ QQ21.r//C �2�.0/2

2 Ow20
G.0/.r; r0;EC i0/G.0/.r; r0;E � i0/

� str. QQ12.r/ QQ21.r
0/C QQ21.r/ QQ12.r

0//: (22.103)

Using

1

EC i0 � R.0/1 � t
� 1

E � i0 � R.0/2 � t
D R.0/1 � R.0/2
.EC i0 � R.0/1 � t/.E � i0 � R.0/2 � t/

(22.104)

we obtain

G.0/.r; r;ECi0/�G.0/.r; r;E�i0/ D 2i��.0/

Ow0
X

r0

G.0/.r; r0;ECi0/G.0/.r0; r;E�i0/:

(22.105)

Thus,

ln sdet.R � EC t/ D ln sdet.Rloc � EC t/C �2�.0/2

2 Ow20
X

r;r0

G.0/.r; r0;E C i0/

�G.0/.r0; r;E � i0/ str.Q.r/Q.r0//; (22.106)

up to bilinear order in QQ. We combine now (22.99), (22.106) and obtain

�2�.0/2

2 Ow20
.�wr�r0 CG.0/.r; r0;EC i0/G.0/.r0; r;E� i0// str.Q.r/Q.r0//: (22.107)

We may replace Q.r/Q.r0/ D 1� 1
2
.Q.r/�Q.r0//2 and Q.r0/ D Q.r/C.r0�r/rQ.r/.

This gradient may be understood as the first term in the expansion

Q.r0/ �Q.r/ D 1

N

X

q

.eiqr0 � eiqr/ OQq (22.108)

D i

N

X

q

q.r0 � r/eiqr OQq � 1

2N

X

q

.q.r0 � r//2eiqr OQq � : : :
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Equation (22.107) reduces with (22.79), (22.82) to

� 1
4
��.0/D.0/ str..rQ/2/: (22.109)

The contribution proportional to ! is obtained from

ln sdet.R � zC t/ D ln sdet.R � E � 1
2
!�C t/

D ln sdet.R � EC t/ � str..R.0/ � EC t/�1 1
2
!�/; (22.110)

where we replace, due to (22.53),

.R.0/ � EC t/�1 D � Ow0R.0/ D � Ow0<R.0/ C i��.0/Q; (22.111)

which yields the contribution,

1
2
i��.0/!

X

r

str.�Q.r//; (22.112)

to the action of the nonlinear �-model. This is given by

S .Q/ D 1
4
��.0/

X

r

str.�D.0/.rQ.r//2 � 2i!�Q.r//: (22.113)

Correlations The correlations are given by (22.37), (22.38). One uses (22.53) and
puts

hrj 1

z� R.0/ � t
jri D Ow0R.0/.r/; (22.114)

and inserts the saddle point approximation (22.98). Then

G1.r; r; zi/ D QRi � i��.0/Qib;ib.r/; QRi WD Ow0<R.0/i : (22.115)

The two-particle Green’s functions for r 6D r0 are given by

G2.r; r; z1I r0; r0; z2/ D . QR1 � i��.0/Q1b;1b.r//. QR2 � i��.0/Q2b;2b.r0// (22.116)

D G1.r; r; z1/G1.r
0; r0; z2/

��2�.0/2.Q1b;1b.r/Q2b;2b.r0/ �Q1b;1b.r/ Q2b;2b.r0//

G2.r; r
0; z1I r0; r; z2/ D ��2�.0/2 Q1b;2b.r/Q2b;1b.r0/: (22.117)

The two-particle Green’s function G2.r; r; z1I r; r; z2/ is the sum of (22.116)
and (22.117). All other two-particle Green’s functions vanish in this approximation
of the two-particle Green’s functions, since (22.53) holds for an r-independent R.0/.
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Ward-Takahashi Identity The approximation (22.113) is good in the hydrody-
namic limit. Let us consider the expectation value (where we use

R
ŒD Q� exp

.�S .Q// D 1). Let us perform an infinitesimal transformation of Q, Q0 D

.1C ıT/Q.1 � ıT/ D QC ıQ and correspondingly

A.Q/ D
Z
ŒD Q�A.Q/e�S .Q/ D

Z
ŒD Q�A.QC ıQ/e�S .QCıQ/: (22.118)

Then

ıA � AıS D 0 (22.119)

Let OQi;j D P
r Qib;jb and choose A D OQ1;2, then only ıT1b;2b and ıT2b;1b, which are

linearly independent, should differ from zero. The term with ıT2b;1b yields

ıA D OQ2;2 � OQ1;1; ıS D �i!��.0/ OQ2;1: (22.120)

Thus,

OQ2;2 � OQ1;1 D �i!��.0/ OQ1;2
OQ2;1; (22.121)

which yields

1

N

X

q;q0

OG2.q; q
0; z1; q0; q; z2/ D 2��.0/

�i!
: (22.122)

This Ward identity is a consequence of particle number conservation. Generally, if
the operator B is conserved, that is, commutes with the Hamiltonian H, then

1

z1 �H
B

1

z2 � H
D 1

z2 � z1
B.

1

z1 �H
� 1

z2 �H
/; (22.123)

which yields

X

q00;q000

hqj 1

z1 �H
jq00iBq00q000hq000j 1

z2 �H
jq0i

D 1

z2 � z1

X

q00

Bqq00.hq00j 1

z1 � H
jq0i � hq00j 1

z2 � H
jq0i/: (22.124)

The exact result (22.122) for the non-linear �-model (22.113) agrees with (22.70)
evaluated with the results in Sect. 22.4. In replacing S3.R; 0/, (22.34), by the non-
linear sigma-model (22.113), it is essential that the invariance under the pseudo-
unitary transformations T (for ! D 0) and the effect of the symmetry breaking term
proportional to ! remains conserved.
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Local Gauge Invariance Since we have used only the contribution of .z�R� t/�1
diagonal in r, we obtain only correlations that contain the sites r pairwise, one
as first, the other as second argument of 1=.z � H/. Since the averaged one-
particle Green’s function G1.r; r0; z/ decays rapidly as the distance jr�r0j increases,
G2, (22.71), also decays rapidly as r1 � r0

2 and r2 � r0
1 increase. The extreme case of

this behaviour is described by a model in which t D 0. Then the only non-vanishing
averaged one- and two-particle Green’s functions are those given in (22.115)–
(22.117). The probability distribution of the eigenfunctions  is invariant under
arbitrary gauges .r/! ei�.r/ .r/. Thus, this model is called local gauge invariant
model [203, 231, 269].

At first glance, the negative sign in front of .rQ/2 in (22.113) seems to be
unexpected. However, using the parametrization (21.69), (21.70), one obtains, for
the even elements of Q,

str..rQ/2/ D �2 �.r�1/2 C sinh2 �1.r�21/C .r�2/2 C sin2 �2.r�2/2
�
;

(22.125)

so that �.rQ/2 is positive semi-definite.1

Diffusons The expansion of Q.r/ in Eq. (22.113) up to second order in the
transverse components QRA and QAR yield the diffusion behaviour. Therefore, these
excitations are called diffusons.

The diffusion pole, Eq. (22.81), is obtained since Owq � Ŏ q approaches zero
proportional to ! and to q2, for small ! and q2. This pole is obtained by summing
all the contributions of

Owq O�q.zi; zj/ D 1C OMq Ŏ q C . OMq Ŏ q/2 C : : :C . OMq Ŏ q/l C : : : (22.126)

It describes a particle-hole pair multiply scattered by disorder. The term
G.0/G.0/. OM Ŏ /l describes l scatterings of the pair. In total, the contributions yield the
diffusion pole. A word of warning is appropriate: Depending on the dimension of
the system under consideration and the strength of disorder, the interaction between
the diffusive modes may lead to a loss of the diffusive behaviour and turn the system
from a metallic to an insulating behaviour. This is found when one goes beyond
bilinear order in the interaction, and will be considered in Chap. 23.

Parity Transposition Instead of defining the fields S.r/ 2 M .2; 2; 1; 0/ as
in (22.26) we could define them as S.r/ 2 M .2; 2; 0; 1/. The transformation can
be simply performed by parity transposition, Sect. 10.5, S ! �S. Then also the
matrix Q is replaced by �Q. We realize that �� D � and sR

b $ sR
f , sA

b $ sA
f , since

the bosonic and fermionic blocks are exchanged. If we denote �Q by Q, then the

1Efetov [66] arranges the fermionic and bosonic variables in different order. Therefore he obtains
the opposite sign in front of the supertraces.
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action (22.113) reads

S .Q/ D 1
4
��.0/

X

r

str.D.0/.rQ.r//2 C 2i!�Q.r//; (22.127)

since the supertrace changes sign, (10.46). We will return to this representation in
Sect. 23.1.

References The nonlinear �-model was derived in 1979 and 1980 by Wegner [270]
and by Schäfer and Wegner [231] and Efetov et al. [67]. Other calculations for
the diffusive model and discussions on the lower critical dimension d D 2, as
well as different behaviour for the three classes unitary, orthogonal and symplectic
have been derived by Anderson et al. [1], Gorkov et al. [97], Oppermann and
Wegner [203], Hikami et al. [110], and Jüngling and Oppermann [126, 127]. The
supersymmetric non-linear sigma-model was introduced by Efetov [64, 65]. Until
now the unitary model has been derived; the orthogonal and symplectic one follow
in the next two sections. The critical behaviour, that is the behaviour close to the
mobility edge, is discussed in Sect. 23.1.

22.6 Orthogonal Case

In this section we derive the expressions for the correlations and the non-linear
sigma model for the time-reversal invariant spin-independent random hopping
model.

22.6.1 The Lattice Model

Until now we considered the unitary model (22.19). It corresponds to a situation in
which time-reversal invariance is broken by magnetic impurities. If the system is
time-reversal invariant and no spin dependence is involved, then we choose again
the Hamiltonian (22.19), but now with real matrix elements tr;r0 and fr;r0 . Again, f
should be Gaussian distributed with zero average,

fr;r0 D 0; fr;r0 fr00;r000 D .ır;r000ır0;r00 C ır;r00ır0;r000/Mr�r0 : (22.128)

Since f and t are real and hermitian, they are symmetric. Thus, also the Green’s
functions have this property

G.r; r0; z/ D G.r0; r; z/: (22.129)
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Similarly, as in (21.131), (21.132), we have to introduce two real and two Grassman-
nian components, S.i;p/� .r/, for each site r and each energy zi. Then we may write the
product of Green’s functions as

mY

iD1
G.ri; r

0
i ; zi/ D

mY

iD1

�
sbi

sfi

�N Y

i;r

.
d S.i;1/b .r/d S.i;2/b .r/

2�
d S.i;1/f .r/d S.i;2/f .r//

�
Y

i

.sbiS
.i;1/
b .ri/S

.i;1/
b .r0

i// exp.�S1.S; 0//; (22.130)

S1.S; 0/ D 1
2

strŒS	.sz˝ 1N � s˝ .tC f //S�

D 1
2

X

i;p;�;r;r0

s�iS
	.i;p/
� .r/.ziır;r0 � tr�r0 � frr0/S.i;p/� .r0/ (22.131)

with a quasireal field S with (for m D 2) dimension

S.r/ 2 M .4; 4; 1; 0/; S 2M .4N; 4N; 1; 0/; t; f 2M .N; 0/;

s D diag.sb1; sb1; sb2; sb2; sf1; sf1; sf2; sf2/ 2M .4; 4/;

z D diag.zb1; zb1; zb2; zb2; zf1; zf1; zf2; zf2/ 2M .4; 4/: (22.132)

We can determine the Green’s functions, as in (22.29), (22.30), with a source term

S1.S;A/ D S1.S; 0/�
Xp

sbisbjAij.r; r
0/S.i;1/b .r/S.j;1/b .r0/: (22.133)

The doubling of the number of components is necessary, since the Grassmann vari-
ables appear in pairs for real vectors S. The fields S are those of (21.131), (21.132),
but now with lattice sites r instead of the states denoted by ˛.

The average over the random terms f yields

exp.� 1
2

str.
X

r;r0

fr;r0 S.r0/S	.r/s// D exp. 1
4

X

r;r0

Mr�r0 S	.r/sS.r0/ S	.r0/sS.r//

D exp. 1
4

X

r;r0

Mr�r0 str.T.r/T.r0///;

T.r/ D psS.r/S	.r/
p

s; (22.134)

where we use in the first line of (22.134) that S.r0/S	.r/ D S.r/S	.r0/, and that
S	.r/sS.r0/ and S	.r0/sS.r/ belong to M .1; 0/. Thus, there is no need to use the
supertrace here.
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The Hubbard-Stratonovich transformation yields

exp.� 1
2

str.
X

r;r0

fr;r0 S.r0/S	.r/s// (22.135)

D
Z
ŒD R� exp.� 1

4

X

r;r0

str.R.r/wr�r0 R.r0//C 1
2

X

r

str.R.r/T.r///

with R.r/ 2 M .4; 4/. The total matrix R 2 M .4N; 4N/ consists of the block
matrices R.r/. Since T.r/ is symmetric, and s�1=2T.r/s�1=2 is quasireal and quasi-
hermitian, R.r/ has the same symmetries; compare with Problem 14.1. The partition
function now reads

Z.A/ D
Z
ŒD S� exp.�S1.S;A// D

Z
ŒD S�ŒD R� exp.�S2.S;R;A// (22.136)

with

S2.S;R;A/ D 1
4

X

r;r0

str.R.r/wr�r0 R.r0// � 1
2

str.S	
p

s.R � zC tC 2A/
p

sS/:

(22.137)

Integration over the fields S yields

Z.A/ D
Z
ŒD R� exp.�S3.R;A//; (22.138)

S3.R;A/ D 1
4

X

r;r0

str.R.r/wr�r0R.r0//C 1
2

ln sdet.R � zC tC 2As/:

(22.139)

Since S	S obeys

T.S	.r0/S.r// D CS	.r/S.r0/C�1; (22.140)

A, OA have to be replaced by the symmetrized As and OAs,

As
ip;i0p0.r; r0/ D 1

2
.Aip;i0p0.r; r0/C Ai0p0;ip.r

0; r//;

OAs
qip;q0 i0p0 D 1

2
. OAqip;q0i0p0 C OA�q0i0p0;�qip/: (22.141)
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22.6.2 Saddle Point and Fluctuations, Cooperon

The calculations of the saddle point and the fluctuations is performed similarly as in
Sects. 22.3 and 22.4. Additional indices p appear in R, R.0/, ıR, and A as in (21.132).
R.0/ip�;jp0�0.r/ is diagonal in p and p0 too,

R.0/ip�;jp0�0.r/ D ı��0ıii0ıpp0Rd
i : (22.142)

The saddle-point equation agrees with (22.53). The expressions for the one-particle
Green’s functions hold as in (22.54)–(22.56). The following calculation parallels the
calculation in Sect. 22.4, but differs in a number of factors of 2. Instead of (22.66),
we now obtain

S3.R; 0/ D S3.R
.0/; 0/C 1

4
N

X

q;ip�;jp0�0

.�/�. Owq � Ŏ q.zj; zi//ı OR�q;ip�;jp0�0ı ORq;jp0�0;ip�;

(22.143)

with Ŏ as in (22.67). Since S	.r/S.r/ obeys (22.140), and since (22.134) is obtained
from bilinear terms of R �M

p
sS	S
p

s in the exponent, we require

CR.r/C�1 D TR.r/ � C ORqC�1 D TORq; (22.144)

where we use that s commutes with C. Then we obtain

ı OR�q1;i1p1�1;i
0

1p0

1�
0

1
ı ORq2;i2p2�2;i

0

2p0

2�
0

2

D 1

N
O�q1 .zi1 ; zi01

/ıq1;q2

�
.�/�0

1ıi1i02
ıi01i2ıp1p0

2
ıp0

1p2ı�1�0

2
ı�0

1�2

C.�/�1�0

1ıi1i2ıi01i02
Cp1�1;p2�2Cp0

1�
0

1;p
0

2�
0

2

	
(22.145)

with O� as in (22.69) and [compare with (12.22)]

Cp�;p0�0 D ı��0.ı�bıpp0 C ı�f�pp0/: (22.146)

Correlations Equation (22.139) yields, up to second order in As,

Z.As/ D 1C str.GAs/C 1
2
. str.GAs//2 C str.GAsGAs/: (22.147)

To lowest order, that is without fluctuation contributions, we obtain the same results
as in (22.55)–(22.59). Including the fluctuation contributions to second order, we
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now obtain

OG1.q; zi/ D OG.0/.q; zi/C OG.0/2.q; zi/
1

N

X

q0

OG.0/.q0; zi/ O�q�q0.zi; zi/;

(22.148)

OG2.q1; q
0
1; z1I q2; q0

2; z2/Dıq1;q
0

1

OG1.q1; z1/ıq2;q
0

2

OG1.q2; z2/C
ıq1Cq2�q0

1�q0

2

N
OG.0/.q1; z1/

� OG.0/.q0
1; z1/ OG.0/.q2; z2/ OG.0/.q0

2; z2/

� . O�q1�q0

2
.z1; z2/C O�q1Cq2 .z1; z2//; (22.149)

which can be rewritten as

G2.r1; r
0
1; z1I r2; r0

2; z2/ D G1.r1; r
0
1; z1/G1.r2; r

0
2; z2/C

X

Nr;Nr0

G1.r1; Nr; z1/

�G1.Nr; r0
2; z2/G1.r2; Nr0; z2/G1.Nr0; r0

1; z1/� .Nr0 � Nr; z1; z2/
C
X

Nr;Nr0

G1.r1; Nr; z1/G1.r2; Nr; z2/

�G1.Nr0; r0
2; z2/G1.Nr0; r0

1; z1/� .Nr0 � Nr; z1; z2/ (22.150)

with � given by (22.69), (22.72).

Cooperon At the end of Sect. 22.5, we realized that two particles running in the
opposite direction lead to the long-range behaviour both in space (small q) and time
(small !) called Diffuson. With (22.73), (22.74) and Sect. 22.4.1, we obtain the
same diffusion behaviour in the orthogonal case as in the unitary case. The Green’s
functions are symmetric in the orthogonal case (22.129), which implies

OG1.q; z/ D OG1.�q; z/ (22.151)

Correspondingly

G2.r1; r
0
1; z1I r2; r0

2; z2/ D G2.r1; r
0
1; z1I r0

2; r2; z2/; (22.152)

which is reflected in

OG2.q1; q
0
1; z1I q2; q0

2; z2/ D OG2.q1; q
0
1; z1I �q0

2;�q2; z2/; (22.153)

compare to (22.149). Thus, also two particles running in the same direction show
long-range behaviour for q1 C q0

1 D q2 C q0
2 ! 0. The excitation of such a pair

of particles is called the Cooperon, since superconductivity is brought about by
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the condensate of pairs of particles. However, here we do not deal with such a
condensate.

This time-reversal symmetry is also reflected in the extra term O�q1Cq2 .z1; z2/
in (22.150). It yields for the correlation OK defined in (22.88)

OKq.z1; z2/ D Owq Ŏ q.z1; z2/ O�q.z1; z2/C 1

N2

X

q1;q2

OG.0/.q1; z1/

� OG.0/.q2 C q; z1/ OG.0/.q2; z2/ OG.0/.q1 � q; z2/ O�q1Cq2 .z1; z2/:

(22.154)

For fixed q the argument q1Cq2 of O� runs through 0 in the sum over q1 and q2 and,
equivalently, the integral in the thermodynamic limit. Thus, it diverges for ! D 0 in
d D 1 and 2 dimensions. This has important consequences, which will be considered
in Chap. 23.

Nonlinear � -Model The nonlinear �-model is derived in a similar way to the
derivation for the unitary case in Sect. 22.5. Obviously, one has to replace � by 	

and to observe that S .R; 0/ differs by a factor of 1
2
, (22.34), (22.139). Thus, one

obtains, instead of (22.113),

S D � 1
8
��.0/

P
r str.D.0/.rQ.r//2 C 2i!�Q.r//: (22.155)

From

Q.r/ D T.r/�T�1.r/; TQ.r/ D CQ.r/C�1; (22.156)

one obtains

TT
�1
� D CT; (22.157)

where � commutes with �. This equation and

TsT	 D s (22.158)

yield

�s�	 D s; T D s�1CT����1s: (22.159)

The choice � D C yields

T D s�1CT�C�1s: (22.160)

The set of T obeying (22.158), (22.160) constitutes a group and yields a parametriza-
tion for the non-linear �-model (22.155).
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The Green’s functions G1 and G2 in (22.115)–(22.117) are the same if we
replace the indices ib by ib1. Now G2.r; r0; z1I r; r0; z2/ D G2.r; r0; z1I r0; r; z2/ and
G2.r; r; z1I r:r; z2/ is the sum of (22.116) and twice (22.117). The discussion of local
gauge invariance holds here, with the Z2 gauge  .r/! ˙ .r/.

22.7 Symplectic Case

Finally we consider the time-reversal invariant spin-dependent hopping model on
a lattice. We consider a rather general model. Special models are mentioned in
Sects. 22.7.3 and 22.7.4.

22.7.1 The Lattice Model

Similarly, as in Sect. 21.7.2, we consider a spin-dependent time-reversal invariant
interaction, but now on a Bravais lattice. The Hamiltonian reads

H D
X

rr0mm0

jrmi.tr�r0;mm0 C frm;r0m0/hr0m0j; f ; t 2 C: (22.161)

The hopping matrix elements obey

tr�r0;mm0 C frm;r0m0 D �m0m00.tr0�r;m00m000 C fr0m00;rm000/�mm000 ; (22.162)

due to the time-reversal invariance. The Green’s function obeys, consequently,

Gmm0.r; r0; z/ D �m0m00 Gm00;m000.r0; r; z/�mm000 ; (22.163)

OGmm0.q; z/ D �m0m00
OGm00;m000.�q; z/�mm000 : (22.164)

t and f are real quaternions due to time-reversal invariance and hermiticity. We
expand tr�r0 and frr0 in Pauli matrices and obtain the symmetry relations

tr�r0 ;mm0 D
X

k

Q{ktk
r�r0�

k
mm0 ; tk

r0�r D vktk
r�r0 ; tk

r�r0 2 R; (22.165)

Q{k WD
�
1 k D 0;
i k D 1::3: ; vk WD

�
1 k D 0;
�1 k D 1::3: ; �0 WD 12:

(22.166)
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We choose the Gaussian distribution

frmr0m0 D Frr0
Qfr�r0mm0 ; Qfr�r0mm0 D

X

k

Q{k� k
r�r0�

k
mm0 ; (22.167)

where Frr0 are random variables. F and the � k are real,

Frr0 D Fr0r; � k
r�r0 D vk� k

r0�r; (22.168)

Frr0 D 0; Fr1r0

1
Fr2r0

2
D Mr1�r0

1
.ır1r

0

2
ır2r

0

1
C ır1r2ır0

1r
0

2
/: (22.169)

The Green’s functions can be written

lY

iD1
Gmi;m

0

i
.ri; r

0
i ; zi/ D

Z
ŒD S�

lY

iD1
.sfiS

.i;m/
f;pi

.ri/S
.i;m0/�
fpi

.r0
i// exp.�S1.S; 0//;

(22.170)

ŒD S� D
Y

ir

d<a.i/.r/d=a.i/.r/d<b.i/.r/d=b.i/.r/

�2

�
Y

ipr

d �.i;p/.r/d �.i;p/�.r/; (22.171)

S1.S; 0/ D � 12 strŒs.zS	 � S	.tC f //S� (22.172)

D 1
2
.S	.r//pi�;msi�.ziırr0ımm0 � .tr�r0;mm0 C frr0;mm0//Sm0;pi�.r

0/

with

S.i/f .r/ D
�

a.i/.r/ �b.i/�.r/
b.i/.r/ a.i/�.r/

�
2M .0; 2; 0; 2/; (22.173)

Sf.r/ D
�

S.1/f .r/; S.2/f .r/
	
2M .0; 2; 0; 4/; (22.174)

S.i;p/b .r/ D
�
�.i;p/.r/
�.i;p/�.r/

�
2M .0; 2; 1; 0/; (22.175)

Sb.r/ D
�

S.1;1/b .r/ S.1;2/b .r/ S.2;1/b .r/ S.2;2/b .r/
	
2M .0; 2; 4; 0/;

(22.176)

S.r/ D �
Sb.r/ Sf.r/

� 2M .0; 2; 4; 4/; (22.177)

S D
0

@
: : :

S.r/
: : :

1

A 2M .0; 2N; 4; 4/; (22.178)
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and

s D diag.sb;1; sb;1; sb;2; sb;2; sf;1; sf;1; sf;2; sf;2/ 2M .4; 4/;

z D diag.z1; z1; z2; z2; z1; z1; z2; z2/ 2M .4; 4/: (22.179)

We now realize that the bosonic components Sb are in the fermionic sector. The
reason is that in the unitary-orthosymplectic group, as defined in Chap. 14, the
orthogonal transformations are in the bosonic sector and the unitary-symplectic
transformations in the fermionic sector. Indices r;m of S number the rows, and
p; i; � the columns. Useful equations for the integrals and averages were derived
in the second half of Sect. 14.3. We add the source term in S1,

S1.S;A/ D S1.S; 0/�
Xp

sfisfjApim;p0 i0m0.r; r0/S.i;m/f;p .r/S.i
0;m0/�

f;p0 .r0/: (22.180)

Then the Green’s functions can be obtained by taking derivatives of Z with respect
to A. The term of S1 containing the random potential f reads

1
2

str.sS	fS/ D 1
2

X

rr0

Frr0 str.sS	.r/Qfr�r0S.r0//: (22.181)

The average over F yields

exp.� 1
2

str.sS	fS// D exp. 1
2
Q/; (22.182)

Q D 1
4
Frr0Fr00r000 str.sS	.r/Qfr�r0S.r0// str.sS	.r00/Qfr00�r000S.r000//

D 1
4
Mr�r0 str.sS	.r/Qfr�r0S.r0//

�. str.sS	.r0/Qfr0�rS.r//C str.sS	.r/Qfr�r0 S.r0///:

(22.183)

Since str.A/ D str. TA/ and since real S and Qf yield

TS D CS	C�1; TS
	 D CSC�1; TQf D CQf C�1; (22.184)

both terms in the last line of (22.183) are equal. With (22.165), (22.167), we may
write

Q D 1
2
Mr�r0 Q{kQ{ lvl� k

r�r0�
l
r�r0 str.S.r0/sS	.r/�k/ str.S.r/sS	.r0/� l/: (22.185)

We cannot reduce the supertraces in (22.185) to a scalar, as in the unitary and the
orthogonal case, but only to traces over 2 � 2-matrices. We use the identity

�
q
mm0�

q
m00m000 D 2ımm000ım0m00 ; (22.186)
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to obtain

str.sS.r0/S	.r/�k/ str.sS.r/S	.r0/� l/

D � 1
2

str.S.r0/sS	.r/�k�qS.r/sS	.r0/� l�q/ (22.187)

and express Q as

Q D � 1
2
QMr�r0 ;kl str.Tk.r/Tl.r

0//; Tk.r/ D
p

sS	.r/�kS.r/
p

s (22.188)

with

QMr�r0 D Mr�r0 �

0

BB@

Q�C 0 0 0

0 Q�� C �21 ��0�3 C �1�2 �0�2 C �1�3
0 �0�3 C �1�2 Q�� C �22 ��0�1 C �2�3
0 ��0�2 C �1�3 �0�1 C �2�3 Q�� C �23

1

CCA ; (22.189)

Q�C D 1
2
.�20 C �21 C �22 C �23 /; Q�� D 1

2
.�20 � �21 � �22 � �23 / (22.190)

where �k D � k
r�r0 and QM and w, introduced below, obey

QMr�r0;kl D QMr0�r;lk; wr�r0 ;kl D wr0�r;lk (22.191)

and QMr�r0;kl and wr�r0;kl are real. The zeros in the upper and the left line of the
matrix QM indicate that this disorder does not introduce a coupling between density
and spin fluctuations. Up to now we have restricted the fluctuations of f by (22.167)–
(22.169). One may choose a more general one by superposition of several of these
fluctuations. This will not change the symmetry relations (22.191).

Then we perform the Hubbard-Stratonovich transformation

exp.� 1
4

X

rr0kl

QMr�r0;k;l str.Tk.r/Tl.r0/// (22.192)

D
Z
ŒD Ri� exp. 1

2

X

rr0;kl

wr�r0 ;kl strŒRk.r/Rl.r0/� � 1
2

X

rk

strŒRk.r/Tk.r/�/;

by multiplication by

Z
ŒD Ri� exp. 1

2
wr�r0;kl strŒ.Rk.r/� QMr00�r;k0kTk0

.r00//.Rl.r0/� QMr0�r000 ;ll0 T
l0.r000//�/D1;

(22.193)

where w is one half of the inverse of QM,

X

r0l

wr�r0 ;kl QMr0�r00 ;ll0 D 1
2
ırr00ıkl0 : (22.194)



290 22 Diffusive Model

This yields

S2.S;R;A/ D � 12
X

rr0;kl

wr�r0 ;kl strŒRk.r/Rl.r0/�

C 1
2

X

rr0k

strŒDk.r; r0/
p

sS	.r0/�kS.r/
p

s� (22.195)

with

Dk.r; r0/ D .Rk.r/� zık0/ırr0 C Q{ktk
r0�r C 2Ask.r; r0/ 2M .4; 4/; (22.196)

Since S is quasireal, S D C.m/S�C.p/�1, we can symmetrize A, as contributions to
the source term are pairwise equal,

As
pim;p0i0m0.r; r0/ D 1

2
.Apim;p0 i0m0.r; r0/C .C.p/C.m/A.r0; r/C.m/�1C.p/�1/p0 i0m0;pim/;

OAs
pim;p0 i0m0.q; q0/D 1

2
. OApim;p0i0m0.q; q0/C .C.p/C.m/ OA.�q0;�q/C.p/�1C.m/�1/p0i0m0;pim/;

(22.197)

and define Apim;p0 i0m0.r; r0/ DPk Ak
pi;p0 i0.r; r

0/�k
mm0 . C.p/ acts on indices � and p

C.p/
�p;�0p0 D ı��0.ı�bıpp0 C ı�f�pp0/ (22.198)

and C.m/ D � on indices m.
One obtains the symmetry condition (left equation) by use of T�

k D
vkC.m/�kC.m/�1,

C.p/Tk.r/ D vk TT
k
.r/C.p/; C.p/Rk.r/ D vk TR

k
.r/C.p/; C.p/Dk D vk TD

k
C.p/:

(22.199)

We require the same symmetry of Rk.r/ (middle equation) and since t and As

obey the same symmetry, it holds for D too (right equation). We also realize that
s�1=2Tk.r/s�1=2 is hermitian. We require the same of Rk.r/.

Next we integrate over S. We introduce a unitary transformation U so that the
complex components of S are expressed by real components QS,

Sm;pi�.r/ D
X

j

U�
mp;j
QSji�.r/ (22.200)

and obtain

X

rr0k

strŒDk.r; r0/
p

sS	.r0/�kS.r/
p

s� D strŒQS QD TQS� (22.201)
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with

QDji�;j0i0�0.r; r0/ D
X

kpmp0m0

U�
pmj

p
siD

k
pi�;p00i0�0.r; r0/Cp0p00

p
si0�m0m00�k

m00mU�0

p0m0j0 ;

(22.202)

which may be written shortly as

QD D TU
p

s.DkC.p/�1 ˝ C.m/�k/
p

sU; (22.203)

where QS 2M .0; 1; 8N; 8N/ and QD 2M .8N; 8N/. Thus

T.DkC.p/�1 ˝ C.m/�k/ D �p.D
kC.p/�1 ˝ C.m/�k/�m (22.204)

and where �p D .�/� and �m D �1,

TQD D �� QD: (22.205)

We have to integrate over the term bilinear in S, resp. QS in exp.�S2.S;R;A//,

Z
ŒD QS� exp.� 1

2
strŒQS QD TQS�/ (22.206)

We substitute X D TQS, which implies QS D � TX� For further evaluation we use the
parity transposed of Sect. 10.5,

strŒQS QD TQS� D strŒ� TX� QDX� D strŒ �. TX/� � QD �X� D strŒ T. �X/ � QD �X�: (22.207)

We may now integrate the exponential over �X instead of QS. One shows,
using (22.205) and the equations in Sect. 10.5, that � QD is symmetric. Thus, the
integral (22.206) yields

spf. � QD/ D sdet. � QD/�1=2 D sdet. QD/1=2: (22.208)

Using the multiplication theorem for superdeterminants we can take away the
factors� TU

p
s and

p
sU from QD in (22.203) and even the factors C�1

p and Cm, since
they all yield unit-factors. Then the integral (22.206) reduces to sdet.Dk ˝ �k/1=2

and S3 reads

S3.R;A/ D � 12
X

rr0;kl

wr�r0 ;kl strŒRk.r/Rl.r0/� � 1
2

ln sdet.
X

k

Dk ˝ �k/: (22.209)

with Dk defined in (22.196).
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22.7.2 Saddle Point and Fluctuations

We expand S3 to first order in ıR in order to determine the saddle-point R.0/,

S3.R; 0/ D S3.R
.0/0/�

X

r;kl

Ow0;kl strŒıRk.r/R.0/l�

� 1

2N

X

krq

strŒıRk.r/˝ �k 1P
l.R

.0/;l � zıl;0 C Otl
q/˝ � l

� (22.210)

with

Owq;kl D
X

r

wr;kle�iqr; Ow�q;kl D Owq;lk D Ow�
q;kl; (22.211)

Otk
q D Q{k

X

r

e�iqrtk
r ; Q{ktk

r D
1

N

X

q

eiqrOtk
q; Otk�q D vkOtk

q; Otk
q 2 R: (22.212)

Note the factor Q{k in the Fourier transform. The one-particle Green’s function is
given for R independent of r by

OG.0/.q; z/ D 1

.�R.0/l C zıl;0 � Otl
q/˝ � l

(22.213)

and the saddle-point obeys

X

l

Ow0;klR
.0/l D 1

2N
tr m.�

k
X

q

OG.0/.q; z//: (22.214)

If the matrices Dk commute with each other, then

1P
k Dk ˝ �k

D
P

k v
kDk ˝ �k

P
k v

kDk2
; tr mŒ

1P
k Dk ˝ �k

˝ � l� D 2 vlDl

P
k v

kDk2
:

(22.215)

Then the saddle-point eqs. read

Ow0;00R.0/0 D 1

N

X

q

�R.0/0 C z � Ot0q
Nq

;
X

�

Ow0;��R.0/� D 1

N

X

q

R.0/� C Ot�q
Nq

;

(22.216)

Nq WD .R.0/0 � zC Ot0q/2 �
X

�

.R.0/� C Ot�q/2: (22.217)
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(Greek components run from 1 to 3). Since tk�r D vktk
r , one obtains Otk�q D vkOtk

q,
which allows us to rewrite (22.216)

Ow0��R.0/� D 1

N

X

q

 
R.0/�

Nq
� 2R.0/�Ot�qOt�q

NqN�q

!
: (22.218)

For small spin-orbit interactions the only small solution for R.0/˛ is the vanishing
one. This means that there is no spontaneous magnetization due to the spin-orbit
forces. R.0/0 can be chosen diagonal. Thus, the saddle-point is given by

R.0/0pi�;p0i0�0 D Rd
i ıpp0ıii0ı��0 ; R.0/� D 0; (22.219)

Ow0;00Rd
i D

1

N

X

q

�Rd
i C zi � Ot0q

.�Rd
i C zi � Ot0q/2 �

P
�.Ot�q/2

: (22.220)

and N obeys

N�q D Nq: (22.221)

The Green’s functions read

OG.0/0.q; z/ D �R.0/0 C z� Ot0q
Nq

; OG.0/�.q; z/ D Ot
�
q

Nq
(22.222)

with the symmetries

OG.0/k.�q; z/ D vk OG.0/k.q; z/;G.0/k.r; r0; z/ D vkG.0/k.r0; r; z/;
OG.0/k.q; z�/ D OG.0/k.q; z/

�
: (22.223)

Fluctuations S3.R; 0/ reads, in second order in ıR,

S3.R; 0/�S3.R
.0/; 0/ D �N

2

X

q;kl

Owq;kl strŒı ORk
qı
ORl�q�

C 1
4

X

qq0

strŒı ORq0�q OG.0/.q; z/ı ORq�q0
OG.0/.q0; z/�

D �N

2

X

q;kl;pi�;p0j�0

.�/�. Owq;kl � Ŏ q;kl.zj; zi//

�ı ORk
�q;pi�;p0 j�0ı ORl

q;p0 j�0;pi� (22.224)
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with

Ŏ q;kl.zj; zi/ D 1

N

X

k0l0

1
2

tr .�k�k0

� l� l0/
X

q0

OG.0/k0

.qCq0; zj/ OG.0/l0.q0; zi/: (22.225)

The first supertrace in (22.210), (22.224) does not contain summations over m,
whereas the second one does. This explains factors of 2 and 1

2
. The coefficients

1
2

tr .�k�k0

� l� l0/ equal ˙1, if the indices k; k0; l; l0 are pairwise equal. They equal
˙i, if all indices are different. Otherwise they vanish.

These symmetries and those of G.0/, (22.223), yield

Ŏ q;kl.z
�
j ; z

�
i / D Ŏ �

q;lk.zj; zi/; (22.226)

Ŏ q;kl.zi; zj/ D vkvl Ŏ q;kl.zj; zi/ D Ŏ�q;lk.zj; zi/ D vkvl Ŏ�q;lk.zi; zj/:

Equation (22.226) holds also for Ow � Ŏ and O� , defined in (22.235).
In particular, we obtain

Ŏ q;00.zj; zi/ D 1

N

X

k;q0

OG.0/k.qC q0; zj/ OG.0/k.q0; zi/: (22.227)

Next we consider the sum rules. From

OG.0/.q; zj/ OG.0/.q; zi/ D . OG.0/k.q; zj/˝ �k/. OG.0/l.q; zi/˝ � l/ (22.228)

D 1

zj � Rd
j � Otq

1

zi � Rd
i � Otq

D 1

zi � Rd
i � zj C Rd

j

.
1

zj � Rd
j � Otq

� 1

zi � Rd
i � Otq

/

D 1

zi � Rd
i � zj C Rd

j

. OG.0/k.q; zj/ � OG.0/k.q; zi//˝ �k

we obtain

X

k

OG.0/k.q; zj/ OG.0/k.q; zi/

D 1

zi � Rd
i � zj C Rd

j

. OG.0/0.q; zj/� OG.0/0.q; zi//; (22.229)

OG.0/0.q; zj/ OG.0/�.q; zi/C OG.0/�.q; zj/ OG.0/0.q; zi/

D 1

zi � Rd
i � zj C Rd

j

. OG.0/�.q; zj/� OG.0/�.q; zi// (22.230)



22.7 Symplectic Case 295

with

OG.0/˛.q; zj/ OG.0/ˇ.q; zi/ D OG.0/ˇ.q; zj/ OG.0/˛.q; zi/: (22.231)

We conclude the sum rules as

Ŏ
0;00.zj; zi/ D 1

zi � Rd
i � zj C Rd

j

1

N

X

q

. OG.0/0.q; zj/ � OG.0/0.q; zi//

(22.232)

D 1

zi � Rd
i � zj C Rd

j

.G.0/.0; zj/� G.0/.0; zi//;

Ŏ
0;0�.zj; zi/ D 1

zi � Rd
i � zj C Rd

j

.G.0/�.0; zj/� G.0/�.0; zi// D 0:

(22.233)

Correlations We introduce the fluctuation contributions for the correlations. Since
Ow � Ŏ appears in (22.224), we introduce its inverse,

O�q.zj; zi/ WD . Owq � Ŏ q.zj; zi//
�1; (22.234)

that is

O�q;kl.zj; zi/. Owq;lm � Ŏ q;lm.zj; zi// D ıkm: (22.235)

Then similar to (22.143)–(22.145), and due to (22.224), we obtain

ı ORk
�q1;i1p1�1;i01p0

1�
0

1
ı ORl

q2;i2p2�2;i02p0

2�
0

2

D � 1
N
O�q1;lk.zi01

; zi1 /ıq1;q2 (22.236)

�
�
.�/�0

1ıi1i02
ıi01i2

ıp1p
0

2
ıp0

1p2
ı�1�0

2
ı�0

1�2
C .�/�1�0

1vlıi1i2ıi01i02
Cp2�2;p1�1Cp0

2�
0

2;p
0

1�
0

1

	
:

The one-particle Green’s function reads

OG1.q; zi/mm0 D OG.0/.q; zi/mm0 (22.237)

C 1
N

X

q0kl

. OG.0/.q; zi/�
k OG.0/.qC q0; zi/�

l OG.0/.q; zi//mm0
O�q0;lk.zi; zi/
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(no summation over q; i; p). The two-particle correlation function is given by

OG2;m1m0

1;m2m0

2
.q1; q

0
1; ziI q2q0

2; zj/

D OGq1ipm1f;q0

1ipm0

1f
OGq2jp0m2f;q0

2 jp0m0

2f

C OGq1ipm1f;q0

2jp0m0

2f
OGq2jp0m2f;q0

1 ipm0

1f

CCp0 Np0 Cm2 Nm2CpNpCm0

1 Nm0

1

OGq1ipm1f;�q2 jNp0 Nm2f OG�q0

1iNp Nm0

1f;q0

2 jp0m0

2f (22.238)

D OG1;m1;m
0

1
.q1; zi/ıq1;q

0

1

OG1;m2;m
0

2
.q2; zj/ıq2;q

0

2
C 1

N
ıq1Cq2;q

0

1Cq0

2

�
�
. OG.0/.q1; zi/�

k OG.0/.q0
2; zj//m1;m0

2
. OG.0/.q2; zj/

�� l OG.0/.q0
1; zi//m2;m0

1

O�q2�q0

1;lk
.zj; zi/

C. OG.0/.q1; zi/�
k OG.0/.�q2; zj/�

�1/m1m2 .� OG.0/.�q0
1; zi/�

l OG.0/.q0
2; zj//m0

1m0

2

� vl O��q1�q2;lk.zj; zi/
	

(22.239)

(no summation over i; p; j; p0).
Then the two-particle Green’s function between spins at sites r and r0, where the

occupation number is included for �0, can be written as

h tr .�k.r/
1

zi �H
� l.r0/

1

zj �H
/i D tr .�kG.r; r0; zi/� lG.r0; r; zj//

D 1

N

X

q

eiq.r�r0/ OKk;l
q .zi; zj/ (22.240)

with

OKk;l
q .zi; zj/ D 1

N

X

q1;q2

�k
m0

2m1
� l

m0

1m2
OG2;m1m0

1;m2;m
0

2
.q1; q2 C q; ziI q2; q1 � q; zj/

D . Ow O� Ŏ /q;kl.zi; zj/C 1

N2

X

q1q2

tr .�p1�
Nk�p2� l�p0

1�
Nl�p0

2�k/

� OG.0/p1 .q1; zi/ OG.0/p2 .�q2; zj/ OG.0/p0

1 .�q2 � q; zi/ OG.0/p0

2 .q1 � q; zj/v
lv

Nl

� O�
�q1�q2;NlNk.zj; zi/: (22.241)

Cooperon Time-reversal invariance

G1.r
0; r; z/ D � TG1.r; r

0; z/��1 (22.242)
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yields

Gmm0.r; r0; z1/Gm0m.r0; r; z2/ D �m1m2Gm1m0

1
.r; r0; z1/Gm2m0

2
.r; r0; z2/��1

m0

1m0

2

(22.243)

that is

�m1m2G2;m1m0

1;m2m0

2
.r; r0; z1I r; r0; z2/��1

m0

1m0

2
D G2;mm0;m0m.r; r

0; z1I r0; r; z2/
(22.244)

Thus, two particles running in the same direction show similar long-range behavior
to the time-reversal invariant spin-independent (orthogonal) case. The factors � take
care of the antisymmetrization of the particles.

Hydrodynamic Behaviour In the hydrodynamic limit we may expand

Owq;00 � Ŏ q;00.EC 1
2
!;E � 1

2
!/ D Ow20;00

2��.0/
.�i! C D.0/q2 C : : :/;

(22.245)

Owq;0˛ � Ŏ q;0˛.EC i0;E � i0/ D i.b˛ � q/C : : : (22.246)

Owq;˛0 � Ŏ q;˛0.EC i0;E � i0/ D i.b˛ � q/C : : : (22.247)

Ow0;˛ˇ � Ŏ 0;˛ˇ.EC 1
2
!;E � 1

2
!/ D a˛ˇ � ic˛ˇ! C : : : ; (22.248)

where the 3�3matrices a and c are real and symmetric. .b˛ �q/ is the scalar product
of the real vector b˛ with q.

The lowest eigenvalue of the 4 � 4 matrix Owq � Ŏ q.E C i0;E � i0/, up to order
q2 and !, is given by

Ow20;00
2��.0/

.�i! C D.0/q2/C .b˛ � q/.a�1/˛ˇ.bˇ � q/; (22.249)

Thus, the terms b � q yield additional contributions to the diffusion constant. The
other eigenvalues of Ow0 � Ŏ q.E C i0;E � i0/ do not vanish. The matrix a � ic!
describes the decay of the total spin due to the spin-orbit interaction, which violates
spin conservation. The spin-orbit relaxation times, �so, of the decay proportional to
exp.�t=�so/ are obtained from det.a�so � c/ D 0. Thus, the hydrodynamics of the
density and spin fluctuations are obtained.

We show that indeed the matrix a in (22.248) is positive. Using the symmetry
M�r D Mr and of � k

r , Eqs. (22.168), one obtains the average of QMr and QM�r by
setting the terms �0�� in (22.189) equal to zero. Then the matrix has two eigenvalues
Mr Q�C and two eigenvalues Mr Q��. The eigenvalues Mr Q�C belong to the eigenvectors
.1; 0; 0; 0/ and .0; �1; �2; �3/. If the ratios �1 W �2 W �3 are equal for all distance
vectors r, then the spin direction given by �i�

i is conserved as well as the particle
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number. Otherwise, the eigenvalues of the 3�3-matrix are less than
P

r
QMr;00. SinceP

r
QMr;kl Ow0;ll0 D 1

2
ıkl0 , compare to (22.194), the eigenvalues of the 3 � 3 matrix Ow0

are larger. We have assumed that the fluctuations of the spin-dependent components
are small in comparison to the spin-independent fluctuations, so that the 3�3-matrixP

r
QMr;�� is positive.

Further, we have to consider Ŏ 0. This matrix is hermitian due to (22.226).
Suppose it is diagonalized. Then (22.225) yields

Ŏ
0;kk.EC i0;E � i0/ D

X

l

ckl
1

N

X

q

OG.0/l.q;EC i0/ OG.0/l.q;E � i0/;

ckl D
� C1 if k D 0 or l D 0 or k D l
�1 otherwise

(22.250)

Since OG.0/l.q;E C i0/ D OG.0/l�.q;E � i0/, the sums over q are positive and thus,
Ŏ
0;00 > Ŏ 0;�� . Consequently the matrix a is positive.

Nonlinear � -Model Now only the component Rk with k D 0 is taken into account.
As for the orthogonal case, R has to obey (22.144). Again we write

R.r/ D R.0/.T/C
�

P SW
TPT�1 PS

; R.0/.T/ D <Rd � i��.0/

Ow0 Q.T/;

(22.251)

Q.T/ D T�T�1; TsT	 D s (22.252)

with T;P;Q functions of r. P decays in blocks as given by (21.61), (21.62). This
time, however, Pbb is antihermitian and Pff is hermitian to guarantee convergence.
Consider now (22.144) CRC�1 D TR. Obviously it has to hold for PR and PA, but
also for Q. Similarly, as in (22.156)–(22.159), we obtain, as in (22.160),

T D Cs�1T�sC�1: (22.253)

This choice has the nice property that the matrices T constitute a group under
multiplication. Comparing with (14.5), we see that T is pseudoreal with g D is.
Similar to the discussion in the paragraph ‘Convergence for Sb’ in Sect. 21.4, we
have to consider here the convergence of Sf. Basically, one has to replace the indices
b by f in (21.64), (21.65) and then the same discussion carries through. This requires
that now the real part of .zs/ff has to be positive and .�s/ff D �i1. Thus,

sfR D �i; sfA D Ci; sbR D sbA: (22.254)

This choice, different from that of the orthogonal case, yields different T and Q.
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The derivation of the non-linear �-model is performed as for the unitary case. Owq

is replaced by Owq;00 and Ŏ q by Ŏ q;00. Due to the different signs of S3 in (22.34)
and (22.209), one obtains the action

S D 1
4
��.0/

X

r

str.D.0/.rQ.r//2 C 2i!�Q.r//: (22.255)

22.7.3 Some Simplifications

If we choose t˛ D 0, as many authors do, and consider only the spin-orbit effects in
the fluctuating part f , then many expressions simplify, in particular,

G.0/

mm0.r; r0; z/ D ımm0G.0/0.r; r0; z/; G.0/k.r; r0; z/ D ık0G
.0/0.r; r0; z/; (22.256)

and similarly for OG.0/.q; z/. Ŏ simplifies to

Ŏ q;kl.zi; zj/ D ıkl
1

N

X

q0

OG.0/0.qC q0; zi/ OG.0/.q0; zj/: (22.257)

Further,

OKkl
q .zi; zj/ D . Ow O� Ŏ /q;kl.zi; zj/C 1

N2

X

q1;q2

tr .� Nk� l�
Nl�k/vlv

Nl

� OG.0/0.q1; zi/ OG.0/0.q2; zj/

� OG.0/0.q2 C q; zi/ OG.0/0.q1 � q; zj/ O�q1Cq2;Nk;Nl.zi; zj/:

(22.258)

22.7.4 The Extreme and Pure Case

Coming from the Gaussian symplectic ensemble suggests the choice

frmr0m0 D 0; (22.259)

frmr0m0 fr00m00r000m000 D Mr�r0.ırr000ır0r00ımm000ım0m00 C ırr00ır0r000�mm00�m0m000/:
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The expressions depending on the spin-components may be rewritten as

ımm000ım0m00 D 1
2

X

k

�k
mm0�

k
m00m000 ;

�mm00�m0m000 D 1
2

X

k

vk�k
mm0�

k
m00m000 : (22.260)

This leads to a superposition of four contributions as mentioned after (22.191),

QMr�r0;kl D 1
2
Mr�r0ık0ıl0: (22.261)

Then also,

O�q;kl.zi; zj/ D ık0ıl0 O�q;00.zi; zj/ (22.262)

and we can leave the indices k and l in OG.0/ and O� aside and obtain

OKq;kl.zi; zj/ D ık0ıl0 Owq O�q.zi; zj/ Ŏ q.zi; zj/C ıklv
l 2

N2

X

q1;q2

OG.0/.q1; zi/ OG.0/.q2; zj/

� OG.0/.q2 C q; zi/ OG.0/.q1 � q; zj/ O�q1Cq2 .zi; zj/: (22.263)

Summary We can describe the diffusive models in three symmetry classes as in
the preceding chapter on random matrix theory. The occurrence of these classes
depends on the symmetry of the system, as has been summarized in Table 21.1. We
will see in the following chapter that there are more symmetry classes, if certain
energies are singled out.

We have considered only pure cases. If, for example, a small term breaking time-
reversal invariance is added to a time-reversal invariant Hamiltonian then it will
be governed by the unitary case at a frequency of the order of the inverse mean
scattering time caused by the perturbation and below.

Problems

22.1 Denote Dq;kl.E˙;E	/ WD Owq;kl� Ŏ q;kl.E˙i;E	i/ with real E and positive
 and Dq;kl.EC;E�/ D ekl C okl, where e and o are even and odd functions in q.
Determine by means of the symmetry relations (22.211), (22.226) Dq;kl.E�;EC/
and the relations between ekl and elk, and okl and olk. Are ekl and okl real or
imaginary?

22.2 Replace i in the previous problem by 1
2
!Ci. Derive Eqs. (22.245)–(22.248).
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Chapter 23
More on the Non-linear � -Model

Abstract In the first section of this chapter we go beyond the harmonic approxi-
mation of the nonlinear sigma-model. This allows the description of the behaviour
close to the mobility edge, in particular the scaling theory of the conductivity,
and the multifractality of the wave-functions. Besides the three classes, called
Wigner-Dyson classes, there are seven more classes, known as chiral classes and
Bogolubov-de Gennes classes. They are listed in the second section together with
their relation to topological insulators and superconductors. The physics of two-
dimensional disordered systems is particularly rich. Some aspects are mentioned in
the third section. Finally we mention superbosonization, which in certain cases can
replace the Hubbard-Stratonovich transformation. It has been particularly useful for
the n-orbital model.

23.1 Beyond the Saddle-Point Solution

Until now we have only considered the saddle point. Within this approximation we
obtain diffusion within the whole band. The situation changes drastically, when we
take fluctuations into account. Diffusion is still possible in d D 3 dimensions,
whereas in d D 1 dimension there is no longer diffusion. The eigenstates are
localized. d D 2 is a borderline dimension, where weak localisation appears.

In the preceding chapter, we have derived the nonlinear �-models for the three
Dyson classes. The action of the non-linear �-models can be written as

S .Q/ D ˛

t

Z
d dr strŒ 1

2
.rQ.r//2 C i Q!�Q.r/�; Q! D !=D.0/ (23.1)

with

ensemble ˛ 1=t Eq:
unitary �1 1

2
��.0/D.0/ (22.113)

unitary C1 1
2
��.0/D.0/ (22.127)

orthogonal �1 1
4
��.0/D.0/ (22.155)

symplectic C1 1
2
��.0/D.0/ (22.255)

; (23.2)
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where �.0/ is the density of states per energy and volume. Depending on ˛ we have
chosen for energies according to (21.44),

˛ sR
b sR

f sA
b sA

f Eq:
C1 �i 	i Ci 	i (21.82)
�1 	i �i 	i Ci (22.254)

(23.3)

It is important to consider the fluctuations. The soft modes due to variations of T
still implemented in the matrix Q have a decisive effect. They already appeared in
the corrections to the pure diffusive behaviour in the last term of (22.154) for the
orthogonal case and in the last terms of (22.258), (22.263) for the symplectic case.
We will consider their consequences here.

The mobility edge behaviour, that is, the transition between extended and local-
ized states, attracted many physicists. The first theoretic explanation was probably
by Anderson [10]. He and S. Edwards introduced the replica trick for disordered
systems [63]. In 1979, Anderson et al. [1] developed renormalization for the
conductance. Basically, at the same time the description of this transition by means
of the nonlinear sigma-model was developed [64, 65, 67, 110, 203, 231, 270] with
some precursors [3, 97, 203, 269]. Very useful was Polyakov’s [212] renormalization
of n-vector models in 2C � dimensions, which could be transferred to the nonlinear
sigma-matrix-models.

23.1.1 Symmetry and Correlations

We start by considering symmetries between non-linear �-models. Formal expan-
sions in t yield symmetry relations for partition functions, Eqs. (23.22) and (23.30),
and for correlations, Eq. (23.37). We write the action in local space

S D �˛
t

0

@
X

r;r0

1
2
Jrr0 str.Q.r/Q.r0//C

X

r

h.r/ str.�Q.r//

1

A ;

QRR 2M .nR;mR/; QAA 2M .nA;mA/; Q 2M .nR C nA;mR C mA/;

(23.4)

and assume J positive semi-definite and <h.r/ > 0. Since Q2.r/ D 1, we express

QRR D .1 �QRAQAR/1=2; QAA D �.1 � QARQRA/1=2: (23.5)

With Q�.r/ D sQ.r/s�1, we insert

QRA D sR �1
QAR � sA (23.6)
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and obtain, in harmonic approximation,

S0 D ˛

t

X

rr0

OJrr0 str. sR �1
QAR � .r/sAQAR.r0// D ˛

t

X

rr0

OJrr0 str.QRA.r/QAR.r0//;

OJrr0 D �Jrr0 C ırr0.h.r/C
X

r00

Jrr00/: (23.7)

Convergence requires

˛ sR
�

�1
sA
� D .�/1�� : (23.8)

This condition is fulfilled for the cases we consider (23.3). This yields the
expectation values with respect to exp.�S0/,

hQRA
ab .r/Q

AR
cd .r

0/i0 D ıadıbc.�/�b˛G.0/

rr0 ; G.0/ D t OJ�1: (23.9)

The complete action reads

S D S0 CS 0; S 0 D ˛

t

X

r

.h.r/C
X

r0

Jrr0 /
X

k>1

�k str..QRA.r/QAR.r//k/

� ˛
2t

X

rr0;kl

�k�lJrr0 . str..QRA.r/QAR.r//k.QRA.r0/QAR.r0//l/

C.RA$AR// (23.10)

with

p
1 � x D 1 �

X

k

�kxk; �k D .2k � 3/ŠŠ
2kkŠ

: (23.11)

Invariant Measure An infinitesimal rotation yields

d QAR D d TARQRR � QAAd TAR: (23.12)

By means of similarity transformations, we introduce

QQRR D URQRR UR �1
; QQAA D UAQAA UA �1

;

d QQAR D UAd QAR UR �1
; d QTAR D UAd TAR UR �1

: (23.13)
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Then we obtain

@ QQRR

@QRR
D @ QQAA

@QAA
D 1; @ QQAR

@QAR
D @ QTAR

@TAR
D sdet.UA/n

R�mR
sdet.UR/m

A�nA
:

(23.14)

We choose the similarity transformation so that QQRR and QQAA are diagonal with
eigenvalues �R and �A, resp.,

d QQAR
ij D .�R

i ��A
j /d QTAR

ij ; I WD @QAR

@TAR
D @ QQAR

@ QTAR
D
Y

i;j

.�R
i ��A

j /
�R

i �
A
j ; (23.15)

where

Y

r

ŒD TAR.r/�ŒD TRA.r/� D
Y

r

ŒD QAR.r/�ŒD QRA.r/�I2.r/ (23.16)

is the invariant measure. The square appears since the transformation of d QRA with
d TRA yields the same factor and TAR and TRA are linearly independent. We rewrite

ln I D
X

i;j

�R
i �

A
j ln.�R

i � �A
j / D

X

i;j

.�/�R
i C�A

j .ln 2C ln.1 � 1
2
.�R

i C�A
j ///

D dRdA ln 2 �
X

ij

.�/�R
i C�A

j
X

n�1

1

n
. 1
2
.�R

i C�A
j //

n

D dRdA ln 2 � .dR C dA/
X

n�1

1

n
Ln �

X

k�1;l�1

.kC l� 1/Š
kŠlŠ

LkLl; (23.17)

�R
i WD 1 ��R

i ; �A
j WD �1C�A

j ;

dR WD nR �mR D str.1RR/; dA WD nA �mA D str.1AA/ (23.18)

with

Lk WD
X

i

.�/�R
i . 1

2
�R

i /
k D

X

i

.�/�R
i . 1

2
.1 � �R

i //
k D . 1

2
/k str..1 �

p
1� QRAQAR/k/

D
X

j

.�/�A
j . 1

2
�A

j /
k D

X

j

.�/�A
j . 1

2
.�A

j � 1//k: (23.19)

Elimination In order to integrate over ŒD QRA� and ŒD QAR�, one expands exp.�S 0/
multiplied by the Haar measure in a polynomial of supertraces and evaluates them
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with respect to exp.�S0/,

hAi D
Z
ŒD Q�e�S A

.Z
ŒD Q�e�S D he�S 0

Y

r

I2.r/Ai0
.
he�S 0

Y

r

I2.r/i0:
(23.20)

The last denominator equals Z=Z0. In order to eliminate QRA.r/ we have to contract
it with any QAR.r0/. Both factors may be in the same supertrace or in two different
ones. One obtains

h str.QRA.r/AQAR.r0/B/i0 D ˛G.0/.r; r0/ strA strB;

h str.QRA.r/A/ str.QAR.r0/B/i0 D ˛G.0/.r; r0/ str.AB/: (23.21)

Now it is essential that the average over such a pair QRA.r/;QAR.r0/, adds one
factor of ˛ and changes the number of supertraces by one. All supertraces of S 0
carry one factor of ˛, the supertraces of I.r/ appear always pairwise including the
supertraces str.1/ expressed by dR and dA. Thus, after integration over all degrees
of freedom we find that the partition function obeys, in a formal expansion in t,

ZU

ZU 0
.t; dR; dA/ D ZU

ZU 0
.�t;�dR;�dA/: (23.22)

Expectation values can be obtained from

h
Y

i

str.A
�i;�

0

i
i Q�0

i ;�i.ri//i; (23.23)

where �;�
0

stand for R and A. They evaluate to linear combinations of productsQ
k str.

Q
j Ai.k;j//, where each Ai appears once in the product and �i.k;j/ D �0

i.k;j�1/.
This expression reflects the invariance of the action and the correlations under
similarity transformations of the Q.

Orthogonal and Symplectic Ensembles In these ensembles TAR and TRA are
linearly dependent (22.157), (22.159)

d TAR D �C�1d TT
RA

C (23.24)

and thus, the Haar measure contains only one factor I.r/ and not two. The
expectation values read

hQRA
ab .r/Q

AR
cd .r

0/i0 D ıadıbc.�/�b˛G.0/

rr0 ; G.0/ D 1
2
tOJ�1 (23.25)



308 23 More on the Non-linear � -Model

and the contractions between QRA and QAR are the same as in (23.21). We have
moreover due to

CQARC�1 D TQ
RA
; (23.26)

the expectation values

hQRA
ab .r/Q

RA
cd .r

0/i0 D CacCbd.�/�aC�bC�a�b˛G.0/.r; r0/ (23.27)

This yields the contractions

h str.QRA.r/AQRA.r0/B/i0 D h str.QRA.r/A/ str.QRA.r0/B/i0
D ˛G.0/.r; r0/ str.AC�1 TBC/

D ˛G.0/.r; r0/ str.BC�1 TAC/: (23.28)

Again expectation values can be obtained from (23.23), but now also factors
C�1 TAC, instead of A, appear in the products mentioned after (23.23).

Symmetry Relations The low-temperature expansion of Z=Z0 and of expectation
values are Taylor expansions in powers of t. The partition function and correlations
appear as functions of ˛t, but not of ˛ or t separately. Thus, we obtain, formally,
symmetry relations between the partition functions of non-compact and compact
systems

Z

Z0 n�c
.t/ D Z

Z0 comp
.�t/; (23.29)

and similarly for expectation values for functions of Q�;�0

. Since the orthogonal and
symplectic ensemble are related by parity transposition (Sect. 10.5) and exchange
of non-compact with compact, one obtains

ZSp

ZSp 0
.t; dR; dA/ D ZO

ZO 0
.�t;�dR;�dA/ (23.30)

and similarly for expectation values.
Before the introduction of supersymmetry, only the bosonic or the fermionic

sector were considered in the replica limit dR D dA D 0.
The matrices QQ of these models did not have Grassmann variables and one used

QQRA D QQAR � ; unitary
QQRA D QQAR 	 ; QQ D tQQ orthogonal
QQRA D QQAR 	 ; C QQC�1 D tQQ symplectic

(23.31)

QQRR D .1R � Q̨ QQRA QQAR/1=2; QQAA D �.1A � Q̨ QQAR QQRA/1=2 (23.32)
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with Q̨ D 1 for the compact and Q̨ D �1 for the non-compact manifold. The action
read

S D � Q̨
t

0

@
X

r;r0

1
2
Jrr0 tr . QQ.r/ QQ.r0//C

X

r

h.r/ tr .� QQ.r//
1

A : (23.33)

Cycles We compare the expectation values of products of traces and supertraces of
cycles

B D Q�1;�2 : : :Q�k�1;�k Q�k ;�1 ; (23.34)

and similarly for QB expressed by factors QQ. Moreover,

QRAQAR D Q̨ QQRA QQAR: (23.35)

Thus,

tr . QB/ D .�/� Q̨ nQ str.B/; (23.36)

where nQ is the number of pairs QQRA QQAR in QB. Then we obtain the relations

h
Y

tr . QB/iO;n�c.t; n/ D .�/
P

nQh
Y

str.B/iOSp.�t; n/;

h
Y

tr . QB/iSp;comp.t; n/ D .�/nBh
Y

str.B/iOSp.t;�n/;

h
Y

tr . QB/iO;comp.t; n/ D h
Y

str.B/iOSp.�t; n/;

h
Y

tr . QB/iSp;n�c.t; n/ D .�/nBCP nQh
Y

str.B/iOSp.t;�n/; (23.37)

where nB is the number of cycles B. n is shorthand for nR; nA. The arguments
indicate on the l.h.s. the number of components, on the r.h.s. the differences dR; dA.
Thus, the supersymmetric correlations can be obtained from the results of the replica
symmetry. The groups O and Sp may be replaced by the unitary group U.

One has to be aware that these results are only good for small t, where the
averages (23.9), (23.25) are so small that the restriction jQRAj < 1, in the compact
sector, is negligible.

23.1.2 Scaling Theory of Conductivity

Due to the propagator QG.0/.q/ / 1=q2, the perturbation expansion of Z in powers of
t will diverge for =! D 0 in d � 2 dimensions. It will diverge in d � 2 dimensions,
if there is no upper cut-off in wave-vector space which, however, is provided for
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finite lattice spacing a. Thus, one introduces either an ultraviolet cut-off � or an
infrared cut-off � by replacing 1=q2 by 1=.q2 C �2/. Efetov et al. [67], see also
[65, 66], followed the renormalization group procedure by Polyakov [212] for the
nonlinear vector models and eliminated the fast varying components of Q down to
the wave-vector �. Then the action keeps its form, but t becomes a function of �.
This function obeys the renormalization group equation

d Qt
d ln�

D Q̌.Qt/; Qt D t��

2dC1�d� .d=2/
; � D d � 2 (23.38)

with

Q̌.Qt/ D
8
<

:

�Qt � Qt2 � 3
4

.3/Qt5 C 27

64

.4/Qt6 C O.Qt7/ orthogonal ensemble

�Qt � 1
2
Qt3 � 3

8
Qt5 C O.Qt7/ unitary ensemble

�Qt C Qt2 � 3
4

.3/Qt5 � 27

64

.4/Qt6 C O.Qt7/ symplectic ensemble

(23.39)

and the Riemann 
-function, 
.3/ D 1:202, 
.4/ D �4=90 D 1:0823 [31, 109]. The
ˇ-function of the non-linear �-model describes the change of Qt under variation of
the length-scale. Due to (23.22) and (23.30), one has the symmetry relations

Q̌
U.�Qt/ D � Q̌U.Qt/; Q̌

Sp.�Qt/ D � Q̌O.Qt/: (23.40)

The conductivity � is related to t and Qt by (22.94)

� D e2�D D .2e2/.�t/�1 / Qt�1��: (23.41)

The conductance g (inverse resistance) of a cylindric body of length L and cross-
section Ld�1 is

g D �L� / ���� / Qt�1: (23.42)

Thus, the Q̌-function for Qt may be rewritten as the ˇ-function for the conductance g,

d ln g

d ln L
D d ln Qt

d ln�
D ˇ.g.L// (23.43)

with

ˇ.g/ D Qt�1 Q̌.Qt/ D g

g0
Q̌.g0

g
/ (23.44)

D

8
<̂

:̂

� � g0
g � 3

4

.3/. g0

g /
4 C 27

64

.4/. g0

g /
5 C O.g�6/ orthogonal ensemble

� � 1
2
.

g0
g /

2 � 3
8
.

g0
g /

4 C O.g�6/ unitary ensemble

� C g0
g � 3

4

.3/.

g0
g /

4 � 27
64

.4/.

g0
g /

5 C O.g�6/ symplectic ensemble

where all proportionality factors are incorporated in g0, where g D g0=Qt.
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Fig. 23.1 Schematic plot of
the function ˇ.g/, for
dimensions d D 1; 2; 3, for
the symplectic (upper blue
dashed dotted line), unitary
(middle red full line) and
orthogonal case (lower black
dashed line)

1

0

-1

d=3

d=2

d=1

(g)β

g

A renormalization for the conductance of the form (23.44) was predicted by
Anderson et al.[1]. They gave the first correction to � for the orthogonal case. ˇ.g/
is schematically plotted in Fig. 23.1.

If, on a microscopic scale, ˇ.g/ is positive, then g increases and finally ˇ

approaches � with the behavior g / L� D Ld�2, typical for metals. If, however,
ˇ is negative, then g decreases rapidly and the system insulates on a large scale. At
the critical value g�, where ˇ vanishes, ˇ.g�/ D 0, the system is at the mobility
edge. Its conductance does not depend on the size L of the system. The critical
values Qt� and g� can be expanded in powers of �,

Qt� D g0
g� D

�
� � 3

4

.3/�4 C O.�5/ orthogonal ensemble

.2�/1=2 � 3
8
.2�/3=2 C O.�5=2/ unitary ensemble

(23.45)

One obtains in the symplectic case already in two dimensions a Qt� of order one.
The localization exponent is obtained as

� D �1= Q̌0.Qt�/ D
�
1=� � 9

4

.3/�2 C O.�3/ orthogonal ensemble

1=.2�/� 3
4
C O.�/ unitary ensemble

(23.46)

and thus, diverges as d approaches 2, whereas the exponent, s D ��, for the
conductivity approaches finite values,

� / .g� � gmicr/
�� ; � / .gmicr � g�/s: (23.47)

gmicr is the conductance on a microscopic scale.

One Dimensional Wires The ˇ-function is negative for all values of g. Thus,
the conductance of wires of a length large in comparison to their perpendicular
extensions tends to zero. These considerations hold, however, only as long as
inelastic scattering is negligible, which for long wires will become important.

Two-Dimensional Films In such films, ˇ approaches 0 as g tends to infinity. If
g � g0, then ˇ is small and the integration of (23.43) may be performed with the
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leading term in (23.44) only. Starting with gmicr, at a microscopic scale Lmicr, one
obtains, as long as g; gmicr � g0,

8
ˆ̂<

ˆ̂:

g
g0
D gmicr

g0
C ln Lmicr � ln L orthogonal ensemble

g2

g20
D g2micr

g20
C ln Lmicr � ln L unitary ensemble

g
g0
D gmicr

g0
C ln L � ln Lmicr symplectic ensemble

(23.48)

Obviously the conductance decays slowly in the orthogonal and the unitary case.
This regime is called the region of weak localization. However, the conductance
increases in the symplectic case, which is called weak anti-localization. It appears
when spin-orbit interactions become important. The effect of anti-localization in
two dimensions was predicted by Hikami et al. [110]. Symmetries between the
orthogonal and the symplectic ensemble and for the unitary ensemble in the replica
limit were derived by Jüngling and Oppermann [126, 127]. However, in addition,
one has to consider the effect of interactions and magnetic fields, which are
responsible for dephasing. I refer the interested reader to the work by Bergmann
[26–28].

The electron-electron interaction can be included in the disorder driven metal-
insulator transition by means of replicas. Again a Hubbard-Stratonovich transfor-
mation can be performed and one obtains a nonlinear sigma-model with matrices
Q depending, among other variables, on the Matsubara frequencies. See the work
by Finkel’stein [81–83] and the reviews by Belitz and Kirkpatrick [22] and by
Finkel’stein [84] for further details.

Three-Dimensional Samples Metal-insulator transitions are possible in all three-
dimensional ensembles. Although one obtains an important insight from the 2 C
�-expansion, the exponents � one can calculate from these expansions are not good
estimates. It may be that the 2 C �-expansion is an asymptotic one and, in several
cases, an appropriate resummation has been tried [109]. On the basis of finite size
scaling (See reviews by Kramer and Mac Kinnon [151], Kramer et al. [152]), the
exponents in Table 23.1 were obtained. This table includes the exponent for the
2-dimensional metal-insulator transition in the symplectic ensemble.

Crossover Between Various Classes We have mainly considered special cases of
ensembles. In reality, it may easily happen that some perturbations are admixed
to these pure cases, which break their symmetry. The ensemble with the highest
symmetry is the orthogonal one. Spin-orbit interactions shift it to the symplectic one,

Table 23.1 Localization
exponent � from finite size
scaling

Class d � Ref.

Orthogonal 3 1:57˙ 0:02 [243]

Unitary 3 1:43˙ 0:04 [242]

Symplectic 3 1:375˙ 0:016 [12]

Symplectic 2 2:73˙ 0:02 [11]
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magnetic impurities and magnetic fields to the unitary ensemble. These admixtures
are governed by crossover exponents. Such exponents have been determined in 2C
�-expansion by Khmelnitskii and Larkin [142], Oppermann [202], Wegner [275],
and Pluhar et al.[211].

23.1.3 Density Fluctuations and Multifractality

The amplitudes .r/ of the wave-functions are typically of order one in the localized
regime and restricted to some small part of the system. In the metallic regime, they
are of order N�1=2. The fluctuations in the densities j .r/j2 become stronger as the
mobility edge is approached.

Inverse Participation Ratio We consider

Pk.E/ D
X

i

j i.r/j2kı.E � ei/=�.E/ (23.49)

and

1=pk.E/ D lim
!0

Œ
X

i

j i.r/j2ı.E � ei/�k=�
k.E/ (23.50)

with the smeared ı-function

ı.x/ D 

�.x2 C 2/ D
1

2�i

�
1

x � i
� 1

xC i

�
: (23.51)

Here  i.r/ is the amplitude of the eigenfunction with energy ei at site r. Pk, and in
particular P2, are called inverse participation ratios, and pk and p2 the participation
ratios. They are so called since they can be realized, if 1=P2 and Np2 sites contribute
to—that is participate in—the wave-function with j j2 D P2 and j j2 D 1=.Np2/,
resp., and all other amplitudes vanish.

They can be obtained from

Ak.;E/ WD
�
1

2�i

�k �
hrj 1

E � i �H
� 1

EC i �H
jri
�k

; (23.52)

which yields

�k.E/=pk.E/ D lim
!0

Ak.;E/ (23.53)
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and

Pk.E/�.E/ D C�1
k lim

!0
.k�1Ak.;E//; (23.54)

Ck D k�1
Z C1

�1
.ı.x//

kd x D .2�/1�k .2k � 3/ŠŠ
.k � 1/Š :

Ak is evaluated as the expectation value of .QRR
bb � QAA

bb /
k. Under a step of the

renormalization group, which changes the length scale by a factor b, the operator
Ak, distance r � r0, distance from criticality E � Ec, and the frequencies  and ! are
multiplied by factors b��k , b�1, b1=� , and bd, resp. Thus, if the size L of the system
is large in comparison to the localization length �, then

Pk.E/ � ���k � jE � Ecj�k�; pk.E/ � ��k � jEc � Ej��k� (23.55)

with

�k D d.k � 1/C�k: (23.56)

�k vanishes for k D 0 and k D 1,

�0 D �d; �0 D 0; �1 D 0; �1 D 0: (23.57)

If the localization length exceeds the size of the system L, then

Pk.Ec/ � L��k ; pk.Ec/ D L�k : (23.58)

Density Correlations The density correlations can be obtained from operators

Ok.r/ D Ldkj .r/j2k � .QRR
bb � QAA

bb /
k: (23.59)

As mentioned above, under a change of length scale by a factor b, one obtains

Ok.r/Ok0.r0/L D b��k��k0 Ok.r=b/Ok0.r0=b/L=b: (23.60)

If we choose b D jr � r0j=r0, where r0 is the inverse of the ultraviolet cut-off, then
the two operators are only a distance r0 apart and one may use the operator product
expansion

OkOk0 D ck;k0OkCk0 : (23.61)

By this replacement, one obtains

LdkCdk0 j .r/j2kj .r0/j2k0 � L��kCk0

� jr � r0j
r0

���k��k0 C�kCk0

: (23.62)



23.1 Beyond the Saddle-Point Solution 315

Correlation of two different eigenfunctions close in energy show the same scaling
[46, 268]

L2dj 2i .r/ 2j .r0/j
L2d �

i .r/ j.r/ i.r0/ �
j .r

0/

)
�
� jr � r0j

L!

��2
(23.63)

with ! D Ei � Ej, L! � .�!/�1=d, and jr � r0j < L! .

Values and Symmetries for � Within the 2C �-expansion �k has been obtained
[271, 276]

�k D
(

k.1 � k/� C 
.3/

4
k.k � 1/.k2 � kC 1/�4 C O.�5/ orthogonal ens.

k.1 � k/.�=2/1=2 � 3
.3/

8
k2.k � 1/2�2 C O.�5=2/ unitary ens.

(23.64)

One observes that, up to the given order,�k is a function of k.1 � k/, thus,

�k D �1�k: (23.65)

Mirlin et al. [187] have shown that (23.65) holds, since they derived

P�. Q�/ D . Q�/�3P�. Q��1/; (23.66)

for the probability of Q� D j j2=hj j2i for the conventional ensembles. More general
symmetry relations were shown by Gruzberg et al. [102, 103]. For sufficiently
negative exponents k, one has to average  over a small region. For further
restrictions see the cited papers and the review by Evers and Mirlin [72].

Singularity Spectrum �q defines the increase of the moments of j 2j at the mobil-
ity edge. Its Legendre transform, f .˛/, yields the (envelope of the) eigenfunction
density p.j j2/. From

p.j j2/ � 1

j 2jL
�dCf .˛/; (23.67)

one obtains, in the limit of large L,

Pk �
Z

d˛L�k˛Cf .˛/ (23.68)

with ˛ D � ln j 2j= ln L. ˛ and k are related by the Legendre transform

�k C f .˛/ D k˛; k D f 0.˛/; ˛ D � 0
k: (23.69)
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The symmetry relation (23.65) yields

f .d � ˛/ D f .dC ˛/ � ˛: (23.70)

The Localized Regime Most explicit calculations have been performed in the
regime of extended states, since they are directly obtained in the harmonic approx-
imation of the nonlinear sigma-model. Apart from the considerations above, which
directly relate exponents in the region of extended states with those at the mobility
edge and in the region of localized states, the investigations by McKane and Stone
[181] and by Zirnbauer [300] should be mentioned.

The supersymmetric sigma model approach was used to study various distribu-
tion functions characterizing wave function and energy level statistics in disordered
systems. Reviews are given by Mirlin [184, 185].

23.2 Ten Symmetry Classes

Until now we have considered the three ensembles introduced by Dyson, which are
called Wigner-Dyson classes. However, there are seven more ensembles. They differ
from the Wigner-Dyson ensembles only at special energies. They were classified in
a systematic way by Altland and Zirnbauer. These authors showed that all compact
symmetric spaces correspond to a class of nonlinear sigma-models. These classes
are classified according to their behaviour under time-reversal invariance, particle-
hole symmetry, and sublattice symmetry. Depending on their topological properties
they may be topological insulators and superconductors.

The ten classes were classified by Altland and Zirnbauer [8, 303]
The seven classes, besides the Wigner-Dyson classes, are known as chiral classes

and Bogolubov-de Gennes classes.
An overview on the classes is also given in Sects. IV and VI of the review by

Evers and Mirlin [72], in the article [304] by Zirnbauer, and in the paper by Chiu
et al.[49].

23.2.1 Wigner-Dyson Classes

We start with the Wigner-Dyson classes. A system described by the Hamiltonian

H D c� QHc; (23.71)

without any constraint (apart from the hermiticity of QH), is in the unitary symmetry
class. If time-reversal invariance is imposed, then

QH D � t QH��1 (23.72)
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is fulfilled, compare (22.162). If, moreover, one imposes SU(2) spin-rotation
symmetry, then

QH D t QH (23.73)

holds.

23.2.2 Chiral Classes

The Hamiltonian of the chiral classes have the form

H D 1
2

�
c�a c�b

	�
0 h
h� 0

�

„ ƒ‚ …
QH

�
ca

cb

�
: (23.74)

ca and cb stand for annihilation operators of electrons on sites a of one sublattice
and sites b of the other sublattice. Thus, electrons can hop from one sublattice
to the other on a bipartite lattice, but not within the same sublattice. (Compare
Sect. 18.2.1). The Hamiltonian is characterized by

QH D ��z QH�z; �z D
�
1 0

0 �1
�
: (23.75)

Eigenenergies occur always in pairs, E and �E. If h is not a square matrix, but
h 2M .N1;N2/, then there are, at least, jN1 � N2j vanishing eigenenergies.

As for the Wigner-Dyson classes the system may possess time-reversal and/or
spin-rotation invariance with the conditions (23.72) and (23.73), resp. Correspond-
ingly one obtains three chiral classes.

If time-reversal invariance is imposed, then (23.75), (23.72) yield

QH D �.�z ˝ �/ t QH.�z ˝ �/�1; .�z ˝ �/2 D �1: (23.76)

Dyson [59] found, for the one-dimensional orthogonal case, a divergence of the
density of states, Theodorou and Cohen [252] and Eggarter and Riedinger [69] a
divergence of the averaged localization length,

�.E/ � 1

jE.ln jEj/3 ; �.E/ � jlnjEjj: (23.77)

The formulation in terms of a nonlinear �-model was given by Gade and Wegner
[93, 94] in the replica formulation. The model is mapped on a model of unitary
matrices Q 2 U.n/ if time-reversal invariance is broken. There appears a second
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term . str.Q�rQ/2/, called the Gade term, besides the conventional term str..rQ/2/
[94]. Also, in two dimensions, the density of states and the localization length
diverge at E D 0. This and related models have been investigated by Altland and
Simons [6], Fukui [89], Fabrizio and Castellani [73], and Guruswami et al.[106].

23.2.3 Bogolubov-de Gennes Classes

The Bogolubov-de Gennes classes take the creation and annihilation of electron
pairs into account. The Hamiltonian may be written as

H D 1
2

�
c�c

� � h �

��� � th

�

„ ƒ‚ …
QH

�
c
c�

�
: (23.78)

Hermiticity requires h D h� and Fermi statistics� D � t�. They can be combined in

QH D ��x
tQH�x; �x D

�
0 1

1 0

�
: (23.79)

Thus, the spectrum is particle-hole symmetric. With each eigenstate, j˚i, with
energy E exists �xj˚i with eigenenergy�E.

Time-Reversal Invariance If the system is time-reversal invariant, then it obeys
the additional condition (23.72). Combination with (23.79) yields

QH D �.�x ˝ �/ QH.�x ˝ �/�1; .�x�/
2 D �1: (23.80)

Thus, the Hamiltonian is sublattice-symmetric in an appropriate basis.

Rotational Invariance Invariance under rotation around the z-axis in spin space
allows the Hamiltonian to be written as

H D
�

c�" c#
	� a b

b� � ta0
�

„ ƒ‚ …
QH

 
c"
c�#

!
C 1

2
tr .a0 � a/: a� D a; a0� D a0: (23.81)

This Hamiltonian is, without further restriction, a member of the unitary class. If
one requires invariance under SU(2), then a0 D a and b D tb. This can be written as

�y
tQH�y D � QH: (23.82)

The system belongs to class C.
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Rotational Invariance and Time-Reversal Invariance Both conditions yield
a� D a and b� D b in (23.81) which, besides (23.82), yields

QH D tQH: (23.83)

Combination of these two symmetries yields

QH D ��y QH�y (23.84)

and thus a sublattice-symmetry.

23.2.4 Summary

The ten symmetry classes for the one-particle Hamiltonians, QH, are listed in
Table 23.2. The symmetries, TRS (time-reversal) and PHS (particle-hole), are
determined by the symmetry relations

QH D sC tQHC�1; C tC D 1; tC D tC: (23.85)

Time Reversal Invariance (TRS) Hamiltonians with time reversal invariance
obey such a relation with s D C1 and t D C1 for the orthogonal case and t D �1
for the symplectic one [Eqs. (23.73) and (23.72)]. The column TRS gives t. If time-
reversal invariance is violated, then we assign TRS D 0.

Particle Hole Symmetry (PHS) Particle-hole symmetry is obtained for s D �1
in (23.85). Then

QHj�i D Ej�i � tQHC�1j�i D �EC�1j�i: (23.86)

Table 23.2 The ten symmetry classes and their symmetries

Hamiltonian class TRS PHS SLS

Wigner-Dyson A (unitary) 0 0 0

AI (orthogonal) +1 0 0

AII (symplectic) �1 0 0

Chiral AIII (chiral unitary) 0 0 1

BDI (chiral orthogonal) +1 +1 1

CII (chiral symplectic) �1 �1 1

Bogolubov-de Gennes D 0 +1 0

C 0 �1 0

DIII �1 +1 1

CI +1 �1 1

As explained in the text, TRSD ˙1 indicates time-reversal symmetry, PHS=˙1 indicates particle-
hole symmetry and SLSD 1 indicates sublattice symmetry
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Thus, to each eigenstate with energy E there is one with energy �E. We indicate
t D ˙1 for s D �1 in the column PHS. If the symmetry is missing, then 0 is
indicated.

Sublattice Symmetry (SLS) If the system is both time-reversal invariant and
particle-hole symmetric, then application of the two relations (23.85) denoted by
C and C0 yields the relation

QH D �.CC0/ QH.CC0/�1; (23.87)

which implies a sublattice symmetry, that is, QH may be written in off-diagonal block
form as in (23.74). These sublattice cases are indicated by 1 in SLS, otherwise 0 is
given.

The ten classes differ by the values for TRS and PHS. Only A and AIII have the
same ts. These two differ, however, since AIII obeys the sublattice symmetry SLS.

The Cartan symbols refer to the Hamilton class. For more details on the
symmetric spaces see [8, 72, 232, 303].

23.2.5 Topological Insulators and Superconductors

A recent discovery is the physics of topological insulators and superconductors. It
was already known for the quantum Hall effect, but now it turns out to be a more
general phenomenon. Topological insulators are bulk insulators with delocalized,
i.e. topologically protected, states on their surface. Protected means that small
perturbations will not destroy the topological property.

The well known example is the quantized Hall conductivity, �xy. It arises from
topologically protected edge currents. It can be interpreted as an integer Chern
number [254]. We will not go through the complete classification of these systems,
but refer the reader to the papers by Schnyder et al.[232, 233], by Kitaev [145], by
Stone et al. [248], and by Chiu et al. [49].

The ten symmetry classes are divided in two groups: The two complex classes
A and AIII and, the other eight real classes. These classes can be arranged in the
Bott clock [35], Fig. 23.2. The classes are arranged according to the symmetries
TRS and PHS. The two complex classes are located in the center. All classes are
labelled by a number p: p D 0; 1 for the complex classes and p D 0; ::; 7 for the real
classes. The classes indicated in Fig. 23.2 are the Hamiltonian classes Hp. One also
uses the symmetry classes Rp D HpC1 of the classifying space introduced by Kitaev
[145] and the symmetry class Sp D R4�p of the compact sector of the sigma-model
manifold. Here the cyclic definition, modulo 2 for the complex and modulo 8 for
the real classes, is assumed.
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Fig. 23.2 The Bott clock.
The ten symmetry classes of
single-particle Hamiltonians
are arranged according to the
symmetries TRS and PHS
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The homotopy groups �d of the symmetry classes are essential for the classifica-
tion of the topological insulators. The homotopy groups obey

�d.Rp/ D �0.RpCd/: (23.88)

Topological insulators of type Z and Z2 occur for

�0.Rp�d/ D
8
<

:

Z p D d; dC 4 mod 8 real classes
Z2 p D dC 1; dC 2 mod 8 real classes
Z p D d mod 2 complex classes

: (23.89)

The topological insulators of type Z are characterized by an integer (Chern number),
which counts the edge states. The famous example is the integer quantum Hall
effect.

Topological insulators of type Z2 occur in systems with strong spin-orbit
coupling and time-reversal invariance, where an odd number of Kramers pairs
guarantees metallic behavior.

23.3 More in Two Dimensions

Two dimensional systems (surfaces and interlayers) yield a large number of different
phenomena. We mention some of them.

23.3.1 Integer Quantum Hall Effect

The description of the integer quantum Hall effect includes a topological term
proportional to �xy in class A,

S D 1
8

Z
d 2r str.��xx.rQ/2 C 2�xyQrxQryQ/: (23.90)
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�xx, �xy D �=.2�/ are the conductivities in units of e2=h. There are stable fixed
points at integer �xy and �xx D 0. The quantum Hall transitions are described by
the fixed points at half-integer �xy and some finite value of �xx. It is stable under
variation of �xx, and unstable under variation of �xy. The exponent � is estimated
to be 2:35˙ 0:03 [114–116]. This model was first derived by Pruisken et al. in the
replica formalism [166, 215, 217]. The supersymmetric generalization was given by
Weidenmüller [278]. The flow diagram was proposed by Khmelnitskii [141] and
Pruisken [216, 217]. See also [218].

23.3.2 Spin Quantum Hall Effect

The spin quantum Hall effect generates a spin current perpendicular to the gradient
of the Zeeman field

jsx D �� sp
xy

@Bz

@y
: (23.91)

It appears in superconductors with broken time-reversal invariance but preserved
spin-rotation invariance (class C). The spin Hall conductivity � sp

xy appears in integer
multiples of „=4� . Here, I refer to the papers [9, 30, 131, 132, 222, 237, 239].

23.3.3 Quantum Spin Hall Effect

In topological insulators of class AII, a Z2 topological order allows for the quantum
spin Hall effect. Typically there is a bulk gap, but a number, m, of gapless Kramers
pairs at the edge. In the presence of disorder, the surface modes will get localized
for even m. However, for odd m, one pair will be delocalized [131, 132]. A spin
current flows perpendicular to the electric field proportional to it.

23.3.4 Spin Hall Effect

In these systems a spin current flows perpendicular to a charge current if topology
allows. Otherwise the spins will polarize at the edges being opposite at opposite
edges. The effect has been predicted by Dyakonov and Perel [57, 58] and indepen-
dently by Hirsch [111]. It has been observed for example by Wunderlich et al.[291].
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23.3.5 Thermal Quantum Hall Effect

Finally superconductors lacking time-reversal invariance and rotational symmetry
(class D) may show the quantized thermal Hall effect, where thermal conductance
divided by T, �xy=T is quantized in multiples of �2k2B=6h. See e.g. [238].

23.3.6 Wess-Zumino Term

Another term that may affect criticality is the Wess-Zumino term

iSWZ D ik

24�

Z
d 2r

Z 1

0

d s���� str.Q�1@�Q Q�1@�Q Q�1@�Q/: (23.92)

It may appear in classes AIII, CI, and DIII. with Q.r; 0/ D 1, Q.r; 1/ D Q.r/. The
integer k is called the level of the Wess-Zumino-Witten-model.

23.3.7 Graphene

Graphene resides on a hexagonal lattice. A tight-binding model with nearest
neighbor hopping yields a spectrum with two Dirac cones in the Brillouin zone.
The three nearest neighbors of site .x1; x2/, of one sublattice lie at .x1Ca; x2/, .x1�
1
2
a; x2C 1

2

p
3a/, .x1 � 1

2
a; x2 � 1

2

p
3a/. Then the Hamiltonian for waves with wave

vector k has the form (23.74) with h D t.eik1a C ei.�k1C
p
3k2/a=2 C ei.�k1�

p
3k2/a=2/, t

being the hopping matrix element. The two bands touch each other at h D 0, where
the phases of the three exponentials differ by ˙2�=3. Expansion of h around such
a point in the Brillouin zone yields jhj D 3

2
tjık1 ˙ iık2j and thus the Dirac cone

E D ˙v0jıkj with v0 D 3
2
t.

Dirac Hamiltonians can realize all ten symmetry classes of disordered systems
in the presence of randomness. A detailed classification has been given by Bernard
and LeClair [29]. We refer the reader to the reviews by Mirlin et al.[72, 186]. An
interesting feature is the experimentally found minimal conductivity at the Dirac
point close to e2=h per spin per valley [199, 295]. The superconducting gap in d-
wave superconductors may even vanish at four points of the Brillouin zone [9, 197].

23.4 Superbosonization

Superbosonization allows the evaluation of integrals over functions of super-
vectors, which are invariant under superunitary, and unitary-orthosymplectic
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transformations by replacing the integrals over the scalar products of the supervec-
tors. Thus, superbosonization replaces the Hubbard-Stratonovich transformation in
certain cases. We do not give a full derivation of superbosonization here, but some
insight in the derivation and the results. It can be usefully applied to the n-orbital
model.

Until now Gaussian integrals have been performed over vectors S 2
M .n1;m1; 1; 0/ yielding

Z
ŒD S�e�S�AS D .sdetA/�1; A 2M .n1;m1/; (23.93)

where the bosonic sector of A is positive definite, compare Sect. 13.3. This may
obviously be generalized by introducing n such vectors to S 2 M .n1;m1; n; 0/ as
we have used for the n-orbital model,

I.A/ D
Z
ŒD S�e� str.S�AS/ D .sdetA/�n: (23.94)

Since str.S�AS/ D str.ASS�/, one may integrate over the scalar products W D
SS� 2M .n1;m1/ and expect

I.A/ D
Z
ŒD W�J.W/e� str.AW/ D .sdetA/�n; (23.95)

where ŒD W� is the product of the differentials of all independent matrix elements
of W. If they are complex, then integration over both real and imaginary part has to
be performed. If the number of independent variables of S and W were equal, then
J.W/ would be the Berezinian between W and S; S�, but this is generally not the
case.

This step, from S to W is called superbosonization. Bosonization means usually,
that one introduces a new entity for the product of two fermionic operators. This
new entity has commutator relations close to bosons. The elements of W are
bilinear in commuting and/or anticommuting components of S. Therefore the notion
superbosonization is introduced.

Now J.W/ has to be determined. This was done rigorously by Littelmann,
Sommers, and Zirnbauer [168]. Here some ideas are presented how to obtain J.W/
without being rigorous. In a first naïve step, the substitution

W D VW 0V�; V 2M .n1;m1/ (23.96)

is performed. It yields

I.A/ D
Z
ŒD W 0�

@W

@W 0 J.VW 0V�/e� str.AVW0V�/ D .sdetA/�n: (23.97)
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Using (10.2),

@W

@W 0 D .sdet.V�V//n1�m1 ; (23.98)

and comparing (23.97) with

I.V�AV/ D
Z
ŒD W 0�J.W 0/e� str.V�AVW0/ D .sdetV�AV/�n D I.A/.sdet.VV�//n

(23.99)

we find that both equations agree, provided

J.VW 0V�/

J.W 0/
D .sdet.VV�//n�n1Cm1 : (23.100)

Thus,

J.W/ D .sdetW/n�n1Cm1 (23.101)

fulfills, apart from a constant factor Nn;n1;m1 , Eq. (23.95) for all W and A. From
Eq. (23.98), we see that

d�.W/ D ŒD W�

.sdetW/n1�m1
(23.102)

is invariant under the transformation (23.96). Thus, d�.W/ is the invariant measure,
or Haar measure, and

I.A/ D N

Z
d�.W/.sdetW/ne� str.AW/: (23.103)

We have naïvely written down Eq. (23.97) without indicating the range over
which W has to be integrated. The bosonic sector a of W is positive definite [as
usual we use the representation (10.2)]. Thus, integration is performed over the
positive definite hermitian matrices, a. This applies for n � n1. For n < n1, the
matrix W has n1 � n zero eigenvalues. Then the present formulation does not work
(see Problem 23.1). A way out has been given in [43].

Next, consider the fermionic sector b of W. Its matrix elements are bilinear in
Grassmannians. A priori, it is not clear over which matrices, b, one should integrate.
It turns out that integration can be done over the set of unitary matrices b D U.
Consider the case A 2M .0;m1/,

I.A/ D N

Z
d�.U/.det U/�ne tr .AU/: (23.104)
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Then U D VU0 yields

I.A/ D N

Z
d�.U0/.det VU0/�ne tr .AVU0/ D .det V/�nI.AV/: (23.105)

From this, one concludes, with V D A�1,

I.A/ D .det A/nI.1/: (23.106)

This is valid for unitary V and thus, unitary A. Since, however, det A is linear in any
component of A, it is also valid for non-unitary A. Thus, integration of the fermionic
sector b of W runs over the circular unitary ensemble CUE.m1/ as introduced in
Sect. 21.8.1.

Thus, for a matrix A, which contains only commuting components, we have

I.

�
Ab 0

0 Af

�
/ �

Z

HermC

d�.a/
Z

Um1

d�.b/

�
det.a/

det.b/

�n

e� str.AW/ (23.107)

with

d�.a/ D ŒD a�

.det a/n1
; d�.b/ D ŒD b�

.det b/m1
: (23.108)

Comparing with (23.103), there are the following additional factors and integrations
over the anticommuting variables

Z
ŒD˛D ˇ�

.sdetW/n�n1Cm1 .det b/nCm1

.det a/n�n1

D
Z
ŒD˛Dˇ�.det a/m1.det b/n1.det.1 � a�1˛b�1ˇ//n�n1Cm1 :

(23.109)

The substitution

Ǫ D a�1˛; ˛ D a Ǫ ; ŒD˛� D .det a/�m1 ŒD Ǫ �;
Ǒ D b�1ˇ; ˇ D b Ǒ; ŒDˇ� D .det b/�n1 ŒD Ǒ�: (23.110)

reduces the integral (23.109) to

Z
ŒD Ǫ �

Z
ŒD Ǒ�.det.1 � Ǫ Ǒ//n�n1Cm1 ; (23.111)

which is a constant for given n, n1, and m1. All multiplicative constants have to be
incorporated in the integral.
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One can introduce non-commuting coefficients in A by means of a similarity
transformation. d�.W/ is invariant under such a transformation. However, it is not
apparent that the support of integration is invariant under such a transformation.
This has been accomplished in [168]. For n � n1, we obtain

I.A/ D N

Z
d�.W/.sdet.W//ne� str.AW/; d�.W/ D ŒD W�

.sdetW/n1�m1
:

(23.112)

If a function f .S; S�/ D F.W/ can be written as a Laplace-integral,

f .S; S�/ D
Z
ŒD A� Qf .A/e� tr .S�AS/; (23.113)

then
Z
ŒD S� f .S; S�/ D N

Z
d�.W/.sdetW/nF.W/; (23.114)

which holds for functions decaying faster than any power in S. This equation,
together with Eq. (23.102), is the superbosonization equation for functions invariant
under superunitary transformations.

Orthogonal Case So far we have considered the unitary case. If we choose
superreal vectors S 2M .n1; 2r1; n; 0/, S� D C�1S, (14.5), and A 2M .n1; 2r1/—
which obeys A D C�1 TAC, which implies that CA is supersymmetric CA D
T.CA/� , (12.6)—with positive definite bosonic sector Ab, then

I D
Z
ŒD S�e� 1

2 tr .S	AS/ D
Z
ŒD S�e� 1

2 tr . TSCAS/ D .sdetA/�n=2

D N

Z
d�.W/.sdetW/n=2e� 1

2 str.AW/; (23.115)

d�.W/ D ŒD W�

.sdetW/.n1�2r1C1/=2 (23.116)

with W D SS	. Here, we have used Theorem 17.5.
Integration of the bosonic sector a of W runs over the positive definite hermitian

real matrices. Integration of the fermionic sector b runs over the circular symplectic
ensemble CSE.2r/, defined in Sect. 21.8.1.

Symplectic Case Finally we consider superreal vectors S 2 M .n1; 2r1; 0; 2n/,
S� D C�1SC, and A 2 M .n1; 2r1/, with the same symmetry properties as for
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the orthogonal case, but with positive-definite fermionic sector Af. Then

I D
Z
ŒD S�e� 1

2 tr .S	AS/ D
Z
ŒD S�e� 1

2 tr .C�1 TSCAS/ D .sdetA/n

D N

Z
d�.W/.sdetW/�ne� 1

2 str.AW/; (23.117)

d�.W/ D ŒD W�

.sdetW/.n1�2r1�1/=2 ; (23.118)

where Theorem 17.5 has again been used. Integration of the bosonic sector, a,
of W runs over the circular orthogonal ensemble COE.n/, defined in Sect. 21.8.1.
Integration of the fermionic sector b runs over the positive-definite hermitian
quaternion matrices.

Application The technique of superbosonization was applied in [43, 168] to a
unitary and orthogonal model, where n orbitals are located at each site. Particular
cases were considered earlier [56, 68, 90]. Here we consider only the most simple
application, the model of Sect. 4.4. Starting from (4.15), (4.16) and

W D
�

a ˛
ˇ b

�
D
�

x�x x�
x� t�

�
(23.119)

we obtain the integral

Z
d ad bd˛dˇ

@2

@˛@̌
exp

�
�sz strW � 1

2gN
str.W2/

�
sdetN.W/ (23.120)

D
Z

d ad b aN exp.�sza � a2

2gN
/

„ ƒ‚ …
b�N exp.szbC b2

2gN
/

„ ƒ‚ …
.
1

gN
C N

ab
/:

The extrema of the underbraced functions are at

aext D bext D N

 
szg

2
˙
r

g � g2z2

4

!
: (23.121)

The Green’s function G.z/ is s=N times the maximum of a in agreement with (4.15).
We realize that in Sect. 4.4 we have used the superbosonization idea in the bosonic
sector, where it is evident, whereas in the fermionic sector we have used the
Hubbard-Stratonovich transformation. It may appear that the extreme solution is
the maximum for a and the minimum for b. This is not the case, since one integrates
in different directions in the complex plane.
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Problem

23.1 Suppose n1 D m1. Show that the integral (23.111) vanishes, if n < n1. Hint:
What is the highest power of Ǫ Ǒ in the expansion of the determinant?
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Chapter 24
Summary and Additional Remarks

Abstract In this final chapter, I summarize the contents of this book and add a few
remarks on further subjects and papers. They are related to the subjects considered
in this book, but do not necessarily use Grassmann variables or supersymmetry.

Part I Grassmann Variables and Applications

In the first part, the mathematics of Grassmann variables, that is of anticommuting
variables, was introduced. We started with the algebra and the analysis of Grass-
mann variables. Surprisingly, integration and differentiation of Grassmann variables
is identical. Exterior algebra is briefly considered and used to formulate Maxwell’s
equations.

There are two operations of conjugation. These antilinear operations correspond
to hermitian conjugation and to the operation of time-reversal.

Probably the most important application of Grassmann variables are fermionic
path integrals. We gave a short introduction, but this field is very rich. It is used
nearly everywhere, where quantum mechanics and quantum field theory has to be
applied, unless only bosons are considered.

Other interesting applications are the solution of the two-dimensional dimer
problem and of the two-dimensional Ising model, both without crossing bonds. We
also considered a first application to the random matrix model, which we considered
in more detail in Part III.

Part II Supermathematics

Supermathematics is the combination of commuting and anticommuting variables
on an equal footing. Vectors and matrices, with even and odd components, were
introduced and supervectors and supermatrices were formed.

Two types of transpositions of matrices, two types of adjoint, the definition of
superreal and supersymmetric matrices were also introduced. The two types of
superunitary groups related to the two types of adjoint were discussed.
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Integrals over functions invariant under superunitary transformations show inter-
esting cancellation properties. An equal number of even and odd components of
supervectors may be simply set to zero. Similarly the off-diagonal elements of pairs
of columns and rows of supermatrices with different Z2-degrees may be set to zero
and the diagonal elements equal. Then the integral over the remaining components
yields the same result.

Obviously more has to be done in supermathematics. Such a contribution is the
Fourier analysis on hyperbolic supermanifolds by Zirnbauer [301].

Part III Supersymmetry in Statistical Physics

Supersymmetry in particle physics predicts bosons and fermions with equal
masses, called supersymmetric partners. In this theory, two pairs of anticommuting
spacetime components are added to the conventional four spacetime components.
Although supersymmetric partners have not been found at present, the basic
mathematical idea can be built into the theory of stochastic time-dependent
equations, where the symmetry yields the fluctuation-dissipation theorem.

Supersymmetric quantum mechanics consists of pairs of Hamitonians with equal
excitation spectrum. They can be obtained from the Hamiltonians Q�Q and QQ�,
which, with the exception of eigenstates at zero energy, have identical spectra.

The interaction of some disordered systems can be formulated in a supersym-
metric way, which allows the reduction of d-dimensional disordered systems to
d � 2-dimensional pure systems. The odd components enter, since a Jacobian is
expressed as an integral over Grassmann variables.

The next two chapters were devoted to the random matrix model and the diffusive
model and their representation as nonlinear sigma-models. This allowed us to
consider the level statistics, the diffusion (Diffusons) and Cooperons. Apart from
the behaviour at the Anderson transition, which we considered in the following
Sect. 23.1, there are more applications like quantum dots and persistent currents.
The theory is also closely related to that of quantum chaos, compare [193].
Intensively considered systems are the stadium billiard and Rydberg atoms in strong
magnetic fields. We also mention Gutzwillers trace formula for periodic orbits [107].

The electron-electron interaction can be included in the disorder driven metal-
insulator transition by means of replicas. Finkel’stein obtained a nonlinear sigma-
model with matrices Q depending, among other variables, on the Matsubara
frequencies [81–83]. See also the reviews by Belitz and Kirkpatrick [22] and by
Finkel’stein [84].

Aspects not considered here are the use of ratios of characteristic polynomials
(see e.g. [38])

Fk.�1; : : : �kI�1; : : : �k/ D h
Y

i

det.�i1 � f /

det.�i1 � f /
i; (24.1)
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which allow the determination of Green’s functions—the average runs over the
matrices f —for example

@

@�
h det.�1 � f /

det.�1 � f /
i�D� D h tr 1

�1 � f
i; (24.2)

and the use of Harish-Chandra-Itzykson-Zuber integrals [108, 124]

I.A;B/ D
Z

d g exp. str.Ag�1Bg//; (24.3)

where A and B are matrices and the integral runs over matrices g out of a group.
These integrals serve for the determination of Green’s functions [104], see also
[105].

Random matrix theory is of importance for counting planar graphs [40] and
critical phenomena on lattices with fluctuating geometry [150]. It is also related
to knot theory [299].

There seems to be a surprising relation between the unitary random matrix model
and the Riemann 
-function. This function
.z/ has zeros at negative even arguments
z. The Riemann conjecture states that all other zeros are located at z D 1

2
C i� , with

real � . Apparently the local distribution of the �s follows the distribution of the
unitary random matrix ensemble [136, 192]. But even a bus system, whose schedule
is not well observed or not existent, runs in time-intervals described by the unitary
random matrix ensemble [14, 154, 155].

The use of the nonlinear sigma-model has now arrived in strict mathematics. A
pioneering paper is that by Disertori, Pinson, and Spencer [56]. Shcherbina [240]
shows the universality of spectral correlation functions of the n-orbital model, and
Bao and Erdös [16] show delocalization of certain band matrices by means of the
nonlinear sigma-model.

For a long time the theory of free probability of Voiculescu [263]—see also the
paper by Speicher [245]—and the supersymmetry method ran parallel. Mandt and
Zirnbauer [173] showed, inspired by a paper by Zinn-Justin [298], that they are
related. See also [246].

Many results on random matrix models can be found in the review by Guhr,
Müller-Groehlig, and Weidenmüller [105], in the book by Bleher and Its [32], and
in the handbook [5] edited by Akeman, Baik, and di Francesco.

In Chap. 23, we considered the Anderson transition, in particular, the scaling
theory of conductivity and multifractality close to the mobility edge. Further we
considered the ten classes of disordered systems: The three Wigner-Dyson classes,
the three chiral classes, and the four Bogolubov-de Gennes classes. They are related
to the ten symmetric spaces. Their relation to the Bott clock and the topological
insulators and to metal-insulator and superconductor insulator transitions is a field
of large present interest, see the review by Chiu et al.[49]. Chiral models are also of
importance in quantum chromodynamics [259, 260].
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Further, a short account of the physics of two-dimensional disordered systems,
which is particularly rich, is given. The properties of these systems, in particular,
those with graphene structure, are at present heavily investigated.

Finally the concept of superbosonization was considered, which can be well
applied to the n-orbital model.
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Solutions

Problems of Chap. 2

2.1 Result: 2.a12a34 � a13a24 C a14a23/�1�2�3�4.

2.2 Since ord .a2/ D ord .x2/, one obtains ord .x/ D ˙a. If we expand x D ˙.aC
a1
1 C a2
2 C a12
1
2/, then one finds x2 D a2 C 2aa1
1 C 2aa2
2 C 2aa12
1
2.
Thus one obtains

x D ˙.aC 1

a

1
2/; a 6D 0:

Apparently there is no solution for a D 0.

2.3 Any x D a1�1C a2�2C a3�3C a12�1�2C a13�1�3C a23�2�3C a123�1�2�3, which
obeys a1a23 � a2a13 C a3a12 D 1

2
is solution.

Quite generally algebraic equations of order n have n solutions, if the ordinary
parts differ. If they coincide, as in this problem and problem (2.2), then the situation
can be quite different.

2.4 Substitution and expansion yields

g.zC ˛
1 C ˇ
2 C c
1
2; 
1; 
2/ D g;.z/C g0;.z/.˛
1 C ˇ
2 C c
1
2/

Cg00;.z/.�˛ˇ
1
2/C g1.z/�1
1

Cg0
1.z/ˇ
2�1
1 C g2.z/�2
2 C g0

2.z/˛
1�2
2

Cg12.z/
1
2:
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Thus one obtains

f;.z/ D g;.z/; f1.z/ D g0
;.z/˛ C g1.z/�1; f2.z/ D g0

;.z/ˇ C g2.z/�2;

f12.z/ D �g00;.z/C g0
1.z/ˇ�1 � g0

2.z/˛�2 C g12.z/:

2.5 A D a0 C nil a yields the Taylor expansion, which terminates

A�1 D a�1
0 � a�2

0 nil aC a�3
0 .nil a/2

D a�1
0 � a�2

0 .�11 C �22 C a2�1�212/ � a�3
0 �1�212:

Problems of Chap. 3

3.1 From

f D f .0/C 

X

i

P.ai/bi D f .0/C
X

i

aiP.bi/


one obtains

fl D
X

i

P.ai/bi D
X

i

.�/ki aibi; fr D
X

i

aiP.bi/ D
X

i

ai.�/li bi:

Since P.aibi/ D .�/liCki aibi, the last Eq. (3.1) is fulfilled.

3.2 With f .�/ D f0 C �f1 one obtains

.� � /f .�/ D �f0 �  f0 � �f1;
Z

d �.� � /f .�/ D f0 C  f1 D f ./:

Thus � �  is the delta function for Grassmann variables.

3.3
Z

d �ei˛� D �i˛:

In comparison to 3.2 the result is �i times the delta function of ˛.

3.4 Use

f .
/ D f .0/C 
fl; g.
/ D g.0/C 
gl



Solutions 343

Then the l.h.s. of (3.6) reads

@

@

. fg/ D @

@

. f .0/g.0/C 
flg.0/C f .0/
gl/ D flg.0/CP. f .0//gl:

The r.h.s. reads

.
@

@

f /gCP. f /

@

@

g D flg.0/C fl
„ƒ‚…


P. fl/

gl CP. f .0//gl CP.
fl/„ƒ‚…
�
Pfl

gl:

The two terms containing 
 cancel and both sides of (3.6) agree.

3.5 The expansion yields

exp.
2;2X

k;lD1
�kakll/ D 1C �1a111 C �1a122 C �2a211 C �2a222

C �11�22.a11a22 � a12a21/:

Thus I� D a11a22 � a12a21.

3.6 Set x D yC iz, x� D y � iz, then

.x� � u�/.x � v/ D . y � v C u�

2
/2 C .zC i.v � u�/

2
/2:

Thus the integral does not depend on u and v.

3.7 �1 D !, �! D g.

Problem of Chap. 4

4.1 Lloyd model:

(i) Starting from (4.12) one obtains for the Green’s function

G.r; r0; z/ D s
Z (

xrx�

r0

r�r0

)
exp

0

@�
X

r;r0

s.x�

r .zır;r0 � tr;r0 /xr0 C �r.zır;r0 � tr;r0 /r0/

1

A

�
Y

r

exp.s�r.x
�

r xr C �rr//
Y

r

.
d<xrd=xr

�
d �rd r/: (S1)
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The average over the second exponential yields

Z
d ��

�.� 2 C �2/ exp.s�.x�xC �// D exp.�� .x�xC �//: (S2)

Since x�x � 0, the contour of integration has to be shifted down (up) in the
complex plane, if =s D �sign=z is negative (positive). Then the pole at � D
s� yields the integral. If one inserts this result in the first equation, then one
realizes that z has to be replaced by z � s� and �r by 0. Thus G.r; r0; z/ D
G.0/.r; r0; z � s� /.

(ii) For a product of Green functions G.ri; r0
i ; zi/ one has to introduce a product of

integrals (S1). Then the average (S2) reads

Z
d ��

�.� 2 C �2/ exp.
X

i

si�.x
�
i xi C �ii//:

If all si are equal, then the same argument as before applies andQ
i G.ri; r0

i; zi/ D Q
i G.0/.ri; r0

i ; zi � s� /. If the si differ, then =.Pi six�
i xi/

may be positive or negative and one cannot obtain such a simple result.

Problems of Chap. 5

5.1 �A D .�1/A, where A and 1 are n � n matrices. Thus det.�A/ D
det.�1/ det A D .�/n det A. An antisymmetric matrix obeys tA D �A. Since
det. tA/ D det A, one obtains det A D .�/n det A. This yields det A D 0 for odd n.

5.2

tjaj D
�

j11 j21
j12 j22

��
0 a12
�a12 0

��
j11 j12
j21 j22

�

D
�

0 a12. j11j22 � j12 j21/
�a12. j11j22 � j12 j21/ 0

�
:

Thus pf. tjaj/ D a12. j11j22 � j12 j21/ D pf.a/ det j.

5.3 One obtains

@.
1; 
2/

@.1; 2/
D DC D0 � 2ˇı12;

D D a11a22 � a12a21; D0 D a11ı1 C a12ı2 � a21ˇ1 � a22ˇ2:
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The inverse yields OD D D�1 � D0D�2. Since it does not contain an 12 term, the
integral of a constant expressed in s vanishes, as it should. Multiplication by 
1
yields

OD
1 D D�1.˛ � ˛D�1D0 C a111 C a122/:

Thus also the integral of 
1 expressed in terms of the s vanishes. Similarly for 
2.
Multiplication by 
1
2 yields

OD
1
2 D 12 C D�1.˛�.1 �D�1D0/C .a21˛ � a11�/1 C .a22˛ � a12�/2/

and thus the correct result for the integral.

Problem of Chap. 6

6.1

.a�b/� D b�a�� D b�a; .a�b/� D a��b� D .�/�a ab� D .�/�a.1��b/b�a:

If a 2 A0 or b 2 A1, then .a�b/� D b�a.

Problems of Chap. 7

7.1 hc�jCjci D h0jec�be�kb�becb� j0i. One expands

ecb� D
X

n

cn

nŠ
.b�/n; ec�b D

X

n

c�n

nŠ
bn:

Only terms with equal number of creation and annihilation operators contribute.
Thus one obtains

hc�jCjci D
X

n

h0j
X

n

c�n

nŠ
bne�kn cn

nŠ
.b�/nj0i D

X

n

1

nŠ
cne�knc�n D exp.cc�e�k/:

Both sides of (7.9) yield 1
1�e�k .

7.2

h��jCj � �i D .h0j C ��h0j f /C.j0i � f �j0i�/
D h0jCj0i C ��h0j fCj0i � h0jCf �j0i� � ��h0j fCf �j0i�:
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Thus
Z

d ��d �h��jCj � �ie���� D h0jCj0i C h0j fCf �j0i D tr .C/ D 2aC c:

7.3 Let us define the equal time one-particle Green’s functions

G.r/ D T
X

!

Z
d dp

.2�/d
OGB. p; !/eipr:

Then the equal time expectation value reads

hb�.r1/b�.r2/b.r3/b.r4/i D G.r1 � r3/G.r2 � r4/C G.r1 � r4/G.r2 � r3/

CC.r1; r2; r3; r4/:

where the cumulant C is given by

T2

V 2

X

p1p2q1q2;!1!2!0

1!
0

2

ei. p1r1Cp2r2�q1r3�q2r4/ QCB. p1; p2; q1; q2I!1!2!0
1!

0
2/:

Due to translational invariance in space and time q2 and !0
2 are restricted to q2 D

p1 C p2 � q1 and !0
2 D !1 C !2 � !0

1, and the cumulant C yields

V

Z
d dp1d dp2d dq1

.2�/3d
ei. p1.r1�r4/Cp2.r2�r4/�q1.r3�r4//

�T2
X

!1!2!
0

1

OCB. p1p2q1; p1 C p2 � q1I!1!2!0
1; !1 C !2 � !0

1/:

OCB is of order 1=V , but C.r1; : : :/ has a finite limit in the thermodynamic limit
V !1. It is not negligible.

Problems of Chap. 8

8.1

4g2h cos2 qC 4g2v cos2 p D .u.q/C v.q/ exp.2ip//.u.q/C v.q/ exp.�2ip//

with

u.q/
v.q/

�
D
q

g2v C g2h cos2 q˙ gh cos q:
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Thus

LvY

nD1

�
4g2h cos2 qC 4g2v cos2.

�n

Lv C 1/
�
D
�

u.q/LvC1 C .�/Lvv.q/LvC1

u.q/C v.q/
�2
:

Since n D 0 does not contribute, we obtain the denominator uC v.

8.2 One obtains

N .gh; gv/ D .ag2h C ag2v/.ag2h C bg2v/.bg2h C ag2v/.bg2h C bg2v/

D ab.g2h C g2v/
2.abg4h C .a2 C b2/g2hg2v C abg4v/

with

a D 4 cos2.
�

5
/ D 4.

p
5C 1
4

/2 D 3Cp5
2

;

b D 4 cos2.
2�

5
/ D 4.

p
5 � 1
4

/2 D 3 �p5
2

;

ab D 1; a2 C b2 D 7;

which yields

N .gh; gv/ D .g2h C g2v/
2.g4h C 7g2hg2v C g4v/:

8.3 With N D g32h
ON .g2v=g2h/ one obtains for the checkerboard

ON .x/ D .1C x/4.1C 66xC 1515x2 C 15196x3 C 73953x4 C 187506x5

C 255327x6 C 187506x7C 73953x8C 15196x9 C 1515x10 C 66x11 C x12/:

The polynomial may be further factorized, since one obtains with cm D
4 cos2.�m=9/, c3 D 1, c1c2c4 D 1 and some further relations between the cm

.1C c1x/.1C c2x/.1C c4x/ D 1C 6xC 9x2 C x3;

.c1 C x/.c2 C x/.c4 C x/ D 1C 9xC 6x2 C x3;

.c1 C c2x/.c2 C c4x/.c4 C c1x/ D 1C 30xC 21x2 C x3;

.c1 C c4x/.c2 C c1x/.c4 C c2x/ D 1C 21xC 30x2 C x3:

The total number for gh D gv D 1 is N .1; 1/ D 12; 988; 816 D 24 � 9012.
8.4 Denote the number of dimer configurations for a 2 � n lattice by Nn. Then
N1 D 1 and N2 D 2. The configurations for larger n can be obtained by adding
one dimer at the configurations for a 2 � .n � 1/ lattice or two dimers at a



348 Solutions

2 � .n � 2/ lattice . Thus Nn D Nn�1 CNn�2, which is the recursion relation
for Fibonacci numbers with correct initial conditions.

Problems of Chap. 9

9.1 From

0 D pf.A.0; 0//pf.A.�; �// D .1 � tv � th � tvth/.1C tv C th � tvth/

D .1 � tvth/
2 � .tv C th/

2 D .1 � t2v/.1 � t2h/� 4tvth

one obtains

2tv
1 � t2v

2th
1 � t2h

D 1:

Since 2 tanh.ˇI/=.1 � tanh2.ˇI// D sinh.2ˇI/, one obtains sinh.2ˇIv/

sinh.2ˇIh/ D 1. Starting with pf.A.0; �//pf.A.�; 0// D 0 one has to change
the sign of tv and finally obtains sinh.2ˇIv/ sinh.2ˇIh/ D �1.

9.2 With

u.q/
v.q/

�
D 1

2

p
�2 C 2cv.1 � cos q/C 4ch ˙ 1

2

p
�2 C 2cv.1 � cos q/;

Ou. p/
Ov. p/

�
D 1

2

p
�2 C 2ch.1 � cos p/C 4cv ˙ 1

2

p
�2 C 2ch.1 � cos p/

one obtains

Zs;s0 D ˙C
Y

q

�
u.q/Lh � sv.q/Lh

�

D ˙C
Y

p

�Ou. p/Lv � s Ov. p/Lv
�
;

where q and p run over the allowed values given in (9.36). Thus one obtains

ZC;s0

Z�;s0

D
Y

q

1 �
�
v.q/
u.q/

	Lh

1C
�
v.q/
u.q/

	Lh
D exp.�2�e;o/; (S3)

Zs;C
Zs;�

D
Y

p

1 �
� Ov. p/

Ou. p/

	Lv

1C
� Ov. p/

Ou. p/

	Lv
D exp.�2�o;e/: (S4)
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(S3, S4) yields in leading order

�e;o D
X

q

�
v.q/

u.q/

�Lh

; �o;e D
X

p

� Ov. p/

Ou. p/

�Lv

:

The maximum of v.q/=u.q/ lies for positive cv at q D q0 D 0, for negative cv at
q D q0 D � . � is given approximately by the maximum

�e;o �
� jpf.A.�; q0//j � jpf.A.0; q0//j
jpf.A.�; q0//j C jpf.A.0; q0//j

�Lh

:

Similarly the maximum of Ov. p/=Ou. p/ lies for positive ch at p D p0 D 0, for negative
ch at p D p0 D � , which yields

�o;e �
� jpf.A. p0; �//j � jpf.A. p0; 0//j
jpf.A. p0; �//j C jpf.A. p0; 0//j

�Lv

:

9.3 Introduce the notation

R.1/ D 
u.1/˛.1/C B.1/; ˛.1/ D �
d.1/C 
r.1/C 
l.1/;

B.1/ D 
l.1/
d.1/C 
d.1/
r.1/C 
r.1/
l.1/

R.2/ D 
d.2/˛.2/C B.2/; ˛.2/ D 
u.2/� 
l.2/C 
r.2/;

B.2/ D 
u.2/
r.2/C 
u.2/
l.2/C 
r.2/
l.2/:

(i) Then one obtains for the triangular lattice

Z
d 
u.1/d 
d.2/ exp.R.1/CR.2/�
u.1/
d.2// D exp.˛.1/˛.2/CB.1/CB.2//:

Thus each bilinear term of the remaining six 
s appears in the exponential.
(ii) One obtains for the honeycomb lattice

Z
d 
u.1/d 
d.2/ exp.R.1/C R.2// D ˛.1/˛.2/ exp.B.1/C B.2//:

Since ˛.1/ and ˛.2/ no longer appear in the exponent, it is not a good idea to
integrate over these variables in a first step.

9.4 Generalization for honeycomb and triangular lattice

G D t1
r
l.1/C t3
r.3/
l � t2
u
d.2/� t4
u.4/
d C R
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Integration over the 
s of the central site in Fig. 9.6b yields

Z
d 
ud 
dd 
rd 
l exp.G/ D

exp .�t1t3
l.kC 1; lC 1/
r.k; l/C t2t4
d.k; lC 1/
u.kC 1; l/
C t3t4
r.k; l/
u.kC 1; l/ � t1t2
l.kC 1; lC 1/
d.k; lC 1/
C t1t4
l.kC 1; lC 1/
u.kC 1; l/C t3t2
r.k; l/
d.k; lC 1// :

Fourier transformation of the exponent yields

X

p;q

��t1t3ei. pCq/�l. p; q/�r.�p;�q/C t2t4ei.q�p/�d. p; q/�u.�p;�q/

C t3t4e�ip�r. p; q/�u.�p;�q/� t1t2eip�l. p; q/�d.�p;�q/

C t1t4eiq�l. p; q/�u.�p;�q/C t3t2e�iq�r. p; q/�d.�p;�q/
�

and

A. p; q/ D

0

BB@

0 �1 � t2t4ei. p�q/ 1 � t3t4eip 1 � t1t4e�iq

1C t2t4ei.q�p/ 0 1 � t2t3eiq �1C t1t2e�ip

�1C t3t4e�ip �1C t2t3e�iq 0 1C t1t3e�ie. pCq/

�1C t1t4eiq 1 � t1t2eip �1 � t1t3ei. pCq/ 0

1

CCA :

Thus

det.A. p; q// D 1C t21t
2
2 C t21t

2
3 C t21t

2
4 C t22t

2
3 C t22t

2
4 C t23t

2
4 C 8t1t2t3t4 C t21 C t22 C t23 C t24

� 2Œt1t2.1 � t23/.1 � t24/C t3t4.1 � t21/.1 � t22/� cos p

� 2Œt1t4.1 � t2/
2.1 � t23/C t2t3.1 � t21/.1 � t24/� cos q

� 2t1t3.1 � t22/.1 � t24/ cos. pC q/

� 2t2t4.1 � t21/.1 � t23/ cos. p � q/

and

pf.A.0; 0// D 1 � t1t2 � t1t3 � t1t4 � t2t3 � t2t4 � t3t4 C t1t2t3t4;

pf.A.0; �// D 1 � t1t2 C t1t3 C t1t4 C t2t3 C t2t4 � t3t4 C t1t2t3t4;

pf.A.0; 0// D 1C t1t2 C t1t3 � t1t4 � t2t3 C t2t4 C t3t4 C t1t2t3t4;

pf.A.0; 0// D 1C t1t2 � t1t3 C t1t4 C t2t3 � t2t4 C t3t4 C t1t2t3t4:
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9.5

(i) Star-triangle transformation

S1 C S2 C S3 D ˙3 e3ˇIh C e�3ˇIh D c0e3ˇIt ;

S1 C S2 C S3 D ˙1 eˇIh C e�ˇIh D c0e�ˇIt :
(S5)

From (S5) one obtains the relation

e2ˇIh � 1C e�2ˇIh D e4ˇIt : (S6)

(ii) The dual transformation yields

e4ˇIt D
�
1C e�2ˇIh

1 � e�2ˇIh

�2
: (S7)

From Eqs. (S6, S7) one obtains for the critical temperature on the honeycomb
lattice e2ˇIh D 2˙p3 and on the triangular lattice e2ˇIt D p3.

9.6 Duality:

(i)

t D tanh.ˇI/ D eˇI � e�ˇI

eˇI C e�ˇI
D 1 � Ot
1C Ot

yields the relations between the ts and Ots

th C Otv C thOtv D 1; tv C Oth C tvOth D 1:

(ii) One obtains

� D �Oq O�; ch D Oq2Och; cv D Oq2Ocv:

and

pf.A.0; 0// D �Oq pf. OA.0; 0//; pf.A.0; �// D Oq pf. OA.0; �//;
pf.A.�; 0// D Oq pf. OA.�; 0//; pf.A.�; �// D Oq pf. OA.�; �//

with

Oq D 2

.1C Otv/.1C Oth/ ; q D 2

.1C tv/.1C th/
; qOq D 1:
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(iii) Consequently

Z˙;˙ D ˙OqN OZ˙;˙;

where the minus sign in front of the factor OqN applies for ZC;C, otherwise the
plus sign.

Problem of Chap. 10

10.1 Equations (10.19) and (10.23) yield

a � ˛b�1ˇ
b

D a

b
.1 � a�1˛b�1ˇ/ D a

b
.1C b�1ˇa�1˛/;

a

b � ˇa�1˛
D a

b
.1 � b�1ˇa�1˛/�1 D a

b
.1C b�1ˇa�1˛/:

Problems of Chap. 11

11.1

W�1 D
�

a�1 C a�2b�1˛ˇ �a�1b�1˛
�a�1b�1ˇ b�1 C b�2a�1ˇ˛

�
:

11.2

�
a ˛
0 1

��1
D
�

a�1 �a�1˛
0 1

�
;

�
1 0
ˇ b

��1
D
�

1 0

�b�1ˇ b�1
�
:

Thus

W�1 D
�

a�1 �a�1˛
0 1

��
1 0

�b0�1ˇa�1 b0�1
�

D
�

1 0

�b�1ˇ b�1
��

a0�1 �a0�1˛b�1
0 1

�
:

11.3

W2 D
�

a2 C ˛ˇ 2a˛
2aˇ a2 C ˇ˛

�
; f .a/ D a2; f 0.a/ D 2a; f 00.a/ D 2:



Solutions 353

11.4

TW. TW/�1 D 1; TW.�1W/ D 1! TW TW
�1 D 1:

Since both . TW/�1 and T.W�1/ are the inverse of TW they are equal.

Problems of Chap. 12

12.1 W is supersymmetric, W D TW� . Thus T.d W/ D d W� , T.W�1/ D �W�1,

T.W�1d W/ D T.d W/ T.W�1/ D .d W�/.�W�1/ D d WW�1:

12.2 T. TACX/ D TX TC�A D TXCA. Thus

Z
ŒD X� exp.� 1

2
TXWX C TACX/ D spf.W/ exp. 1

2
TACW�1CA/:

12.3 The orthosymplectic transformation obeys (12.25) TUCU D C, thus .1 C
TV/C.1CV/ D C, which for infinitesimal V reads TVCCCV D 0. In components

�
taC a ť � C ˛
� t̨ C �ˇ tb� C �b

�
D 0;

which yields the relations between the matrices a; ˛; ˇ; b.

12.4

T. TXWX/� D TX TW
TT

X� D TXW��1.�X�/� D TXWX:

12.5 1 and � are not supersymmetric. C and C�1 are supersymmetric.

Problems of Chap. 13

13.1 One obtains

. tˇ
�
. tb�

/�1 t˛
�
/il D . tˇ

�
/ij..

tb�
/�1/jk. t˛

�
/kl D ˇ�

ji .b
�1�/kj˛

�
lk (S8)

D .˛lkb�1
kj ˇji/

� D ..˛b�1ˇ/�/li;

where from the first to the second line Eq. (6.2) is used.
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13.2 Substitute Xi D yi C izi, X�
i D yi � izi, QA�

i D ki � ili, QBi D ki C ili, where ki

and li are complex. Then

.X � QA/�W.X � QB/ D
X

ij

. yi � ki � i.zi � li//Wij. yj � kj C i.zi � lj//

Under the integral y and z can be shifted by k and l, resp., which yields the second
equation in problem 13.2.

Problems of Chap. 14

14.1 Equivalent to (i), (ii), (iii) are

W D TW
�

.i0/; W� D C�1WC .ii0/; TW D CWC�1 .iii0/:

Given (ii) and (iii) one concludes TW
� D T.CWC/ D C�1 TWC D W, that is (i).

Given (i) and (iii) one concludes W D TW
� D .CWC�1/� D CW�C�1, that is (ii).

Given (i) and (ii) one concludes CW D C TW
� D C T.C�1WC/ D TWC D

T.CW/� , that is (iii).

14.2 The supertransposed of (14.4) yields TA
	 D CAC�1. This equation and (14.4)

yield T.BA	/ D TA
	 TB D CAC�1CB	C�1 and thus (14.43).

Similarly T.A	B/ D TB TA
	 D CB	C�1CAC�1 D CB	AC�1.

Problem of Chap. 15

15.1 The coefficient can be written @AGA C @BGB with

GA D �t
AF0

0A C BF0
0B

uA � tB
C cAF0

0B; GB D u
AF0

0A C BF0
0B

uA� tB
C cBF0

0A

with constants cA C cB D �1. Then

Z

0

d A
Z

0

d B.@AGA C @BGB/

D �
Z

d BGA.0;B/�
Z

d AGB.A; 0/ D .2C cA C cB/F0.0; 0/ D F.0; 0/:
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Problems of Chap. 18

18.1 2V˙.x/ D W2 ˙ hı.x � L/ C 	hı.�x � L/. The wave-function decays
exponentially for jxj > L

 .x/ D
�
 .L/ exp.��.x � L//; x � L;
 .�L/ exp.�.xC L//; x � �L;

�2 D .W0.˙L/C h/2 � 2E:

(i) Integration over an infinitesimal interval around x D ˙L yields due to the
ı-function

 0.L � 0/ D  0.LC 0/	 h .L/ D .�� 	 h/ .L/;

 0.�LC 0/ D  0.�L � 0/	 h .�L/ D .� 	 h/ .�L/:

This yields in the limit h!1

 0

C
.L � 0/ D .�2h � W0.L// C.L/ !  C.L/D0;  0

�
.L � 0/ D �W0.L/ �.L/;

 0

�
.�L C 0/ D .�2h C W0.�L// �.�L/ !  �.�L/ D 0;  0

C
.�L C 0/ D W0.�L/ C.�L/:

(ii) For constant W0 one obtains

 C.x/ D sin.k.x�L//;  �.x/ D sin.k.xCL//; k D �W0 tan.2kL/; 2E D W2
0Ck2:

Remark: Instead of h ! C1 one could use the different boundary condition h !
�1.

18.2

H D 2C a.c�1 � c�2/.c1 � c2/; a WD v C v� C vv�:

Energies and eigenstates: .2; j0i; .c�1 C c�2/j0i=
p
2/, .2.1 C a/; c�1c

�
2j0i; .c�1 �

c�2/j0i=
p
2/.

18.3 One obtains

V D 1
2
.w2�.x/�.a� x/C wsı.x/� wsı.x � a//:

The wave function is continuous at x D 0 and x D a, but shows cusps,

 0.C0/�  0.�0/ D ws .0/;  0.aC 0/�  0.a � 0/ D �ws .a/:
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In the interval x D Œ0; a�  .x/ reads

 .x/ D c1e�x C c2e��x; � D
p

w2 � 2E:

In the limit w!1 we may write � D w. Elimination of c1 and c2 yields

w.1C s/ .a/C  0.aC 0/ D e!.w.1C s/ .0/C  0.�0//;
w.1 � s/ .a/ �  0.aC 0/ D e�!.w.1 � s/ .0/ �  0.�0//:

If jsj 6D 1 then the limit w ! 1 yields (for a ! 0) (18.21),  .a/ D  .0/ D 0.
If s D ˙1, then one of these equations yields the relation between  .0/ and  .a/,
the other one the relation between  0.�0/ and  0.aC 0/, which in the limit a! 0

yields (18.22).

Problems of Chap. 20

20.1 Differentiation yields

4ss f .r2/ D .2n� cc0r/f 0 C .4
X

i

x2i C c2c0X

i

��
i �i/f

00:

Thus cc0 D 4 has to hold. The distribution to c and c0 is a matter of definition.

20.2 The derivative of Eq. (20.78) with respect to a and a� at a D a� D 0 yields
�@f=@z D �z0�f , �@f=@z0� D �zf . These differential equations yield (20.79).

Problems of Chap. 21

21.1 From (21.27) we have zi D 2 cos.�i/=
p

g D .esi�i C e�si�i/=
p

g. Then with
G.zi/ D pgesi�i and (21.41) one obtains

QK0 D g
es2�2 � es1�1

es1�1 C e�s1�1 � es2�2 � e�s2�2
:

The denominator can be written .es1�1�es2�2/.1�e�s1�1�s2�2/, which yields (21.43).

21.2 Complex square matrices A 2 M .n; 0/ whose matrix elements do not
contain nilpotent contributions and which commute with their hermitian adjoint
ŒA�;A� D 0, can be diagonalized by unitary matrices. The reason is that AC D A�CA
and A� D i.A� � A/ are hermitian and commute and thus can be diagonalized
simultaneously by unitary matrices. The unitary matrices U are of this type. Their
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eigenvalues are ei�i . Then a similar derivation as for hermitian matrices can be
performed. The differences j�i � �kj have to be replaced by

jei�i � ei�k j D jei.�i��k/=2 � ei.�k��i/=2j D 2j sin. 1
2
.�i � �k//j:

There are no exponential prefactors.

Problems of Chap. 22

22.1 Dq;kl.E�;EC/ D vkvl.ekl C okl/, elk D vkvlekl, olk D �vkvlokl. ekl 2 R,
okl 2 I.

22.2 ekl D e.0/kl C e.1/kl . � i 1
2
!/.

Problem of Chap. 23

23.1 det.1 � Ǫ Ǒ/ is a polynomial in Ǫ Ǒ of order n1. The determinant to the power
n is a polynomial of at most power nn1. Since integration has to be performed over
n21 factors Ǫ , similarly for Ǒ, the integrals vanish for n21 > nn1, that is for n1 > n.
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