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Preface

Biomedical science has been driven in the eighteenth through the twentieth centuries
by the promise to deliver lifesaving therapies against disease and to extend human life.
Development of all branches of biomedical sciences, including cardiac electrophysiology,
went through a periodic adherence to either reductionist or integration approaches. Cardiac
electrophysiology strived to deliver therapy against arrhythmias, which are still responsible
for one of four deaths in the industrialized world.

Reductionist Approach to Arrhythmia

A dramatic increase in understanding of the molecular mechanisms of normal and abnormal
cellular electrophysiology led to development of new theories of arrhythmia. A number
of these theories have been supported by a convincing empirical evidence “from cell to
bedside.”1,2 And, as a result, the field has been propelled by promises to society of
elegant, “silver bullet” pharmacological solutions against lethal cardiac arrhythmias. Nearly
every generation of electrophysiologists has come up with a target of their own “silver
bullet”: sodium channel, calcium channel, potassium channel, gap junction, and so forth.
Visions of several generations have crystallized into the recent development of theory of
chanelopathies.3

According to one saying, every new thought is a long forgotten old one. The state of
the arrhythmia research is reminiscent in some sense of an earlier history of the elementary
particle physics. It appeared to many physicists at the time that the foundation of laws of
matter can be eloquently explained by the interaction of very few elementary particles and
very few fundamental laws governing these interactions. Yet, as more and more unexpected
particles or peculiar properties of the existing particles were uncovered, the increasingly
more sophisticated theories were produced, making irrelevant the elegance and eloquence
of the earlier theories. And this process goes on.

Cardiac electrophysiology went along a very similar path in search of antiarrhythmia
therapy. A giant of the field, Carl J. Wiggers, drafted a road map more than a half a
century ago:

As to the fundamental mechanisms of fibrillation we have plenty of theories, but none is universally accepted
. . . they all center around two ideas, viz., (a) that the impulses arise from centers, or pacemakers, or (b)
that the condition is caused by the re-entry of impulses and the formation of circles of excitation.4

The old ion channel–based theory seemed to have done a pretty good job explaining both
focal and reentrant theories of arrhythmia. These early theories of arrhythmia, with their
four classes of antiarrhythmic drugs, were almost Aristotelian. But they fell under the

xv
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pressure of empirical evidence5: ever multiplying channel isoforms and subunits; alternative
splicing variants of these proteins; mutations in genes encoding ion channels; numerous
increasingly complex signaling pathways; unexpected proteins expressed and functioning in
concert with channels. These important players had been unknown, overlooked, or neglected
in the past and present new opportunities in the future.

Can a cardiac arrhythmia with broad clinical impact be explained within a framework
based on a single channel biophysics or even a single cell physiology? And, most importantly,
can a treatment be developed for it based on such a mechanism? Despite the explosion in
the number of filed patents offering exactly such answers, it is becoming more and more
apparent that these questions will not be so easy to answer. Integrative approaches are
needed to synthesize the wealth of knowledge obtained by the reductionists.

Integrative Approach

Integrative physiologists looked at the arrhythmia from an opposite direction: How one
can restore normal rhythm in hearts with failed sinoatrial or atrioventricular nodes using
technological means available to us at the present time? How one can terminate lethal
ventricular fibrillation using biomedical engineering approaches? Electrotherapy, including
implantable devices and ablation, has emerged as the only effective therapeutic approach
to treat arrhythmia, often without precise knowledge of the mechanisms of arrhythmia
it treats. History of cardiac bioelectric therapy is long and fascinating, spanning several
centuries, many countries, and several continents. Ideas to use electricity for treating
cardiac disorders apparently have been born in the minds of the Italian, French, and British
physicians and physiologists as evident from the numerous eighteenth-century publications
in these languages, culminating in arguably the first report of a patient’s treatment for
cardiopulmonary arrest by electricity from Charles Kite. The nineteenth-century cardiac
physiology has brought about both recognition of importance of arrhythmia as a direct
cause of death and provided compelling evidence for the ability of electric stimulation
to restore normal sinus rhythm in cases of both bradycardia and tachyarrhythmia. The
twentieth century finally brought to fruition three centuries of research and developed an
array of therapies that now save millions of patients worldwide with more than a million
new implantations annually.

In this book major aspects of the development of this truly outstanding achievement are
presented: bioelectric therapy of cardiac arrhythmia that allowed a significant extension
of human life. Leading experts in the field contributed rigorous accounts of historical,
theoretical, experimental, engineering, and clinical tracks of the development of implantable
device therapy. A history of cardiac bioelectric therapy has not yet been written. However,
let me conclude with a vision that was formulated by Hubert Humphrey in the U.S.
Senate in October 13, 1962, after his meeting with Professors Vladimir Negovsky and
Naum Gurvich that led to his recognition of importance of defibrillation and to subsequent
increased federal and private financial support for this important field of physiology and
medicine.6
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I do, however, want to state that it is one of the most important of all phases of
medical research. Why? Because it concerns the most universal interest of man; namely:
the prolongation of human life, the postponement of death, and, yes, perhaps the greatest
scientific frontier – the reversibility of death . . .

What do I urge, therefore? I urge establishing under NIH support of specialized centers or
institutes on the physiology of death, on resuscitation and on related topics. I urge that the
United States compete with the U.S.S.R. in bold research toward at least partial conquest
of death. Already our scientists and Russian scientists are cooperating in categorical studies
of heart ailments, cancer and other diseases. Now, let us recognize that a new category has
emerged – the oldest category in the world – but one which commands our newest efforts –
the category of death, itself . . .
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José Jalife
Department of Internal Medicine, Center for Arrhythmia Research, University of Michigan,
Ann Arbor, MI

Deborah L. Janks
Department of Physics, Oakland University, Rochester, MI, USA

Hrayr S. Karagueuzian
Cardiovascular Research Laboratories, David Geffen School of Medicine at UCLA, Los
Angeles, CA, USA

Alain Karma
Department of Physics and Center for Interdisciplinary Research on Complex Systems,
Northeastern University, Boston, MA, USA

Galina Kichigina
Institute of Medical Science, University of Toronto, Toronto, ON, Canada

Stephen B. Knisley
The University of North Carolina at Chapel Hill and North Carolina State University, NC,
USA

Wanda Krassowska Neu
Department of Biomedical Engineering, Duke University, Durham, NC, USA

Mark W. Kroll
Department of Biomedical Engineering, University of Minnesota, Minneapolis, MN, USA

Mingyi Li
Department of Diagnostic Radiology, The Cleveland Clinic, Cleveland, OH, USA

Shien-Fong Lin
Krannert Institute of Cardiology, Indiana University School of Medicine, Indianapolis, IN,
USA

Srijoy Mahapatra
Division of Cardiovascular Medicine, University of Virginia, Charlottesville, VA, USA



BOOK SNW001-Efimov (Typeset by SPi, Delhi) xxi of 635 October 10, 2008 17:33

List of Contributors xxi

John C. Neu
Department of Mathematics, University of California at Berkeley, CA, USA

Vladimir P. Nikolski
CRDM Research, Medtronic, Inc., Minneapolis, MN, USA

Michael V. Orlov
Caritas St. Elizabeth’s Medical Center of Boston, Tufts University School of Medicine,
Boston, MA, USA

Niels F. Otani
Department of Biomedical Sciences, College of Veterinary Medicine, Cornell University,
Ithaca, NY, USA

Gernot Plank
Department of Biomedical Engineering, Institute for Computational Medicine, Johns
Hopkins University, MD, USA
Institute of Biophysics, Medical University Graz, Austria

Crystal M. Ripplinger
Department of Biomedical Engineering, Washington University in St. Louis, St. Louis, MO,
USA

Bradley J. Roth
Department of Physics, Oakland University, Rochester, MI, USA

Vinod Sharma
New Therapies and Diagnostics, Medtronic Inc., Minneapolis, MN, USA

Haris Sih
Cardiac Surgery Division, Boston Scientific, St. Paul, MN, USA

Charles D. Swerdlow
Division of Cardiology, Department of Medicine, Cedars-Sinai Medical Center, Los Angeles,
CA, USA

Liang Tang
Krannert Institute of Cardiology, Indiana University School of Medicine, Indianapolis, IN,
USA

Natalia Trayanova
Department of Biomedical Engineering, Institute for Computational Medicine, Johns
Hopkins University, MD, USA

Leslie Tung
Department of Biomedical Engineering, School of Medicine, The Johns Hopkins University,
Baltimore, MD, USA



BOOK SNW001-Efimov (Typeset by SPi, Delhi) xxii of 635 October 10, 2008 17:33

xxii List of Contributors

John P. Wikswo, Jr
Departments of Biomedical Engineering, Molecular Physiology and Biophysics, and Physics
and Astronomy, The Vanderbilt Institute for Integrative Biosystems Research and Educa-
tion, Vanderbilt University, Nashville, TN, USA

Wenjun Ying
Department of Biomedical Engineering, Duke University, Durham NC, USA

Paul Ziegler
CRDM Research, Medtronic, Inc., Minneapolis, MN, USA



BOOK SNW001-Efimov (Typeset by SPi, Delhi) xxiii of 635 October 10, 2008 17:33

Foreword

Since pacemakers and defibrillators were developed a little more than 50 years ago, their
usage has grown rapidly, so that over 900,000 pacemakers and 200,000 defibrillators are
implanted every year throughout the world. During this half century there have been
astonishing advances in the efficacy and sophistication of these devices. Yet the devices
still have major limitations. For example, with current pacemakers the heart contracts less
efficiently with a paced beat than with a normal sinus beat so that pacing can hasten the
development of heart failure. As another example, some evidence suggests that defibrillation
shocks can damage the heart and contribute to mortality.

Many of the previous advances made in pacemakers and defibrillators have been accom-
plished through improvements in their hardware and software and by experimental trial and
error. Further advances will probably require increased knowledge of the basic mechanisms
by which electric fields interact with the myocardium. Although there are many books
that deal with the practical aspects of pacing and defibrillation, there is a pressing need
for a single source that presents current knowledge about the basic mechanisms of cardiac
bioelectric theory. This book, edited by Efimov, Kroll, and Tchou, admirable fulfills this
need. The chapters thoroughly and masterfully cover all aspects of this subject and are
written by experts in the field. The book covers the history of the development of pacing
and defibrillation, the theory of how electric fields affect the myocardium, the experimental
techniques used to study this subject, and the implications of this subject for future
implantable devices including speculative approaches such as those that involve nonlinear
dynamics. I predict this book will be the standard source that will be consulted both by
experienced workers in this area as well as by students and others who wish to learn more
about this subject.

Birmingham, AL Raymond E. Ideker
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Chapter 1.1

History of Cardiac Pacing

Srijoy Mahapatra

Earl Bakken: One Version of the First Pacemaker Story

In 1954 Dr. C. Walton Lillehei, a cardiac surgeon at the University of Minnesota, made
advances in the treatment of the blue baby syndrome. In blue baby syndrome there is an
abnormal blood communication between the left and right chambers of the heart. As a part
of the treatment, Lillehei typically closed holes in the septum between the left and right
heart chambers. Because the normal conduction system is in this septum, one common
complication of the surgery was complete heart blockage, which meant the patient had no
pulse. This heart blockage often resolved over a period of weeks, but to keep the child alive
until then, Lillehei used temporary epicardial pacing. These pacing pads were sewn onto the
heart and power by a large cart-mounted electrical generator. The patients were effectively
tethered to the wall plug. If nurses had to move them, the staff could walk only so far as the
next electrical outlet, unplug the generator, and then replug it into the next outlet. This
not only made it difficult for the patients to be active, it made it difficult to move them for
tests. This system, while cumbersome, allowed Lillehei to keep many children alive, and by
1957 he was one of the busiest congenital cardiac surgeons in the nation.

On October 31, 1957, a 3-hour power outage in Minneapolis rendered these generators
useless because the wards had no backup electrical generators. Although one version of
the story is that a child died, in an interview with Earl Bakken, Lillehei reported no
deaths. Nonetheless, Lillehei knew he needed something battery operated.1 Soon after this,
Lillehei contacted Bakken, an engineer who owned the Medtronic medical equipment service
company. Bakken spent the next month working on a pacemaker generator that would be
small enough to wear and be powered by batteries. As inspiration he used an electronic,
transistor-based metronome that generated sound periodically.

As Bakken tells it on the Bakken Museum website “I dug out a back issue of Popular
Electronics magazine in which I recalled seeing a circuit for an electronic, transistorized
metronome. The circuit transmitted clicks through a loudspeaker; the rate of the clicks
could be adjusted to fit the music. I simply modified that circuit and placed it, without the

Division of Cardiovascular Medicine, University of Virginia, Charlottesville, VA, USA, sm9cd@virginia.edu
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loudspeaker, in a four-inch-square, inch-and-thick metal box with terminals and switches
on the outside—and that, as they say, was that.”

“That” was the first, wearable, transistorized pacemaker. Modern electrophysiologists
would barely recognize it as a pacemaker. The generator was not implanted into the body,
and the only programming options were the rate and output. The leads were epicardial,
which required the chest to be opened to position them. However, its small size allowed
patients for the first time to be free of the wall plug. Two years later, doctors in St. Paul,
Minnesota, proposed using Bakken’s pacemaker in Stokes-Adams seizures.

Bakken’s Medtronic grew from there. In subsequent years, his ideas and former employees
lead to the formation of Cardiac Pacemakers Inc. (now part of Boston Scientific) and
Pacesetter (now part of St. Jude Medical, Inc, where Lillehei was a medical director). In
the lore of the Twin Cities device companies, Earl Bakken and Walt Lillehei had spurred
an entire industry.

In Minneapolis, along Lake Calhoun, stands the Bakken Museum dedicated to under-
standing electricity. According to its website, Earl Bakken was honored by the National
Academy of Engineers for “invention of the first human heart pacemaker.”

However, although very important, Bakken’s device was more evolutionary than revolu-
tionary. To paraphrase Newton, Bakken had stood on the shoulder of giants who had been
working on electrically stimulating the heart since 1774 and others later stood on Bakken’s
shoulders. In fact, no one person “invented” the pacemaker.

The Long List of Inventions and Observations
that Led to the Pacemaker

Pulse Theory and Observations that Bradycardia
Leads to Syncope

Today physicians and athletes routinely measure the pulse. Although it is fairly simple
to measure, especially compared to our now sophisticated imaging tools like magnetic
resonance imaging, the pulse is still considered one of the “vital” signs. The knowledge that
the pulse was a critical sign of health goes back to the ancient Egyptians. In 1875 George
Ebers purchased an Egyptian scroll written in 1553 BC that described the relationship
between the pulse in various locations and the heart beat.2

By 317 AD, the Chinese went further and developed a system of pulse analysis that
was in some ways more complex than our own. They observed pulse at 11 locations and
measured pulse rate variability (or lack of it) differences in pulses in different limbs. Wang
Su-He observed that if the pulse became perfectly regular “the patient will be dead in four
days.”3,4 These were just two cultures that incorporated “pulse theory” as a key component
of health care.

More recently, in 1580, Italian born Geronimo Mercuariale noted that a slow pulse was
associated with syncope. In particular, he noted that patients that had either episodic or
chronically low pulses while awake seemed more likely to have syncope. He did not, however,
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actually check the pulse during syncope, and thus could not show that the low pulse actually
caused syncope.5 That observation would have to wait two centuries until in 1761 Giovanni
Morgagni, another Italian, noted a patient during syncope had a slow pulse.

Shortly thereafter, Irish physicians Robert Adams and William Stokes described in
separate publications patients who had low pulses and syncope. They also noted that
bradycardia leads to dizziness, short pauses to more dizziness, and longer pauses to visual
aura, then to complete syncope, convulsions, and finally death. In other words, longer pauses
led to more symptoms. Although, Morgagni and Mercuariale had already made less detailed
observations, Stokes and Adams are generally credited with the observation that syncope
could have bradycardic instead of neurologic origin.6

However, it was not clear how one could increase the pulse. It was also unclear that
electricity could be used to change the pulse.

In 1783 Luigi Galvani was dissecting frog legs on the same table where he had previously
done work on static electricity. When an errant spark from a scalpel hit the sciatic nerve,
the frog leg moved. Later observations, both with frog legs and later hearts, showed that
electricity could stimulate muscle. He published these observations in 1791 as “Commentary
on the Effect of Electricity on Muscular Motion.”7 This may in part have served as an
inspiration for Mary Shelley’s novel Frankenstein.8

In 1800 Marie Bichat was able to stimulate the cardiac ventricles in patients soon
after execution. Later in 1803 Pierre-Hubert Nysten observed that contractility of the left
ventricle faded first and after death, while the right ventricle would contract with electrical
stimulation 1 h after death. The atria would contract the longest. These observations were
the first to show that direct electrical stimulation of the heart could lead to muscular
contraction.

Early Cardiac Pacing

Given that bradycardia leads to syncope, and that electricity can be used to pace the heart,
Giovani Aldini reasoned that electrical pacing of the heart could alleviate syncope. In 1804
he alleviated syncope by pacing the heart. He went on to recommend a combination of
pacing and respiration to revive people.

In 1853 chloroform anesthesia was used during Queen Victoria’s delivery of children, and
the use of the anesthetic grew. Although, it was an advance, one major side effect of its
use was cardiac arrest. A solution was needed to prevent this fatal side effect. Building on
previous observations, F. Steiner in Germany was the first to perform needle electrode pacing
in animals after chloroform induced cardiac arrest.9 Direct current pulses were delivered via
a 13-cm long, 1-mm thick needle with a metronome as a regulator. Steiner paced a woman
who had suffered cardiac arrest by placing a needle electrode inserted to her ventricular
apex.10 This emergency temporary pacing may have saved her life. Later Greene in the
United Kingdom paced the apex from a direct current battery and also paced the phrenic
nerve to provide cardiac and respiratory support.9

In 1882 a Prussian woman named Catharina Serafin came to the attention of Hugo
von Ziemssen. Serafin had a chest wall tumor that was removed, leaving her heart exposed
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under a thin layer of skin. This allowed for a series of important experiments (although
likely unethical by today’s standards). Using electrical stimulation on the ventricles, he
was able to pace the ventricle and achieve a pulse between 120 and 180 beats per
minute. He could also induce and then treat ventricular fibrillation. He noted that different
pacing sites seems to create different kind of beating (probably pacing left versus right
ventricle).11

Up until this point all cardiac pacing had been epicardial. However, in 1927 Marmostein
paced the right atrium and ventricle using a transvenous approach.12 Although this is the
most common technique currently used, it was forgotten for years until rediscovered by S.
Furman.13

Previous devices were basically leads hooked up to a power source where the current
needed human control. To make the control automatic, in 1932 Albert Hyman built an
external pacemaker generator and control box. His device generated electricity as deter-
mined by a clock. He hooked this generator up to an epicardial lead on the right ventricle
first in animals, then in humans.14

Internal Pacemakers

Shortly after World War II, Drs. William Bigelow and John Callaghan in Toronto used cold
temperatures to slow the heart down enough to perform open heart surgery. Although, this
made surgery easier, they struggled with the problem of how to start the heart if it stopped
and on how to restart the heart at the end. John Hopps, an electrical engineer, built an
external device of vacuum tubes that was powered by 60 Hz wall current. The generator
was hooked up to a lead attached to the right atrium in animals via the internal jugular
vein.15

Paul Zoll was aware of the Toronto’s group work when he developed his external
ventricular pacemaker. Zoll was a cardiologist with the U.S. Army during World War II.
At that time he observed that the heart was quite irritable to touch. When he returned
to Boston he was struck by the death of a patient from Stokes-Adams seizures. In 1950 he
used an esophageal probe to stimulate the ventricle of a dog. Two years later he used this
external stimulation for 52 h in a patient with complete heart block. The device he created
was called the PM-65. It was manufactured by Electrodyne and could both monitor and
pace. The PM-65 was carried on a cart and had a top piece that was a monitor and a bottom
piece that was meant to pace. It was large but was cart mounted so the patient could walk
as long as the cart was tethered to a plug point. Unfortunately, this external pacing was
quite painful. Thus, for the most part, pacing was done via epicardial wires placed during
cardiac surgery.

It was the PM-65 that Dr. Lillehei used in Minnesota that failed when the power went
out. In 1957 Bakken created his wearable battery powered pacemaker. The Medtronic device
was wearable but not implantable.

William Greatbatch wanted to go one step further. Greatbatch had also served in World
War II as a radio engineer. In 1952 he was worked on an animal physiology farm at Cornell
when two Boston physicians came to a brown bag lunch with him. They told him about
complete heart block, and Greatbatch instantly decided he could fix the problem. “When



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 7 of 635 October 10, 2008 17:33

History of Cardiac Pacing 7

he described it, I knew I could fix it,” hetold the MIT-Lemelson board years later. In 1956
he was working in Buffalo using transistors to record heart sounds. He apparently plugged
the wrong transistor into his recording mechanism and created a generator that pulsed for
1.8 ms and then was silent for 1 s. This seemed ideal for heart stimulation.

On May 7, 1958, he and William Chardack, a surgeon at the Buffalo Veterans Hospital,
implanted a variant of this pacemaker into a dog. The device was the first to use a lead
(not patches) to pace the atrium and ventricle from the epicardium. It was controlled by
an oscillating transistor and powered by mercury-zinc batteries.9 Greatbatch’s employer,
however, was unwilling to pursue human trials. It was not until 2 year later that Chardack
implanted a device into a 77-year-old patient. It was the first implantable pacemaker with a
myocardial lead. Greatbatch left his company and a later device was licensed to Medtronic.

At almost the same time, in Stockholm Sweden, Rune Elmqvist developed an implantable
pacemaker made with two newly developed silicone transistors and rechargeable nickel–
cadamium batteries. Dr. Ake Senning of the Karolinska Heart Institute implanted this
device in Arne Larrson, an engineer who developed complete heart block as a complication
of hepatitis and myocarditis after eating raw oysters.16

Prior to pacer placement he was having multiple syncopal episodes per day and his wife
urged him to go ahead with the experimental device. On September 8, 1958, the device was
implanted (Senning Cardiac Pacing in Retrospect). The first device only lasted hours, but
rapid improvements by Elmqvist extended the life of the next device to 6 weeks. He then
went without a pacer for 2 years until 1960 when he received a longer lasting device. He
lived a full life and became an ambassador for the pacemaker industry. The patient died in
2001 after 43 years and 26 battery change outs.

Interestingly, although Elmqvist was an engineer, he had considered going to medical
school. His invention meant he had made contributions to both fields. The company that
Elmqvist worked for, Elema, was later acquired by Siemens and then by St. Jude Medical,
Inc. and Pacesetter. It is not surprising that while the Medtronic website emphasizes
Bakken’s first wearable pacemaker, St. Jude Medical, Inc. emphasizes Elmqvist’s first
implantable pacemaker.

Pacing for Nonsurgeons

Initially, pacing leads were epicardial and placed by surgeons. In 1958, Furman rediscovered
the idea of transvenous pacing. He used it as a temporary pacemaker for weeks in patients
with complete heart block. It was a radical innovation that made lead placement less
traumatic.

However, it was not until 1965 that permanent transvenous pacing became popular. This
was in part driven by a new flexible Medtronic lead. Gradually, more implanters adopted the
transvenous access. The transvenous approach was not only less traumatic but encouraged
the study of intracardiac electrograms, which helped bridge the gap with electrophysiology.
Initially this transvenous approach used the internal jugular, but this was a nuisance since
it required tunneling over the clavicle. Eventually, Furman advocated using the subclavian
or axillary vein, which simplified the procedure.17

Nonetheless, this transvenous approach still required a cut down approach, usually to
the cephalic vein. Thus, most pacemakers were still placed by surgeons. In 1979 P. Littleford
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reported using a peal away sheath to access the vein, place the lead, and then remove the
sheath while leaving the lead intact. This allowed nonsurgeons to use the more familiar
Seldinger technique to access the axillary or subclavian vein. The combination of the peel
away sheath and more flexible leads is a major reason why most pacemakers are placed by
cardiologists today.18

Power Innovations

Early in the 1960s it was noted that a major limitations of pacemakers was the short battery
life. There were two solutions: a longer-lasting battery or a rechargeable battery.

The pacemaker Senning had received in 1958 had been intended to be rechargeable
and used nickel–cadmium. However, it and other rechargeable batteries had a shorter life
span, despite recharging, than the mercury batteries. Pacesetter Systems, a new company in
California, introduced a longer lasting nickel–cadmium battery in 1973 that only needed to
be recharged weekly at the patient’s home.19 The overall life of the battery was predicted to
last 20 years. However, there were several concerns. One was liability if the patient should
fail to properly charge the battery. Another was a fear that older patients could not be
relied upon to charge the battery, or even if they could, might not want to be reminded of
their dependence on a machine.

At around the same time, Greatbatch was also looking for a solution. In 1967 Catalyst
Research invented the lithium–iodine battery that significantly increased the life span of
batteries. They could not find a market for it until Greatbatch thought of using it in a
pacemaker. In 1973 his own firm, Greatbatch Ltd., started making these batteries, which
were first used by a new pacemaker company, CPI, in their first pacemaker. These lithium
batteries not only lasted longer and were smaller, but also slowly reduced their output
voltage as they approached their end of life, which gave physicians plenty of warning for
the need to change batteries. Another advantage is they did not produce oxidizing gas that
had plagued the older mercury-zinc batteries. This gas meant the box could not be sealed
and body fluids could leak in and create short circuits.

Greatbatch Inc. is still one of the largest device battery companies. In 1996 Greatbatch
won the MIT-Lemelson Lifetime Achievement award for his contribution to pacemaker
engineering. He continued inventing for 30 years and in the 1990s, with John Sanford, was
granted three patents related to acquired immunodeficiency syndrome (AIDS).

Programming

The original pacemakers had only two programmable options: rate and output voltage.
Often the rate could only be set to one of two rates. Furthermore, changing these options
sometimes required surgery to expose the pulse generator.

Cordis introduced noninvasive programming of pacemakers in 1972. The device, the
Omnicor, had six rate choices and four output voltage choices. To program it, the physician
would use a magnetic device to transmit a series of pulses to the device. The pulse would
move a magnetic reed switch. Each time the switch moved it would increase a counter. Each
value of the counter corresponded a particular output and rate (24 in all.)
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Although Cordis’s patents initially gave them a monopoly, eventually other manufactur-
ers expand this idea and provided more programming options. The programming, however,
simply told the device what to do. The device still did not communicate with the physician.

In 1978 Intermedics introduced two-way communication in its CyberLith. The device
gave the operators multiple programming options, including sensitivity and pulse width,
but the operators could also download information about battery voltage, lead impedance,
and frequency of stimulation. This communication was facilitated by a new telemetry system
that used a low-power, high-frequency signal. Changes in this frequency acted as a code to
transmit information.20 It too was activated by a magnetic reed switch.

Eventually, growth in the processing power allowed pacemakers to become minicomput-
ers that not only had thousands of programming options but could also provide a wealth of
information to the doctor, making the pacemaker a diagnostic tool. It could store informa-
tion on tachycardia and bradycardia episodes. Nonetheless, even today approximately one
third are not reprogrammed ever after implant. Many are implanted right out of the box.

Dual-Chamber Pacing

It was recognized in the 1950s that dual-chamber pacing was likely hemodynamically
advantageous. This is especially helpful in patients with sick sinus syndrome who could
get pacemaker syndrome from ventricular pacing. Although ventricular pacing alone kept
these patients alive, they could experience headaches, fatigue, or dyspnea. Although atrial
pacing alone could solve this problem, a small but definite percentage could develop heart
block later.

In 1963 Cordis introduced an epicardial atrioventricular (AV) synchronous pacemaker.
It sensed the right atrium (RA) and this triggered pacing of the right ventricle (RV)
(ventricular activation time [VAT] mode). Even this relatively primitive version of dual-
chamber pacing required complex circuitry. In particular, if there was an atrial tachycardia,
it had to switch to 2:1 conduction. These decisions drained battery life. It had no way to
pace the RA. It was most helpful in patients with AV block, but no sinus node dysfunction
and no history of atrial arrhythmias.21

The first bifocal pacer was introduced by American Optical. It had two transvenous leads
and worked by pacing the atrium then the ventricle after an AV delay if it did not sense
a native RV depolarization (DVI mode.) Thus, it would not track an atrial tachycardia.
However, it could not track an appropriate sinus tachycardia with exercise either. It was
found to be useful in patients with both AV block and sinus node dysfunction or atrial
arrhythmias.22

With further advances in battery life and circuit design, manufactures could squeeze the
logic into the pacemaker brain to finally build a full dual-chamber pacemaker (DDD mode).
In the United States, Cordis was the first to introduce a true DDD pacemaker in 1982.
Soon other manufacturers, including Medtronic, followed. These devices could pace and
sense both RV and RA but this meant having to take into account not only AV intervals,
but also such intervals as postventricular atrial refractory times (PVARP) and upper rate
limit behavior. They all had telemetry.23
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Unfortunately, these new pacemakers also introduced the new concept of pacemaker-
mediated tachycardia (PMT). In a common scenario, a premature beat in the ventricle
(PVC) would conduct into the atria. This atrial beat would be sensed and trigger a
ventricular paced beat. This beat would then be conducted to the atria and repeat the
syndrome. Usually one could program around PMT, and modern pacemakers have ways to
automatically avoid PMT. Dual-chamber pacers were also more complicated to program.

A major advance that made dual-chamber pacing more acceptable was the preformed
J curve that made it easier to pace the atrium. In part because of this, by the mid-1980s
DDD pacing was fairly standard, although most pacemakers were still single chamber.

Activity Rate Responders

Dual-chamber pacemakers allowed the ventricular rate to increase with exercise if the sinus
node increased in rate. However, in patients with sinus node dysfunction, atrial fibrillation,
or just poor atrial sensing, the ventricular rate was “stuck” at its base rate. The first rate-
adaptive pacing was reported in 1976 and used changes in venous pH as a marker of exercise.
Soon after this a system was introduced that allowed sensing of the QT interval. A shorter
QT suggested activity and thus the system paced further. One problem with these systems
is that they did not have a quick onset and were slow to raise the rate. The QT sensors
were influenced by drugs.

In 1983 Medtronic introduced a DDDR (rate-responsive) pacer that used a piezoelectric
crystal. This crystal used no power, but when the patient moved it generated a signal that
told the pacemaker to pace faster. The higher the frequency of the patient’s movements, the
faster the pacemaker paced. It was the first method of rate-adaptive pacing to be widely
adopted.

However, the piezoelectric crystal sensor responded more to certain types of exercise than
others (running than rowing). Later devices used more advanced accelerometers and minute
ventilation, other surrogates for lung tidal volume, and evoked potentials to determine the
pacing rates. These advances have allowed many patients to resume their normal lifestyles.

Implantable Cardiac Defibrillators

Today we tend to think of implantable cardiac defibrillators (ICDs) as an extension of a
pacemaker, one with a capacitor that allows the delivery of a defibrillator charge. It seems
only natural that once a pacemaker was built, an ICD would also be built. However, the
development path for early ICDs was mostly separate from pacemakers and was, unlike
pacemakers, developed by a single group. In fact, even as pacemaker use was growing, the
very idea that and ICD could work was greeted with skepticism by many experts.

Michel Mirowski

Michel Mirowski was born in Poland in 1924. During World War II he was forced to flee
the Nazis. The Holocaust took the lives of all other members of his family. After the war,
he did his medical and cardiology training in Lyon, Israel, Baltimore, and Mexico City. He
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then returned to Israel where in 1967 a colleague died of recurrent ventricular tachycardia
(VT).24 Mirowski became convinced that an implantable defibrillator, by shocking the
patient out of VT quickly, would have saved his friend. Since the device should be able to
both defibrillate ventricular fibrillation (VF) and cardiovert VT he called it an implantable
cardioverter-defibrillator. Later, since few noncardiologist knew the difference between
cardioversion and defibrillation, manufacturers would rename it an implantable cardiac
defibrillator.

In 1968 he returned to Baltimore and started working on the ICD with Morton Mower.
Although ICDs are now known to have saved thousands of lives, at the time the idea
of internal defibrillation was met with skepticism. The concerns included the difficulty of
detecting VT and VF, the difficulty of terminating VF with a battery-powered system, as
well as the need to test the device by inducing VF, a concern that continues today. In 1972
Bernard Lown (who at the time was a powerful figure in cardiology) denounced the idea as
“impossible” and “unethical.”

The U.S. National Institutes of Health rejected his grant application and an initial
study on a dog with defibrillation of just 20 J was rejected from the New England Journal
of Medicine. Mirowski ended up funding his own project.25

The opposition was so strong that although Earl Bakken of Medtronic was initially
excited about the dog studies showing that ICDs could work, Medtronic decided not to
pursue the idea because of this opposition in the medical community. In essence, they
thought it would take 20 years to convince the medical community to use ICDs, and this
was beyond their time horizon. It would take Mirowski 13 years. He seemed to find the
opposition inspiring and told his biographer John Kastor he pushed ahead since “it couldn’t
be done.”

In 1975 they completed 25 chronic canine implants and made dramatic films showing that
the device could induce VF and the dog would collapse. Then the device would detect VF
and shock the dog to sinus rhythm. Within a few minutes the dog was awake and wagging
its tail. When Earl Bakken asked what would happen if the ICD was disconnected, Mirowski
disconnected it and the dog died.26 Despite these dramatic results, much of the cardiology
community discounted the devices as dangerous and unworkable. Some even thought the
dogs were trained actors.

However, after much work, on February 4, 1980, a 57-year-old woman with multiple
episodes of recurrent VF with syncope who had failed multiple drugs underwent an ICD
implantation. The surgeon was Levi Watkins and the device was attached to the epicardium
with patches.

In 1985 the device won U.S. Food and Drug Administration approval. The initial ICDs
required large patches to be placed on the epicardium via a thoracotomy. This carried a
high morbidity risk, and generally ICDs were only placed when patients needed to have
a thoracotomy anyhow. This high morbidity may be one reason that the CABG-PATCH
trail was negative. Eventually, however, just as with pacing, the combination of a peel-away
sheath and a flexible defibrillation lead allowed nonsurgeons to place the ICD.

Originally ICDs were just rate detectors. If the rate is greater than a determined rate,
it would shock. However, recently multiple algorithms were used to minimize inappropriate
shocks. However, these algorithms must be designed to avoid missing VF since the most
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inappropriate shock is the one not given for VT. Other innovations include quicker charge
times, antitachycardia pacing to minimize shocks, and the addition of multiple pacemaker
options. These innovations have made the ICD both more effective and somewhat more
likely to deliver inappropriate shocks.

Conclusion

The invention of the pacemaker occurred more in a series of steps rather than in a eureka
moment. It began with the worldwide observation that the pulse (or lack thereof) seemed
to related to syncope and fatigue. Next multiple scientists were able to stimulate muscle
with electrical impulses. From, there investigators stimulated live hearts, both in open
chests and later in transvenous models. These leads were then hooked up to metronome like
pacemakers.

In the recent years there have been many modifications made to the basic structure of
pacemakers, the most important of which was the introduction of peel-away sheaths, flexible
leads, and more flexible programming. Also, biventricular pacing with ICDs has improved
or saved countless lives.

Future improvements will likely include reintroduction of epicardial pacing especially
for LV pacing from a less invasive route, leadless pacemakers, and the reintroduction of
rechargeable batteries.
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Chapter 1.2

History of Defibrillation

Hana Akselrod, Mark W. Kroll, and Michael V. Orlov

Introduction: Defibrillation and Its Creators

Sudden cardiac death is believed to be involved in nearly a quarter of all human deaths, with
ventricular fibrillation being its most common mechanism.1 One of the first descriptions
of ventricular fibrillation and its link to sudden cardiac death belongs to the British
physiologist John A. McWilliam, a former student of the famous Carl Ludwig, who was
working at the University of Aberdeen. He wrote in the late 1880s2 that ventricular
fibrillation wreaks chaos across the fibers of the heart, trapping the organ in a helpless
quiver and depriving the body of oxygen, bringing about death within a matter of minutes.
The story of how modern medicine and technology came together first to understand, and
then to defeat fibrillation, is enlightening on many levels. It begins with astounding cures
that seem to predate the discovery of the phenomenon itself; dives into the gothic with
grisly experiments on executed criminals; rises into the light as the understanding of both
electricity and cardiac pathophysiology increases; and flows vigorously into the modern
blossoming of cardiopulmonary medicine and intensive care. It involves lessons transmitted
across academic generations and geopolitical divisions, and discoveries made possible by
cooperation of fields as dissimilar as surgery and electrical engineering. However, it also
abounds with examples of great gaps of understanding, lengthy detours, and misdirected
research; many key discoveries were preceded by periods of stagnation, while others were
in fact set aside and had to be rediscovered altogether many decades later. However, as
this chapter shows, the delays were seldom arbitrary and the detours seldom fruitless. It
was the result of efforts by many devoted experts, many of them working in parallel or
in competition, that led to the creation of defibrillation as we know it today. The case of
the divergent investigations of alternating- versus direct-current electric shock therapy is
particularly illustrative.

All along its length, the development of defibrillation was tightly coupled to developments
in other fields of science and medicine and to changes in public understanding and demand
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for certain types of procedures, often pushing to the limit assumptions—medical and popular
alike—about the line separating life and death themselves. Many of these aspects are beyond
the scope of the present publication; nevertheless, a detailed examination of the emergence
of defibrillation is an intriguing insight into over three centuries of changes in medicine
and society. According to many views, the window for defibrillation was opened as the
more conservative medical predilections for pharmaceutical treatments began to shift in
response to the growth in variety and success of surgical interventions.3 Key factors in
the boom in pacing and defibrillation research in the mid-twentieth century included an
improved understanding of arrhythmias, experience with open-chest defibrillation, rising
expertise in cardiac surgery, and a post–World War II cultural change that redefined the
hospital as a technological center equipped and intended for the delivery of intensive care
to critically ill patients.4 Finally, biomaterials and microcircuit electronics were vital in
opening new possibilities for medical research and vice versa: refinement of life-saving
devices provided a demand for the development and production of advanced power sources,
insulation materials, circuit components, and technical support. Defibrillation not only fed
off the boom of cardiology as a complex specialty after the 1970s, but itself contributed to
the building of optimism and confidence about medical technology as the means to conquer
heart disease.4

Figure 1: Early resuscitation recommendation. An eighteenth-century approach to resusci-
tating a human patient by blowing smoke into the anus and applying electrodes to the chest
cavity. Other methods employed electrodes moistened with conductive fluids and inserted
into the patient’s orifices
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In order to appreciate the historical setting we point out Fig. 1 which shows that nicotine
smoke stimulation was part of the standard of care for resuscitation in the 1700s.

Mysteries of Early Research: Abdilgaard’s
Chickens and Kite’s Successes

The history of electric defibrillation starts at the beginning of human manipulation of
electricity. The first “electricity machine” was invented in 1660, and the first capacitor
capable of collecting the charge from an electricity machine, storing it in a glass container,
and delivering it as a static shock in 1745. This type of capacitor, used extensively in
experiments during this period, was most often known as a Leyden jar. Almost as soon
as it was invented, the Leyden jar saw use for the electrocution of small animals, first
performed by van Pieter Musschenbroek. The nascent field was quick to intrigue many of
the foremost scientific minds across Europe, and one, in the famously curious person of
Benjamin Franklin, across the Atlantic.5 Franklin made several important contributions
to the understanding and design of capacitors, and himself experimented with delivering
electric shocks to turkey tissues in 1750. In 1752, following his fabled kite experiment, he
published the account of his near-electrocution.6 Recent historical research now suggests
that Franklin was too smart to engage in such a dangerous experiment and only suggested
it to get revenge on a British scientist who was stealing his ideas. Sadly, Professor Georg
Richmann in St. Petersburg was killed in front of his family when he tried to “duplicate”
the experiment.

Shortly after, in 1755, Giovanni Bianchi applied various electrical shocks to dogs,
managing to alternately induce seizures, stop respiration, and revive the animals.7

One of the long-standing mysteries in the history of defibrillation concerns the exper-
iments of Danish veterinarian P. C. Abdilgaard. In his report, published in the 1775
Proceedings of the Medical Society of Copenhagen, Abdilgaard describes killing chickens
by means of an electric shock to the head, and then reviving them with a subsequent shock
to the chest:

With a shock to head, the animal was rendered lifeless and arose with a second shock to the chest; however,
after the experiment was repeated rather often, the hen was completely stunned, and walked with some
difficulty, and did not eat for a day and night; then later is very well and even laid an egg.8

Abdilgaard observed that the chickens killed in such a way exhibited little damage to internal
organs, and that no spontaneous remission occurred. Both of these observations suggest
induced fibrillation as the cause of the chickens’ deaths, and therefore defibrillation as the
mechanism of the cure. A Leyden jar has a capacitance on the order of 100 pF. With a 50 kV
charge, 125 J could be stored, which could be enough to defibrillate. However, the stored
charge is only 5 mC, which is probably insufficient to defibrillate externally even a small
animal. Of greater concern is the fact that even with a 1 kΩ resistance, the time constant
of the shock would only be 100μs, which is about 2 orders of magnitude too small for
effective charging of the cardiac myocyte membrane needed for defibrillation. With lower
resistances to increase the current, the shock time is even smaller. Unpublished animal data
demonstrate that such very short shocks result in either asystole or have no effect.
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Thus, although it is tempting to fix the origins of defibrillation at this early date, there
are several arguments that point to the contrary: first, the spherical electrodes used at the
time had prohibitively high impedances; second, the Leyden jar device itself is unlikely to
have possessed an adequate charge storage for defibrillation; third, shocks to the head would
not necessarily have caused fibrillation of the heart; and fourth, the chicken heart might
have undergone spontaneous conversion, especially if prompted by chest contraction and
motor neuron stimulation from the shocks. Indeed, as the classical review by Comroe and
Dripps suggests, Abdilgaard’s experiments could have well been an instance of neurogenic
shock and spontaneous conversion, rather than fibrillation and defibrillation.5 Hearts as
small as the chickens do not maintain fibrillation well. In conclusion, there is much doubt
that this episode was truly the first recorded electrical defibrillation.

Abdilgaard was but one of several scientists working in parallel at the time who were
looking into the effects of electricity on animals; some reported similar results to his,
while others could not reproduce them. Another Dutch-born scientist, Daniel Bernouilli,
successfully used electrostatic sparks to revive drowned birds. The Italian scientist Felice
Fontana, on the other hand, noted that the discharges from a Leyden jar killed young lambs
and chickens outright or caused them to enter a state of irreversible petrifaction. In 1796
the Prussian naturalist Alexander von Humboldt revived an unconscious bird by passing
a current between electrodes inserted in its beak and anus. The method was subsequently
attempted on human patients, along with other “highly imaginative” modes of application:
binding patients in metal chains, and immersing them in metallic bathtubs filled with
brine.3

The possibility of human triumph over death became an interest of the Medical Societies,
the scientific organizations of the time. The most famous of these was the Royal Humane
Society of London, which in 1774 published the first documented case of a successful
resuscitation by electricity, often debated as the first possible documented case of defib-
rillation. The case of 3-year-old Sophia Greenhill, who was pronounced dead of a fall, but
saved through the intervention of an ingenious neighbor, is reported as follows:

A child three years old, fell from a one-pair-of-stairs window, upon the pavement, and was taken up without
any signs of life. An apothecary being sent for, he declared that nothing could be done, and that the child
was irrecoverably dead; but a gentleman who lived opposite to the place, proposing a trial with Electricity,
the parents consented. At least twenty minutes elapsed before he could apply the shock, which he gave to
various parts of the body without any appearance of success. At length, on sending a few shocks through
the chest, a small pulsation became perceptible; soon after the child began to sigh, and to breathe, though
with great difficulty: in about ten minutes, she vomited. A kind of stupor remained for some days; but she
was restored to perfect health and spirits in about a week.9

In 1787 the Royal Humane Society reported a highly similar case of a young boy who fell
from a second-story window onto the ground, was pronounced dead, then on being carried
home was given electric shocks by an experimenter, and revived. Such reports portrayed the
use of electricity as an experimental means to be tried when contemporary medicine had
given up, or in an emergency when ordinary medical attention could not be procured.3 In a
1792 review of resuscitation cases, the British scientist James Curry describes the following
procedure, uncannily prefiguring modern defibrillation protocols:
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When the several measures recommended above have been steadily pursued for an hour or more, without
any appearance of returning life, Electricity should be tried. . . Moderate shocks are found to answer best,
and these should, at intervals, be passed through the chest in different directions, in order, if possible, to
rouse the heart to act.9

Curry recommends that the patient’s body be isolated by placing it on a slab of nonconduc-
tive material (e.g., on a door supported by a number of empty, dry bottles); that the lungs
of the patient be artificially filled with and emptied of air between shocks; and that shocks
to the brain be avoided altogether. For the positioning of the electrodes, he recommends
the following: the spherical tip of one discharging rod placed above the right collar bone,
and the tip of the second rod above the floating ribs on the left side of the patient, “in
order more certainly to pass the shock through the heart,” rather near the position of the
paddles of a modern emergency external defibrillator, and suggests varying the positions of
the rods if no results are obtained.9

The apparatus Curry investigated was a Leyden jar–based device, described earlier by
the inventor Charles Kite in his Essay on the Recovery of the Apparently Dead, written for
the Royal Humane Society in 1788.10 It is believed that the resuscitation cases described
by the Royal Humane Society employed devices (Fig. 2) highly similar to Kite’s.9,10 Kite’s
Leyden jar could produce up to 50,000 V, with a capacitance of 6.29 × 10−10 F and discharge
in a spark of about 3 cm.11 However, the same concerns about the applicability of the Kite
device for defibrillation plague these cases as they do Abdilgaard’s. Furthermore, there is
a considerable debate over whether a fall from a first-story window could cause cardiac

Figure 2: An apparatus similar to Charles Kite’s built by Fell was described in 1792 issue
of the Gentleman’s Magazine. Courtesy to Mark Gulezian, Takoma Park
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fibrillation in a child and the timelines suggest that any fibrillation would have degraded to
asystole or pulseless electrical activity.

In 1802 the Royal Humane Society published a lengthy report praising the potential of
electric resuscitation and suggested that the application of electric shock be used as the
definitive test for distinguishing real from apparent death. Also working in London in the
early 1800s, John Aldini, nephew of the renowned Italian physician Luigi Galvani, who
published his watershed papers on “animal electricity” and contraction of muscle in the
1790s, took up his uncle’s research. Aldini experimented on bodies of hanged criminals,
causing the bodies to convulse “as if the wretched man was on the eve of being restored
to life. This however was impossible.”3 Aldini believed that electric resuscitation should be
combined with the technique of artificial breathing and argued against the prevalent view,
which held that electricity should only be administered after rescue breathing has been
provided continuously and unsuccessfully for two entire hours. In 1807 a report by William
Babington published in the prestigious Medico-Chirurgical Transactions provided the first
conclusive evidence for the increased effectiveness of electric resuscitation with concurrent
administration of artificial respiration.3 Still, in the following years the importance of this
research would be ignored, until voiced again by Carl Wiggers in 1936.5 This is a perfect
example of an empirical breakthrough that, due to the absence of corresponding theoretical
understanding at the time, would not be utilized for further development of resuscitation
techniques for many years to come.

Aldini’s experiments proved unpopular in the public opinion and were criticized in the
press as morbid and satanic in nature.3 Mary Shelley’s novel Frankenstein, published in
1818, with its fearsome vision of the reanimated dead as an allegory for irresponsible
invention and out-of-control evil, still provides some of the most recognizable imagery of
fears about the modern world. The macabre aura of electric experiments was reinforced
by the role of electrocution as capital punishment. Later, however, with the growth of the
electric power grid, electrocution also became an increasingly common cause of accidental
deaths. Its mechanism was eventually understood to be fibrillation. The injuries and
fatalities suffered by electrical workers in particular would later motivate electric companies
to invest money toward heart conduction and defibrillation research.12

With the invention of the voltaic battery, amateur and scientific “galvanism” grew
in popularity during the nineteenth century (Fig. 3). According to some sources, it was
considered fashionable for physicians who followed current research to carry canes with
battery components hidden in special hollow compartments to allow quick assembly of a
galvanic mechanism in case of an emergency. Along with these early precursors of portable
defibrillators, the same time period saw the first precursors of “do not resuscitate” (DNR)
orders: people wary of being experimented upon by vigilante galvanists were known to sew
labels into their clothing, bearing requests to be left unelectrified if fallen unconscious.
Ever on the borderline between desire and discomfort, electric resuscitation continuously
struggled for legitimacy in the public comprehension, against allegations of sorcery on one
side and quackery on the other. Later in the nineteenth century, with several key authorities
on toxicology voicing their approval, electric resuscitation machines became a fixture in
European surgery rooms, where they were used as backup measures for reviving patients
suffering from poisoning by anesthetics.12 Still, the field suffered from a grave setback: the
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Figure 3: Portable galvanic resuscitation mechanism, nineteenth century
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general lack of explanation for what the current was doing to the heart and how. Further
advances would have to wait until the elucidation of the physiological mechanism. With
greater understanding would come greater efficiency, and also greater acceptance by medical
practitioners and patients alike.

Elucidating the Mechanism, Imagining the Cure

The mechanism of electric conduction in the heart through specialized fibers in the ventricles
was first described by Jan Purkinje in 1839. It continued to be investigated throughout
the nineteenth and early twentieth centuries, through the efforts of Stannius, Koliker
and Muller, Engelmann, McWilliam, His, and others. The electrocardiogram (ECG) was
developed in the late decades of the nineteenth century (using amplifiers designed to detect
the weak transatlantic telegraph signals); by 1920 it had been refined for diagnosis of
different arrhythmias in humans.5 Meanwhile, the most threatening of these arrhythmias
had already become the focus of much attention. In 1849 the German scientist Carl Friedrich
Wilhelm Ludwig and his student Moritz Hoffa became the first to document the onset
of ventricular fibrillation, by inducing it in a dog’s heart with electric current applied
directly to the ventricles.13,14 For many years, fibrillation was considered a phenomenon
that had little relevance to human clinical situations, although it was a topic of some
debate whether the heart could recover from fibrillation.12 Most physiologists believed that
the uncontrollable contractions were caused by abnormal impulse generation and conduction
within the network of nerve fibers. The Swiss physiologist Edmé Vulpian was the first to
suggest the myogenic model of arrhythmia, thus pointing subsequent research in the right
direction.15 He was also responsible for the minting of the term fibrillation, in reference to
the disorderly movements of the heart fibers, and described the event as a progression of
distinct stages (Fig. 4).

The British physiologist John McWilliam confirmed Vulpian’s conclusions independently
and suggested the great importance of ventricular fibrillation in human deaths. Between
1887 and 1889, McWilliam published a series of articles in the British Medical Journal, in
which he distinguished between different types of sudden cardiac failure, and wrote the first
classic, detailed description of fibrillation in the English language:

The normal beat is at once abolished, and the ventricles are thrown into a tumultuous state of quick,
irregular, twitching action; at the same time there is a great fall of blood pressure. Ventricles become
distended with blood, as the rapid quivering movement of their walls is wholly insufficient to expel their
contents. . . . Instead of a coordinated contraction leading to a definite narrowing of the ventricular cavity,
there occurs an irregular and complicated arrhythmic oscillation of the ventricular walls. . . . This condition
is very persistent.16

The next breakthrough was made by a team of two physiologists, Jean Louis Prevost and
Frederic Battelli, at the University of Geneva. In the 1899 issue of the Journal de Physiologie
et de Pathologie Generale, Prevost and Battelli reported that it was possible to arrest heart
contractions altogether by delivering a strong electric shock (2,400–4,800 V) to the body of
an animal.17 Furthermore, they found that they could stop not only regular heart rhythm
in this way, but also fibrillation induced by application of a weaker current a short time
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Figure 4: Ludwig, Vulpian, McWilliam

(15 s) earlier. The electrodes were placed in the mouth and the small intestine of the animal,
and the shock delivered for up to 1 s in duration. Thus, Prevost and Battelli performed the
first true, internal defibrillation. They did not manage to provide a mechanistic explanation
for the phenomenon of defibrillation following the shock, although they did note that a
refractory period in the activity of the myocardium followed the electric discharge. Working
with capacitor discharges, Prevost and Battelli encountered difficulties in inducing the
desired effect on the heart; this was one of the reasons the method was shelved until some
decades later, when alternating teams of Russian and American scientists would apply new
lessons about heart conduction to solving this problem (Fig. 5).

Although Prevost and Battelli were experimenting with dogs and internal electrodes,
another scientist, Louise Robinovitch, very nearly invented both the external pacemaker
and the transthoracic defibrillator. Working on cases of respiratory and cardiac arrest due
to chloroform poisoning between 1906 and 1909, Robinovitch found that existing methods
of resuscitation took too long to set up while the patient was deprived of oxygen.18 She
suggested using electrical current to induce both respiration and heartbeat without opening
the chest cavity, and in fact designed a device that could be carried by an ambulance and
plugged into the household electricity grid. However, as in the case of her predecessors, the
work was crippled by the lack of scientific understanding of the mechanism of fibrillation.
After Prevost and Battelli, and Louise Rabinovitch, the trail of discoveries in fibrillation
research cooled off for a number of years. According to Eisenberg’s Life in the Balance the
significance of the work and its relevance to humans went underappreciated at the time;
electric defibrillation was pronounced impracticable, and chemical defibrillation research was
given greater priority. The Electric Light Association funded some research on electricity
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Figure 5: Prevost and Batelli

and fibrillation in 1913, but few important discoveries in the field can be traced to the years
of World War I.12

In the 1920s scientists picked up on the possibility of electric defibrillation again. The
Rockefeller Institute funded more research on the cause of electrocutions, distributing money
to several academic centers and laboratories, including Johns Hopkins University, where
physicians Orthello Langworthy and Donald Hooker were working with engineering professor
William Kouwenhoven and accidentally rediscovered defibrillation as well as what would
eventually become cardiopulmonary resuscitation (CPR).19,20 By the 1930s results were
being published again, more promising than before. Hooker, Kouwenhoven, and Langworthy
were initially unaware of Prevost and Battelli’s experiments. They began by placing the
electrodes directly in the chest cavity of the dogs, against the myocardium of the ventricles.
In 1933 they succeeded in arresting the fibrillation when they accidentally gave a second
current application, hence the term countershock. Later they found the Prevost and Battelli
papers and acknowledged them. When they pushed paddles hard against the chest to
lower the impedance, they noticed an arterial pressure increase and thus also discovered
chest compressions. In 1936 another team of cardiologists and electric engineers—Ferris,
King, Spence, and Williams—defibrillated sheep by applying a current of 3,000 V across the
animals’ closed chests.21

Meanwhile, former students of the earlier pioneers were continuing their work far from
its places of origin. In the United States, Carl Wiggers at Western Reserve University was
pursuing the line of investigation he began in his student days under his mentor, W.P.
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Figure 6: Carl J. Wiggers

Lombard, who himself had been a student of Carl Ludwig. He set out to untangle the basic
causes and mechanisms of fibrillation; the research paid off. In 1940 Wiggers published a
landmark paper, giving for the first time a mechanistic explanation for the induction of
ventricular fibrillation, through the concept of the vulnerable period.22 According to the
Wiggers-Wégria model, fibrillation can occur if a second heartbeat is initiated before the
natural end of the preceding contraction is reached. This period coincides with the appear-
ance of the T wave on the ECG. A distinctive property of the vulnerable period is such that
it responds in the same fashion to stimulation of different sorts: fibrillation may result from
artificial stimulation by electricity, or from more “natural” physiological triggers (Fig. 6).

Wiggers is often credited with resurrecting the line of inquiry into electrical defibrillation,
not only because of his scientific breakthrough, but also because of his assiduous efforts to
fight institutional reluctance to investigate human defibrillation further. However, Wiggers
was quite skeptical on the subject of transthoracic defibrillation, believing that the risks
of the method of applying 3,000 V at 25–30 A to a patient’s body can cause severe burns,
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disrupt the function of the central nervous system, and induce dangerous spasms in the
respiratory system were too high. Also, he believed that the limited time (2–3 min after
the beginning of fibrillation) during which defibrillation was useful posed a problem, as it
was difficult to produce a confident diagnosis in so short a time, and delivering a shock
in the absence of a definitive diagnosis was unacceptably dangerous. Therefore, Wiggers’s
recommendation was to restrict the use of electric defibrillation to the operating room, for
cases when the chest cavity was already opened and the electrodes could be placed directly
on the heart. In such cases, current from the wall outlets would be sufficient to defibrillate,
and direct heart massage could be used to reduce hypoxia and aid the resumption of heart
contractions.23 Transthoracic defibrillation, it was clear, would wait for the coming of yet
newer advances: the development of cardiopulmonary resuscitation, and the invention of a
safer way to defibrillate.

Defibrillation: From Russia and the Soviet Block

While Hooker and Kouwenhoven were racing their competitors to the development of
alternating current (AC) defibrillation, Dr. Lina Solomonovna Schtern, a former student
of Prevost and Battelli, was heading research into the effects of electric shocks on the
induction of arrhythmias and defibrillation in Moscow. She assigned this task to her graduate
student Naum L. Gurvich. In his work toward a Ph.D. he investigated the efficacy of AC
shocks in defibrillation, and discovered that direct current (DC) shocks were significantly
more efficacious and less damaging. In 1938–1939, Gurvich and his colleague Yuniev from
Schtern’s laboratory developed a method for transthoracic defibrillation using condenser
(capacitor) discharge.24 Experimenting on over 650 dogs, sheep, and goats, they placed
metal electrodes, covered by gauze moistened with saline solution, on both sides of the
thorax, in line with the position of the heart, and passed alternating current through them
to induce fibrillation. They then used the same electrodes to deliver a shock of 2,000–
6,000 V (depending on the size of the animal) from a capacitor to the chest. Cardiac
function was restored if defibrillation was performed within 1–1.5 min of fibrillation onset;
if the defibrillation was prefaced by close-chest cardiac massage, this time window could be
extended by several minutes. Gurvich proceeded to determine the thresholds for capacitance
and voltage that were needed for the procedure to be effective in each type of animal. He also
discovered that when an inductor was included in the circuit of the condenser apparatus,
the thresholds of voltage were lowered. Their results were first published in English by the
Moscow Institute of Physiology, USSR Academy of Sciences in 1945.25,26

There were several advantages to the use of direct rather than alternating current. In
order to produce the AC current of 2,000–3,000 V and 25–30 A needed to cause defibrillation
across the chest of an animal with a chest the size of a large dog or a human, it is necessary
to have a very powerful, very bulky current generator or transformer on hand. The strong
chest contractions often broke ribs. Such high-tension AC is dangerous to the technicians
and sometimes to the patient, for a number of reasons: electrocution, a technical glitch
can causing the current to be lowered at the surface of the patient’s body, causing it to
produce further fibrillation in the heart instead of stopping it, etc. The DC discharge,
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Figure 7: Lina S. Shtern and Naum L. Gurvich

on the other hand, is much less likely to cause fibrillation, even after repeated trials, a
significant advantage, given that a single shock is often insufficient to defibrillate.25 In a
later publication, Gurvich noted that the prolonged exposure of the heart to AC reduced
its functionality, following the defibrillation procedure, often making it necessary to restart
heart contractions by artificial means. In contrast, heartbeat was shown to be more likely
to restart spontaneously after defibrillation with a DC shock (Fig. 7).23

Naum Gurvich went on to become the key twentieth-century figure in the field of
electrophysiology in Russia and the Soviet Union, remaining mostly unknown in the West.
A member of the USSR Academy of Medical Sciences in Moscow, he focused his research
career on the mechanisms of initiation and maintenance of fibrillation and defibrillation. In
the 1940s he combined his observations about the capacitor-inductor circuit experiments
with the newly published Wiggers-Wégria model of the vulnerable period, and proposed a
radically new physical element of defibrillation: the biphasic waveform discharge. He also
introduced the hypothesis of defibrillation as the stimulation of the myocardium by shock
(in contrast to the prevalent theories that defibrillation incapacitated the myocardium), and
introduced the concept of leading reentry circuits in the heart as the sustaining elements of
fibrillation.23 However, it was his concept of the biphasic waveform that had the most direct
impact on the design of transthoracic, and, later, implantable, defibrillators. His condenser
defibrillator model was first tried for clinical use in cardiac surgery units in 1952. Following
the work of Alexander Vishnevsky in the late 1950s, the model was successfully tested in
large-scale clinical studies.27
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However, it is important to remember that developments in science followed an unpre-
dictable course during the era of Stalin. Lina Schtern was tried by an infamous anti-Semitic
Soviet trial during the last years of Stalin’s rule. She was sentenced to death among several
prominent Jewish celebrities. However, she was the only survivor among them, due to
a personal pardon from Stalin, who according to legends believed that she could bring
people back from the dead. Gurvich also was not exempt from the dangers of the time. He
miraculously escaped persecution during this time, being protected by his new employer,
director of the Institute of Reanimatology Vladimir Negovsky. But his work remained
underappreciated by the Soviet state for many years. Nonetheless, in 1970 Gurvich was
awarded the National Award of the USSR for his compendium of work. By his death in
1981, the biphasic defibrillator he had created was ubiquitous in emergency and cardiac
care units in hospitals, across the USSR and in Europe.

The inclusion of an inductor into the DC defibrillator circuit, as introduced by Gurvich,
had the effect of prolonging the time of discharge of the capacitor while moderating its
peak voltage, thus stretching the pulse duration to more optimal values. It also reduced
the damage to heart tissues from the procedure, thus increasing overall survival rates. The
electric impulse delivered by such circuits takes the form of a biphasic wave, in which a first
crest is followed by a second one of variable magnitude. Although not understood then, the
second phase heals several proarrhythmic side effects of the first phase by discharging virtual
electrodes, discharging partially charged membranes, and probably reducing electroporation
stunning.28 Defibrillation could now be accomplished using only 60% of the energy required
by the monophasic wave. Furthermore, the part of the wave that was known to be the most
dangerous to the patient, the high peek current of the electric discharge at the beginning
of the shock, was altogether removed in the biphasic form. The overall procedure was much
safer for the patient and was soon accepted as standard practice in emergency rooms.
Remarkably, Gurvich first reported using the rounded biphasic waveform for defibrillation
as early as 1939 (Fig. 8).5

The next major defibrillation advances in Europe were made by the Czech scientist
Bohumil Peleška of the Institute for Clinical and Experimental Surgery in Prague, who
visited Gurvich in Moscow and was familiar with his research. In a 1957 paper in the
Rozhledy v chirurglii (Surgical Research) journal, he reported on his work in the development
and optimization of DC defibrillation, in both the transthoracic and the direct approaches.29

Histological studies showed that repeated discharges with increased voltage produce greater
morphological damage to the myocardium; Peleška was responsible for optimization of
the procedure using lower voltages. He also introduced the use of electrodes with larger
surface area, proving that these produced a more even distribution of current and a more
regular defibrillation of the entire organ. After confirming the reliability and safety of the
transthoracic method in animals, Peleška then performed it on humans.29 In subsequent
work, Peleška untangled some of the complications that DC defibrillation could cause. It
had been observed that DC shocks could in some instances cause arrhythmias, which would
gradually transition into another cycle of ventricular fibrillation. Peleška’s findings showed
that fibrillation was most likely to follow a DC shock if the shock is delivered during the
relative refractory period of the cardiac cycle, the T wave.30 However, he showed the case
to be different for condenser defibrillators with induction coils included in the circuit: the
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Figure 8: Early experiments on the biphasic waveform by Gurvich. Graph shows the
comparative amplitude and length of the electric discharge in defibrillation of the heart
of a dog (a) using a capacitor-inductor circuit and (b) using a capacitor only. (Gurvich and
Yuniev 1947)26

electrical resistance of the coil lowered the peek current and increased the duration of the
pulse to something closer to the defibrillation chronaxie, and fewer arrhythmias occurred.31

Thus, the biphasic DC waveform was found to have additional advantages over both AC
and the simple condenser discharge.

Across the Atlantic, the original Gurvich and Yuniev paper was reprinted in the Ameri-
can Review of Soviet Medicine in 1946 and 1947, and soon became part of an international
dialogue on electrophysiology research, a dialogue characterized at once by shared scientific
respect and by Cold War competition. In 1958 the U.S. senator and future vice president
of the United States Hubert H. Humphrey went on to visit the USSR and was amazed
by how advanced the research on resuscitation was in that country. He received a detailed
demonstration of Gurvich’s experiments at the Institute lead by Negovsky, which triggered
subsequent congressional hearings: “Let’s compete with U.S.S.R. in research on reversibility
of death.”32 These hearings spurred U.S. research efforts in this area and also resulted in
collaboration between both countries. One of the most well-known collaborative programs
was the U.S.-Soviet cooperative research project that remained active for many years.
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In 1953 the American research team of R. Stuart MacKay and Sanford Leeds reported in
the Journal of Applied Physiology on their success using an experimental DC defibrillation
protocol in dogs, similar to Gurvich and Yuniev’s experiments.33 Unlike AC, they write,
DC, by virtue of its constant amplitude, can be expected to remain safely outside the range
in which further fibrillation can be induced:

The previous work [with DC by Prevost and Battelli, Gurvich and Yuniev, and Hooker and Kouwenhoven]
has indicated that there is a critical current below which fibrillation is produced and above which defib-
rillation is produced, but never fibrillation. . . . The probable reason is that if a shock is strong enough to
produce a uniform, all-over contraction rather than a localized or incomplete stimulation, there will resume
a normal co-ordinated beat.33

MacKay and Leeds pointed out similar arguments as the Russians about the advantages
of DC shocks from condenser discharges over AC for defibrillation, and reported on the
relative safety of the DC method, including its relative safety for the central nervous and
the respiratory systems. The authors proceeded to apply parameters and observations from
experiments by Kouwenhoven et al. and Zoll et al. to make suggestions about possible use
of DC defibrillation on humans.33

Defibrillation: AC to DC, in America and Beyond

Meanwhile, in the United States, defibrillation research had been following a different path
altogether, the path of AC and surgical applications. One of the colleagues who paid
attention to Wiggers’s research at Western Reserve University was Dr. Claude S. Beck,
professor of cardiovascular surgery. Beck developed an interest in fibrillation after losing a
young patient to ventricular fibrillation in the late 1920s, and closely followed Hooker’s and
Kouwenhoven’s experiments on open-chest defibrillation on animals throughout the 1930s.
He performed experiments himself as well and developed a procedure that worked in dogs
and monkeys. In 1947 Beck successfully performed the first documented defibrillation on a
human patient. Richard Heyard, aged 14, was undergoing surgery to correct a “hollow chest”
breastbone malformation. Near the end of the procedure, his heart suddenly entered ventric-
ular fibrillation. The surgeon immediately started direct heart massage, keeping Heyard’s
blood in circulation, but the fibrillation showed no indication of stopping spontaneously.
Beck requested permission to perform his experimental procedure, connecting two electrodes
directly to Heyard’s exposed heart. After four shocks of 110 V, the fibrillation ceased, and
this time mere seconds of heart massage sufficed to restore heartbeat. Richard made a
complete recovery, and the case became a deservedly publicized news item, under a variety
of titles such as “How Science Brings Americans Back from the Dead.”34,35 The case was
also published in JAMA by Beck, Pritchard, and Feil.36 Beck continued his research on
mechanical means of resuscitation, pioneered the use of a combined defibrillator and heart
massage device, and designed the first program to teach laypeople CPR (Fig. 9).

Although Beck was successful with AC defibrillation applied directly to the heart,
research on transthoracic defibrillation was beset by more difficulties. After his initial
success with open-chested defibrillation of dogs, William Kouwenhoven, dean of the School
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Figure 9: Beck’s first defibrillator, Claude Beck

of Engineering at Johns Hopkins University and bearer of an honorary medical degree from
its medical school, directed his research toward developing a portable external defibrillator.
After initial attempts with DC designs in the early 1950s, he had to abandon the idea;
batteries powerful enough to create the necessary charge simply did not exist at the time.
Switching to AC-powered models instead, Kouwenhoven found success in 1951, with a device
funded by the Edison Electric Institute. In 1957 he developed a closed-chest defibrillator
that used AC to deliver repeated shocks of 480 V to the adult heart without damaging the
myocardium. The device weighed 120 kg and was used on two patients.37 Ironically, while
Kouwenhoven spent decades studying defibrillation, he was beaten to the publication date
by a Boston cardiologist, Paul Zoll.38 Kouwenhoven’s enduring fame would come from his
achievements in the development of another nonsurgical method of heart activation: external
cardiac compression, the basis of CPR, which would play a great role in the spread of
defibrillation procedure in subsequent years. For his work, Kouwenhoven would be awarded
the American Medical Association Scientific Achievement Award in 1972 (Fig. 10).12,40

Zoll, the Harvard researcher who independently scooped Kouwenhoven on transthoracic
AC defibrillation, came to defibrillation research from a different beginning: after working in
cardiac surgery in the U.S. army during World War II, he came back to civilian practice and
soon became fascinated by the case of a patient with recurrent Stokes-Adams attacks. Zoll
started to perform experiments on external cardiac pacing and defibrillation in animals, and
first used an external pacer in a patient in 1952. Although the prevailing medical opinion at
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Figure 10: Kouwenhoven defibrillator, 120 kg, William Kouwenhoven

the time held that external defibrillation would never work because the necessary electric
current was believed to be so high that significant damage to the patient would be caused
before it reached the heart, Zoll based his experiments on the same research from the 1930s
as Kouwenhoven did, and also believed the prevailing opinion to be wrong. He had a model
for human external defibrillation built by Electrodyne, successfully used it in 1955, and
published the results in NEJM in 1956.38 Prohibitively large and heavy, the Electrodyne
defibrillator, like its cousin made by Edison Electric, was only portable to the extent to
which it could be wheeled into the emergency room, its most bulky component being a
transformer that could convert the wall outlet supply to 1,000 V.12

These advances were being made at a time when a great surge was beginning in the
development of lifesaving emergency methods and procedures. Claude Beck had declared
that battling sudden cardiac death should be a national priority, and the idea proved
popular; his associate Dr. David Leighninger famously stated that “many hearts die that
are too good to die.”39 Autopsy studies performed at the time showed that nearly 70% of
sudden cardiac death cases showed no new pathology in the heart tissue, but had stopped
due to electrical problems that could be fixed by electric pacing or defibrillation. At the
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same time, the development of quality prehospital care and intensive emergency procedures
inspired greater interest of both the medical authorities and the general public; interest
fueled funding and development; and these in turn generated results, which attracted further
interest. Intensive care in nonmilitary hospitals developed toward the middle of the twentieth
century, following along with advances in medical technology and surgery. It started with
setting aside a specially monitored room for patients recovering from high-risk surgical
operations. During the poliomyelitis epidemic in the 1950s, for instance, many hospitals
designated new intensive care units for patients needing artificial or assisted respiration.
The young specialty of cardiac surgery especially required nonstop monitoring of their
patients by trained personnel and sensitive equipment. Therefore, as the new inventions of
pacemakers, defibrillators, and cardioverters appeared, they could be immediately provided
to cardiac patients undergoing intensive care at the hospital.5,12

Although civilian ambulance services began in some American cities in the 1900s as
a transport service, most communities did not develop them until the 1940s. The modern
emergency medical services system was established with the passage of the National Highway
Safety Act in 1966, and professional standards for emergency medical technicians were first
standardized in 1970.41 In the 1960s Kouwenhoven’s closed-chest heart massage (now CPR)
became standard practice for emergency rescue services, and in the 1970s the American
Heart Association approved training laypersons in the technique.12 Thus, during the 1960s
and 1970s, it became possible to imagine the fulfillment of the predictions of James Curry
and Carl Wiggers: a patient would be kept alive by competent provision of oxygen to the
tissues and defibrillated promptly by a portable defibrillator. Only one link in the chain was
incomplete: a defibrillator that was truly portable and safe.

In the United States, that final link was created by Dr. Bernard Lown of Brigham and
Women’s Hospital in Boston. Lown used Zoll’s apparatus to correct persistent ventricular
tachycardia in a patient; the technique was successful initially, but the AC procedure
later induced ventricular fibrillation. Finding alternating current to be thus unsuitable
for cardioversion, Lown began investigating the possibility of using condenser discharges
instead. In a 1962 JAMA paper, Lown, Amarasingham, and Neuman reported their success
with the transthoracic treatment of nine ventricular tachycardia patients by monophasic
DC shocks, where all patients reverted successfully with a single discharge. Commenting
on their results, they cited previous work with DC defibrillation of human patients by
both Gurvich and Peleška. They explained the difficulties encountered by other teams
of scientists, Kouwenhoven and Milnor, Guyton and Satterfield, in trying to reproduce
the results by lack of consistency in circuit design and current shape, noting that more
research would be necessary.42 Already the team was investigating the possibilities, placing
electrodes inside the chests of dogs and defibrillating them using different capacitor-inductor
currents, in a resounding echo of earlier experiments. Seemingly unaware that the optimal
DC waveform had already been discovered on the other side of the Iron Curtain, they wrote
that “at the present time, there is no physiological basis for predicting the wave form which
is optimal for defibrillation.”43 Lown would pursue this line of research for many years,
finally succeeding with the biphasic waveform model several years later.

The external DC defibrillator used by the Lown research team was first constructed in
1961 by the Hungarian engineer Barouh Berkovits and patented in the name of the American
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Optical Company.44 Berkovits came to the United States after World War II and could
have been familiar with research by Gurvich and Peleška on the other side of the Atlantic.
Moreover, future model of Lown’s “Cardioverter” was based on Gurvich’s schematic.45,46

Berkovits then went on to solve the problem of pacemaker-induced ventricular fibrillation
and to create the demand pacemaker in the 1960s–1970s.4

It was at that time that the subfield of defibrillation came to join paths with another
emergent branch of cardiology research: cardioversion and cardiac pacing, the history of
which is described elsewhere in this book. Defibrillators and pacemakers became sufficiently
sophisticated to work together, sustaining heart rhythm inside the human body. The
development of the implantable cardioverter-defibrillator (ICD) began with its inventor,
Michel Mirowski, who came up with the idea of the device in the late 1960s after his
mentor died of a heart arrhythmia, and he succeeded with the first human implantation
in 1980.47,48 John Schuder published the idea of ICD at the same time, but he did not
pursue its validation and development.49 Thus, Mirowski deserves most of the credit for
ICD. A Polish Jew who left home at age 14 to escape the Nazis, Mirowski attended medical
school in France, completed residency in Israel, and finished his cardiology fellowship in
the United States. After living in Israel for several years, Mirowski returned to the United
States in 1968 to become the coronary care director at Sinai Hospital in Baltimore and to
conduct his research on the ICD as an alternative to surgery and drugs.50 This bold idea
faced considerable opposition from the medical community of the early 1970s: prominent
authorities in the field, including B. Lown, were concerned about the technical difficulties,
less than clear indications, high costs, and possible dangers of the new technology, and
skeptical that its use would be anything but very narrow.51

Nevertheless, Mirowski and his teem succeeded: the first human implant, employing a
defibrillator device the size of a deck of cards and weighing 250 grams, was performed
in 1980. Subsequent research would reduce the size and cost of the device, and the end
of the twentieth century would witness the astounding boom of the technology, with
hundreds of thousands of patients having implantable defibrillators worldwide.50 In 1982
the cardioversion function was fused with the internal defibrillator, and in 1985 the ICD
received U.S. Food and Drug Administration approval. As it happened, this part of the
chronology is where the waveform conundrum was finally solved in the West. The efficacy
of an ICD is limited by the maximum energy supplied by the accompanying power source; in
their quest for the minimal size of the device, the inventors of the ICD eventually chose the
more effective biphasic waveform over the higher monophasic current used in transthoracic
devices at the time.

It was thus that the biphasic waveform, as first described by Gurvich and used in external
defibrillators in Russia,52 finally was incorporated into Western external defibrillators in the
late 1990s. In fact, it was first proven to be more effective in implantable defibrillators, and
only then made its remarkable comeback to external ones. This is another example of an
eminent idea being circumvented for decades but finally winning the day due to superiority
of design. With the final development of single-button automatic external defibrillators
(AED),53 defibrillation became not only ubiquitous but even safe and available for use by
laypersons. Popularized along with advanced CPR and first aid training, it has brought
about far better odds of survival for victims of out-of-hospital cardiac arrest.
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Conclusion

Comroe and Dripps, in their classic review of developments in cardiopulmonary medicine,
note that cardiac defibrillation had a relatively long time lag between initial discovery of
the phenomenon and its successful clinical application.5 As we have seen, a remarkably
clear prototype of resuscitation from sudden death, through delivery of electric shock and
artificial respiration, emerged as early as the threshold of the nineteenth century, with the
reports of Curry and Babington. Even if we disregard the early experiments as haphazard
and fortuitous, another half a century elapsed between the first modern success, by Prevost
and Battelli, and its human application by Beck, longer still if we decide to wait for
the first widely used application, with the invention of first stationary and then portable
transthoracic defibrillators. The history of cardiac defibrillation is punctuated with gaps,
where discoveries were set aside due to lack of scientific understanding, resource availability,
or general interest, only to be repeated years or decades later, after some new leap in
understanding. Additional lags were incurred across the divide of the Iron Curtain, delaying
the development of safe and portable defibrillation by a number of years. We can understand
this pattern of lags and leaps by classifying the discoveries described in this chapter into
the following rough framework:

1. The early experiments: the late 1700s and early 1800s. This was the period of
the initial, tantalizing reports published by Abdilgaard, Kite, Aldini, and others.
Characterized by a nebulous understanding of the physiology involved, it nevertheless
yielded results that pointed clearly toward the possibilities of the new science and
showed the direction for future research.

2. The rising popularity of electricity: the 1800s. The century that started with Franken-
stein’s monster would see public opinion grow increasingly comfortable with the idea
that electricity might participate in normal human health. It imparted a colorful
tableau of quackery, fashionable “galvanism,” and legitimate scientific achievements
in the understanding of electricity.

3. Understanding the heart’s wiring: the 1800s. Even as electricity was becoming promi-
nent in everyday life and health, discoveries by Purkinje, Ludwig, Vulpian, McWilliam,
and others were elucidating the processes by which it made the heart contract, or
cease to contract. By 1899 Prevost and Battelli could put together the new advances
in electricity and cardiology and perform the first proven cardiac defibrillation. During
this period, research grew more standardized, according to the scientific method, and
results became accordingly clearer.

4. The great delay: the 1900s–1920s. This was the period in which fibrillation was
set aside, due to reasons of both economics and science. No advances were made
in fibrillation research beyond Prevost and Battelli’s. However, other scientists at
the time were making advances in surgery, reanimation, and cardiology, including
important refinement of arrhythmia diagnostics by ECG, which set the stage for the
next cluster of breakthroughs.
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5. New possibilities through surgery and cardiology: the 1930s–1950s. As is often the
case, that period of stagnation was followed by a time of vibrant discovery on the
defibrillation front. Great leaps in understanding of the mechanism of fibrillation
were made, first by Wiggers in the United States, and then by Gurvich in Russia.
Meanwhile, progress in surgery made more successful open-chest work possible, both
on test animals and on human patients. These advances helped the teams of Wiggers,
Kouwenhoven, and Gurvich, and culminated in the performance of the first successful
human open chest defibrillation by Beck.

6. Improving design and leaving the chest cavity: the 1950s–1960s. With the foundation
of human cardiac defibrillation firmly established, the discipline reached a stage when
designs were revised and redesigned, different forms of current chosen between, and
protocols optimized. The work of Gurvich, Kouwenhoven, Zoll, Peleška, and finally
Lown culminated in the creation of first the transthoracic defibrillator, then the safe
transthoracic defibrillator, and finally the portable safe transthoracic defibrillator
familiar to us today.

7. Implantable defibrillators: the 1960s–1980s. Despite considerable opposition from
various parties, including the medical society of the day, the teams of Mirowski and
Schuder invented and implanted the first internal defibrillator in 1980, later fusing it
with the implantable cardioverter. Further refinements created the small, sophisticated
ICD of today, one of the most effective lifesaving therapies in cardiology.

8. Infrastructure and popularity: the midcentury to present time. The last pieces of the
story have to do with the creation of the infrastructure that permitted defibrillation
to become the ubiquitous presence it is today. With the development of modern
cardiopulmonary resuscitation methods by Kouwenhoven and others, and the creation
of the modern emergency response system by federal and state governments, defibril-
lation by AED devices gained a truly unprecedented reach, and it is now responsible
for saving numerable lives every year.

In closing, the common pattern that explains the punctuations and delays in the devel-
opment of defibrillation stems from the dyssynchronies in the respective development of
scientific knowledge, changes in the perception of clinical need for that knowledge, and
interest in applying the clinical discoveries widely. These obstacles were overcome by a
continuity of research throughout generations of academicians, continuing from Ludwig
to Lombard and then Wiggers, and crossing the Atlantic in the process to spread across
the world. In addition to vertical continuity, a great horizontal variety of approaches were
pursued in competition as well as cooperation: Kouwenhoven, Beck, Zoll, and other teams
were motivated and helped by the others’ discoveries. Post–World War II mobility greatly
increased the international spread of the research being done; Berkovits and Mirowski
continued their work far from their lands of origin. Despite the Cold War, key developments
did become available to leading medical researchers across the Iron Curtain: Gurvich built
upon Wiggers’s discoveries, and his work in turn fed into the research of scientists in
America. Although significant delays in the field occurred in the early 1900s when the
electrical industry considered safe transthoracic defibrillation to be unattainable, later it
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would be funding, resources, and technical expertise of companies like Edison Electric,
Electrodyne, and American Optical that would make the creation of defibrillators possible.
In the end, it was a great example of cooperation between scientists, surgeons, and engineers
that made most, if not all, of the story possible.
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Chapter 1.3

Ventricular Fibrillation: A
Historical Perspective

Galina Kichigina and José Jalife

He who calls departed ages back again into being enjoys a bliss like that of
creation.

Carl Wiggers1

Introduction

This chapter explores some scientific and technological aspects of the emergence of modern
cardiology in the late nineteenth century that were important to the formation of cardiac
electrophysiology, which rose into prominence in the 1940s–1950s. The chapter features the
historical growth of ideas, concepts and understanding of ventricular fibrillation (VF) as a
distinct clinical condition among the disturbances of the heart’s rhythm.

To describe the ideas, concepts, and technical methods that led to modern understanding
of VF, we shall touch on some of the important developments in cardiovascular physiology
and instrumentation, which were to reshape the clinical conception of cardiac arrhythmias.
Much of this work took place in continental Europe, most notably in the laboratories
of Carl Ludwig in Leipzig and of Étienne Jules Marey in Paris. At the end of the
nineteenth century much of the physiological research that became essential to modern
conceptions of arrhythmias concentrated on the problem of the heart’s rhythmic activity.
There also appeared a number of anatomical and histological studies crucial for the deeper
understanding of the specialized cardiac conduction system. The fundamental physiological
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concepts of the heart action were also paralleled by transformations in clinical medicine.
Clinicians began to focus their attention specifically on heart rhythm disorders, drawing
extensively on physiological work on rhythmicity and using instruments adapted or devised
for this particular purpose. A watershed event occurred in the early twentieth century, when
a new and promising approach for recording the heart’s action through its electrical activity
was set forth by Willem Einthoven in Leiden and Thomas Lewis in London. It was during
these years that most of the cardiac arrhythmias were described, the electrocardiographic
basis of atrial fibrillation (AF) was established, and AF and VF were clearly distinguished.

Extensive studies to explain the mechanism of fibrillation centered around two competing
theories: circus movement reentry and so-called tachysystole from a single focus. Electro-
physiological investigations with the use of increasingly sophisticated technologies done in
the late 1940s dismissed the circular movement hypothesis, which had been dominant for
nearly 30 years, later used as an explanatory model in more elaborated and sophisticated
form. Yet, the intellectual vitality of the basic concepts of the nineteenth- and early
twentieth-century cardiovascular physiology for understanding ventricular fibrillation would
always ensure interest and fascination of modern researchers.

Concepts, Instruments, and Institutions:
Nineteenth-Century Legacy

The heartbeat and its relation to the pulse have interested physicians for some 3,000 years
or more. The intellectual history of heart rhythm disorders customarily begins with the
mention of the pulse by the Edwin Smith papyrus of 3500 B.C. and by the Ebers papyrus
of 1500 B.C.:

When the heart is diseased, its work is imperfectly performed: the vessels proceeding from the heart become
inactive, so that you cannot feel them. . . . If the heart trembles, has little power and sinks, the disease is
advancing and death is near.2

To begin the history with the Egyptian papyri, mythical in large part, or with William
Harvey’s De Motu Cordis, is to construct a respectable, positive lineage for a modern
complex of medical ideas, practices, and institutions, and to assert the continuity of modern
studies with those of the predecessors.3 A system of medical ideas that dominated Western
medicine up to 1800 in large part went back to the writings of Hippocrates (circa 400 B.C.)
and Galen (circa 130–201 A.D.) and played a major role in the understanding and treatment
of health and disease.4

By the nineteenth century, however, this tradition no longer carried the same force or
occupied so central a position within medicine. The difference between the medical world
of twenty-first century and that of the turn of the eighteenth century, to go no further
back, is so dramatically different that one can think of discontinuity between the modern
medical science and the past. Yet, paradoxically, few writers of medical papers can resist
the temptation to look at the previous developments in their field in retrospect that set
their current studies in its historical context. Although there is little or nothing in the
ancient medical writings that points to any knowledge of heart disease as we understand it
today, this must not be taken to imply that the ancient physicians did not observe accurately
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enough symptoms and syndromes that would suggest heart rhythm disorders to the modern
physician. For instance, the description of a pulse caprizans by Herophilus (circa 300 B.C.),
the leading anatomist of Alexandrian school, is suggestive that he observed extrasystole.5

Galen’s description of the irregularity of the pulse and his diagnosis of blockage as the
result of a narrowing of the passage of a large artery in the lung point unequivocally to
the atrial fibrillation associated with mitral valve stenosis.6 The De morbis acutis of the
Roman physician Caelius Aurelianus (fifth century A.D.) contains an exact description of
the vascular collapse from ventricular fibrillation.7 However, we shall use the second half of
the nineteenth century as a working landmark for the beginning of new science, when the
emerging field of experimental physiology began to reshape and restructure the perception
of cardiac diseases, arrhythmias, in particular.

By the mid-nineteenth century there had been a rich investigative and explanatory
structure for the study of heart diseases composed largely of physical diagnosis and
pathological anatomy. Bedside techniques for localizing cardiac pathology, which form
the basis for many modern concepts of heart diseases, had been developed mainly in
France by the Paris school. Although symptoms associated with an irregular pulse could
not be correlated with postmortem findings, irregular pulse was a subject of attention
for the eighteenth-century French clinician, Jean Baptiste de Sénac, physician to King
Louis XV, and for the early nineteenth-century doctors Jean Nicolas Corvisart and Jean
Baptiste Bouillaud. Sénac’s rebellious palpitation (later known as delirium cordis and pulsus
irregularis perpetuus) was often associated with mitral valve disease and heart failure and
observed to respond to digitalis.8 The introduction of the stethoscope in the 1820s by René
Laennec allowed synchronization of the audible cardiac rhythm with palpation of the pulse,
and Bouillaud applied the new instrument to the heart. Both Corvisart, who reintroduced
Leopold Auenbrugger’s method of percussion and applied it to the heart, and Bouillaud
published influential treatises on cardiac pathologies.9 These texts, however, did not include
descriptions of heart rhythm disorders, which were recognized clinically but could not be
defined anatomically. The same tendency persisted into the end of the nineteenth century.
William Osler’s The Principles and Practice of Medicine of 1892 included such conditions
as palpitation and arrhythmias, but it largely treated heart diseases as structural rather
than functional entities.10 Palpation, percussion and auscultation of the chest, and the
volume and strength of the pulse, rather than its rhythm, were still the cornerstone of
cardiac practice. Until the turn of the twentieth century, clinical practice was still essentially
perceived as an art, to which the basic science and instruments and methods associated with
them had little to offer.11

Paris teachings of the 1820s–1840s turned the hospital morgue into a site for cutting-
edge pathological anatomy, for which the Paris school became so famous. By the 1850s, the
laboratory had begun to challenge the hospital as the major site of medical discovery. The
new laboratory disciplines, experimental physiology, and cellular pathology offered perspec-
tives on bodily functions and malfunctions that previously seemed impossible. Nineteenth-
century laboratory leaders created a distinct scientific medicine based on microscopy,
vivisection, and chemical investigations in uniquely controlled experimental environments.
They used sophisticated instruments, devices, and methods translated from mechanics,
optics, physics, and organic chemistry that began to reshape medical education and clinical
medicine. The changes in nineteenth-century medicine that made it emblematic of modern
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development have often been explained through medicine’s close relationship with the basic
sciences. One reason for this trend was that, by 1840, the two physical sciences in which
quantitative methods became most pervasive—physics and chemistry—offered methods and
technologies more effectively applicable to physiological phenomena than had ever before
been available.12

There were also related institutional developments. Technological improvements mean
little without matching career opportunities, and German universities provided such open-
ings. Specialized scientific institutes within the university system developed into prestigious
research centers, excellently staffed, equipped, and lavishly funded by the government on
a level that was unthinkable for the institutions in France and Britain. From 1847 onward
German physiology was dominated by Hermann Helmholtz in Heidelberg, Emil du Bois-
Reymond in Berlin, and Ernst Brücke in Vienna, all three students of the brilliant and
versatile Johannes Müller and Carl Ludwig in Leipzig. All of them in turn taught large
numbers of students who propagated their methods wherever physiology was practiced. This
group of physiologist-physicists took a reductionist approach based primarily on qualitative,
analytic, and physicochemical methods and techniques that was the centerpiece of their
experimental practice. Among German physiologists, it was Carl Ludwig who became
the supreme teacher at the Physiological Institute in Leipzig, an institution on a grand
scale that housed departments of histology, anatomy, physical physiology, and physiological
chemistry. In France, Claude Bernard, the premier physiologist and teacher, despite severe
budgetary and institutional limitations, ran the laboratory at the Paris Collège de France,
which, like the best German laboratories, attracted many young investigators. Bernard
powerfully influenced physiological research and practice on a very broad range of problems
and developed an explicit methodological and epistemological discussion of experimental
medicine in his famous Introduction à l’étude de la medecine expérimentale of 1865.13

Nineteenth-century physiology had multiple relationships with clinical medicine. With
its experimental approach, instruments, and measuring devices, which reflected the ideals of
quantification, precision, and objectivity, physiology became a model for clinical medicine,
although it was never fully accepted or applied in all its aspects. Entire generations of doctors
acquired an idea of scientific medicine through laboratory work, and in this respect the
laboratory served as a site of medical innovation and acquired an increasing significance in
medical practice. Clinicians who had worked in the laboratories of Claude Bernard in Paris,
Carl Ludwig in Leipzig, or Michael Foster in Cambridge oriented their clinical practices
toward the laboratory, formulating new scientific questions and promoting new research
projects relevant to the clinic.

The Clinic and the Laboratory

By the end of the nineteenth century clinicians with a special interest in heart rhythm
disorders and a new approach to bedside practice began to make their mark in continental
and British medicine. What distinguished their work was an appreciation of the results
obtained by cardiovascular physiologists, along with the use of pulse recording devices
such as sphygmograph and polygraph, and subsequently the newest technology such as the
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electrocardiograph, in their clinical practice. These were the very laboratory instruments
through which new experimental knowledge was gained and which, applied in the clinic,
proved seminal in reconceptualizing heart rhythm disorders.

Among the instruments that were developed during the second half of the nineteenth
century, the sphygmograph, literally a pulse writer, was the first one aimed to make the
salient features of the action and pathology of the human heart accessible to both the
physiologist and the physician. The forerunner of the sphygmograph was the kymograph,
devised in 1846 by Carl Ludwig to measure and record variations in fluid pressure. The
kymograph, however, could not estimate accurately characteristics of the pulse, such as its
frequency, and could not produce a tracing of the human pulse without having to open a
blood vessel. To obviate these difficulties, Karl Vierord, professor of physiology at Tübingen,
redesigned kymograph in 1853–1855. His sphygmograph was useful for collecting data on
the pulses from the well and the sick, but it failed to display any features of the pulse
except frequency. However, the sphygmograph, as Vierord pointed out, was an example of
the characteristic direction of modern medicine, with its search of the objective signs of
the disease by the use of chemical, physical, and physiological techniques.14 In France, it
was the Parisian physiologist Étienne-Jules Marey who, after visiting Ludwig in Vienna,
became an enthusiast for la méthode graphique. In 1859 Marey designed a new version of
the sphygmograph, which could write a short but clear record showing some interesting
features of the normal pulse. Although Marey presented tracings of “senile pulse” (later
defined as atrial fibrillation) from the patients with aortic and mitral insufficiency in his
Physiologie médical of 1863, he was not essentially interested in clinical correlations, using
his instrument mainly in experiments on animals.15

About that time, in the early 1850s, few German physiologists attempted to reproduce
du Bois-Reymond’s experiments demonstrating electrical phenomena in the living tissue.
Du Bois-Reymond’s basic concepts and the instruments, multiplier, induction apparatus,
and nonpolarizable electrodes opened new possibilities for the study of bioelectricity,
and electrophysiological research swept over German physiological laboratories. In 1855,
at Würzburg University, Rudolf A. Kölliker and Heinrich Müller, both fundamentally
histologists, demonstrated that each beat of the frog’s heart produced a definite electric
current.16 Although Kölliker established for the first time the occurrence of action currents
resulting from cardiac activity, his experiments did not attract attention at the time, until
1874, when Theodor Wilhelm Engelmann, a Ludwig student, and by then a professor
of physiology at Utrecht, performed a series of experiments using the latest in electrical
recording instruments, the differential rheotome. This instrument was designed by Julius
Bernstein, a student of du Bois-Reymond and Helmholtz, to eliminate the sluggishness of
du Bois-Reymond’s sensitive galvanometer.17 Although the curves obtained by Engelmann
from the rheotome applied to a stimulated frog’s heart were still rather confusing, the
researchers began to get some idea of the propagation of the electrical activity in the heart.18

The first 30 years of the physiologists’ recording the electrical activity of the heart, from
1855 to the mid-1870s, were the investigation of phenomena that had as yet no defined
physiological or clinical significance. In 1875 Marey, by then professor at the Collège de
France, came across an instrument that, as he believed, had great promise in studying
the heart. This was the capillary electrometer, which used a new physical principle to
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measure electrical potential and its changes. The concept behind the instrument had been
worked out by the French physicist Gabriel Lippmann in the famous physical laboratory
of Gustav Kirchoff at Heidelberg. The new instrument was both sensitive and quick,
which made it vastly superior to the standard galvanometer. In 1876 Marey conducted
numerous experiments with excised frog hearts using Lippmann’s capillary electrometer
and adequate optical and photographic systems, which detected electrical variation with
precision impossible with any other previous instruments. These experiments, which began
to define the electrical activity of the heart, earned Marey a reputation as a technical
genius.19

In London, at his laboratory at St. Mary Hospital, the clinician Desiré Waller, an
enthusiastic student of Ludwig, took the lead in using a capillary electrometer in experiments
on the excised mammalian heart. In the late 1880s Waller recorded the first human
electrocardiogram using the capillary electrometer. His was a fundamentally physiological
approach: his classical diagram of tilted electrical axes of the human heart, his published
electrocardiogram, and his interpretation of “the electromotive properties of the heart” were
highly acclaimed. He was awarded the most prestigious European Prix Montyon in physiol-
ogy by the French Académie des Sciences and demonstrated the human electrocardiogram
at the First International Congress of Physiologists in Basel in 1889.20

Waller realized, however, that his instrument was too clumsy to allow its use in a
clinical setting. Clinician-scientists interested in heart rhythm disorders preferred to use
the sphygmograph to record the patients’ pulses and to correlate the graphic patterns with
those obtained from experimental animals. By 1906 Thomas Lewis at University College
London had published a number of articles reporting new results in the fundamentals of
sphygmography.21 Arthur Cushny, a professor of pharmacology at the University College,
who had studied experimental technique under Hugo Kronecker, reported in 1906 that auric-
ular fibrillation known to develop acutely in dogs under certain (open chest) experimental
conditions, might be a distinct and clinically important arrhythmia. This observation was
suggested to him by the correlation of the experimental results with the clinical findings
based on arterial pulse tracings from the sphygmograph in a patient with the so-called
delirium cordis.22 In 1908 Lewis began using a new instrument, the polygraph, developed
by the provincial doctor James MacKenzie, who had moved to London to work with Lewis.
The polygraph could simultaneously record not only arterial but also venous pulse, which
allowed analyzing different kinds of relationship between auricular and ventricular action.

By that time a superior instrument, the string galvanometer, had been invented by
the Leiden physiologist Willem Einthoven, who had a talent for both developing theory
and the construction of instruments. The optical and photographic systems of the new
instrument were identical to those used in the capillary electrometer, but as a scientific
instrument it used so many recently invented components and processes that it would have
been impossible 20 years before. It was exceedingly sensitive and accurate, and the records
it produced were of an elegance and precision more often found in the physical sciences than
in physiology and medicine.23 In 1903 Einthoven began publishing the first physiological
studies using his string galvanometer. The fascinating instrument attracted attention of
physiologists and clinicians engaged in studies of arrhythmias with the polygraph. Hein-
rich Hering, professor of physiological pathology in Prague,24 and Carl Rothberger and
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Heinrich Winterberg,25 clinicians in Vienna made important contributions in the 1910s to
the electrocardiographic investigation of atrial fibrillation using the string galvanometer.
In 1908 Lewis together with Waller applied the new string galvanometer to the patient
and correlated the obtained results with those recorded by Mackenzie’s polygraph. The
electrocardiogram confirmed precisely with greater clarity the results of the polygraph. At
this point Lewis began to realize the admirable potentialities of the string galvanometer not
only in defining physiological and clinical pictures of arrhythmias but also in physiological
understanding of cardiac conduction.

Lewis was well aware of a series of important studies during the late 1890s and early
1900s that had led to more precise knowledge of the specialized conduction system in the
heart. In 1907 Arthur Keith, an anatomist at the London Hospital School of Medicine, and
a medical student Martin Flack described the sinoauricular node. Their finding correlated
with the auricular-ventricular node described a year earlier by Sunao Tawara during his
stay at Marburg University, and the auricular-ventricular bundle discovered by Wilhelm
His, Jr., in Leipzig, in 1893, and the long-known Purkinje system. Although the original
definition of these structures was anatomical and histological, physiologist clinicians, such
as Lewis, using the string galvanometer and a series of experimental techniques, began to
acquire a more precise understanding of the functional role of the conduction system and
of the relationship between cardiac conduction and arrhythmias.26 Still, however, electrical
activity and conduction within the heart was such a new and poorly understood concept
that no one had conceived of it as the basis of any disease state.

Ventricular Fibrillation: Experimental Evidence and
Basic Concepts, 1880s–1920s

It is generally accepted that the first experimentally induced fibrillation of the heart was
the work of Carl Ludwig, then at the physiological laboratory of Zurich University, in
1850. During these years in Zurich Ludwig wrote the first volume of his famous Lerhbuch
der Physiologie des Menschen, which treated diffusion and osmosis, acoustics and optics,
hemodynamics and animal electricity, all topics of medical physics, which came to the
fore through Ludwig’s research. Apparently Ludwig became interested in application of
du Bois-Reymond’s newly devised electrophysiological methods to the animal heart. He
and his collaborator Moritz Hoffa Ludwig demonstrated that a strong constant (faradic)
current applied directly to the rabbit ventricle produced irregular and weak contractions,
which they called Flimmern. Ludwig, however, did not continue his experiments on the
electrical activity in the heart because the “fundamental action,” he believed, could not be
apprehended with the methods and instruments available.27

Although physiologists took the lead in studying electrical phenomena in living tissue,
clinicians, interested in experimental research, too were keen in applying electricity as a
therapeutic modality. The prestigious Prix Montyon of the French Académie des Sciences
had a special category for the works in electrotherapy. Felix Édme Alfred Vulpian, professor
of pathological anatomy at Paris University and staff physician at the Charité hospital,
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took a special interest in the action of the faradic current on the heart. A fine experimen-
talist, Vulpian showed that direct faradization applied directly to the ventricle of the dog
heart caused irregular tremulous chaotic muscular movements of the ventricle, which he
called mouvement fibrillaire, while the auricle continued to beat normally. Similarly, direct
current applied to the auricle also led to fibrillary contractions, fremissement fibrillaire.
Since Vulpian’s experiment of 1874 the term fibrillation came into use to describe the
phenomenon.28 Another eminent clinician at the Paris Faculté de Médecine, Germain Sée
reported in 1879 that he induced ventricular fibrillation in the dog by occluding its coronary
arteries.29

During that time, in the 1870s and 1880s, the controversy was ranging over the nature
of cardiac automatism, whether the heartbeat was myogenic, that is, due to inherent
excitation by the heart muscle itself, or neurogenic, that is, due to either neural or local
ganglionic control. Since the discovery of the sympathetic and parasympathetic nerves
and ganglia inside and outside the heart, and following the lead of Alfred Volkmann at
Halle University, who suggested that the cardiac ganglia were the centers of automaticity,
the neurogenic theory became ultimately dominant both in Germany and France. Studies
on the effect of electrical stimulation of the nerves on the heart also provided convincing
proofs of neurogenicity. Claude Bernard contributed, although indirectly, to the neurogenic
theory through his demonstration of a reflex nervous mechanism in the endocardium
and his “ganglionic” theory of vasomotor action. Alfred Vulpian, in his acceptance of
neurogenic theory, depended heavily on the presumed analogy between cardiac inhibition
and vasodilation.30 The leading center of the neurogenic view was Germany, since German
physiological institutes led the field in general. Ludwig’s institute, where important research
on the innervation of the heart was pursued, became the major stronghold of neurogenicity.
In Britain, Michael Foster was the major proponent of the myogenic theory. In fact, it was
at his laboratory at Cambridge that Walter Gaskel performed experiments that appeared
to definitively prove the myogenic theory. Before his work in Foster’s laboratory, Gaskel
had studied the innervation and vagal stimulation of the heart and the vasomotor control
of blood flow in skeletal muscle arteries at Ludwig’s laboratory. In Cambridge, Gaskel,
working with an isolated strip of tortoise ventricular muscle devoid of ganglion and nervous
connections, showed that the strip continued to pulsate at a rate similar to the intact heart.
These experiments suggested to him that the rhythm of the heart beat depended on the
persistence of a primitive condition of heart muscle but not on the presence of ganglion
cells.31

Myogenic theory had its opponents, however, and they too had worked with Ludwig.
Hugo Kronecker, Ludwig’s collaborator for many years, and Ilia Cyon, with whom Ludwig
discovered the depressor nerve, the vasodilator branch of the vagus nerve, back in 1866,
were the most influential opponents among cardiovascular physiologists. Oskar Langendorff
at the University of Königsberg also preferred the neuroganglionar explanation over the
myogenic hypothesis. Only a few German physiologists believed in myogenicity: Theodor
Engelmann at Utrecht University studying cardiac automatism and conduction established
it in the isolated ventricular beat. Wilhelm His, Jr., in Leipzig contributed fundamentally
to extending Gaskel’s results from the lower vertebrate to the mammalian heart. The most
impressive claim of the myogenecists was the appearance of rhythmicity in the absence of
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differentiated nervous elements. But the neurogenesists had an equally strong argument,
the obvious influence of nervous action on the intact heart beat.32

Most of experimentalists working with the mammalian heart were well familiar with
ventricular fibrillation. It was generally treated as an experimental curiosity and definitive
proof that atrial fibrillation, separate from ventricular fibrillation, was still lacking. Fibrillar
contractions were referred to as delirium cordis. In 1899 Arthur Cushny clarified the
terminology: in physiology delirium cordis referred to fibrillar contractions that arrest
the circulation and prove rapidly fatal, whereas clinically, the term referred to extreme
irregularity of the pulse.33

The first important research that treated VF with deeper insight into its pathophysiology
was the work by John A. MacWilliam, a physiologist at Aberdeen University, who had, like
every other physiologist, studied at Ludwig’s laboratory. He was there at the same time
as Walter Gaskel and Henry Bowditch of Harvard. In 1887–1889 MacWilliam published
results of his experiments on ventricular fibrillation. He was convinced that the arrhythmia
occurred independently of “any mechanical relation of the ventricles to the rest of the heart,
and of any nervous relation of the ventricles to the rest of the heart or to the extra-cardiac
nerves.” He demonstrated that fibrillary movements of the heart were the result of the lack
of harmony in the contraction and relaxation of the minute muscular fibers that compose the
myocardium, thus supporting the myogenic character of VF.34 The general appearance of
VF was well known, but MacWilliam’s accurate and colorful description claimed both a new
clinical significance for VF as a cause of sudden death, and its dependence on the changes
within the “ventricular substance”: “The cardiac pump is thrown out of gear, and the last
of its vital energy is dissipated in the violent and prolonged turmoil of fruitless activity in
the ventricular walls.”35 In his review on electrical stimulation of the heart, MacWilliam
differentiated cardiac arrest caused by asystole from that caused by VF. He suggested
that fibrillation results from a rapid succession of uncoordinated peristaltic contractions,
described the relationship of the refractory period to these changes, and presented evidence
of the effect of certain poisons, which when injected into the blood stream, caused fibrillation
of the ventricles.36

MacWilliam pointed out that although VF was known to be fatal in experimental ani-
mals, he sometimes managed to restore normal rhythm “by applying rhythmical compression
of the ventricles with hand and administering pilocarpine intravenously.”37 He referred
to the previous investigation by the Berlin physician Hugo von Ziemssen on alterations
in heart rhythm and rate induced by the application of electrical shock either directly
to the heart open for surgery or through the thorax. MacWilliam’s experiments also
showed that electric shocks applied through a large pair of electrodes, one located on the
ventricular apex and the other over the sixth or seventh dorsal vertebra, could be used
to terminate VF in man. However, as MacWilliam pointed out, von Ziemssen’s work of
1882 remained largely unnoticed, because the suggested technique was virtually impossible
to use in the clinical setting.38 MacWilliam’s ideas on cardiac resuscitation would only be
appreciated and fully developed many years later by Carl Wiggers at the Western Reserve
University.

Although MacWilliam’s conception of the pathophysiology and clinical significance of VF
was quite advanced, his work did not receive very much recognition during its publication.
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Much later, in 1915 Lewis acknowledged that MacWilliam was the first to draw attention
to the important fact that sudden death was often caused by VF.39

Several researchers around this time were attempting to study ventricular fibrillation
in man using the new technique of electrocardiography. In 1911 Lewis and Levy used
the electrocardiograph to demonstrate that when ventricular fibrillation occurred during
chloroform anesthesia, it was often preceded by the appearance of multiform ventricular
extrasystole or ventricular tachycardia.40 In 1912 Augustus Hoffmann published the elec-
trocardiographic record of a patient with ventricular fibrillation, which occurred at the
end of a period of paroxysmal ventricular tachycardia.41 The same year Canby Robinson
of Washington University at St. Louis published electrocardiograms recorded from seven
patients at the time of death, including two tracings, which were consistent with ventricular
fibrillation.42 Explaining difficulties in documenting VF in humans Lewis wrote in 1915:
“Remarkably, practically every form of irregularity, which has been produced experimentally
in the mammalian heart, has now been recorded in clinical cases. But there is one notable
exception. . . . Why is fibrillation of the ventricles so uncommon an experience? For a good
reason: fibrillation of the ventricles is incompatible with existence. . . . If it occurs in man it
is responsible for unexpected and sudden death.”43

With the understanding of AF as a uniquely atrial rhythm responsible for what was
called arrhythmia perpetua, and the demonstration in the 1910s that it was distinct from
VF, the question of the mechanism underlying fibrillation came into focus. Intensive studies
on the experimentally induced fibrillation brought out several hypotheses. Hugo Kronecker
argued that fibrillation resulted from the disturbance of a hypothetical cardiac “coordination
center” regulated by nervous impulse; his experiments showed that a needle inserted into the
upper third of the ventricular septum destroyed this center and induced VF.44 Surprisingly,
Kronecker’s hypothesis was not widely accepted, even though he was a greatly respected
figure in the field of cardiac research, and many foreign physiologists studied at his institute
in Bern. Kronecker and his students worked on problems concerned with virtually every
area of cardiac physiology such as vascular innervation, cardiac poisons, irritability, and
functional capacity of the heart. In 1895 Theodor Engelmann suggested that each heart fiber
independently becomes rhythmical, and each is a focus of its own impulse formation due
to increased excitability.45 Heinrich Winterberg further developed Engelmann’s theory of
multiple heterotopic centers in 1906.46 Lewis too supported the idea that activity from one or
more heterogeneous centers may account for a single premature beat and for incoordinated
activity during fibrillation.47 In 1915 the Viennese clinician Carl Rothberger and Winterberg
proposed a contrasting theory of “tachysystole,” which attributed fibrillation to extremely
rapid discharge of a single focus, possibly due to vagal influence.48 In the 1920s these
theories were replaced by the so-called circus movement theory, developed by the Cambridge
physiologist George Ralph Mines49 and subsequently adopted by Lewis, who published
a series of papers demonstrating the mechanism of circus movement in cases of AF and
atrial flutter and their differentiation.50 Lewis based his idea of circus movement on the
original studies on the umbrella of the jellyfish by the American zoologist Alfred Mayer.
In 1906 Mayer demonstrated that a chemical or mechanical stimulus of the quiescent
ring resulted in a band of contraction that went about the circuit in one direction for
hours.51
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There were two important contributors to the circus movement theory, George Mines
and the American physiologist Walter Garrey. Assistant demonstrator at the Cambridge
physiological laboratory, Mines was a fine and clever experimentalist. After visiting Marey’s
Institute in Paris in the early 1900s, where he saw Marey’s invention, the first moving
image camera, Mines used the novel method in his studies of cardiac contractions. While
working at the Roscoff biological station in France, Mines became interested in developing
Mayer’s idea to explain the mechanism of fibrillatory contraction of the myocardial tissue.
In 1913 Mines proved that “If a closed circuit of muscle is provided, of considerably greater
length than the wave of excitation, it is possible to start a wave in this circuit that will
continue to propagate itself round and round the circuit for an infinite number of times.”49

Mines applied the idea of reentry to myocardial tissue and demonstrated it in his classical
diagram showing normal tissue with rapid conduction and no reentry, and abnormal tissue
with delayed conduction permitting reentry to occur. He formally pointed to the conditions
necessary for reentry to occur: unidirectional block; recirculation of the impulse to its point
of origin; and elimination of the rhythm by cutting the pathway.52 Interested in studying
the onset of VF, Mines modified the technique by applying single shocks to the rabbit
heart instead of the repeated electrical shocks as was usually done. By timing single shocks
precisely at various periods during the cardiac cycle, he identified a narrow zone fixed
within electrical diastole during which the heart was extremely vulnerable to fibrillation.
Mines believed that stimuli, either external or from within the heart, could trigger fatal
arrhythmia if the stimuli fell within this zone, and could cause death by disruption of what
he called “dynamic equilibrium of the heart.”53

Walter Garrey at Tulane University independently developed the circus movement theory
and reentry mechanism as possible substrates for the generation of arrhythmias. He showed
that when a fibrillating chamber was cut into four pieces, each fragment continued to
fibrillate. He reasoned that the fragments were not dependent on a single tachysystolic
center, the hypothesis proposed by Carl Rothberger. On the other hand, Garrey found that
although portions of the isolated heart muscle were able to fibrillate, a critical amount
of muscle mass was needed. He showed that a piece cut from any part of ventricular
tissue obtained from mammals or turtles would cease fibrillating if its surface area was
less than four square centimeters. These observations ultimately undermined the individual
or multiple heterotopous centers theory. Moreover, if the ring was made thin enough,
the uncoordinated fibrillatory contractions organized themselves into rotating waves that
followed each other successively and repeatedly around the ring, in a manner similar to
that described by Mines for circus movement reentry. Garrey provided the first mechanistic
description of the arrhythmia as “intramuscular ringlike circuits,” with resulting “circus
contractions,” which are fundamentally essential to the fibrillary process.54 He also pointed
to the possibility of setting up vortex-like reentrant circuits around a stimulated region
without any anatomical obstacle, an idea that was later dismissed by some theorists,55 but
more recently confirmed by experimentalists.56

Although some continental physiologists, Carl Rothberger for example,57 were critical
of the circus movement theory of fibrillation, this theory remained dominant for nearly 30
years, particularly in Britain. It had some very heavyweight supporters, such as Lewis. The
theory was further developed to explain the complexity of experimental findings, including
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such concepts as a single “mother ring,” which propagated the arrhythmia and generated
“daughter rings,” and multiple independent rings. Garrey, one of the early supporters of
circular movement, argued in 1924 that the circuit, although present, could no longer be
presented as a simple circuit due to blocks to its conduction: “[T]he impulse is diverted into
different paths, weaving and inter-weaving through the tissue mass, crossing and recrossing
old paths again to course over them or to stop short as it impinges on some barrier of
refractory tissue.”58

From Wiggers to Moe: The Multiple
Wavelet Hypothesis

In 1930 Wiggers59 conducted high-speed cinematographic studies on the evolution of
VF produced by an electric shock in the dog heart and demonstrated that the uninter-
rupted arrhythmia goes through four stages: (1) undulatory, lasting for a second or two;
(2) convulsive incoordination, which lasts from 15 to 40 s; (3) tremulous incoordination,
lasting 2–3 min; (4) atonic fibrillation, which usually develops 2–5 min after the onset of
VF. During the undulatory and convulsive incoordination stages, the ventricular activation
frequency is very high (about 10 Hz), whereas in the tremulous incoordination and atonic
fibrillation stages, the activation rate gradually slows as a result of ischemia.59 Based on
these and other observations, Wiggers60 concluded that both formation of limited circuits
and reentry occur throughout the evolution of fibrillation. Most important, he was first to
bring attention to the fact that “inasmuch as sequential reentrant excitations travel over a
bulky mass of ventricular muscle, one must not think in terms of two-dimensional rings or
circuits, but rather of massive wave fronts spreading in three dimensions.”61

By the 1950s there seemed to be general agreement that atrial or ventricular tachycardias
could certainly be produced either by repetitive discharges from an ectopic focus62 or by
the circulation of a wave front around an obstacle.55 In either case, it was proposed that
under certain conditions, the impulse initiated at the reentrant circuit or at the pacemaker
source could occur so rapidly that neighboring tissues would be unable to respond regularly,
thus giving rise to the apparently chaotic electrocardiogram pattern of fibrillation.

In 1956, however, Moe63 proposed that the mechanism of fibrillation was fundamentally
different from that of tachycardia. His observations led him to contend that during fibril-
lation there was total disorganization of activity. He envisioned the arrhythmia as being
the result of randomly wandering wave fronts, ever changing in number and direction.
Subsequently, in 1959 Moe and Abildskov64 demonstrated that atrial fibrillation could
exist as a stable state, self-sustained and independent of its initiating agency, but also
that such an independent survival of the arrhythmia was possible only in the presence of
inhomogeneous repolarization. In 1962 Moe65 postulated the “multiple wavelet” hypothesis
of atrial fibrillation, in which randomness in the temporal and spatial distribution of
membrane properties plays a dominant role. In 1964 Han and Moe66 carried out a series
of important experiments testing the effects of various agencies on the refractory period
of the ventricular muscle and established the importance of heterogeneity in the relatively
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refractory period in the induction of cardiac fibrillation. The same year, the multiple wavelet
hypothesis was crystallized by the development of the first computer model of cardiac
fibrillation in two-dimensional myocardium.67 It demonstrated that without heterogeneous
distribution of refractory periods reentrant activity remained periodic and the arrhythmia
did not degenerate into fibrillation. Yet, experimental support for the multiple wavelet
hypothesis had to wait about 20 years, until the development of high-resolution electrode
mapping technology.

In the 1970s invasive electrophysiological techniques emerged, sophisticated computer
modeling and multiple electrode mapping technologies were introduced, and new hypotheses
were proposed to explain fibrillation. All these developments and changes are rooted in the
classical research of the nineteenth and early twentieth centuries. In 1985 Allessie et al.68

mapped the spread of excitation in the atria of a dog heart during acetylcholine-induced
atrial fibrillation and provided the first in vivo demonstration of multiple propagating
wavelets giving rise to turbulent atrial activity.

Although Moe’s computer model was intended to simulate atrial fibrillation, a large
body of experimental literature has subsequently appeared in which it is assumed that the
multiple wavelet hypothesis also applies to the mechanism of ventricular fibrillation.69−72

Thus, the traditional consensus is that although focal activation may play a role in the
initiation of the arrhythmia, maintenance of fibrillation in the three-dimensional ventricles
involves multiple wandering wavelets of activation whose pathways usually change randomly
from one cycle the next.67

Modern Concepts of Ventricular Fibrillation

In recent years, the use of computer modeling, together with newer and more advanced high-
resolution mapping technology, has led to the reemergence of an old controversy: Are the
complex dynamics of VF the result of the random occurrence and propagation of multiple
independent wavelets?65,67 Or are multiple wavelets a consequence of the sustained activity
of a single or a small number of dominant reentrant sources activating the ventricles at
exceedingly high frequencies?73−75

The experimental work of Allessie et al.76−78 in the 1970s gave birth to the so-called
leading circle concept and was an essential initial step toward our current understanding
of the phenomenon of functional reentry in cardiac tissue; that is, reentry without the
involvement of an anatomical obstacle. At about the same time, work conducted by Soviet
scientists using the Belousov-Zhabotinsky reaction79,80 and its numerical counterparts led
to the idea that two-dimensional spiral autowaves could be a possible mechanism of cardiac
arrhythmias.81,82 Subsequently, the notion of spiral autowaves was brilliantly expanded into
the third dimension by the Arthur T. Winfree,83−85 who in fact coined the term “rotor”
to signify the actual vortex that generates the spiral (scroll) wave activity, which led to the
virtual abandonment of the use of the term leading circle. Thereafter, much work focused
on rotors as the underlying mechanism of ventricular tachycardia and VF.

The advancements of experimental and computational techniques validated the view of
Moe regarding the mechanism of VF, but they also revived the hypothesis that VF may
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be attributable to impulse reentry around a functional or anatomical obstacle. To date, the
debate is by no means settled. It remains controversial whether a large number of multiple
wavelets propagating about the heart in a random fashion maintain VF or if the mechanism
is one of few sustained reentrant circuits that result in fibrillatory conduction.

Concluding Remarks

This chapter does not attempt to cover every study and every factor that contributed to
the formation of modern concepts on ventricular fibrillation. Nor does it encounter some
important institutional and social factors that catalyzed the growth of the field of cardiac
electrophysiology, its concepts, and techniques. Rather, the intention was to indicate the
breadth of view necessary to write the history of ventricular fibrillation within the context
of general development of cardiac physiology. This chapter touched on its major concepts,
methods, and instruments, as well as its institutions and contending schools of thought.
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Paris: JB Bailliére; 1835
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16. Kölliker A, Müller H, Nachweis der negative Schwankung des Muskelstroms am natürlich
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18. Engelmann Th.W. Über das elektrische Verhalten des thätigen Herzens. Pflügers Archiv
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Chapter 2.1

The Bidomain Theory of Pacing

Deborah L. Janks and Bradley J. Roth

Introduction

The implantable cardiac pacemaker is one of the most important medical innovations
of the twentieth century.1 Yet until recently researchers have not understood the basic
mechanisms governing how a pacemaker excites the heart. The development of a mathe-
matical model describing the electrical properties of cardiac tissue – the bidomain model –
helped unravel these mechanisms. This chapter outlines several important predictions of
the bidomain model related to pacing. Several other chapters in this book examine related
topics.

The bidomain model2,3 represents cardiac tissue as a multidimensional cable that can be
represented by a network of resistors and capacitors. Figure 1 shows a network equivalent to
the two-dimensional bidomain model. The lower grid of resistors represents the intracellular
space, and the upper grid represents the extracellular space. The two spaces are coupled
by resistors and capacitors representing the membrane. The electrical properties of cardiac
muscle are markedly anisotropic; in Fig. 1 the resistors in the x direction may be different
from the resistors in the y direction. Moreover, the degree of anisotropy differs within the
intracellular and extracellular spaces. The ratio of conductivities in the x and y directions
in the extracellular space is on the order of two, but in the intracellular space it is about
ten, indicating the intracellular space is more anisotropic than the extracellular space.4

This condition of “unequal anisotropy ratios” leads to many of the interesting phenomena
predicted by the bidomain model.5

Unipolar Stimulation

Sepulveda et al.6 calculated the transmembrane potential in a passive two-dimensional
sheet of cardiac tissue having unequal anisotropy ratios when a constant current is delivered
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Figure 1: A lumped circuit approximation of the two-dimensional bidomain model. The
lower and upper networks represent the electrical properties of the intracellular and extra-
cellular spaces. The vertical resistors and capacitors represent the electrical properties of
the membrane. The tissue is anisotropic, so the resistors parallel to the x axis are different
than the resistors parallel to the y axis. (Roth 1992)3

through a unipolar cathode (Fig. 2). The calculation predicted a “dog bone” shaped region of
depolarization around the cathode with adjacent weaker regions of hyperpolarization (called
virtual anodes) along the fiber direction. This prediction has been verified experimentally7−9

and has important implications during electrical stimulation of the heart.10−12

Make and Break Excitation

What is the mechanism by which an electrical current through a unipolar electrode excites
cardiac tissue? Why can excitation occur near an anode as well as a cathode? Why can
excitation be initiated by turning a stimulus off (break) as well as by turning it on (make)?
The key to answering these questions is to realize that there are four distinct mechanisms
responsible for the excitation of cardiac tissue: cathode make, anode make, cathode break,
and anode break. These types of excitation have been known for decades,13−15 but the
mechanism responsible for this behavior was not understood until the incorporation of an
active membrane into the bidomain model.10
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Figure 2: The isopotential contours for the transmembrane potential, calculated using
unequal anisotropy ratios. The fibers are along the x axis. The current is applied cathodally
with an extracellular electrode at the origin, with strength 4mA/mm. The isopotential
contours near the source become very close together and are not drawn. Only one quadrant
of the x–y plane is shown. The membrane is passive and the transmembrane potential
represents deviations from the resting potential. (Sepulveda et al. 1989)6

Figure 3 shows the transmembrane potential distribution after the start of a cathodal
stimulus (cathode make excitation). Each panel is a contour plot of the transmembrane
potential as a function of the position z (along the fibers) and ρ (perpendicular to the
fibers) at one instant (3, 6, 9, and 12 ms). Excitation begins at the electrode (black
rectangle) and propagates outward as an elliptical wave front. A virtual anode exists, but
the hyperpolarization (approximately 1 mV) is so small that it plays little or no role in the
wave front dynamics (it is too weak to appear in Fig. 3).

During anode make excitation (Fig. 4), the tissue near the anode is strongly hyperpolar-
ized following the start of a stimulus. An area of depolarization (a virtual cathode) develops
about 1 to 2 mm from the anode in the direction parallel to the fibers. Excitation arises at
the virtual cathode and propagates outward.

To understand cathode break excitation (Fig. 5), consider the transmembrane potential
distribution following a long cathodal stimulus. Just before the end of the stimulus pulse
the tissue is in steady state (top left panel, 0 ms), and is strongly depolarized under the
cathode. About 2 mm from the electrode in the direction parallel to the fibers, the tissue
at the virtual anode is hyperpolarized by more than 10 mV. Cardiac tissue is not excitable
unless the sodium channel inactivation gate is open. The steady state inactivation curve
implies that this gate is open where the transmembrane potential is more negative than
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Figure 3: Cathode make stimulation. The transmembrane potential as a function of z
(parallel to the fibers) and ρ (perpendicular to the fibers), 3, 6, 9, and 12 ms after the
start of a long cathodal stimulus (0.06 mA). Only one quadrant of the ρ − z plane is shown.
The electrode size and position are indicated by the black box. Contour lines are drawn in
increments of 20 mV. (Roth 1995)10
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Figure 4: Anode make stimulation. The transmembrane potential as a function of z (parallel
to the fibers) and ρ (perpendicular to the fibers), 3, 6, 9, and 12 ms after the start of a long
anodal stimulus (0.6 mA). Only one quadrant of the ρ − z plane is shown. The electrode
size and position are indicated by the black box. Shading indicates hyperpolarization more
negative than −215mV. Contour lines are drawn in increments of 20 mV. (Roth 1995)10
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Figure 5: Cathode break stimulation. The transmembrane potential as a function of z
(parallel to the fibers) and ρ (perpendicular to the fibers), 0, 3, 6, 9, 12, and 15 ms after
the end of a long cathodal stimulus (0.7 mA). Only one quadrant of the ρ − z plane is
shown. The electrode size and position are indicated by the black box. Shading indicates
depolarization more positive than 205 mV. Contour lines are drawn in increments of 20 mV.
(Roth 1995)10

about −70mV. Therefore, the depolarized tissue under the cathode is not excitable,
although the tissue around the virtual anode is. After the stimulus ends, the transmembrane
potential distribution decays and diffuses. The diffusion process is particularly important
because it causes the strong depolarization under the cathode to diffuse outward into the
virtual anode (3 ms). The excitable tissue at the virtual anode is depolarized to threshold by
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Figure 6: Anode break stimulation. The transmembrane potential as a function of z (parallel
to the fibers) and ρ (perpendicular to the fibers), 0, 3, 6, 9, 12, 15, 18, and 21 ms after the
end of a long anodal stimulus (7 mA). Only one quadrant of the ρ − z plane is shown. The
electrode is indicated by the black box. Light shading indicates depolarization more positive
than 205 mV, and dark shading indicates hyperpolarization more negative than −215 mV.
Contour lines are drawn in increments of 20 mV. (Roth 1995)10
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Figure 7: Dependence of pacing threshold on electrode size. (a) The rheobase threshold
current for cathode make (CM), anode make (AM), cathode break (CB), and anode break
(AB) stimulation as a function of electrode length. The corresponding (b) steady-state
electrode voltage, (c) pacing resistance, and (d) power dissipation. The dotted lines have
slopes of (a) 1.5, (b) 0.5, (c) −2, and (d) 2. (Roth 1995)10

6 ms. The resulting wave front propagates in the positive z direction, but can-
not propagate back toward the electrode because the tissue in that direction is
unexcitable.

Figure 6 shows the transmembrane potential distribution following a long anodal stim-
ulus, resulting in anode break excitation. In steady state, the tissue under the anode is
extremely hyperpolarized, and the tissue at the virtual cathode is depolarized (top left
panel, 0 ms). When the stimulus ends, the transmembrane potential decays and diffuses. The
depolarization at the virtual cathode decays more slowly than the hyperpolarization under
the anode. By 6 ms, the now dominant depolarization diffuses inward toward the anode and
excites the originally hyperpolarized (and therefore excitable) tissue. The resulting wave
front propagates in the ρ direction but cannot propagate in the z direction because the
tissue there is unexcitable.

Cathode make has the lowest threshold for excitation (Fig. 7). The threshold depends on
electrode size, but for a small electrode the threshold can be as low as 0.01 mA, consistent
with measurements by Lindemans and Denier van der Gon.16 Anode make and cathode
break have intermediate thresholds, about an order of magnitude higher than the cathode
make threshold. The anode break threshold is higher yet, over 1 mA. This order of excitation
threshold is consistent with experiments.14,16 For a more complete comparison of theory
and experiment, see Roth.17
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Strength-Interval Curves

A strength-interval curve describes the refractoriness of cardiac tissue. The curve is gener-
ated by applying two sequential stimuli, S1 and S2. S1 is only strong enough to induce
propagation of an action potential within resting tissue. The strength-interval curve is
constructed by varying the interval between S1 and S2 and noting the threshold S2 strength.
At longer intervals, threshold is lower because the tissue has nearly recovered from the S1

action potential. At shorter intervals, S2 is applied earlier in the repolarization phase of the
S1 action potential, and threshold increases because the tissue is refractory.

Dekker14 stimulated a dog heart and measured strength-interval curves associated with
each mechanism: cathode make, anode make, cathode break, and anode break. His make
curves decrease monotonically with the interval, while his break curves contain a dip: a
section in which the threshold increases paradoxically as the interval increases. The dip is
particularly prominent in the anodal strength-interval curve.18,19 What is the mechanism
for this dip, and why is it often present during anodal stimulation but rarely observed during
cathodal stimulation? Simulations based on the bidomain model provide answers to these
questions.11

Figure 8 shows the calculated cathodal and anodal strength-interval curves for different
S2 pulse durations. In Fig. 8a, the 20 ms cathodal curve falls abruptly at 318 ms, with the
threshold stimulus strength decreasing by a factor of six over a 4 ms window. Figure 9
provides an explanation for why this discontinuity occurs. Both columns of Fig. 9 contain
contour plots of the transmembrane potential at five different times after the start of the
S2 pulse (the 20 ms stimulus pulse ends between the second and third panels in each
column). In the left column, the S2 stimulus has an interval of 316 ms and strength of
0.45 mA. During the S2 pulse a make wave front is almost but not quite initiated; the
tissue is still too refractory to support propagation. After the end of the pulse, however, the
depolarization under the cathode diffuses into the virtual anode, triggering a break wave
front (the hyperpolarization at the virtual anode is too weak to appear in the contour plots,
but it is there). In the right column, the S2 stimulus has an interval of 320 ms (4 ms later than
the left column) and a strength of 0.065 mA. In this case, the S2 pulse excites a make wave
front, which initially propagates perpendicular to the fibers, but quickly becomes a closed
wave front propagating outward with a nearly elliptical shape. The threshold strength, the
site and time of initial excitation, and the initial direction of propagation are dramatically
different between the two simulations, even though they correspond to a mere 4 ms difference
in interval. This behavior arises from a change in the mechanism of stimulation from make
to break.

The threshold for make stimulation is lower than for break stimulation as long as the
interval is large enough that the tissue is excitable at the onset of the 20 ms stimulus pulse
(> 318ms). The change in threshold near 318 ms reflects the increase in refractoriness of
the tissue near the end of the action potential. For intervals < 318ms, the tissue near the
cathode is refractory when the stimulus turns on; therefore, make excitation does not occur.
However, the hyperpolarized tissue at the virtual anode may recover from refractoriness
during the pulse. As a result, at the end of the pulse the tissue at the virtual anode is
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Figure 8: The calculated (a) cathodal and (c) anodal strength-interval curves for S2 pulse
durations of 2, 5, 10, and 20 ms. The same data for (b) cathodal and (d) anodal stimulation
are plotted on different scales to highlight the behavior of the strength-interval curve at
long intervals. (Roth 1996)11

excitable and can support action potential propagation if excited by the break mechanism.
For intervals from 285 to 318 ms, break excitation is the low threshold mechanism, resulting
in a wave front propagating through the excitable tissue at the virtual anode. However, for
very short intervals (< 285ms), once this wave front leaves the region of the virtual anode,
the surrounding tissue is still refractory and propagation fails.

The anodal strength-interval curves are more complex than the cathodal curves. The 5,
10, and 20 ms anodal curves in Fig. 8c each contain an abrupt fall (almost a discontinuity)
near 320 ms. This behavior can be explained by examining the wave front dynamics during
and following a threshold-strength S2 stimulus (Fig. 10). The left column corresponds to a
threshold stimulation using a 20 ms duration, anodal S2 stimulus with an interval of 318 ms.
Depolarization at the virtual cathode initiates a weak wave front (note the closely spaced
contour lines for −55, −35, and −15mV at 323 ms), but the tissue is too refractory for
the wave front to propagate (by 343 ms, no sign of the wave front is apparent). However,
following the end of the pulse the depolarization at the virtual cathode diffuses toward
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Figure 9: The transmembrane potential as a function of z (parallel to the fibers) and ρ
(perpendicular to the fibers) during and following a 20 ms duration, cathodal S2 stimulus.
In the left column, S2 has a strength of 0.45 mA and is applied at 316 ms. In the right
column, S2 has a strength of 0.065 mA and is applied at 320 ms. Only one quadrant of the
z–ρ plane is shown. The black box indicates the electrode. Shading indicates depolarization
more positive than 205 mV. Contour lines are drawn in increments of 20 mV. (Roth 1996)11
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Figure 10: The transmembrane potential as a function of z (parallel to the fibers) and ρ
(perpendicular to the fibers) during and following a 20 ms duration anodal S2 stimulus. In
the left column, S2 has a strength of 2.0 mA and is applied at 318 ms. In the right column,
S2 has a strength of 0.65 mA and is applied at 319 ms. Only one quadrant of the z–ρ plane
is shown. The black box indicates the electrode. Shading indicates hyperpolarization more
negative than −215mV. Contour lines are drawn in increments of 20 mV. (Roth 1996)11
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Figure 11: The transmembrane potential as a function of z (parallel to the fibers) and ρ
(perpendicular to the fibers) during and following a 20 ms duration anodal S2 stimulus. The
stimulus has a strength of 2.5 mA and is applied at 270 ms. Only one quadrant of the z − ρ
plane is shown. The black box indicates the electrode. Shading indicates hyperpolarization
more negative than −215mV. Contour lines are drawn in increments of 20 mV. (Roth
1996)11
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the anode and triggers a wave front by the break mechanism. The right column of Fig. 10
shows the wave front dynamics if a stimulus is applied only 1 ms later (319 ms). A wave
front initiated at the virtual cathode propagates outward in the z direction. Propagation is
slow because the tissue is relatively refractory but is ultimately successful. By 354 ms, the
wave front propagates out of the region shown in the plot.

The abrupt fall in the 20 ms anodal strength-interval curve at 319 ms reflects the
transition from make to break excitation. The division of the strength-interval curve into
make and break sections is more distinct for anodal stimulation than it is for cathodal
stimulation because of the different directions of propagation following anode make and
anode break excitation. For make excitation, initial propagation occurs parallel to the fibers;
conversely for break excitation initial propagation occurs perpendicular to the fibers. During
cathodal stimulation, the difference in the direction of propagation is not as dramatic.

Between 300 and 320 ms, the anode-break threshold decreases with increasing interval
(Fig. 8c). One cause of this “dip” in the strength-interval curve is that depolarization
near the anode just before the S2 pulse is greater for shorter intervals (the S1 action
potential is repolarizing). The tissue at the virtual cathode, therefore, is depolarized partially
when the S2 stimulus begins. The limiting factor in anode break excitation is not having
sufficient hyperpolarization under the anode (the strong hyperpolarization there is more
than sufficient to render the tissue excitable), but instead is having sufficient depolarization
at the virtual cathode. Decreasing the interval tends to increase the depolarization at the
virtual cathode, thereby decreasing the threshold and causing the “dip.”

A minimum interval exists below which the anode break mechanism does not excite the
tissue. This minimum interval depends on the duration of the S2 pulse in such a way that
the end of the S2 pulse (interval plus pulse duration) occurs at about 290 ms (Fig. 8c). For
shorter intervals, the break mechanism initially causes a wave front to propagate away from
the anode. Once this wave front propagates several millimeters, however, it reaches tissue
that was affected negligibly by the stimulus. This tissue is still refractory, and the wave
front cannot propagate further (Fig. 11).

Sidorov et al.20 verified experimentally the predicted shapes of the anodal and cathodal
strength-interval curves, and confirmed that an abrupt fall in a curve corresponds to the
transition from make to break excitation.

No-Response Phenomenon

The no-response phenomenon in cardiac tissue occurs when an increase in stimulus
strength abolishes excitation. This phenomenon has been observed experimentally during
anodal stimulation19 and is explained by the bidomain model.12,21 Figure 12 shows the
response to an anodal S2 stimulus, with an interval of 273 ms, for three different stim-
ulus currents. A current of 2 mA is too weak to cause break excitation, and no wave
front develops (left column). For 3 mA, break excitation triggers a wave front (center
column). For 4 mA, a break wave front is launched (right column, 310 ms), but it then
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Figure 12: The transmembrane potential as a function of z (parallel to the fibers) and ρ
(perpendicular to the fibers) during and following a 20 ms duration anodal S2 stimulus.
The stimulus has a strength of 2, 3, or 4 mA and begins at 273 ms. Only one quadrant
of the z–ρ plane is shown. The black box indicates the electrode. Light shading indicates
hyperpolarization more negative than −215mV and dark shading indicates depolarization
more positive than 145 mV. Contour lines are drawn in increments of 20 mV. (Roth 1997)12
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decays (right column, 350 ms). A wave front can propagate as long as it is in recovered
tissue. The tissue hyperpolarized by the stimulus at the virtual anode is excitable and can
support propagation. Once the wave front reaches the edge of the virtual anode, however,
it enters tissue that may or may not be excitable. A stronger stimulus may make the
tissue within the virtual anode recover more completely, resulting in faster propagation.
Because the wave front traverses the virtual anode in less time, it reaches the edge of
the virtual anode more quickly. Tissue outside the virtual anode has insufficient time to
recover from refractoriness and cannot be excited. Once the wave front reaches the edge
of the virtual anode, it decays. The no-response phenomenon is important because for
defibrillation-strength shocks, a similar mechanism is responsible for the “upper limit of
vulnerability.”22,23

Effect of Potassium on Pacing

High extracellular potassium favors break over make excitation. Figure 13 shows the anodal
strength-interval curves for four extracellular potassium concentrations.24 The make section
of the curve has a threshold strength of about 0.25 mA for each concentration, but the break
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Figure 13: The anodal strength-interval curve calculated for S2 pulse duration of 20 ms and
extracellular potassium ion concentrations of 4, 8, 12, and 13 mM. Open circles indicate
break excitation, and filled circles indicate make excitation. (Roth and Patel 2003)24
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threshold drops from 2 to 0.5 mA as the concentration increases from 4 to 13 mM. For a
concentration of 13.3 mM (not shown), the break threshold is so low that break, rather
than make, is the mechanism for exciting resting tissue. High potassium raises the resting
potential, depolarizing the tissue. The limiting factor in break excitation is depolarization
at the virtual cathode. The depolarized resting potential supplies additional depolarization,
making break excitation easier. Sidorov et al.25 observed similar effects experimentally.

The “dip” in the anodal strength-interval curve disappears at high concentrations
(Fig. 13). High potassium causes “postrepolarization refractoriness”: the tissue remains
refractory for a time, even though the transmembrane potential has returned to its resting
value.26 The mechanism of the dip discussed previously was that depolarization at the
virtual cathode caused by an S2 stimulus is augmented by the repolarization of the S1 action
potential, lowering the threshold for break excitation. If postrepolarization refractoriness is
present, then shortening the interval does not result in additional depolarization because
the transmembrane potential is already at its resting value, thereby eliminating the “dip.”
A “dip” in the anodal strength-interval curve exists only if the break section of the curve
occurs during the repolarization phase of the S1 action potential.

Time Dependence of the Anodal and Cathodal
Refractory Periods

Mehra et al.27 observed that immediately following implantation of a pacemaker the anodal
refractory period was shorter than the cathodal refractory period, but after several weeks
the cathodal refractory period became shorter than the anodal refractory period. Figure 14
suggests one hypothesis to explain this observation.28 After a pacemaker electrode is
implanted, tissue adjacent to the electrode is healthy and excitable. However, within a
few weeks a region of inexcitable scar tissue surrounds the electrode, making its effective
size larger. Larger electrodes require a stronger current to trigger an action potential.
Suppose a stimulator has a maximum current it can provide, as did the stimulator used
by Mehra et al.27 As scar tissue increases the effective size of the electrode, the threshold
can increase so much that the entire break section of the strength-interval curve requires
a stronger stimulus than the stimulator can produce. In that case, the strength-interval
curve rises abruptly when the mechanism of excitation changes from make to break, and
the experimentalist will naturally define the time of this rise as the end of the “refractory
period.” If the stimulator were more powerful, it would become apparent that this rise is
associated with the make/break transition, and the true end of the “refractory period” is
much earlier. In other words, the apparent “anodal refractory period” changes from the
point where the break section becomes vertical (about 255 ms in Fig. 14b) to the point
where the make section rises abruptly (315 ms). Thus, the anodal refractory period does
not really change with time, but it appears to change because the stimulator is not powerful
enough to trace out the break section of the strength interval curve. The observation is an
artifact of the particular stimulator used, and does not represent a fundamental change in
the behavior of the tissue.
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Figure 14: Anodal and cathodal strength-interval curves calculated using a 20 ms S2 dura-
tion. (a) Small electrode with surface area of 13.6mm2. Note that both the anodal and
cathodal curves lie below 8 mA shown by the dashed line. (b) Large electrode with surface
area of 24mm2. The entire cathodal curve lies below 8 mA, but the break section of the
anodal curve lies above 8 mA. If the stimulator had a maximum output of 8 mA, the break
section of the anodal curve would be observed in (a) but not in (b). (Bennett and Roth
1999)28
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Conclusion

Simulations based on the bidomain model have provided key insights into how an electrical
stimulus excites cardiac tissue. They have helped resolved decades-old questions about the
mechanisms of make and break excitation and the shape of the strength-interval curve.
Bidomain simulations are also important in understanding in the induction of reentry.
Reentry can be induced in cardiac tissue using trains of weak pulses: each pulse having
a strength similar to a pacemaker stimulus.29 The bidomain properties of cardiac tissue
are also crucial in predicting the response of cardiac tissue to strong shocks and can cause
“quatrefoil reentry”12,30,31 (see the Wikswo and Roth chapter). They influence how the
heart responds to defibrillation.32 Trayanova and Plank discuss these effects in the next
chapter.
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Chapter 2.2

Bidomain Model of Defibrillation

Natalia Trayanova and Gernot Plank

Introduction

Defibrillation of the heart by high-intensity electric shocks is currently the only reliable pro-
cedure for termination of ventricular fibrillation. Despite the critical role that defibrillation
therapy plays in saving human life, elucidating the mechanisms by which electric shocks
halt life-threatening arrhythmias has been a long and arduous process. Uncovering how
electric current delivered to the heart to terminate lethal arrhythmias traverses myocardial
structures and interacts with the wavefronts of fibrillation has been enormously challenging.
Of particular importance has been obtaining insight into the mechanisms by which the
shock fails since reinitiation of fibrillation is related not only to the effect of the shock on
the electrical state of the myocardium, but also to the intrinsic properties of the tissue
that lead to destabilization of postshock activations and their degradation into electric
turbulence. The complexity of the relationships and dependencies to be teased out and
dissected in this quest has been staggering.

Although over the years defibrillation devices have become smaller and their batteries
longer lasting, defibrillation remains a traumatic experience, often resulting in myocardial
dysfunction and damage. Furthermore, recent meta-analysis of industrial reports concluded
that thousands of patients have been affected by high-voltage component implantable
cardioverter-defibrillator (ICD) malfunctions, causing severe psychological trauma.1 A
significant reduction in shock energy can only be achieved by full appreciation of the
mechanisms by which a shock interacts with the heart and then exploiting them to devise
novel therapeutic approaches. Thus, comprehensive mechanistic insight into defibrillation
remains a major scientific frontier. This chapter examines an important tool in the quest
to understand the defibrillation mechanisms, the three-dimensional (3D) bidomain model
of defibrillation.
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Advancements Leading to the Development of the
Bidomain Model of Defibrillation

Historically, overwhelming electrical artifacts had prevented researchers from recording
during as well as shortly after the shock. A breakthrough in mapping cardiac activity asso-
ciated with defibrillation occurred during the last decade of the twentieth century with the
introduction of potentiometric dyes, which allowed continuous recording of activity before,
during, and after the shock. At the same time, the theoretical electrophysiology community
adopted a novel modeling methodology, the bidomain model ; its theoretical underpinnings
and applications are comprehensively explored in this book. The bidomain model (see the
chapter by Henriquez and Ying for more details) is a continuum representation of the
myocardium that takes into consideration current distribution resulting from a particular
characteristic of cardiac tissue—the fact that the two spaces comprising the myocardium,
the intra- and extracellular, are both anisotropic but to a different degree. The myocardium
is thus characterized with “unequal anisotropy ratios.” Since the bidomain model accounts
for the current flow in the interstitium, it became instantly a powerful modeling tool in
the study of stimulation of cardiac tissue (see the chapter by Janks and Roth), where
current delivered in the extracellular space finds its way across the membranes of cardiac
cells.

The first significant achievement of this new approach was the study of the passive (i.e.,
the ionic currents are not accounted for) shock-induced change in transmembrane potential
following a strong unipolar stimulus (near-field effects). Bidomain simulations by Sepulveda
et al.2 demonstrated that the tissue response in the vicinity of a strong unipolar stimulus
involved simultaneous occurrence of positive (depolarizing) and negative (hyperpolarizing)
effects in close proximity. This finding of virtual electrodes was in stark contrast with
the established view that tissue responses should only be depolarizing (hyperpolarizing) if
the stimulus was cathodal (anodal).3 Optical mapping studies that followed convincingly
confirmed these theoretical predictions.4 Since then, virtual electrode polarization (VEP)
has been documented in experiments involving various stimulus configurations.5–9

The next big contribution of passive bidomain modeling was the detailed analysis of
VEP etiology and its dependence on cardiac tissue structure and the configuration of the
applied field; both were shown to be major determinants of the shape, location, polarity, and
intensity of the shock-induced polarization.7,10–14 In particular, theoretical considerations
led to the recognition of two types of VEP: (1) surface VEP, which penetrates the ventricular
wall over a few cell layers, due to current redistribution near the boundaries separating
myocardium from blood cavity or surrounding bath, and (2) bulk VEP throughout the
ventricular wall.11,15 Analysis of the bidomain equations revealed that a necessary condition
for the existence of the bulk VEP is the unequal anisotropy in the myocardium. Sufficient
conditions include either spatial nonuniformity in applied electric field or nonuniformity in
tissue architecture, such as fiber curvature, fiber rotation, fiber branching and anastomosis,
and local changes in tissue conductivity due to resistive heterogeneities. Additional detail
regarding the formation of VEP and the structural mechanisms that drive it can be found
in the chapter by Tung.
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How do cells respond to externally imposed changes in their transmembrane potential,
such as those predicted by the passive bidomain model? The cellular response to shock-
induced VEP depends on its magnitude and polarity, as well as on the electrophysiological
state of the cell at the time of shock delivery. Action potential duration can be either
extended (by positive VEP) or shortened (by negative VEP) to a degree that depends
on VEP magnitude and shock timing, with strong negative VEP completely abolishing
(deexciting) the action potential, thus creating postshock excitable areas in the virtual
anode regions. Two-dimensional (myocardial sheet) simulations with the bidomain model
that incorporated for the first time ionic fluxes through cell membranes (active bidomain
modeling) resulted in the recognition of the importance of the distribution of transmembrane
potential established by the shock to the origin of the postshock activations. Analyzing
results of two-dimensional (2D) bidomain simulations of near-field behavior (behavior in
the vicinity of a stimulus), Roth16 demonstrated that the close proximity of a deexcited
region and a virtual cathode could result in an excitation at shock end, called break
excitation (i.e., at the break of the shock); the virtual cathode serves as an electrical
stimulus, eliciting a regenerative depolarization and a propagating wave in the newly created
excitable area. Break excitations arise at the borders between oppositely polarized regions
provided that the transmembrane potential gradient across the border spans the threshold
for regenerative depolarization.17 The finding of break excitations, combined with the
fact that positive VEP can result in regenerative depolarization in regions where tissue
is at or near diastole (make excitation; takes place at the onset of the shock), resulted
in a novel understanding of how a strong stimulus can result in the development of new
activations.

These findings provided the background for the development of a comprehensive set
of mechanisms aiming to explain the success or failure of a defibrillation shock based on
the application of the bidomain model. This set of mechanisms includes the generating
of VEP in the 3D ventricles by the defibrillation electrodes (far-field effects) and the
initiation of postshock activations, the origin of which, if any, depends on shock strength
and waveform. Developing this understanding required large-scale simulations of defib-
rillation in the whole heart, where geometry and fiber orientation play a major role in
activity during and after the shock. This necessitated technological advancement in the
application of the bidomain model and the numerical approaches employed in simulating
defibrillation. The sections below present the algorithms used to solve the bidomain equa-
tions in 3D as well as examples of mechanistic insight obtained from the analysis of the
simulations.

Bidomain Equations and Numerical Approaches for
Large-Scale Simulations in Shock-Induced
Arrhythmogenesis and Defibrillation

The quest to unravel how shocks could succeed in terminating fibrillation or how they
could reinstate arrhythmia has driven the technological aspects of computer simulations
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of 3D bidomain activity. In order to be able to simulate postshock arrhythmogenesis in
the ventricles, computational research has managed to overcome tremendous difficulties
associated with obtaining solutions of very large systems of unknowns, involving stiff
equations and computational meshes of irregular geometry. A brief overview of the compu-
tational approaches involved in conducting simulations of postshock arrhythmogenesis and
defibrillation is presented below.

Governing Equations

The bidomain equations describe the electrical behavior of cardiac tissue as a syncytium,
where all tissue parameters are accounted for in an averaged sense.18 The domains of inter-
est, intracellular and extracellular, and the cellular membranes, which physically separate
the two domains, are distributed over the entire tissue volume. The bidomain equations
state that currents that enter the intracellular or extracellular spaces by crossing the cell
membrane represent the sources for the intracellular potential, φi, and the extracellular
potential, φe:

∇ · σ̄i∇φi = βIm, (1)

∇ · σ̄e∇φe = −βIm − Ie, (2)

Im = Cm
∂Vm

∂t
+ Iion(Vm, �η) − Istim, (3)

Vm = φi − φe, (4)

where σ̄i and σ̄e are the intracellular and extracellular conductivity tensors, respectively, β
is the membrane surface to volume ratio, Im is the transmembrane current density, Istim is
the current density of the transmembrane stimulus used to initiate an action potential, Ie

is the current density of the extracellular stimulus, Cm is the membrane capacitance per
unit area, Vm is the transmembrane potential, and Iion is the density of the total current
flowing through the membrane ionic channels, pumps, and exchangers, which depends on
the transmembrane potential and on a set of state variables �η. If at the tissue boundaries
electrical isolation is assumed, it is accounted for by imposing no-flux boundary conditions
on φe and φi.

If, however, cardiac tissue is surrounded by a conductive medium, such as blood in the
ventricular cavities or a perfusing bath (Tyrode solution) in which the heart is submerged,
then Laplace equation has to be additionally solved:

∇ · σb∇φe = 0, (5)

where σb is the isotropic conductivity of the conductive medium. In this case no-flux
boundary conditions are assumed at the boundaries of the conductive medium, whereas
continuity of the normal component of the extracellular current and continuity of φe are
enforced at the tissue-bath interface. The no-flux boundary conditions for φi remain in
place.
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For most applications the bidomain equations are recast into other forms by substituting
(4) into (1) and (2) and executing algebraic transformations. Several ways to recast the
bidomain equations have been proposed; a systematic overview of the different linear
transformations is found in Hooke et al.19 A widely used transformation is to add (1)
and (2) and replace φi by Vm + φe:20

∇ · (σ̄i + σ̄e)∇φe = −∇ · σ̄i∇Vm − Ie, (6)

∇ · σ̄i∇Vm = −∇ · σ̄i∇φe + βIm, (7)

which retains Vm and φe as the independent variables. For comparison of tissue and organ
level simulations with experimental data, this is advantageous since φe can be measured via
electrical and Vm via optical mapping techniques.

Computational Considerations

Large-scale computational studies employing the bidomain model in general, and defibrilla-
tion studies in particular, have remained a challenge, although computer speed and memory
have dramatically increased. Several factors render any numerical solution of the bidomain
equations computationally challenging:

� The fast rate of rise of action potential upstroke translates into a steep propagating
wavefront in space where the wave of depolarization extends only a few hundred
micrometers. Hence, both spatially fine-grained computational grids and a high tem-
poral resolution are mandatory to faithfully capture wavefront propagation.

� To study cardiac arrhythmias, a discretized domain of interest has to be chosen that
is large enough to support reentrant wave propagation. With constraints on spatial
discretization, as mentioned above, the result is a large system, on the order of 105 to
107 degrees of freedom.

� The maximum size of the time step is either limited by the time constants of the
ordinary differential equations (ODE) in the ionic models or by the mesh ratio (which
becomes the limiting factor when fine spatial discretization, well below 100μm, is
used). Since most physiological processes of interest take place over seconds or minutes,
temporal step size limits necessitate a large number of time steps, typically in the range
from tens to hundreds of thousands.

Additional challenges specific to defibrillation simulations include:

� For defibrillation studies, the use of unstructured grids for anatomically realistic models
of the heart is mandatory as to allow smooth representation of the organ’s surfaces.
Jagged boundaries, which inevitably form along the organ surfaces when regular
structured or block structured grids are employed, cause spurious polarizations upon
delivery of a defibrillation-strength shock.

� Fine spatial discretization becomes even more important for defibrillation since large
transmembrane potential gradients are induced by the shock; for instance, in a passive
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2D bidomain study,21 a voltage drop of 1 V over a distance as short as 100μm has been
reported.

� State-of-the-art ionic models incorporate over 20 state variables of ever increasing
stiffness. These models are developed for the normal physiological range of action
potential variables. For defibrillation, however, even when ionic models are equipped
with additional currents that limit the rise of Vm,22,23 transmembrane voltages can
increase significantly beyond the physiological range of the parameters and undesirable
behavior of the model equations could ensue. Typically, modifications are required to
render an ionic model suitable for defibrillation studies.24,25

� Fast transients in state variables during shock onset enforce even smaller time steps,
which make computations during the shock more burdensome.

� Due to the nature of defibrillation, where shock success depends on a multitude of
parameters, most importantly shock strength and timing, but also pulse shape, polarity,
electrode geometry, and location, a large number of simulations are required to sweep
the parameter space. In the simplest case where only N timings and M shock strengths
are tested to construct a vulnerability grid, a total of N × M simulations need to be
performed.

Numerical Schemes

Among the possible castings of the bidomain equations, the one presented as (6) and (7) is
the most popular. In the most general case, where a conducting medium is in contact with
the myocardium, the bidomain equations are written as[−∇ · (σ̄i + σ̄e)∇φe

−∇ · σb∇φe

]
=
[∇ · σ̄i∇Vm

Ie

]
, (8)

∂Vm

∂t
=

1
βCm

(∇ · σ̄i∇Vm + ∇ · σ̄i∇φe) −
1

Cm
Iion(Vm, �η), (9)

d�η

dt
= g(Vm, �η). (10)

Numerically, the bidomain equations can be solved as a coupled system26 or alternatively,
operator splitting techniques are applied27 to decouple the computing scheme into three
components: an elliptic partial differential equation (PDE), a parabolic PDE, and a set
of nonlinear ODEs. It has been shown that the decoupled scheme converges quickly
against the coupled scheme by employing a Block Gauss-Seidel iteration.28 However, in
most studies the components are essentially treated as independent. Solutions are then
found by leap-frogging between the decoupled components, where either Vm in (8) or
Φe in (9) are considered as constant. In Vigmond et al.26 it has been found that with
small error tolerances, the differences between coupled and decoupled approaches are
negligible.
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Discretizing the decoupled bidomain equations leads to a three-step scheme, which
involves a solution of the parabolic PDE, the elliptic PDE, and the nonlinear system of
ODEs at each time step. In the simplest case, both parabolic PDE and the nonlinear ODE
systems can be solved with an explicit forward Euler scheme:26

V k∗ = (1 − ΔtAi)V k − ΔtAeφ
k
e , (11)

V k+1 = V k∗ +
Δt

Cm
Iion

(
V k∗, �η k

)
, (12)

�η k+1 = �η k + Δtg
(
V k+1, �η k

)
, (13)

(Ai + Ae)Φk+1
e = AiV

k+1 + Ie, (14)

where Aξ is the discretized −∇ · (σ̄ξ∇)/(βCm) operator with ξ being either i or e; Δt is the
time step; V k, φk

e , and �ηk are the temporal discretizations of Vm, φe, and �η, respectively,
at the time instant of kΔt. In the case of a fine mesh, when the integration time step has
to be reduced below the time step limit imposed by the ODE solver, it is advantageous to
employ the more expensive semi-implicit Crank-Nicholson scheme instead of the forward
Euler to solve the parabolic PDE:[

1 +
1
2
ΔtAi

]
V k+1 =

[
1 − 1

2
ΔtAi

]
V k − ΔtAeφ

k
e + Iion

(
V k

m, �ηk
)
, (15)

thus replacing (11) and (12).
Typically, additional Dirichlet boundary conditions have to be enforced for the elliptic

PDE, which is a singular system otherwise. This is usually achieved by adding a grounding
electrode (i.e., choosing nodes in the mesh where φe is set to zero). With some iterative
solver techniques, for instance, Krylov subspace methods such as conjugated gradients (CG),
this is not necessarily required.29

Linear Solvers

Although the PDEs are solved most efficiently with direct methods, this is possible for small
grids only;26,30 otherwise memory demands increase quickly, which, in turn, significantly
increases the required number of operations per solver step. Although direct methods
have been implemented to run in parallel environments,31,32 typically they are harder to
parallelize due to the fine-grained parallelism, which is communication intense. For large
systems, iterative methods are required.

When executing bidomain simulations on sequential computers, the main computational
burden can be attributed to the solution of the elliptic problem and the set of ODEs.
Typically, with simple ionic models, the elliptic problem contributes more than 90% to the
overall workload, whereas with recent ionic models involving very stiff ODEs,33,34 the ODE
solution may even begin to dominate the computations. The parabolic problem is typically
less of a concern. On coarser meshes, where time steps are limited by the ODEs, simple
forward Euler steps can be employed to update Vm. In this case, the contributions of the



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 92 of 635 October 10, 2008 17:33

92 Natalia Trayanova and Gernot Plank

diffusional component (PDE) and the local membrane component to changes in Vm can
be updated separately, which renders the PDE linear. On finer grids, semi-implicit Crank-
Nicholson schemes perform well. Even when relatively cheap iterative solvers are employed,
the parabolic portion can be updated efficiently due to the diagonal dominance of the linear
system.

For large systems, on the order of several hundreds of thousands of unknowns, parallel
computing approaches are necessary to reduce execution times. The parallel computing
context alleviates the problem of solving the set of ODEs. State variables in an ionic
model do not diffuse, which qualifies the ODEs as an embarrassingly parallel problem.
No communication between processors is required to update the state variables, and thus
the parallel scaling of the ODE portion is linear. The parabolic problem is efficiently
solved in parallel as well. Either only a forward Euler step is required (essentially a
matrix-vector product for which good scalability is expected), or the well-posed diago-
nally dominant linear system is solved efficiently with relatively cheap iterative meth-
ods, such as the preconditioned CG. Typically, with an incomplete LU (ILU) precondi-
tioner for the iterative CG solver, the parabolic problem can be solved in less than ten
iterations.

The elliptic PDE is the most challenging problem. Standard iterative solvers such as
ILU-CG typically require several hundreds of iterations to converge (Fig. 1a), which makes
this solution significantly more expensive than that of the parabolic system, although both
systems share the same sparsity pattern. The parallel scaling of standard iterative solvers
is fairly good.30 For instance, a parallel ILU-CG solver, where the system is decomposed
by a Block Jacobi preconditioner with ILU(0) (i.e., an incomplete LU factorization with
zero fill-in levels that preserves the sparsity pattern of the original matrix), used as a
subblock preconditioner, exhibits good parallel scaling (Fig. 1b).30 With fewer number of
processors, ILU(N) with N levels of fill-in tends to be more efficient; however, with an
increasing number of processors, the efficiency of the preconditioning deteriorates since the
preconditioner is applied to the main diagonal block only (Fig. 1d). Employing overlapping
block preconditioners such as additive Schwarz methods can circumvent this; however, they
increase the communication burden, which, depending on the particular hardware, may be
undesirable.

It has been demonstrated in several recent studies that multilevel preconditioners
for CG methods both significantly improve the overall performance (Fig. 1c) and show
reasonable parallel efficiency (better than 80%) for up to 128 processors.30,35,36 A gen-
erally applicable algebraic multigrid preconditioner (AMG) in conjunction with an iter-
ative Krylov solver reduces the number of iterations per solver step by almost two
orders of magnitude compared to ILU-CG (Fig. 1a). Although a single iteration with
AMG is significantly more expensive than with ILU, the reduction in number of iter-
ations clearly favors a multilevel approach. In Plank et al.,30 a speedup of six was
reported (Fig. 1c). Using AMG-CG is, to date, the most efficient method for solving
the elliptic portion of the bidomain equations. The method is particularly well suited for
defibrillation studies since it is computationally efficient and handles unstructured grids
straightforwardly.
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Figure 1: (a) A figure-8 reentrant activity in a rabbit ventricular model simulated over
200 ms employing either incomplete LU (ILU) or algebraic multigrid (AMG) preconditioner
with an iterative conjugated gradient (CG) solver to compute the solution of the elliptic
portion of the bidomain equations. The number of iterations per solver step needed to
achieve convergence, N , was measured at each time step. A large variation in N as a
function of −∇ · σ̄i∇Vm was observed with the ILU preconditioner (with min/mean/max
N of 137/201/377), whereas with the AMG preconditioner, N remained constant and
equal to 4 for all time steps. (b) Scaling with the two preconditioners. The execution
times were reduced by factors of 3.37 and 3.14 for AMG and ILU, respectively, when the
number of processors, Np, was increased from 4 to 16. (c) Decrease in execution time with
increasing Np for both methods. Although the trend is similar for both preconditioners,
AMG outperformed the ILU preconditioner at least by a factor of 6 (note the differences
in time scales at the left and right vertical axes). With 16 processors execution time was
60.6 h with ILU versus 8.8 with AMG. (d) Increasing Np increased the number of iterations
N by about 7.3% when using ILU preconditioning, whereas the efficiency of the AMG
preconditioner was unaffected by parallelization. (Images are based on figures published in
Plank et al.)30



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 94 of 635 October 10, 2008 17:33

94 Natalia Trayanova and Gernot Plank

Models of the Heart in Vulnerability and
Defibrillation Studies

This section provides an overview of the remainder of the modeling tools used in bidomain
studies of defibrillation.

Description of Myocardial Geometry and Fiber Architecture

The 3D organ-level simulations of defibrillation have used Vetter and McCulloch’s37 3D
model of anatomically based rabbit ventricular geometry and fiber orientation. The original
geometry was defined in prolate spheroidal coordinates, which were then translated into
Cartesian. MSC Patran (MSC-Software Corporation) was used to generate the computa-
tional grids. The surfaces and the “solids” of the mesh were created with Patran functions.
Additional “solids” were generated to represent the ventricular cavities and the perfusing
bath; the conductivity of these regions was assigned the value of blood. Using Patran,
surfaces and solids were meshed to create unstructured triangular and tetrahedral meshes,
respectively, with an average element edge length of 300–500 μm in the tissue and 1 mm
in cavities and perfusing bath. Once the entire mesh was complete, files containing node
coordinates, elemental connectivity, and the original finite element to which each tetrahedral
element in the new mesh belongs, were generated. This information was then used to
determine, with the combination of two multidimensional root-finding algorithms, fiber
orientation at the centroid of each tetrahedron. Local material properties were assigned
to each element using the fiber orientations. Fig. 2 illustrates the 3D geometry and fiber
orientation in the rabbit ventricles as determined by this algorithm.

Figure 2: (a) Geometry (semitransparent rendering) and posterior and anterior views
of epicardial fiber orientation (short white lines) in the rabbit ventricular model. (b)
Configuration of the perfusing chamber (3.92 cm wide) and shock electrodes. The ventricles
are paced at the apex, and the colors represent the distribution of transmembrane voltage
during a paced beat
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Representation of Ionic Currents and Membrane Electroporation

As already discussed above, for defibrillation studies, all membrane models need to be
modified to ensure stability during the shock, when a dramatic change in transmembrane
potential takes place.24 It is important to understand, however, that defibrillation shocks
induce complex changes in transmembrane potential, some of which have been consistently
observed in experiments, but never reproduced by membrane models. Some of these observed
phenomena are listed below. First, strong shocks applied during action potential plateau
in isolated guinea pig papillary muscle,38 cultured neonatal rat myocyte strands,39 and
isolated guinea pig myocytes23 induce asymmetrical changes in transmembrane potential,
Vm, with the negative transmembrane potential change, ΔVm, being larger than the positive
(i.e., ΔV −

m > ΔV +
m ). Second, with increase in shock strength, ΔVm magnitude does not

increase proportionally but instead saturates.38,39 Third, for large shock strengths ΔV −
m

exhibits non-monotonic behavior with initial rapid increase and then a decrease.23,39 None
of the available membrane models reproduce these responses to strong shocks, necessitating
modifications in the available membrane models.

Using a recent version of the Luo-Rudy dynamic (LRd) model, Faber and Rudy40

found that the negative bias in ΔVm asymmetry could not be reproduced by the natural
addition of electroporation (model LRd + EP), the latter documented to always take place
following strong shocks.41 Only when the outward current activated upon strong shock-
induced depolarization was incorporated, Ia, first suggested by Cheng et al.,23 that a match
between simulation and experiment was achieved (Fig. 3), provided it was assumed that
Ia was part of the K+ flow through the L-type Ca+-channel augmented LRd, or (aLRd
model). With the use of the new aLRd model it was possible to reproduce the experimentally
observed rectangularly-shaped positive ΔVm transient, negative-to-positive ΔVm ratio near
2,39,42 stronger electroporation at the anode,43 and dependence of the ΔVm magnitude on
field strength (compare Fig. 3 to Fast et al.39 and Cheek et al.)42 To conduct simulations
with the rabbit ventricular model, similar changes were incorporated in the Puglisi-Bers
ventricular myocyte ionic membrane model.44 Being equipped with a membrane model that
can accurately reproduce the membrane responses to shocks is essential to simulate tissue
and organ behavior observed experimentally, and thus, to provide insight about behavior
in the depth of the tissue that cannot be assessed by the current experimental techniques.

Shock Electrodes and Waveforms

In the rabbit model, shock electrodes are represented as 3D iso-current density or iso-voltage
surfaces within the 3D computational grid (ventricles plus perfusing bath and blood in
cavities); these are chosen to mimic geometry and location of electrodes in optical mapping
experiments (far-field). The examples included in this chapter use external plate (at the
boundaries of the perfusing chamber) electrodes; a right ventricle (RV) catheter and a return
electrode in the posterior bath as well as cuff electrodes have also been implemented.45,46

The shock waveforms include square waves as well as truncated-exponential (62% tilt)
mono- and biphasic shocks of different polarities and durations.47–52 All shocks were given
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Figure 3: Responses to shocks of various strengths E delivered during the action potential
plateau (coupling interval of 10 ms) in an 800μm-long fiber. (a) Superposition of shock-
induced virtual electrode polarization (VEP) at the fiber ends. Membrane kinetics is
represented by the LRd, LRd with electroporation (LRd + EP), and augmented LRd
(aLRd) models. Shock duration is 10 ms and strengths are 8, 12, and 16V/cm−1 (thin,
thicker, and thickest solid lines, respectively). APA, action potential amplitude. Vertical
dotted line indicates time of ΔVm (change in transmembrane potential Vm) measurement,
3 ms after shock onset. (b–d) Shock-induced positive and negative ΔVm and ΔVm as a
function of shock strength for the three models. Characters II and III denote types of
nonlinear responses, as per Fast et al.39 (e) ΔV −

m /ΔV +
m ratio as function of shock strength

in the three models. (Figure modified from Ashihara and Trayanova)25

to ventricles paced eight to ten times at the apex of a basic cycle length of 300 ms. The
shocks were administered at various coupling intervals with respect to the last paced beat.

Arrhythmia Induction with an Electric Shock
and Defibrillation

The mechanisms of cardiac defibrillation have been strongly linked to cardiac vulnerability
to electric shocks. A large body of research has demonstrated that an electric shock can
induce ventricular arrhythmias if it is given during the “vulnerable window” within the
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normal cardiac cycle.53–55 Furthermore, shocks that result in induction of arrhythmia
are bound by a minimum and a maximum strength, termed the lower and upper limits
of vulnerability (LLV and ULV).56 Fabiato et al.56 were the first to suggest that the
mechanisms of ventricular fibrillation (VF) induction and termination may be similar. This
suggestion is now supported by the correlation between ULV and defibrillation threshold
(DFT).57 For a defibrillation shock to succeed, it must extinguish existing VF activations
throughout the myocardium (or in a critical mass of it), as well as not initiate new
fibrillatory wavefronts. Extinguishing existing VF activations is not sufficient; the shock
may still reinitiate VF by the mechanism it induces VF if applied during the vulnerable
window. Therefore, understanding cardiac vulnerability to electric shocks is a route to
understanding defibrillation and arrhythmogenesis by failed shocks. In this light, the present
chapter provides a review of the application of the 3D bidomain model to the study of
vulnerability to electric shocks, as published in several articles.11,21,49,50,52,58,59 Finally, this
chapter follows the direction of numerous electrical and optical mapping studies of VF
induction and defibrillation: it focuses on the mechanisms that govern the responses to the
shock in the normal isolated heart preparations as a necessary step in solving the riddles of
clinical defibrillation.

Postshock Activity in the Ventricles

VEP Induced by the Shock in the 3D Volume of the Ventricles

Figure 4a presents VEP at the end of 4 ms-long square-wave shocks of different strengths,
applied at a coupling interval of 105 ms. In each case the distributions of transmembrane
voltage on the anterior epicardium and endocardium and in a transmural view of the
midmyocardium are shown. VEP on the surfaces exhibits two main areas of opposite
polarization: the RV epicardium, which is near the cathode, is depolarized, while the left
ventricle (LV) epicardium is deexcited (postshock excitable area). A zone of intermediate
voltage levels (green and yellow colored areas) is created between oppositely polarized areas;
increasing shock strength reduces the width of this zone, resulting in larger spatial gradients
between areas of opposite membrane polarity. These gradients act to provide the stimulus for
the break excitations at shock end. In contrast to the surface VEP, transmural views present
a more complex distribution of transmembrane voltage throughout the midmyocardium. In
all cases, the LV free wall exhibits a wide excitable area that extends toward the base with
an increase in shock strength. In contrast, the RV free wall and the septum are mostly
depolarized at shock end. As determined by our simulation studies,11,15 differences in VEP
between ventricular surfaces and midmyocardium emanate from the different mechanisms
that govern surface polarization and polarization in the tissue bulk and result in different
postshock electrophysiological behavior on the surfaces and in depth, as demonstrated
below. For weak shocks such as 1.0V/cm−1, the electric field is unable to reset the preshock
state of the tissue, and dispersion of refractoriness in the apex-base direction, resulting
from the preshock beat, can still be observed. However, with increasing shock strength, the
remnants of the paced beat in the end-shock transmembrane voltage distribution disappear.
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Figure 4: Transmembrane potential distribution at shock end for various shock waveforms,
strengths, and polarities. Waveforms and polarities are indicated at the top of each panel.
The color scale is saturated (i.e, the transmembrane potentials above 20 mV and below
90 mV appear as 20 mV and 90 mV, respectively). (a) Shocks are monophasic, 4-ms long,
and of strengths shown in the figure; they are applied at a coupling interval of 105 ms.
For each case, the anterior epicardium and endocardium and a transmural view of the
ventricles are shown. (Images are based on figures published in Rodriguez and Trayanova)62

(b) Truncated-exponential (62% tilt) monophasic and biphasic shocks are of 10 ms duration
and of strengths shown in the figure. Biphasic shock polarity reverses at 6 ms. White arrow
at the bottom image indicates the location and direction of initial postshock propagation.
(c) Truncated-exponential monophasic shocks of reversed polarity and strength 5V/cm−1.
Anterior epicardium and transmural views of the ventricles are shown. (Images are based on
figures published in Rodriguez et al.)52 The color scale is saturated (i.e, the transmembrane
potential above 20 mV and below 90 mV appear as 20 mV and 90 mV, respectively)

Figure 4b compares the response of the ventricles to mono- and biphasic truncated-
exponential shocks (same as those used in clinical practice) of different strengths and 10 ms
duration. For the biphasic shock, VEP induced by the 6-ms-long first pulse reversed sign
following the 4-ms-long second pulse. In this case transmembrane potential gradient between
virtual anodes and cathodes at shock end was markedly lower than that at the end of the
monophasic shock, indicating decreased likelihood that new activations will originate at the
end of the shock.

The effect of polarity reversal on VEP is illustrated in Fig. 4c. For left-to-right direction
of the applied field, regardless of shock strength and coupling interval of shock application,
the main postshock excitable area is always within the LV wall (5V/cm−1 shock episode
illustrated in Fig. 4c). At shock end, the septum is either mildly or strongly positively
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(depending on shock strength) polarized and is not an avenue for postshock propagation.
The shock-end negative polarization in the RV is a thin stripe in a thin wall; thus, the RV
is not a major structure for postshock propagation (as discussed below).

Postshock Activations in the 3D Volume of the Ventricles

The inquiry into the 3D mechanisms governing shock-induced arrhythmogenesis (and thus,
the failure of defibrillation) has been hampered by the inability of current experimental
techniques to resolve, with sufficient accuracy, electrical behavior confined to the depth
of the ventricles during and after the shock. Mapping the entire epicardial surface of the
ventricles, the current state-of-the-art in optical imaging, does not reveal the global 3D
activity that follows the shock since activations could propagate intramurally, without a
signature on the epicardial surface. Most importantly, as discussed above, there is a dramatic
difference between the magnitude and pattern of shock-induced VEP in the surface layers
and in the depth of the myocardium. Such differences in VEP could result in different
electrophysiological behavior on the surfaces and in depth, with midmyocardial postshock
activity remaining confined to the depth of the ventricular wall and detached from surface
postshock behavior for stretches of time. A major breakthrough in understanding of these
mechanisms resulted from 3D bidomain simulations.

Figure 5 presents an episode of arrhythmia induction following a truncated-exponential
monophasic shock of 3.2V/cm−1 applied at a coupling interval of 96 ms. Following the
shock, a transmural wave emanating from a break excitation at shock end in the region
of the LV apex (where the largest gradient between shock-induced positive and negative
polarization is formed) propagates toward the base through the remaining excitable area
(24 and 42 ms panels). The wave returns toward the apex through the RV wall and the
septum, and once tissue there has recovered (79 ms panel), it reenters, establishing a stable
reentrant circuit (112 ms), with one spiral wave on the anterior (white arrow), and another
on the posterior (not shown).

Figure 5: Evolution of shock activity from shock end until the end of the first cycle of a
figure-8 reentry with the isthmus located at the apex. The shock is 3.2V/cm−1 truncated
exponential of 8-ms duration and is applied at a coupling interval of 96 ms. Transmembrane
voltage distribution on the anterior epicardium is shown. The arrow indicates direction
of propagation of the stable reentrant circuit. (Images are based on figures published in
Rodriguez et al.)58



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 100 of 635 October 10, 2008 17:33

100 Natalia Trayanova and Gernot Plank

ULV and LLV

To determine the ULV for a given shock electrode configuration and polarity, vulnerability
areas (i.e., areas on a 2D grid that encompass episodes of reentry induction for various
shock strengths and coupling intervals) must be constructed. ULV is estimated from the
vulnerability area as the highest shock strength that induces sustained arrhythmia. The
3D bidomain simulations have been crucial in understanding what causes the existence
of ULV. As Fig. 6 illustrates, a shock succeeds in not initiating (new) reentry if elicited
break excitations manage to traverse the shock-induced excitable areas in the LV before the
remaining ventricles recover from shock-induced depolarization (presence of unidirectional
block).6,52,60 The episode presented in Fig. 6b top is the same as in Fig. 5, where postshock
propagation takes place through the large postshock excitable area in the LV, initiating
arrhythmia; this shock is thus below the ULV. The latency in the onset of a postshock
activation, its propagation velocity through the excitable area, and shock-induced extension
of refractoriness in the depolarized areas (which serve to block propagation) determine how
quickly postshock activity subsides following successful shocks.17,60,61 In Fig. 6a top the
shock is stronger (9.6V/cm−1) and therefore the activation is initiated earlier than in Fig. 6b
due to stronger gradients at the apex between positive and negative polarization (see 20 ms
panels), and the postshock excitable area is quickly traversed; the wavefront dies out upon
encountering refractory tissue in the shock-induced depolarized areas. This episode is above
the ULV.

Figure 6 bottom presents episodes similar to those in Fig. 6 top; however, the shock polar-
ity is reversed. Although the mechanisms responsible for the ULV are the same (compare
panels in Fig. 6a to panels in Fig. 6b), these simulation results underscore the importance of
accounting for the geometry of the ventricular chambers in the quest to understand genera-
tion of postshock arrhythmias. The difference in the thickness of the ventricular walls is ulti-
mately manifested as a preferential location of the postshock excitable area; the postshock
excitable areas are shown by these simulations52 to be always located in the thick LV and
septum, but never in the thin RV. One can speculate that identifying the location of the main
postshock excitable area could be very important for improving clinical defibrillation efficacy
since its eradication can be specifically targeted by auxiliary small-magnitude shocks,
resulting in a dramatic decrease in defibrillation threshold. In addition, the location of
the postshock excitable area determines the types of postshock reentrant circuits (compare
panels in Fig. 6b). For the polarity shown in the top panel of Fig. 6, two rotors are induced,
one counterclockwise and one clockwise, on the anterior and posterior sides of the ventricles,
respectively, with a common pathway in the apex. In contrast, in the bottom panel, the
reentrant circuit is a figure-8 on the anterior and another on the posterior with a common
pathway in the LV. The pattern of the reentry is determined by the initial postshock propa-
gation, here through the septum, resulting in subsequent activation through both free walls.

Vulnerability grids are also characterized with an LLV, the lowest shock strength below
which arrhythmia is not induced. The failure to induce reentry in the paced ventricles with
shocks of strength below the LLV is due to the absence of unidirectional block, which occurs
in the RV (LV) free wall for the shock polarity used in Fig. 6, top (bottom) episodes. In this
case (for instance 1V/cm−1 shock; episode not shown, see Rodriguez and Trayanova),62



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 101 of 635 October 10, 2008 17:33

Bidomain Model of Defibrillation 101

Figure 6: Mechanisms for the existence of upper limit of vulnerability (ULV) demonstrated
through the evolution of postshock activity for shocks of reversed polarity (top and bottom
panels). In both panels, episodes shown as (a) refer to responses to a shock above the ULV,
while the ones shown in (b) refer to responses to a shock below the ULV. Anterior epicardial
and transmural views of transmembrane potential distribution are shown on the left, whereas
anterior and posterior views are rendered on the right. For the top panel polarity, the ULV is
9.6V/cm−1, while for the bottom panel polarity, it is 12.7V/cm−1. White arrows represent
direction of propagation. (Images are based on figures published in Rodriguez et al.)52

shock-induced depolarization is weak, and the myocardium there is refractory only for the
first few milliseconds following the shock. As a consequence of this, the wavefront initiated
at the apex propagates simultaneously through both ventricular walls and the septum,
depolarizing the entire heart and ultimately dying out at the base.
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Shock-Induced Phase Singularities and Filaments

Initiation of shock arrhythmias is often examined in terms of the dynamics of the phase
singularities, the organizing centers of reentry. The onset of a break excitation is asso-
ciated with the formation of a (VEP-induced) phase singularity;63 it forms at a point
along the boundary between shock-induced depolarization and deexcitation63,64 and is
independent of the preshock state of the myocardium. If these phase singularities survive,
allowing a spiraling wavefront to develop, the shock results in the (re)initiation of reentrant
arrhythmia.

A phase singularity is typically observed on the ventricular surface (epicardium), since
reentrant activity (spiral waves) is typically imaged there. However, in the context of the
3D geometry of the ventricles, a phase singularity represents the intersection of a scroll-
wave filament, the 3D organizing center of reentry, with the ventricular surface. Clearly, 3D
bidomain simulations of postshock behavior are important in elucidating the dynamics of
the postshock filaments. Figure 7 presents two postshock episodes, one above the ULV (top)
and one below it (bottom). In both cases, the shock induces a large number of filaments of
complex geometry. At 15 ms postshock, there are fewer and smaller filaments following the
stronger shock. In both cases, the number of the filaments decreases with time postshock
(middle panels). In the stronger shock episode, at 95 ms, there is only one remaining filament;
it is O-shaped (black arrow). O-filaments are unstable and collapse on themselves, such as in
the case shown in the figure, leading to termination of the reentrant activity. In contrast, in
the weaker shock episode, a single filament persists, causing the establishment of a sustained
ventricular tachycardia. This is a U-shaped filament (a U-shaped filament is a filament, both
ends of which are in contact with the same, endo- or epicardial surface), with both ends
attached to the epicardium that underlies the same reentrant circuit, as shown in Fig. 5.
Results from bidomain simulations have also provided important insights into how the 3D
postshock reentrant circuits established soon after a failed shock can further degrade into
ventricular fibrillation.65

Induction of Arrhythmia with Biphasic Shocks

The issue of induction of arrhythmia in a paced heart with a biphasic shock (and for that
matter, failure of defibrillation with a biphasic shock) is particularly intriguing. Reversal of
shock polarity during the shock has been found to improve defibrillation efficacy in both
humans66,67 and animal models,68–71 and it is the current standard in clinical defibrillation.
The mechanisms underlying the superiority of biphasic shock waveforms in achieving defib-
rillation success has been the subject of much debate.70,72–74 Advancement of VEP theory
for arrhythmia induction and termination offered new insights into the improved efficacy
of biphasic waveforms. Studies of isolated rabbit hearts by Efimov et al.6,64 demonstrated
that the second phase of the biphasic shock reversed positive and negative polarization
asymmetrically, as shown in Fig. 4b. The latter is owed to the rectification properties of the
voltage-dependent ionic channels; an appropriate (“optimal”) countershock6,64,70 reverses
the negative VEP while partially preserving the positive, and an overall weaker depolariza-
tion is achieved through most of the ventricles. Consequently, any phase singularities that
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Figure 7: Evolution of postshock activity and filament dynamics for shocks above the
upper limit of vulnerability (ULV) (a) and below the ULV (b). Transmembrane potential
distributions are shown in anterior epicardial (top rows in each panel) and apex-to-base
(bottom rows in each panel) views with the ventricles rendered semitransparent. Scroll-
wave filaments are shown in pink, with the filament corresponding to the sustained reentrant
circuit depicted in black. Inset in (b) shows that the filament is attached with both ends
(small white circles) to the epicardial surface (U-shaped filament). Black arrows in (a) point
toward the O-shaped filament. (Images are based on figures published in Arevalo et al.)59
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Figure 8: Induction of a postshock arrhythmia with a biphasic shock of strength 4V/cm−1

and duration 10 ms (6/4 ms). Anterior epicardial views of transmembrane potential distrib-
ution are shown. Zigzag arrows 1 and 2 denote propagated graded responses. White arrows
represent direction of propagation. (Images are based on figures published in Ashihara
et al.)77

might be generated by the first shock phase are erased by the second. Biphasic shocks thus
do not result in the formation of phase singularities at the end of the shock, which could
underlie their increased efficacy.

How do biphasic shocks fail? Insight into this issue was also obtained from 3D bidomain
simulations and is based on the recognition that some postshock activations could origi-
nate much later than the end of the shock. These activations were termed VEP-induced
propagated graded responses75,76 and were shown to occur in regions of intermediate VEP
magnitude (green areas in the biphasic shock response shown in Fig. 4b). An example of
arrhythmia induction with a 4V/cm−1 biphasic shock (the shock strength is below the
biphasic ULV) via the VEP-induced propagated graded response mechanism is shown in
Fig. 8. Although the spatial gradient in transmembrane potential at the borders between
oppositely polarized regions (0 ms panel) is again the stimulus that elicits the postshock
activation, this activation occurs at an instant much later than shock end, when the
mildly negatively polarized region repolarizes enough to “pick up” the stimulus. Thereafter,
activations of low amplitude slowly propagate (zigzag arrows, 10-ms panel), emerging later
as full-blown wavefronts (25 ms panel). The activations resulted in a transmural spiral wave,
degenerating later into fibrillation.

Conclusion

The information and examples presented in this chapter regarding the development, achieve-
ments, and mechanistic insight provided by the 3D models of shock-induced arrhyth-
mogenesis and defibrillation underscore the power of realistic modeling and simulations.
Simulations are particularly useful in revealing electrical behavior hidden within the cardiac
wall. Insights into vulnerability and defibrillation, such as these presented here, cannot be
achieved with experimental methodology alone. When supported by experimental observa-
tions of behavior during and after the shock over the cardiac surfaces, realistic whole-organ
simulations become invaluable in providing mechanistic insight. In general, such models can
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be successfully employed to study any aspect of arrhythmogenesis and serve as a test bed
for new potential antiarrhythmia therapies.
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Chapter 2.3

The Generalized Activating Function

Leslie Tung

Introduction

Insight into the biophysical processes associated with electrical stimulation of the heart is
important for the understanding of electrical pacing and defibrillation. When electrodes
are physically placed on the myocardium, not only do they induce polarization changes
in the cell membrane in regions in proximity to the electrodes, but they also induce
polarization changes remote to the electrodes. How applied electrical currents are transduced
into changes in cellular transmembrane potentials has been called the “missing link,”1 and
many mechanisms have been proposed, including the so-called sawtooth pattern arising from
discontinuities in fiber conductivity,2 “dog-bone” pattern arising from the anisotropic bido-
main properties of cardiac tissue,3 surface polarization,4 fiber curvature,4 fiber rotation,5

and heterogeneities in intracellular volume fraction6 (also see reviews7–9 that describe the
similarities among nerve, brain, and cardiac stimulation). More recently, studies of cardiac
cell cultures grown in user-designed patterns10 have permitted detailed investigations of
electric field-induced responses of linear strands,11 intercellular cleft spaces,12 fiber branches,
expansions and bends,13 and curved fibers.14

The concept of the activating function was proposed by Rattay15 for electrical excitation
of unmyelinated nerve axons (based on earlier ground-breaking work by McNeal16 on myeli-
nated axons), where a nerve fiber is stimulated by an externally applied electric field. The
electric field generates a gradient of electrical potential in space, which is impressed upon
the outer surface of the axon. Depending on the distribution of potential, an electromotive
force can arise across the surface membrane that causes the flow of membrane current,
which in turn perturbs the transmembrane potential. The details of this process are most
easily understood for the case of a one-dimensional fiber lying in a three-dimensional volume
conductor, as described in the next section. The definition of the activating function will
then be generalized for cardiac tissue, followed by examination of the generalized activating
function for a number of examples.
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The Activating Function

In a seminal analysis of external stimulation of unmyelinated nerve axons, Rattay15

advanced the idea of an activating function that determines the excitation of the axon. In a
slight modification of his original work, the nerve fiber can be represented as a cylindrical,
one-dimensional cable located a distance z0 beneath the surface of a semi-infinite three-
dimensional slab of tissue (Fig. 1a). An electrode (cathode) is placed on the surface, and
its location is defined as the origin of the coordinate system.

The electrical representation for the fiber is shown in Fig. 1b. Unlike the conventional
form of the core-conductor model used to describe a one-dimensional fiber lying in one-
dimensional space,17 the extracellular potential Φe for the one-dimensional fiber lying in
three-dimensional space is considered to be imposed and is an input forcing function that
produces a change in transmembrane potential, vm. Thus, as derived in the Appendix,

Iion + Cm
∂vm

∂t
− 1

ri

∂2vm

∂x2
=

1
ri

f, (1)

where f is the activating function,15 defined to be

f(x, t) =
∂2Φe

∂x2
= − ∂

∂x
Ex, (2)

and the electric field Ex is the negative gradient of Φe. Thus, gradients in extracellular
electric field (second derivatives of extracellular potential) directed along the axis of the
fiber act as virtual sources that drive the electrical cable. Apart from its mathematical
definition as a source, the activating function also gives insight into the initial polarization
pattern of the fiber.18 This is because prior to the onset of the stimulus, vm, its spatial
derivatives, and Iion are zero. Thus, (1) reduces to

Cm
∂vm

∂t
=

1
ri

f. (3)

Hence, the polarity of the initial response of the fiber follows that of f .
For the fiber located a distance z0 from the point electrode as shown in Fig. 1a, it is

readily seen that the equipotential lines are not uniformly parallel to the fiber axis. This
implies that there exists a gradient in electric field along the fiber axis, and a nonzero
activating function will develop. Φe and f are plotted in Fig. 1c for the case where z0 = λ
(the fiber space constant), and their mathematical expressions are given in the Appendix.
Directly under the cathode in the region |x| <

√
2λ/2, the activating function is greater than

0 (and can be called a virtual cathode), which from (3) leads to membrane depolarization
and activation, whereas outside this region the activating function is less than 0 (a virtual
anode), leading to membrane hyperpolarization. Figure 1d shows the response h of the fiber
to an intracellular point source of current applied at x = 0, and thus the vm response of the
fiber (Fig. 1e) to f is the convolution of f and h (see the Appendix). As with f , vm is positive
and decays with distance along x in the region directly under the electrode (neighborhood of
x = 0), similar to the response of a one-dimensional core-conductor model to an extracellular
cathode or intracellular anode (Fig. 1d).17 However, in contrast to the one-dimensional
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Figure 1: Point stimulation of a one-dimensional fiber lying in a semi-infinite, three-
dimensional volume conductor. (a) Schematic of electrode location with respect to fiber.
Equipotential surfaces are indicated by the circular lines. (b) Equivalent circuit for fiber
membrane. The extracellular potential Φe is imposed on the fiber by the potential gradient
in the volume conductor. This acts to drive current im across the cell membrane and
Ii along the intracellular pathway, resulting in a gradient in Φi, which if not matched
to the gradient in Φe produces a gradient in transmembrane potential vm(= Φi − Φe).
Intracellular resistance ri is assumed to be constant in this situation. (c) Plot of Φe (dashed
line) on the fiber surface and of the activating function f (solid line), equal to the second
spatial derivative of Φe. The function f has been normalized to its maximum value. When
the point electrode is a cathode (as is the case here), the activating function has a positive
value (virtual cathode) in the center flanked by negative values (virtual anodes) on either
side. (d) Plot of h, the steady-state vm response to an intracellular point source of current
at x = 0, normalized to its maximum value. (e) Convolution of f and h, giving the steady-
state vm response to the stimulus current of (a). The vm response has been normalized to
its maximum value
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core-conductor model, there exist side lobes of opposite polarity (membrane hyperpolar-
ization) that are generated by the virtual anodes shown in Fig. 1c. These lobes may be
significant during stimulation with a physical cathode because they can cause conduction
block of the electrical impulse. Conversely, during stimulation with an extracellular anode,
the side lobes become positive in sign and at sufficiently large intensities can lead to fiber
excitation. In the cardiac literature, the regions of opposite polarity were initially described
by Hoshi and Matsuda19 and Bonke.20

The Generalized Activating Function

One of the fundamental differences between cardiac muscle and nerve fibers is that heart
cells are electrically interconnected by low resistance gap junctions, which result in a tissue
that behaves as an integrated syncytium. Thus, electrical propagation can occur parallel
and also perpendicular to the cardiac fiber direction. Tissue responses to electrical stimuli
are no longer adequately described by one-dimensional fiber responses, but rather, by the
bidomain model, which describes current flow in the intracellular space, extracellular space,
and the cell membrane, together with three potentials defined at every point in space: Φi,
Φe, and vm.21 Generalization of (1) to three dimensions using the bidomain model (see
Appendix) results in

β

(
Iion + Cm

∂vm

∂t

)
−∇ · (Gi∇vm) = S, (4)

where β is the membrane surface-to-volume ratio, Gi is the intracellular conductivity tensor
relating currents in the x-, y-, and z-directions to the potential gradients along those
directions, and S is the generalized activating function∗

S = ∇ · (Gi∇Φe). (5)

Note that unlike the original formulation of the activating function f , tissue properties
(i.e., Gi) are incorporated into S, because these are just as important in generating virtual
electrode effects as are gradients in electric field.

Equation (5) can be interpreted as follows. First, Gi consists of the intracellular conduc-
tivities along the three orthogonal axes of a tissue having orthotropic anisotropy, adjusted
for fiber angle in the tissue (see the Appendix). Second, S can be rewritten as the sum of
two components (see the Appendix) that take the general form,

S =
∑

k

(gradients of intracellular conductance)(gradients of Φe)

+
∑

k

(intracellular conductances)(second derivatives of Φe) (6)

∗ The term generalized activating function has also been used by Rattay22 to describe an activating function for
neurons that incorporate fiber diameter, intracellular resistance, and membrane capacitance together with the second
derivative of extracellular surface potential along the fiber axis.
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Figure 2: Schematic showing the relationships among Φe, Gi, S, and vm. See text for
description

or alternatively,

S =
∑

k

(gradients of intracellular conductance)(components of applied field)

+
∑

k

(intracellular conductances)(gradients of applied field), (7)

where the gradient of Φe is taken to be the applied field, and the index k in the sums is
varied over the three orthogonal directions. Equation (7) tells us that sources can result
either from the extracellular field weighted by spatial gradients of intracellular conductivity
(the first term), or by spatial gradients of the extracellular field weighted by the intracellular
conductivities (the second term). Thus, in the absence of spatial variations in intracellular
conductivity, a uniform field cannot excite the tissue.

The relationships among Φe, Gi, S, and vm are summarized in Fig. 2. S, the generalized
activating function, is the stimulus source that acts on the tissue to produce changes in
transmembrane potential vm. S is determined by the spatial distributions of extracellular
potential, Φe, and intracellular conductivities, Gi. According to (5), the generalized activat-
ing function depends on the actual spatial profile of the extracellular potential, which may
differ somewhat from that associated with the applied field. For example, the presence of the
cardiac fibers will perturb the applied electric field, but because their diameters are small
compared with the typical distance to the electrode, this effect is relatively minor.23 More
significantly, the extracellular potential distribution will be perturbed by the transmembrane
currents that flow in response to the developing vm (dashed pathway in Fig. 2). Thus, the
actual profile of Φe (and thus, S and vm) should take into account the influence of vm on
Φe, whereas with the concept of the generalized activating function, Φe is assumed to be
known, and an approximate solution for vm is obtained by disregarding the dashed path of
Fig. 2. Because the accuracy of the approximate solution is a critical issue in the use of the
generalized activation function, the spatial profiles of vm for both the exact and approximate
solutions will be compared in some of the examples that follow.
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Examples

For simplicity, the examples that will be discussed are two dimensional, which retains the
salient features of the generalized activating function. The first example (Fig. 3) is the
well-documented “dog-bone” shape of polarization that is produced by a point electrode
applied to the surface of cardiac tissue.3 The intracellular domain has been assumed to
have a conductivity ten times greater in the longitudinal direction (x axis) than in the
transverse direction (y axis), whereas the extracellular domain has been assumed to have
equal longitudinal and transverse conductivities.† This situation of differing anisotropy in
the intracellular and extracellular domains is referred to as unequal anisotropy. Because of
symmetry about the origin, only one quadrant of the tissue is shown. Isovalue contours of
S (Fig. 3a) show positive values (which have been called the virtual cathode)‡ in a dog-
bone shape along the y axis, flanked by negative values (the virtual anode) on the x axis.
Figure 3b shows the response of the tissue to a unitary current injected at the origin (the
impulse response of the system, h), which decays with distance from the origin and thus,
resembles a low-pass spatial filter as was the case in Fig. 1d for the one-dimensional fiber.
Because in this example the tissue is homogeneous (spatially invariant in its properties),
h is shift-invariant, and therefore vm at any location is given by the convolution of the
generalized activating function with the impulse response.24 Figure 3c shows that vm is
qualitatively similar to S, but with isopotential contours that are less tightly clustered
about the origin, as expected if vm is a spatially low-pass version of S. The contour lines in
the transverse (y-) direction exhibit the characteristic dog-bone shape.

The concepts embodied in the unequally anisotropic case of Fig. 3 can be extended to
the case of isotropic tissue (Fig. 4) and lends a novel perspective into the vm response. The
conditions are the same as in Fig. 3, except that the intracellular conductances now have
the same value in the longitudinal and transverse directions. The generalized activating
function is shown in Fig. 4a and b, broken down into its x and y components. Each
component contains oppositely polarized regions, but when added together to give the
complete activating function, a monotonic function is obtained (Fig. 4c). This in turn
produces a monotonic vm response that decays with distance from the origin (Fig. 4d),
which is the well-known response of an isotropic tissue to extracellular point stimulation.
However, under conditions of unequal anisotropy, the x and y components of S will no
longer contribute equally to the overall function, and sources of opposite polarity may now
emerge that coexist side by side. In the extreme case of complete transverse uncoupling
(i.e., setting gy to zero), the dog-bone pattern is most pronounced,25 and the activating
function consists of only its x component.

Another well-known example from the cardiac literature is that of a finite length, quasi-
one-dimensional muscle strip (e.g., trabecular muscle) stimulated by electrodes at both

† Roth25 has shown that in the general case of anisotropy, a spatial scaling process can be used to equalize the
conductivities in one of the domains, as was assumed here for the extracellular domain.
‡ Note that the usage in this section of the terms virtual cathode and anode follows that commonly used in the
literature, where they are linked to the sign of membrane polarization, as opposed to the sign of the generalized
activating function, as mentioned earlier.
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Figure 3: Point stimulation of an anisotropic sheet of cardiac tissue. Stimulating cathode
is located 50 μm above the surface of a semi-infinite, isotropic volume conductor, and
intracellular conductance is ten times higher in the x direction than in the y direction.
(a) Contours of the generalized activating function S, normalized to its peak value, in
increments of 0.1. (b) Response h of the tissue to a unitary current injected at the origin,
normalized to its peak value. (c) Contours of induced transmembrane potentials vm, in
10 mV increments (Adapted with permission from Sobie et al.)24
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Figure 4: Point stimulation of an isotropic sheet of tissue. Conditions are identical to Fig. 3,
except that intracellular x and y conductances are equal. (a) Surface plot of the normalized
x component of the generalized activating function, gx∂2Φe/∂x2. (b) Surface plot of the
normalized y component of the generalized activating function, gy∂2Φe/∂y2. (c) Contours
of the complete generalized activating function, normalized to its peak value, in increments
of 0.1. (d) Contours of induced transmembrane potentials, in 10 mV increments (Adapted
with permission from Sobie et al.)24

sealed ends (Fig. 5).26 The field strength and intracellular conductance are assumed to be
uniform along the x axis, so no sources develop in the bulk of the tissue. Sources arise
only at the ends of the strip, where longitudinal intracellular conductance undergoes a step
change to zero.27 Consequently, a virtual, intracellular current sink exists at the left edge,
and an equal amplitude, virtual intracellular current source exists at the right edge. The
resulting vm is shown in Fig. 5c and is an example of surface polarization. The approximate
and exact steady-state solutions for vm overlap completely.

Yet another example that has been extensively studied in the literature is the “sawtooth”
pattern, proposed to be a mechanism underlying field stimulation in the bulk myocardium
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Figure 5: One-dimensional muscle strip subjected to an extracellular electric field. (a)
Geometry. The tissue is of finite length, L, with electrodes at both ends. (b) General-
ized activating function. Equivalently, field stimulation can be represented as intracellular
current injection at the ends. Current injection magnitude and locations are defined by the
generalized activating function, so I = E (∂gi/∂x). Both formulations produce the same
results in terms of passive and active tissue responses to field stimulation. (c) Tissue
response. Plotted is vm (normalized to its maximum value), which decays exponentially
from its values at the ends. L has been assumed to be 10 times the space constant λ. The
approximate solution (solid line) fully masks the exact bidomain solution (dashed line)

in regions remote from the electrodes.2,28 It arises from spatially periodic discontinuities
in intracellular conductivity, as might be associated with gap junctions interconnecting the
cardiac cells, bundles of myocardial fibers, or sheets of cardiac cells that form the laminar
structure of the heart. In the example shown in Fig. 6, a uniform electric field is imposed on a
sheet of tissue with uniform fiber direction and a periodic drop in intracellular conductance
(Fig. 6a). According to the generalized activating function, virtual sources take the form
of dipoles that are located at every location with depressed conductivity (Fig. 6b). The vm

response of the tissue takes on a periodic, sawtooth pattern (Fig. 6c). As with the previous
example, the approximate and exact steady-state solutions completely overlap. It is also
clear that the distribution of virtual sources based on the polarity of S (Fig. 6b) differs
significantly from that based on the polarity of vm (Fig. 6c).
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Figure 6: Field stimulation of a sheet of tissue with periodically varying conductivity.
(a) Geometry. Intracellular conductivity is reduced by a factor of 1,000 every 100μm, as
indicated by the thick vertical lines. A uniform 1 V/cm field is applied to the tissue as
shown. (b) Generalized activating function. Each gap junction, or periodic reduction in
conductivity, causes a dipole source. (c) Tissue response. The approximate solution (solid
line) masks the bidomain solution (dashed line) (Sobie et al.)24

Other situations exist in which discontinuities in intracellular conductivity give rise to
virtual sources. Consider the case of a tissue containing a region of depressed conductivity
(Fig. 7a), as might arise during ischemia. For a uniform electric field, the generalized
activating function defines a positive virtual source at the left edge and negative virtual
source at the right edge of the depressed region (Fig. 7b). The tissue response resembles
that of a dipole potential at distances far from the region (Fig. 7c). If conductivity in the
region is reduced to zero, the gradient in conductivity at the edges of the region increases,
and the magnitude and extent of the vm response increases (Fig. 7d). In both cases, the
approximate and exact solutions are very similar, although not identical, to each other. The
results in Fig. 7c compare favorably with experimental measurements conducted in cultured
cell monolayers containing intercellular cleft spaces.12
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Figure 7: Field stimulation of an anisotropic sheet of tissue containing a region of depressed
conductivity. (a) Geometry. Intracellular conductivity is depressed in the shaded region by
a factor of 3 in both the longitudinal and transverse directions, and a 1 V/cm field is applied
from left to right. (b) Generalized activating function. A positive source is produced along
the left edge of the shaded region, and a negative source along the right edge. (c) Contours
of induced vm (in mV) for the approximate solution (solid lines) and the bidomain solution
(dashed lines) when conductance in the shaded region is decreased by a factor of three.
(d) Contours of the tissue response when conductance in the shaded region is zero (Sobie
et al.)24
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Figure 8: Membrane polarization caused by fiber narrowing. (a) Geometry. A 500μm
wide fiber narrows to 250μm over 1 mm, and a 1 V/cm field is applied along the fiber’s
longitudinal axis. (b) Generalized activating function. As the fiber narrows, positive sources
are produced along the edges of the fiber. (c) Tissue response. Contours of the induced vm

(in mV) for the approximate (solid lines) and exact bidomain (dashed lines) solutions (Sobie
et al.)24
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Figure 9: Field stimulation of fibers curving around an obstacle. (a) Geometry. Intracellular
conductivity is zero in the shaded region, the applied field is oriented from left to right, and
the fibers curve around the obstacle as shown. Where the muscle fibers curve, the fiber angle
θ is described by θ = − tan−1(x/y). (b) Generalized activating function. A hyperpolarizing
source is produced along the edge of the obstacle, and distributed depolarizing sources arise
owing to fiber curvature. Contours of the depolarizing sources are plotted, normalized to
the function’s peak value. (c) Tissue response. Contours of the induced vm (in mV) for the
approximate (solid lines) and exact bidomain (dashed lines) solutions. Contour values in the
top half of the panel apply to the solid lines, while the values in the bottom half (in italics)
apply to the dashed lines. The approximate solution assumes that Φe is in accordance with
a uniform 1 V/cm applied field. (d) Tissue response with a more exact distribution of Φe.
Contours of the induced vm for the new approximate (solid lines) and bidomain (dashed
lines) solutions. See text for details (Sobie et al.)24
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Changes in fiber cross-sectional area are yet another way to produce gradients in
intracellular conductivity and have been proposed to be a mechanism for stimulation in
the bulk myocardium.6 For the case of fiber narrowing (Fig. 8a), the drop in intracellular
conductance from left to right forces current to flow outward across the cell membrane,
resulting in membrane depolarization. According to the generalized activating function,
positive virtual sources are produced along the edges of the narrowing (Fig. 8b), resulting
in the vm responses shown in Fig. 8c. Here it is apparent that the approximate and exact
solutions deviate from one another more than in the previous examples, but nonetheless
they are still very similar.

A final example is instructive with respect to the influence of a more complex, hetero-
geneous tissue structure. Here a nominally uniform field is applied to fibers that are curved
around an anatomical obstacle devoid of cardiac cells (Fig. 9a). By symmetry, only half
of the tissue is shown. Extracellular current is uniformly applied at the left border and
withdrawn at the right border of the tissue. Contours of S are shown in Fig. 9b under the
assumption that the extracellular field is uniform across the tissue. A negative virtual source
arises at the edge of the obstacle owing to the step change in intracellular conductivity. It is
complemented by positive sources that arise because of fiber curvature, which are spatially
distributed across the fibers and have a peak at the obstacle edge (Fig. 9b). In this example,
however, it can be seen that the approximate and exact solutions are quite dissimilar
(Fig. 9c), with a 42% difference in the peak amplitudes.24 The reason for this discrepancy
is that the heterogeneous structure represented by the curved fibers significantly perturbs
the extracellular field and its gradient. If instead one treats the tissue as a monodomain
having a bulk conductance equal to the sum of intracellular and extracellular conductances
(i.e., their parallel combination) to solve for Φe and uses that Φe (which no longer has a
constant gradient) in the computation of S, one obtains nearly identical approximate and
exact distributions of vm (Fig. 9d). Thus, this example serves to remind us that tissue
conductivity and its gradient influence the generalized activating function not only by their
direct contributions to the weighting functions of the extracellular field and its gradient
(see (7)), but also in the spatial profile of the extracellular field itself (dashed pathway,
Fig. 2).

Discussion

The concept of the generalized activating function24 is a unifying concept that brings
together various mechanisms that have been proposed to describe electrical stimulation
of tissue, including discontinuities in fiber conductivity,2 tissue anisotropy,3 surface polar-
ization,4 fiber curvature,4 fiber rotation,5 heterogeneities in intracellular volume fraction,6

and tissue clefts.12 The notion of a polarization response in regions removed from the
electrode has been previously described in terms of “virtual electrodes” or “secondary
sources.” The terms virtual cathode and virtual anode are accepted terms that refer to
regions of positive or negative polarization in cardiac tissue that are produced during
electrical stimulation29 (i.e., the polarization response that would be expected in proximity
to a physical cathode or anode placed at those regions). This definition makes sense from
an experimental perspective, because the virtual sources driving the tissue response cannot
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be directly measured. However, as shown in the examples, the virtual sources are more
properly related to the generalized activating function, which serves to define the locations
and magnitudes of the virtual sources and mathematically is the forcing function for the
transmembrane potential response (see (4)). The tissue response (at least, the passive
component) is then the convolution of the generalized activating function with the tissue
response to a point source under conditions of tissue homogeneity,24 as has also been shown
for the one-dimensional case (Fig. 1).23,30,31 In general, because the point response decays
monotonically with distance, the tissue response will appear as a low-pass filtered version
of the generalized activation function.24

Additionally, the term secondary source has been used to describe the sources that drive
the polarization changes at tissue boundaries or other discontinuities in tissue conductivity
that occur secondary to primary field stimulation.32 Again, the generalized activating
function, through inclusion of the term Gi, accounts for secondary sources that accompany
changes in tissue conductance at these discontinuities.

In much of the literature on defibrillation, the focus has been on the local extracellular
potential gradient as the important parameter governing the shock response.33 The general-
ized activating function (see (7)) shows that a constant potential gradient (electric field) does
generate virtual sources provided that spatial variations exist in intracellular conductivity
that can arise from cell–cell junctions, discrete fiber bundle sizes, fiber curvature, or tissue
boundaries and inhomogeneities. The generalized activating function also shows that spatial
gradients in extracellular potential gradient (i.e., nonuniform electric fields) can act as
virtual sources and should be considered in discussions of defibrillation shock thresholds.

Limitations

Some comments are in order with respect to limitations of the activating function concept.
The first limitation pertains to transverse field stimulation. It is known from cell culture
experiments that fields that are perpendicular to the fiber axis can excite the fiber even when
the fiber is isolated and decoupled from neighboring fibers,34 yet the activating function
would be zero. This is because fibers do not have a vanishingly small diameter and as such
can polarize at diametrically opposing sides (a consequence of the microscopic discontinuity
of intracellular conductivity in the transverse direction). Of course, because of the small
diameter very large fields would need to be applied to produce an excitatory response.
Thus, the activating function may not properly account for all of the polarization changes
that may occur during transverse stimulation of cardiac fibers, particularly during high
levels of shock of fibers that are relatively uncoupled, as may occur in the infarct border
zone or in certain pathological conditions.

A second limitation is that the form shown here for the generalized activating function
(see (5)) is not unique, and linear transformations of the bidomain equations can lead
to alternative forms of the function that incorporate extracellular conductivities35 or a
combination of intra- and extracellular conductivities,36 as described in the Appendix.
However, the use of intracellular conductivities is appealing for the case of cardiac tissue,
given that cell–cell coupling through gap junctions may be altered during pathological
conditions such as ischemia, aging, or heart failure, and therefore may lead to altered tissue
responses during electrical stimulation and defibrillation.
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Validation

In experiments on rabbit hearts in which surface electrodes of different sizes were used to
generate nonuniform or nominally uniform fields, optical recordings of the vm responses
were shown to depend primarily on the second derivative of Φe in both cases and to a lesser
extent on the first derivative of Φe (the electric field).35 Fiber orientation was found to
have an influence, but primarily by modulating the spatial profile of Φe and affecting the
nonuniformity of the gradient in Φe (much like the case in Fig. 9). Computer simulations
using the bidomain model showed consistency between the experimental recordings and the
components of the generalized activating function.35

In another experimental study using a surface electrode fabricated to generate uniform or
nonuniform fields, optical recordings of vm showed correlation between the signs of vm and
∂2Φe/∂x2 under conditions of nonuniform fields, and the signs of vm and (∂gi/∂x)(∂Φe/∂x),
as estimated from the gradient in heart width, with uniform fields.37

Conclusion

The generalized activating function acts as the forcing function for transmembrane potential
responses arising from extracellular stimulation. It can serve to define the spatial pattern and
magnitude of virtual electrodes that are distributed throughout the myocardium. It consists
of two components, one proportional to the first derivative of extracellular potential (i.e.,
electric field) and the other to the second derivative of extracellular potential (i.e., gradient
in electric field). Spatial variations in intracellular conductivity, as may arise from tissue
boundaries, fiber curvature, or cellular or cell bundle structure, act as a weighting function
for the first component and may also augment the nonuniformity of the electric field, thereby
augmenting the contribution of the second component.

Appendix

The membrane current im contains two components: the capacitive current IC and total
ionic current Iion.

im = IC + Iion = Cm
∂vm

∂t
+ Iion (8)

where Cm is the area-specific membrane capacitance (μF/cm2). Along the intracellular
pathway, intracellular current Ii is related to im and to intracellular potential Φi according
to,

∂Ii

∂x
= −im (9)

riIi = −∂Φi

∂x
(10)
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where ri is intracellular resistance per unit length. Combining (9) and (10), utilizing the
relation Φi = vm + Φe, where vm is the change in transmembrane potential, and rearranging
terms produces,

Iion + Cm
∂vm

∂t
− 1

ri

∂2vm

∂x2
=

1
ri

f, (11)

where f is the so-called activating function,15 defined to be

f(x, t) =
∂2Φe

∂x2
. (12)

Prior to the onset of the stimulus, vm, its spatial derivatives and Iion are zero. Thus, (11)
reduces to,

Cm
∂vm

∂t
=

1
ri

f. (13)

The polarity of the initial response of the fiber follows that of f and defines regions of
virtual cathodes and anodes. Note, however, that over time, as charge diffuses through the
tissue, the spatial polarity of vm will no longer mirror that of f (compare Fig. 1c with 1e).

For the extracellular cathodal point source of Fig. 1a, Φe in the semi-infinite volume
conductor is twice that for an infinite medium having conductivity σe:

Φe = − Ie

2πσer
= − Ie

2πσe

√
x2 + z2

0

(14)

and the activating function is therefore,

f =
∂2Φe

∂x2
= − Ie

2πσe

2x2 − z2
0

(x2 + z2
0)5/2

. (15)

The activating function is greater than 0 in the region |x| <
√

2z0/2, which from (13) leads
to membrane depolarization, and is less than 0 for |x| >

√
2z0/2, which leads to membrane

hyperpolarization.
If the fiber possesses homogeneous properties, is infinitely long, and has a passive

membrane with resistance Rm so that Iion = vm/Rm, (11) can be solved by convolving
f with the response h of the fiber to a unitary point source of intracellular§ current (i.e.,
the spatial impulse response),23,30,31

vm(x) =
∫

1
ri

f(ξ)h(x − ξ)dξ, (16)

where h is well known17 and in steady state has the form of an exponentially decaying
function

h =
riλ

2
I0e−|x|/λ (17)

§ The reason the source is intracellular rather than extracellular is because of the sign of f in (11), which dictates
that f acts like an intracellular source.
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with a space constant λ =
√

rm/ri, and I0 = 1. Under transient conditions, the general
time-varying response to a step input of current applied at x = 0 should be used instead of
(17). Equations (17) and (16) are plotted in Fig. 1d and 1e, respectively, for the case where
z0 = λ.

Generalization of (11) to three dimensions involves the use of the bidomain equations

∇ · (Gi∇Φi) = β

(
Iion + Cm

∂vm

∂t

)
, (18)

∇ · (Ge∇Φe) = −β

(
Iion + Cm

∂vm

∂t

)
, (19)

where Φi, Φe, and vm are the extracellular, intracellular, and transmembrane potentials,
respectively, β is the surface membrane area-to-volume ratio, and Iion and Cm are defined as
in the one-dimensional fiber. Analogous to the case of the one-dimensional fiber, substituting
the relation Φi = vm + Φe into (18) and rearranging terms produces,24

β

(
Iion + Cm

∂vm

∂t

)
−∇ · (Gi∇vm) = S, (20)

where Gi is the intracellular conductivity tensor relating currents in the x, y, and z directions
to the potential gradients along those directions,

Gi =

⎢⎢⎢⎣ gx gxy gxz

gyx gy gyz

gzx gzy gz

⎥⎥⎥⎦ (21)

and S is the generalized activating function

S = ∇ · (Gi∇Φe). (22)

Equations (21) and (22) are written in their most general form, but can be understood more
readily under some simplifying conditions. First, Gi is just a rotation of the conductivity
tensor Gf in the fiber coordinate system

Gi = AGfA
T, (23)

where

Gf =

⎡
⎣ gl 0 0

0 gt 0
0 0 gu

⎤
⎦ . (24)

The parameters gl, gt, and gu are the conductivities along the fiber axis and the two principal
axes perpendicular to the fiber axis, respectively, and A is the rotation tensor.24 Thus, Gi

consists of the conductivities of a tissue having orthotropic anisotropy, adjusted for fiber
angle in the tissue.

Next, S can be written as the sum of two components,27

S = −(∇ · Gi) · E − Gi : ∇E, (25)



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 129 of 635 October 10, 2008 17:33

The Generalized Activating Function 129

where the electric field E = −∇Φe. This equation tells us that sources can result either
from the extracellular field weighted by spatial gradients of intracellular conductivity (the
first term), or by spatial gradients of the extracellular field weighted by the intracellular
conductivities (the second term). When fully expanded in component form for the two-
dimensional case, (25) becomes,

S =

⎛
⎜⎜⎜⎝

∂gi
x

∂x

∂Φe

∂x
+

∂gi
yx

∂x

∂Φe

∂y
+

∂gi
xy

∂y

∂Φe

∂x
+

∂gi
y

∂y

∂Φe

∂y

+ gi
x

∂2Φe

∂x2
+ (gi

xy + gi
yx)

∂2Φe

∂x∂y
+ gi

y

∂2Φe

∂y2

⎞
⎟⎟⎟⎠ . (26)

Other variants of (26) can be obtained starting with different combinations of the bidomain
equations. Rewriting (19) as,

−β

(
Iion + Cm

∂vm

∂t

)
= S (27)

gives for S terms that depend on extracellular conductivities,35

S =

⎛
⎜⎜⎜⎝

∂ge
x

∂x

∂Φe

∂x
+

∂ge
xy

∂x

∂Φe

∂y
+

∂ge
yx

∂y

∂Φe

∂x
+

∂ge
y

∂y

∂Φe

∂y

+ ge
x

∂2Φe

∂x2
+ (ge

xy + ge
yx)

∂2Φe

∂x∂y
+ ge

y

∂2Φe

∂y2

⎞
⎟⎟⎟⎠ . (28)

Alternatively, combining (18) and (19) by multiplying (18) by ge
y/(gi

y + ge
y) and (19) by

gi
y/(gi

y + ge
y), subtracting the latter from the former, and utilizing the relation Φi = vm + Φe

yields,

β

(
Iion + Cm

∂vm

∂t

)
−

gi
y

gi
y + ge

y

∇ · (Gi∇vm) = S (29)

and gives for S terms that depend on both intra- and extracellular conductivities,36

S =
1

gi
y + ge

y

([
ge

y

(
∂gi

x

∂x
+

∂gi
yx

∂y

)
− gi

y

(
∂ge

x

∂x
+

∂ge
yx

∂y

)]
∂Φe

∂x

+

[
ge

y

(
∂gi

y

∂y
+

∂gi
xy

∂x

)
− gi

y

(
∂ge

y

∂y
+

∂ge
xy

∂x

)]
∂Φe

∂y

)

+
gi

xge
y − ge

xgi
y

gi
y + ge

y

∂2Φe

∂x2
+ 2

gi
xyge

y − ge
xygi

y

gi
y + ge

y

∂2Φe

∂x∂y
. (30)

Just as with (26), S in (28) and (30) consists of the sum of terms containing first and
second derivatives of Φe weighted by first derivatives of conductivities or conductivities,
respectively.

According to (22), the generalized activating function is determined by the actual
spatial distribution of extracellular potential, which as seen in the example of Fig. 9 is not
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necessarily determined solely by the applied electric field. To begin with, the presence of the
cardiac fibers and their effect on the applied field need to be accounted for.38 However, given
that the fiber diameter is small compared with the typical distance to the electrode, such
effects will be relatively minor.23 More significantly, the extracellular potential distribution
will be perturbed even further by the transmembrane currents that flow in response to
the developing vm (dashed pathway in Fig. 2). This is accounted for by (19). Rigorously
speaking, the exact solution for vm (and Φe) must satisfy both (20) and (19), whereas
with the concept of the generalized activating function Φe is assumed to be known, and an
approximate solution for vm is obtained by using just (20) alone.
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Chapter 2.4

Theory of Electroporation

Wanda Krassowska Neu and John C. Neu

Concept of Electroporation

Experiments conducted on artificial bilayers, suspensions of vesicles or cells, and tissues
have demonstrated that a large, externally induced transmembrane potential (Vm) causes
an increase in the conductivity of the membrane by five to six orders of magnitude.1–3 This
effect is generally attributed to the creation of pores, which are the aqueous pathways in the
lipid bilayer of the membrane, and whose creation and subsequent growth are facilitated by
large Vm. This process, called electroporation, can be irreversible, leading to a mechanical
rupture of the membrane,2,4 or reversible, in which case pores reseal and the same membrane
can experience multiple episodes of the high conductivity state.1,3 Electroporation occurs
as an undesirable side effect following the delivery of defibrillation shocks to the heart5–10

and may be responsible for the late necrosis after accidental exposure to high voltage.11

On the other hand, the transient state of high membrane permeability has important
practical applications, allowing the fusion of cells and the introduction of biologically active
substances (drugs or genetic material) into cells.12–17

Because of great interest in this method, studies use a variety of experimental techniques
to provide insight into the processes taking place during electroporation. These techniques
include measuring the time course of transmembrane voltage1 or current though the
membrane,3,18 monitoring uptake or leakage of fluorescent molecules,19–21 imaging the
transmembrane potential,8,10,22 measuring the tissue impedance,23,24 and observing pores
with rapid-freezing electron microscopy.25 However, electroporation is difficult to observe
directly because pores are very small (nanometers) and their creation and growth is very
fast (microseconds), and many questions cannot be answered with available experimental
techniques. Thus, there is a need to supplement experimental knowledge with a theoretical
model.

This chapter provides an introduction to the theory of electroporation. The section
“Physical Background of Electroporation” describes the physical mechanism involved in

Wanda Krassowska Neu
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(a) (b)

r r

Figure 1: The structure of (a) hydrophobic and (b) hydrophilic pores. Pore radius is denoted
by r. (From Abidor et al.,2 Weaver,30 and Glaser et al.31)

creation, evolution, and resealing of pores, and “Mathematical Modeling of Electroporation”
describes mathematical models of electroporation, including the advection-diffusion equa-
tion and its asymptotic approximation by a set of ordinary differential equations (ODEs).
Theory is supplemented in the following section by an example of an electroporation process
occurring in a uniformly polarized membrane, which is used to illustrate the distinct phases
of electroporation: pore creation, evolution of their radii, postshock shrinkage of pores,
and their resealing. Finally, the limitations of the current theory of electroporation and
the usefulness of the models in studying electroporation in cardiac muscle are evaluated.
Further information on the theory of electroporation can be found other reviews10,16,26–29

and in the original literature referenced throughout this chapter.

Physical Background of Electroporation

Pore Energy

The theory assumes the existence of two types of pores.2,30,31 The hydrophobic pores
(Fig. 1a) are simply gaps in the lipid bilayer of the membrane, formed as a result of its
thermal fluctuations. The hydrophilic or inverted pores (Fig. 1b) have their walls lined
with the water-attracting heads of lipid molecules. Hydrophilic pores allow the passage of
water-soluble substances, such as ions, and thus they conduct electric current while the
hydrophobic pores do not. The models focus on the hydrophilic pores but some background
on the hydrophobic pores is necessary to understand the creation and resealing of hydrophilic
pores.

The creation and evolution of pores is strongly controlled by their contribution to the
bilayer energy. First, we examine pore energy, which is the energy cost of introducing a
single pore of radius r, with all other pores fixed. This pore energy consists of two curves,
U(r) for a hydrophobic pore and E(r) for a hydrophilic pore. The hydrophobic pore energy
U(r) is given by the formula,

U(r) ≈ E∗

(
r

r∗

)2

− 1
2h

(εw − εm)V 2
mπ r2, (1)

where radius r∗ and energy E∗ are defined in Fig. 2, h is the membrane thickness, and εw

and εm are permittivities of water and membrane, respectively. Values of all parameters
are given in Appendix 1. The first term in (1) approximates the energy cost of creating a
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Figure 2: Energy of the hydrophobic pores (U(r), dashed line) and the hydrophilic pores
(E(r), solid line) at Vm = 0. Energy of a pore is the lower of U(r) and E(r). It has a local
maximum at r∗ with energy E∗ and a local minimum at rm with energy Em. Typical values
of radii and energies are given in Appendix 1

cylindrical gap of radius r in the lipid bilayer.32 The second term represents the effect of
the transmembrane potential Vm.2,33–35 Specifically, Vm decreases the energy by affecting
the capacitive energy stored in the membrane; the second term is derived from the classical
example of a dielectric slab sliding between the plates of a capacitor whose voltage is held
constant.36,37

The hydrophilic pore energy E(r) is given by the formula,

E(r) = β
(r∗

r

)4

+ 2πγr − σπr2 −
∫ r

r∗

F (r′, Vm) dr′, (2)

where β and γ are constants, σ is the membrane tension, and F is the electric force, to be
introduced below. The first term represents the steric repulsion between lipid heads lining
the pore and is responsible for the increase in pore energy with shrinking radius, r → 0+.32

The second term represents the energy required to bend the bilayer in order to form the
pore perimeter.33 The third term represents the decrease in the energy due to the effect
of a pore on the tension of the membrane.38 The fourth term represents the effect of Vm.
It is different from the formulation used in (1) because a hydrophilic pore is conductive
and cannot be approximated by a dielectric. Instead, the fourth term in (2) was derived by
evaluating mechanical work required to deform a dielectric body in an ionic solution with
steady-state electric current.39 Thus, F (r, Vm) is the electric force expanding the pore with
toroidal inside surface,

F (r, Vm) =
Fmax

1 + rh/(r + rt)
V 2

m, (3)

whose dependence on r is illustrated in Fig. 3; Fmax, rh, and rt are constants.
As seen in Fig. 2, U and E intersect at radius r∗ ≈ 0.5 nm. Pores spontaneously change

configuration to minimize their energy,31 so the energy of a pore of radius r is the lesser of U
and E. Consequently, r∗ is the threshold radius between hydrophobic and hydrophilic pores:
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Figure 3: Electric force F (r, Vm) expanding a pore, given by (3) with Vm = 1V. Inset :
Assumed geometry of a hydrophilic pore

pores with r < r∗ are hydrophobic, and pores with r > r∗ are hydrophilic. E∗, the value of
pore energy at r∗ can be considered an energy barrier against the creation of hydrophilic
pores.

Pore Creation

The creation of pores is believed to be a two-step process.2,27,30,31 All pores are initially
created as hydrophobic. According to Barnett and Weaver26 and Weaver and Mintzer,34

hydrophobic pores with radii between r and r + dr are created at a rate

νch
∂

∂r

(
U

kT

)
e−U/kT dr (4)

per unit area of the membrane. In (4), νc is the fluctuation rate of the bilayer per unit
volume,34 k is Boltzmann’s constant, and T is absolute temperature. Since a hydrophobic
pore created with radius r > r∗ spontaneously changes its configuration to hydrophilic, for
r > r∗, (4) is effectively a creation rate density of hydrophilic pores (illustrated in Fig. 4b).

The increase in creation rate caused by the delivery of a strong electric shock, observed
in experiments, is explained by the dependence of energy U on the square of the transmem-
brane potential Vm seen in (1). Figure 4a shows that a nonzero Vm decreases pore energy U .
Near r∗, the decrease in U is small (≈ 18 kT for 1 V). However, because of an exponential
dependence of creation rate on U , this small drop in energy translates in an increase in
the creation rate by nearly eight orders of magnitude (Fig. 4b). Because the creation rate
density (4) decreases like e−U/kT and U grows quadratically with r (1), the inset in Fig. 4b
shows that significant creation of hydrophilic pores is limited to a very narrow (< 0.05 nm)
range of radii above r∗.32 Consequently, we can assume that hydrophilic pores are created
with the initial radius of r∗.
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Figure 4: Change in the pore energy and in creation rate of hydrophilic pores as a result
of Vm. (a) Dependence of pore energies U (dashed lines) and E (solid lines) on the
transmembrane potential Vm (indicated by labels). Filled circles on plots for Vm = 0 and
0.4 V indicate positions of the local energy minimum rm. This panel assumes that only a
single pore exists. (b) Increase in the creation rate density of hydrophilic pores (r > r∗)
with Vm. Note that the ordinate in (b) is logarithmic; the inset shows the creation rate
density for Vm = 0.7 and 1 V on the linear scale. Vm = 1V is the approximate threshold for
pore creation

There is no sharp threshold for electroporation:40 as expected from (4), any Vm > 0
will create pores but weak shocks may require a very long time.18,41 However, such weak
shocks will not be recognized as electroporating in experiments, in which one sees an
apparently sharp increase in pore formation as Vm increases through a narrow range about a
“threshold” voltage. For the model parameters listed in Appendix 1, the apparent threshold
for electroporation is approximately 1 V.

Pore Evolution

Once created, hydrophilic pores expand or shrink in response to two factors: drift and
diffusion. Drift (also called advection) refers to definite time rate of change of pore radius,
leading to a decrease of the bilayer energy. Diffusion refers to random increases and decreases
of pore radius induced by thermal fluctuations. Between these two factors, drift dominates
by far: a pore radius r changes at the rate determined by the “drift velocity,” with small
random fluctuations added to it. Thus, to a leading order, the evolution of pores can be
approximated by the movement of pore radius down the energy gradient.

In early theoretical works on electroporation,26,27,33 a hydrophilic pore of radius r was
assumed to evolve with the drift velocity u,

dr

dt
= u = −1

ζ

∂E

∂r
= − D

kT

∂E

∂r
, (5)

where E is the pore energy (2) with the surface tension σ treated as a time-independent
constant (usually assumed equal to the tension of the membrane without pores26,33). In (5),
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the drag coefficient ζ is expressed in terms of D, the diffusion coefficient associated with
random fluctuation of pore radii, using the Einstein formula ζ = kT/D.42

There exist two mechanisms that modify pore energy and thus affect drift velocity. The
first mechanism is the transmembrane potential Vm. Assume that a membrane is charged to
a voltage Vm. As seen in Fig. 4a, this voltage deforms E: for sufficiently large Vm, the local
minimum at rm disappears and E decreases monotonically for all r > r∗. Consequently, any
pore created with r ≈ r∗ increases its radius. As more pores are created and expand, the
current through pores increases and Vm decreases. Lowering Vm restores the local minimum
at rm: the energy E looks like a plot for 0.4 V in Fig. 4b. Now, pores with r > rm shrink
until they reach rm ≈ 1 nm, where the energy has a minimum.

The second mechanism affecting drift velocity is the decrease in membrane tension caused
by creation of many pores and/or their expansion. According to (2), the decrease in σ
increases the energy cost of expanding the pores, which slows down and eventually halts
their further growth. Hence, the drift velocity of a pore is coupled through membrane tension
to all other pores. This tension coupling is not included in our formula (5) for drift velocity,
and thus, (5) is a good approximation only when a few small pores exist. The analysis
of tension-coupled pores43 yields the following modification of the drift velocity: (5) still
applies but the constant membrane tension σ in the pore energy E is replaced by an effective
membrane tension σeff ,

σeff(Ap) = 2σ′ − 2σ′ − σ0

(1 − Ap/A)2
. (6)

Here σ′ is the interfacial energy per area of the hydrocarbon–water interface, σ0 is the
surface tension of the membrane without pores, Ap is the total area of pores, and A is the
area of the lipid bilayer. Hence, drift velocity of a single pore in the system of tension-
coupled pores depends on pore radius r, transmembrane potential Vm, and total pore area
Ap according to

u(r, Vm, Ap) =
D

kT

{
4β

(r∗
r

)4 1
r
− 2πγ + 2πσeff(Ap) r + F (r, Vm)

}
, in r ≥ r∗. (7)

Figure 5 combines the effect of both tension coupling and pore-induced decrease in Vm. At
each time instant, σeff is computed from the current ensemble of pores, and tension σ in the
individual pore energy (2) is set to the current value of σeff . We then plot E as a function
of r. Figure 5a shows that the creation and growth of pores lifts the right side of the energy
curve, producing a second energy minimum at rs 
 rm (diamonds in Fig. 5a, plots labeled
100μs and 1 ms). Thus, there exist simultaneously two energy minima: at rm ≈ 1 nm and
at rs 
 rm. We expect that in time, pores will divide themselves between two populations:
“small” pores with r ≈ rm and “large” pores with r ≈ rs. This prediction is confirmed by
an example presented in the section “Pore Evolution Phase.”

Postshock Pore Shrinkage and Coarsening

While initial stages of pore evolution are fairly rapid (microseconds), later evolution slows
down considerably as parts of the energy E become nearly flat (plot labeled 1 ms in Fig. 5a),
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Figure 5: Change in the pore energy as a result of the creation of pores, evolution of their
radii, and accompanying changes in Vm. Time instants are given by labels; diamonds in
(a) indicate energy minimum rs caused by creation and growth of pores. Electric shock of
strength 3 V and duration 1 ms is applied to a membrane whose equivalent circuit is shown
in Fig. 7. Dashed line labeled “1.05 ms” corresponds to pore energy 50μs after the end of
the shock. (b) Shows the same data as (a) but focuses on small radii to better visualize the
existence of the energy minimum rm

decreasing drift velocity u. Thus, reaching steady state can take a long time (milliseconds),
and pore evolution is usually not complete at the end of the shock. Consequently, when the
shock is terminated, there exist pores with radii from rm to above rs, although a majority
of pores can be found near rm and rs.

When the external voltage is turned off, the membrane discharges. Because of the pres-
ence of pores, the discharge rate is very fast (under a microsecond) and the transmembrane
potential Vm drops to near zero, even if the cell has a nonzero rest potential. At such small
Vm, the minimum at rs disappears and the pore energy increases monotonically for r > rm

(Fig. 5, plot labeled 1.05 ms). Consequently, all pores shrink to rm. This shrinkage is very
fast because of the steepness of the energy curve.

Pore Resealing

Once hydrophilic pores shrink to the minimum energy radius rm, they can reseal by first
converting to a hydrophobic configuration and then by being destroyed by lipid fluctuations.
Conversion to the hydrophobic configuration requires that a pore gains sufficient thermal
energy to exceed difference in energy between the two types of pores, E∗–Em ≈ 18 kT . Since
this energy barrier is considerably larger than kT, it can be expected that conversion to the
hydrophobic configuration will occur very slowly. In contrast, the destruction of hydrophobic
pores is very fast: their lifetime is on the order of 10 ps.31 In the physical model, hydrophobic
pores with radii between r and r + dr(r < r∗) are destroyed at a rate (νdndr) per unit area
of the membrane, where νd is the fluctuation rate per lipid molecule.
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In experiments, resealing times vary from hundreds of microseconds to minutes.18,31,44,45

This variability reflects differences in the energy barrier for different types of membrane.

Mathematical Modeling of Electroporation

Advection-Diffusion Equation

A population of pores existing at time t can be characterized by a pore density distribution,
n(r, t), such that the number of pores (per unit area) with radii between r and r + dr is
n(r, t)dr. All physics of pore creation, evolution, and resealing can be summed up in a single
advection-diffusion partial differential equation (PDE)43 that governs n(r, t):

∂n

∂t
= D

∂2n

∂r2
− ∂

∂r
(u n) + νch

∂

∂r

(
U

kT

)
e−U/kT − νdnH(r∗ − r). (8)

The four terms on the right-hand side of this PDE correspond to four mechanisms by which
n(r, t) is changed. First, the diffusion term describes random fluctuation of pore radii caused
by thermal energy. Second, the drift term describes the changes in pore radii that are driven
by minimization of the energy of the bilayer; u is the drift velocity. In r > r∗, u is given by
(7); in r < r∗,

u = − D

kT

∂U

∂r
,

where U is the energy of hydrophobic pores given by (1). Third, the creation term describes
creation of pores according to (4). Fourth, the destruction term describes disappearance of
pores; since only hydrophobic pores can be destroyed by lipid fluctuation, this term contains
the Heavyside’s step function H(r). PDE (8) must be augmented by a governing equation for
transmembrane potential Vm (see the section “Governing Equation for the Transmembrane
Potential”), by the formula for current through the pores (see the section “Current–
Voltage Relationship of a Pore”) and by appropriate initial and boundary conditions. Initial
conditions usually assume intact membrane at rest (i.e., Vm(0) = Vrest and n(r, 0) = 0).
Boundary conditions assume absorption of pores at r = 0 (i.e., pores disappear when their
radii shrink to zero) and no-flux condition as r → ∞ (i.e., pores do not grow without
bounds).

Since the drift velocity u, appearing in the second term, contains the effective membrane
tension σeff , PDE (8) is a nonlinear extension of the Smoluchowski equation that was
first used to describe electroporation in 1979 by Pastushenko et al.33 Further develop-
ment of the theory of electroporation was undertaken by Weaver et al.26,34,35,46 and by
Neu et al.32,39,43

In principle, electroporation can be studied by discretizing the PDE (8) for n(r, t) and
the governing equation for Vm and solving them numerically. Although this approach has
been used by some researchers,26,46–48 it has a large computational cost. Because of the
exponential dependence of the creation rate on the pore energy and the existence of disparate
spatial and temporal scales, the numerical solution of (8) requires very small discretization
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steps. For example, Joshi and Schoenbach48 used spatial and temporal discretization steps
of 5 pm and 1 ps, respectively. Hence, the use of PDE (8) has been limited to investigating
electroporation in a spatially clamped, uniformly polarized membrane patch,26,46–48 or in a
spherical cell, but the cell studies involved only very short shocks, up to a microsecond in
duration.49–51

To avoid large computational cost associated with numerical solution of the PDE, Neu
and Krassowska have developed an alternative approach of asymptotically reducing the
PDE to a system of ODEs. By using two different scalings of the pore radius r in the PDE
(8), they have extracted two distinct components of electroporation. The first component
occurs for radii near r∗ = 0.5 nm and describes creation and resealing of the hydrophilic
pores.32 It is governed by a single ODE for the density of hydrophilic pores. The second
component occurs at radii above r∗ and describes growth and shrinkage of pores. Here, they
have obtained a set of ODEs governing the rate of change of the radius of each pore.43

This asymptotic model of electroporation reduces discretization steps by up to five orders
of magnitude and allows one to study the full spatiotemporal dynamics of electroporation
over several milliseconds in membrane patches, single cells, one-dimensional fibers, and
two-dimensional tissue.

Asymptotic Model of Electroporation

Creation and Resealing of Pores

Neu and Krassowska32 have shown that under scaling of the radius r by r∗ = 0.5 nm, PDE
(8) reduces to an ODE,

dN

dt
= α e(Vm/Vep)2

(
1 − N

Neq(Vm)

)
, (9)

where N(t) is the density of hydrophilic pores defined as

N(t) =
∫ ∞

r∗

n(r, t)dr, (10)

and Neq(Vm) is the equilibrium pore density for a given voltage Vm,

Neq(Vm) = N0eq(Vm/Vep)2 . (11)

Constants α, Vep, N0, q are defined in Appendix 1. ODE (9) is usually solved with the
initial condition N(0) = 0 (no pores).

Equation (9) shows that hydrophilic pores appear at a rate that is exponentially
dependent on the square of the transmembrane potential Vm. Vep is the characteristic voltage
of electroporation. Note that, just like the creation rate density (4), ODE (9) does not have
a distinct threshold for pore creation. In this ODE, a sharp increase in pore creation occurs
at approximately 4Vep. The value of Vep in Appendix 1 was chosen so that Vm < 1V can
be considered subthreshold for shocks up to 1 ms duration.

Equation (9) describes not only creation of pores but also their resealing: after the shock
has created a certain number of pores, the pore density N becomes larger than N0, the
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equilibrium pore density for Vm = 0. Hence, if the shock is turned off and Vm drops near
zero, the right-hand side of (9) becomes negative and the pore density N starts decreasing.
With the parameters from Appendix 1, the time constant of resealing is approximately 3 s.31

Note that the only pores that participate in resealing are those that have shrunk to a
radius near rm. If there exist any pores with r 
 rm, they cannot reseal by the mechanism
represented in (9). The resealing of these macropores is beyond the scope of the present
model because it involves such processes as a change in cell volume52 or active, exocytotic
rebuilding of the lipid bilayer.53

Evolution of Pore Radii

Neu and Krassowski43 have shown that the diffusion term in the PDE (8) is at least two
orders of magnitude smaller than the drift term and can be eliminated. Hence, (8) reduces
to a first-order advection PDE, which can be further transformed using the method of
characteristics.54 This procedure leads to ODEs governing the time evolution of individual
pore radii.

As discussed in sections “Pore Creation” and “Pore Evolution,” hydrophilic pores are
created with the initial radius of r∗ and they subsequently change size to minimize the
energy of the lipid bilayer. For a membrane with a total number of K pores, the rate of
change of their radii, rj , is determined by a set of ODEs:

drj

dt
= u(rj , Vm, Ap), j = 1, 2, . . . ,K, (12)

where u is the drift velocity given by (7).
Compared to the PDE (8), the ODEs (9) and (12) of the asymptotic model contain

a smaller number of parameters and most of them are related in a straightforward way
to experimental measurements.31 The connection between the parameters of the ODE (9)
and the molecular-level constants appearing in the PDE can be found in our previous
publications.32,55

Current–Voltage Relationship of a Pore

In a membrane containing K pores, the total current Ip through these pores is computed
by adding currents through all of them,

Ip(t) =
K∑

j=1

ip(rj , Vm), (13)

where ip is the current–voltage relationship of an individual pore. The simplest represen-
tation of ip is the ohmic approximation of the pore resistance that assumes a cylindrical
pore,

Rp =
h

sπ r2
, (14)

where s is the conductivity of the solution filling the pore.
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Figure 6: (a) Current lines in the vicinity of a pore. (b) Voltage difference across the pore
(solid line) compared with the potential Vm across the membrane away from the pore
(dashed line)

This approximation overestimates the current through large pores because such pores
cannot maintain the same voltage drop Vm that develops across intact membrane (Fig. 6).
To account for the decrease of the transpore voltage, the current–voltage relationship of
a pore assumes that Vm occurs across the pore resistance, Rp, and the input resistance,
Ri = 1/(2sr), connected in series,47,56

ip(r, Vm) =
Vm

Rp + Ri
. (15)

Thus, (15) gives a nonlinear relationship between the pore area and the current through a
pore.

Formula (15), which is used in the section “Example of the Electroporation Process,”
does not account for the interaction of ions with the pore walls. This interaction can
be accounted for by introducing an energy barrier31,57 or steric hinderance of ions.47 In
addition, (15) computes only the electric current, without specifying its ionic composition.
Our group has developed another formula for ip, in which the total current is computed as
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a sum of currents carried by Na+, K+, Ca2+, and Cl− ions.58 A recent article by Vasilkoski
et al.41 contains a formula for ip that combines all factors affecting current through pores:
spreading resistance, energy barrier, steric hindrance, and the ionic composition of the
current.

Example of the Electroporation Process

Governing Equation for the Transmembrane Potential

To determine the number and distribution of pores created by the shock, the time evolution
of the transmembrane potential Vm(t) must be given. Vm is a dynamical variable and its
evolution depends on the experimental conditions. This example assumes the simplest exper-
imental setup (Fig. 7): a uniformly polarized membrane of surface area A, represented by
the capacitance C, resistance R, and an additional path for current Ip through electropores.
Thus, Vm is governed by an ODE,

RsC
dVm

dt
= V0 − Vm − Rs

R
(Vm − Vrest) − RsIp, (16)

where voltage V0 represents external electric shock, Vrest is the rest potential, and Rs is the
series resistance of the experimental setup.

This formulation includes two simplifications. First, the membrane capacitance C is
assumed constant, although it is expected to decrease as a result of pore creation and growth.

VmVrest

Rs

RC

Ip

V0

Figure 7: Circuit representation of a uniformly polarized membrane of the surface area A.
The capacitor C = CmA represents the total capacitance of the membrane, the constant
resistor R = Rm/A accounts for the flow of current through channel proteins, and the
battery represents the rest potential Vrest. The variable resistor accounts for the dynamically
changing current through pores, Ip. The resistor Rs represents the series resistance of the
experimental setup and V0 is the external stimulus



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 145 of 635 October 10, 2008 17:33

Theory of Electroporation 145

However, the change in C measured experimentally was found to be below 2%,3 which
justifies this simplification. Second, the current through channel proteins is approximated
by a constant resistance R. The model can be easily extended by incorporating equations
describing the dynamics of excitable cardiac membrane.59–62 However, the study by DeBruin
and Krassowska60 found that the current though active channels has only a second-order
effect on the process of electroporation and thus can be neglected in studies that focus on
electroporation.

Experimental and theoretical studies of electroporation reveal that it consists of a
sequence of phases: membrane charging, pore creation, pore evolution, postshock pore
shrinkage, and resealing. The remainder of this section will illustrate the individual phases
for an example of a membrane exposed to a shock of strength 3 V for 1 ms. The membrane
area A is assumed equal to the surface area of a spherical cell of a 50 μm radius. All
parameters of the model are listed in Appendix 1; the numerical implementation is described
in Appendix 2.

Membrane Charging Phase

Starting from an initial condition of an intact membrane at rest, an electroporating shock
first charges the membrane, increasing Vm. Since the membrane does not yet contain any
pores, the current Ip in (16) is zero, and the membrane charges like a parallel resistance and
capacitance. This passive RC charging can be seen during the first 0.652μs in Fig. 8a, when
transmembrane potential increases in magnitude from its initial value of Vrest = −0.08V
according to the formula

Vm(t) = Vrest +
V0

1 + Rs/R
(1 − e−t/τ ), where τ =

RsC

1 + Rs/R
. (17)

If the shock strength V0 is below the threshold voltage, then RC charging goes to completion
with Vm approaching the steady-state value according to (17), and no significant pore
creation occurs. For stronger V0, the pure RC charging breaks down when Vm approaches
threshold, signaling the ignition of significant pore creation. Here it is assumed that the
charging phase ends with the creation of the first pore (i.e., when the density of pores N
multiplied by the membrane area A reaches 1). The duration of the charging phase depends
on the shock strength. For a 3-V shock, the charging phase ends and the creation phase
starts at 0.652μs.

Pore Creation Phase

When Vm exceeds a threshold value (≈ 1V in this example), the membrane experiences a
dramatic increase in the pore creation rate. The pores add pathways for current to cross
the membrane and thus decrease its resistance. In consequence, Vm no longer follows the
charging transient (17) that would be observed in a cell with a passive membrane. As seen
in Fig. 8, the creation of the pores first slows down the increase and eventually decreases
the transmembrane voltage Vm.
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Figure 8: (a) Transmembrane potential and (b) number of pores as a function of time
during the first 5μs of a 3-V shock. The dotted vertical lines in (a) and (b) indicate the
start and the end of the pore creation phase

Once Vm drops below the threshold value, the creation rate slows down dramatically.
Here, it is assumed that the pore creation phase is completed when the relative increase
in the total number of pores per time step drops below 10−6. According to this definition,
in the example of Fig. 8, creation ends at 1.119μs. Although Table 1 shows that a few
pores may be created after that time, the vast majority of pores are created within the time
interval indicated by the dotted vertical lines in Fig. 8.

Pore Evolution Phase

Pore evolution is a considerably slower process than either pore creation or changes in Vm.
Hydrophilic pores are created with a radius r∗ ≈ 0.5 nm; they immediately start growing
but their radii are less than 4 nm by the end of the creation phase (Table 1, column labeled
1.119μs). Most of the pore evolution occurs after the creation of new pores has ceased and

Table 1: Pore statistics at the end of creation (1.119μs), end of shock (1 ms), after postshock
shrinkage (1.05 ms), and 10 s after the shock

Time 1.119μs 1 ms 1.05 ms 10 s
Number of all pores 700,311 700,314 700,291 1,719
Number of large pores 700,311 7,582 0 0
Radius of large poresa (nm) 1.50 ± 0.28 22.4 ± 4.3 – –
Maximum radius (nm) 3.83 29.7 0.804 0.804
Fractional pore area (×10−6) 162.2 460.4 45.2 0.11
Membrane conductivityb (S m−2) 4.35 × 104 3.91 × 104 1.44 × 104 35.5
Transmembrane potential (V) 1.056 0.420 −0.024 −0.0796
aMean ± standard deviation
bIncludes conductivity of membrane without pores, 20 S m−2
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Figure 9: (a) Evolution of radii rj of 12 selected pores during a 1-ms, 3-V shock. Note the
different time scales in this panel and in Fig. 8. (b) Postshock shrinkage of the pores. The
shock has been turned off at 1 ms. Inset shows the decrease of transmembrane potential from
0.42 V at the end of the shock to −0.024V2μs afterward. Main panel shows the decrease of
radii rj of 12 selected pores. This panel is a continuation of (a)

even after Vm has leveled off, both of which happen within microseconds. In contrast, some
pore radii will not reach steady state by the end of a 1-ms, 3-V shock (Fig. 9a) and would
have continued to evolve, although subsequent changes would have been relatively small.

All pores initially grow, but soon smaller pores start shrinking and eventually assume
a radius of approximately 1 nm. Of the 12 pores illustrated in Fig. 9a, five have shrunk
to the 1-nm radius by 1 ms. The remaining pores have their radii in the range of 15 to
30 nm. Thus, as predicted in the section “Pore Evolution,” pores divide themselves into two
distinct populations: “small” pores, with radii close to 1 nm, and “large” pores, with radii
well above 1 nm.

The division of all pores into two populations is explained by examining the plots of pore
energy shown in Fig. 5. At the beginning of the creation phase (0.652μs plot in Fig. 5a),
energy of the hydrophilic pores (r > 0.5 nm) decreases monotonically, causing all pores to
grow. As pores grow, they relieve membrane tension, which decreases the effective membrane
tension σeff and affects the shape of the pore energy. By 35μs, the energy develops a local
minimum near 1 nm (Fig. 5b), and by 100μs, a second local minimum appears near 82 nm
(Fig. 5a). The two minima are separated by a local maximum near 9 nm. Pores to the left of
the maximum will shrink to 1 nm and form the population of small pores; pores to the right
will grow toward the larger minimum energy radius and form the population of large pores.
In time, the small pores greatly outnumber the large ones (Table 2). At 1 ms, 98.9% of all
pores are small, and the remaining 1.1% are large. Despite their much greater numbers,
small pores comprise only 14.3% of the total area of pores, and they contribute 51.6% to
the increased conductivity of the membrane.

The evolution of radii within the large pore population is illustrated in Fig. 10. The
number of large pores decreases with time (Table 1), while the distribution of pore radii
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Table 2: Distribution of pores between small
and large pore populations at 1 ms

Small Large
Number of pores (%) 98.9 1.1
Average radius (nm) ≈ 1 22.4 ± 4.3
Maximum radius (nm) ≈ 1 29.7
Fractional pore area (%) 14.3 85.7
Membrane conductivity (%) 51.6 48.4

moves toward larger values, reaching 22.4 ± 4.3 nm (mean and standard deviation) at 1 ms,
with 7,582 large pores.

Postshock Pore Shrinkage Phase

The electric shock is terminated at 1 ms. Immediately, the membrane starts discharging and
2μs later, Vm drops to −0.024V (Table 1 and Fig. 9b, inset). The presence of pores does
not allow the cell to maintain its normal rest potential of −0.08V.

In response to the drop in Vm, pores start shrinking rapidly. Figure 9b shows the
postshock evolution of pore radii (it is the continuation of pore evolution shown in Fig. 9a).
The large pore population disappears when all large pores have shrunk to rm. In this
example, shrinkage lasts up to 22μs, depending on the initial sizes of pores.

As a result of pore shrinkage, the fractional pore area decreases over tenfold and the
membrane conductance decreases 2.7-fold (Table 1). This decrease in membrane conduc-
tance has been observed in experiments31 and is sometimes interpreted as “rapid resealing”
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Figure 10: Distribution of pore radii at 35, 100μs, and 1 ms. Only large pores are included
in the distributions. The bin width = 1.4 nm
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Figure 11: Resealing of the pores. Main panel shows the number of pores K as a function of
time. K decreases from 700,291 immediately after the shock to 1,719 10 s later. This panel
is a continuation of Fig. 8b. Inset shows the gradual restoration of the rest potential from
−0.024V2μs after the shock to −0.0796V at 10 s. Note that the time scale in this figure is
in seconds

of pores.63 However, as seen in Table 1, a vast majority of the pores are still present 50μs
after the shock. This result is confirmed by the experimental observation that the permeable
state is long lived for small, but not large, molecules.64–66

Pore Resealing Phase

The fast shrinkage of pores should not be confused with pore resealing, during which
the pores disappear and the integrity of the lipid bilayer is restored. With parameters
of Appendix 1, the resealing in the model proceeds with a time constant of 3 s (Fig. 11). As
the pores reseal, the transmembrane potential gradually returns to rest (Fig. 11, inset).

Large difference in the durations of the shrinkage and resealing phases can be explained
by energetics of each process. During shrinkage, the pore energy increases monotonically for
radii above rm (see dashed line labeled 1.05 ms in Fig. 5). Thus, it is energetically favorable
for pores with radii r > rm to shrink, and the steep energy gradient translates into large drift
velocity of pore shrinkage. In contrast, in order to reseal, pores must convert to hydrophobic:
for example, hydrophilic pores with radii r ≈ rm must surmount the energy barrier equal
to E∗–Em ≈ 18 kT (Fig. 2).

Effects of Shock Strength

The pore number and distribution depend on the shock strength V0 applied to the mem-
brane, and the model is used to explore this dependence. Figure 12 illustrates the effect of
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Figure 12: Dependence of electroporation on shock strength. (a) Number of all pores (K)
and number of small (Ksm) and large (Klg) pores. The lines corresponding to K and Ksm

overlap. (b) Number of large pores (Klg) shown on an expanded vertical scale. (c) Average
radius (r̄) of the large pore population. The vertical bars indicate standard deviation. The
range of the shock strengths was truncated to 4.125 V because there are no large pores for
stronger shocks. (d) Total area of pores reported as a fraction of the membrane surface
area for all (F ), small (Fsm), and large (Flg) pores. (e) Conductivity of the membrane for
all (G), small (Gsm), and large (Glg) pores. (f) Beginning (tbeg) and end (tend) of the pore
creation phase. Note the logarithmic scale of the vertical axis. All results except those in
(f) were collected at the end of a 1-ms shock. The legend in (a) applies also to (b), (d), and
(e). The dotted vertical lines indicate the shock of 3 V, that is, the default shock strength
used previously in this chapter

shock strength on the number of pores, their average radius, the area of pores, membrane
conductivity, and the timing of the pore creation phase. The shock V0 ranges from 0.975 V
(below the apparent threshold) to 7.5 V, and all data except Fig. 12f were collected at the
end of a 1-ms shock.

As expected, the number of pores increases with the shock strength but, except for
very weak shocks, this increase is due to the creation of small pores. In Fig. 12a, curves
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representing all pores and small pores overlap and large pores appear to be a negligible
fraction of all pores. As seen on the expanded vertical axis in Fig. 12b, the number of large
pores initially increases, but above 4 V, large pores disappear altogether and only small pores
are being created. This prediction was confirmed by experiments in which high-voltage, short
pulses were shown to create a large number of pores with radii not substantially larger than
1 nm.31,67,68 Additional confirmation came from the studies that observed decrease in the
uptake of macromolecules (i.e., DNA) for strong pulses.64,69

The average radius of large pores decreases as the number of large pores grows but
increases again once fewer large pores are created (Fig. 12c). Despite their relatively small
number, large pores contribute significantly to the fractional pore area (Fig. 12d) and to the
increase in membrane conductivity (Fig. 12e) for shocks below 4 V. As the shock strength
increases, the contribution of small pores increases, and above 4 V, all pore area and all
membrane conductance are due to small pores. Figure 12f shows that the pore creation
phase begins earlier, and its duration is shorter for stronger shocks (note that the vertical
axis is logarithmic).

Limitations

The theory described here uses a continuum representation of pore energetics, which is
appropriate for large pores but is unlikely to remain valid as the size of the pore approaches
the size of a lipid molecule. Studies of electroporation that use molecular dynamics (MD)
simulations give us a fascinating picture of molecular-level events occurring during electropo-
ration.70,71 Unfortunately, MD simulations are so expensive computationally that at present
these models are limited to very small pieces of the membrane (e.g., 256 lipid molecules)
and very early stages of electroporation (up to 50 ns). Nevertheless, they confirm some of
the assumptions of the theory presented here, such as that the pore creation occurs in
two steps, starting with hydrophobic pores (called “water wires”) that subsequently change
conformation to hydrophilic.

Both experiments and MD simulations show that the electroporation process is prob-
abilistic in nature, with the pore creation rate and the change in its radius subject
to fluctuations. These fluctuations are of importance when one attempts to model a
small number of pores, created very slowly in response to threshold-level shocks.18,72

With stronger shocks, which create a large number of pores, individual variations in
creation and expansion rates are of less significance, since they are not readily visible
in the total current Ip. Hence, the theory presented here is an averaged, deterministic
description of the electroporation process and its intended use is for above-threshold
shocks.

The third limitation is the representation of the flow of matter through the pores. The
present model is concerned only with the flow of electric current, which allows one to
determine the decrease in the membrane resistance during electroporation. Previous studies
have separated that current into currents carried by Na+, K+, Ca2+, and Cl− ions and
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examined the changes in intracellular ionic concentrations as a result of pore creation.58,73

However, to date our group did not attempt to model flow of water through pores and
the resulting change of cell surface area and volume: the cell geometry was assumed
constant. In reality, the intracellular fluid will leak through the macropores, decreasing
cell volume and reducing membrane tension.52 This is an additional factor that can slow
the growth and facilitate resealing of the pores, although cell swelling and growth of pores
have also been observed.25 Thus, future extension of the present theory should involve
changes in cell volume. The coupling of pore evolution with a change in cell volume has
been proposed before, although only in the case when one pore is present.52,74 As a result
of the constant cell volume assumption, the model presented here is valid for relatively
short time intervals (milliseconds) before the flow of water through pores affects the cell
volume. That is usually sufficient, as electroporation shocks are rarely longer than a few
milliseconds.

The most significant limitation of all electroporation models is the lack of a consistent
set of model parameters that would represent a specific tissue under study. This is because it
is not possible to find in the literature all parameters required by the model for a single cell
type. Typically, only the electroporation threshold is measured,14,64,75 and sometimes the
resealing time constant as well.45,76,77 The most comprehensive parameter set is available
for artificial lipid bilayers.31 Although electroporation in cells is fundamentally the same as
in artificial bilayers,78 many parameters depend sensitively on the composition of the lipid
bilayer.79,80 There exist parameter sets that approximate electroporation in cardiac muscle60

and in skeletal muscle,81 but only for the earlier version of the asymptotic model that does
not include the growth of pores. In the example included here, a “default” parameter set was
used, which was developed from the measurements of Glaser et al.31 on artificial lipid bilayers
and then adjusted to match the study of Hibino et al.,82 who used potentiometric dyes to
visualize the evolution of transmembrane potential during electroporation of sea urchin eggs.
Therefore, in interpreting the results given in the section “Example of the Electroporation
Process,” one needs to keep in mind that urchin eggs have a higher electroporation threshold
than cardiac muscle: 1 V versus 0.4–0.5 V.8,83

Finally, electroporation presents considerable challenges to numerical simulations. Under
conditions corresponding to most practical applications, the governing equations are stiff
because of strong exponential dependence of the pore creation rate on the square of the
transmembrane voltage. Even with the asymptotic approximations for pore creation and
evolution, simulations of electroporation are expensive. This is because during an early
part of the creation transient, the number of pores and their radii have to be tracked very
accurately, which requires small time steps. Any errors in the number and distribution
of pore radii would propagate to the transmembrane voltage. The data in Fig. 4b show
that errors in Vm as small as 0.02 V can result in a threefold increase in the pore creation
rate, and consequently, the number of pores would be predicted incorrectly. Recent research
attempts to bypass this difficulty by using singular perturbation to “peel away” the strong
exponential dependence of pore creation rate upon the transmembrane voltage Vm.84 In
particular, during the pore creation phase, the full system of ODEs (9) and (12) reduces
to a single integrodifferential equation for the transmembrane voltage plus an expression
for the pore density distribution. Hopefully, further progress in this direction will allow us
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to study both temporal and spatial aspects of electroporation in three-dimensional tissue
without prohibitive computational costs.

Conclusion

The phases of electroporation, as seen in the section “Example of the Electroporation
Process,” closely resemble the steps of electropermeabilization identified by Teissié et al.85

based on experimental observations. The “induction step” corresponds to the charging and
pore creation phases of the model (Fig. 8), the “expansion step” corresponds to the pore
evolution phase (Fig. 9a), the “stabilization step” corresponds to the postshock shrinkage of
pores (Fig. 9b), and the “resealing step” corresponds to the resealing of small pores (Fig. 11).
The only step not seen in the model is the “memory effect” that describes changes in the
membrane and cell behavior persisting on the time scale of hours and that may be related to
exchange of charged molecules between the two monolayers of the membrane.86,87 Although
some of the model’s predictions still must be confirmed experimentally, the resemblance
between the model’s “phases” and “steps” of electroporation seen in experiments gives us
reason to believe that the asymptotic model presented here is sufficiently accurate to provide
theoretical support for real-life applications.

In particular, the asymptotic model can be very useful in assessing the effects of
defibrillation shocks on cardiac muscle. Since the electroporation process is represented
by a set of ODEs for N(t) and rj(t), it can be naturally incorporated into any model of
cardiac membrane by adding electroporation current Ip to the transmembrane current. In
the past, such simulations were performed for cardiac membrane,59,88 cardiac fibers,60,89

and two- and three-dimensional myocardium.61,62,90 These studies used an older version
of the asymptotic model in which pores did not grow: their size was kept constant and
equal to rm ≈ 0.8 nm, the minimum-energy radius. The advantage of this simplification
is a dramatic reduction in computational cost because only an ODE for N(t) needs to be
solved. This simplification is justified in studies that simulate only the increase of membrane
conductance and changes in Vm caused by defibrillation shocks. If desired, the exchange of
ions through pores can be added by replacing the current–voltage relationship (15) of a pore
by the one that accounts for flow of distinct ions.58,73 This extension will allow the use of
the model with nongrowing pores to simulate shock-induced changes in ionic concentration
that lead to postshock arrhythmias, as well as resealing of pores and restoration of normal
concentrations. However, the model with nongrowing pores is not appropriate for the studies
of cellular injury associated with the development of large-sized pores or for predicting the
electroporation-mediated uptake of macromolecules such as DNA. Such studies need to use
the full asymptotic model, which permits pores to expand and shrink, and thus give a
complete picture of the electroporation process.
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Appendix 1: Parameters of the Electroporation Model

Pore energy and drift velocity :
r∗ 0.5 × 10−9 m minimum radius of hydrophilic pores at Vm = 031

E∗ 45 kT energy barrier for creation of hydrophilic pores at Vm = 031

rm 0.8 × 10−9 m minimum energy radius at Vm = 031

Em 27 kT energy at rm with Vm = 032

β 1.4 × 10−19 J steric repulsion energy32

γ 1.8 × 10−11 J m−1 edge energy31,46

σ0 10−6 J m−2 tension of the bilayer without pores91

σ′ 2 × 10−2 J m−2 tension of hydrocarbon–water interface92

D 5 × 10−14 m2 s−1 diffusion coefficient for pore radius46

T 310K absolute temperature (37◦C)

Effect of V m:
ε0 8.85 × 10−12 F m−1 permittivity of vacuum
εm 2ε0 permittivity of the lipid bilayer31,46

εw 80ε0 permittivity of the water filling the pores31,46

Fmax 0.70 × 10−9 NV−2 maximum electric force for Vm = 1V39

rh 0.97 × 10−9 m characteristic length for electric force39

rt 0.31 × 10−9 m correction for toroidal pores39

Pore creation and resealing :
νc 2 × 1038 m−3 s−1 fluctuation rate per unit volume34

νd 1011 s−1 fluctuation rate per lipid molecule31

α 1 × 109 m−2 s−1 creation rate coefficient55

Vep 0.258V characteristic voltage of electroporation55

N0 1.5 × 109 m−2 equilibrium pore density at Vm = 055

q ≡ (rm/r∗)2 constant in (9) for pore creation rate55

Current–voltage relationship of a pore:
h 5 × 10−9 m membrane thickness31

s 2 s m−1 conductivity of the solution filling the pore93

Equation for V m:
Cm 10−2 F m−2 surface capacitance of the membrane82

Rm 0.5Ωm2 surface resistance of the membrane82

Vrest −0.08V rest potential94

A 3.14 × 10−8 m2 membrane area (of a 50-μm spherical cell82)
Rs 5 × 103 Ω series resistance (chosen to give charging time constant

of a 50-μm spherical cell82)
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Appendix 2: Numerical Implementation

The numerical implementation of the asymptotic model of electroporation93 is based on
an idea of “launching” individual pores as they are created and tracking the evolutions of
their radii. Thus, it attempts to reproduce in silico the electroporation process occurring
in a membrane. For a typical simulation, initial conditions assume an intact membrane
at rest: transmembrane potential Vm(0) = Vrest, pore density N(0) = 0, and number of
individual pores K=0. The time loop first solves the ODEs for Vm (16) and for N (9).
If N holds more than one pore (i.e., NA > 1), these pores are “launched” and allowed
to grow. To do so, K is increased by an integer number of pores, floor (NA), and N is
decreased by a corresponding value. Next, radius rj of each individual pore is updated
according to (12). The updated values Vm, N , K, and rj , j = 1, . . ., K are used to compute
the current through pores Ip (13) and the effective membrane tension σeff (6). Ip is used
in the next time step to determine Vm. All ODEs are solved using the midpoint implicit
method.

The run time depends on the number of large pores created by the shock. Stronger
shocks, which create more than 104 pores, result in unacceptably long runs. Hence, three
features of implementation aim at increasing computational efficiency. First, pores created
at the same time step are launched as a group rather than individually, which limits
the number of pore radii that need to be updated by solving (12). Second, the solution
uses adaptive time stepping. Initially, Δt = 1.5 ns is used to resolve very fast transients
associated with the creation of pores. Once pore creation ends and the dependent variables
change less rapidly, Δt is gradually increased to 0.1μs. The above initial and final Δt
yield mean errors in voltage and maximum pore radius below 0.1%, and in pore density,
below 4%.

The third feature takes advantage of the fact that as pores evolve, they naturally divide
themselves into two distinct populations (Fig. 9a): small pores, with radii near rm ≈ 1 nm,
and large pores, with radii larger than rm. The model keeps track of these two populations.
Because all small pores have approximately the same radius, they are accounted for by the
pore density N and radius rm, which evolves according to (12) with rj replaced by rm.
Large pores are represented individually: the radius rj of each pore evolves according to
(12). With two pore populations, the number of ODEs governing the pores radii decreases
from K (total number of pores) to Klg + 1 (number of large pores plus an ODE for rm).
Since for large shocks K 
 Klg (Table 2), this method significantly limits the number of
independently evolving pore radii.

The exchange of pores between the small and large pore populations proceeds as follows.
As described above, pores created according to (9) are all initially treated as large. Pores
remain in the large pore population throughout the initial phase of creation and rapid
expansion of pores. Afterward, pore growth slows down and eventually some pores start to
shrink (Fig. 9a). If any large pore shrinks to within 1 pm of rm, it is “absorbed” into the small
pore population, thereby increasing N and decreasing the number of large pores, Klg. To
ensure that the absorption of pores does not introduce artifacts, key simulations have been
repeated without pore absorption. The simulation of a 1-ms, 3-V shock takes approximately
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0.5 s (model implemented in C and running on a 3.4 GHz Pentium 4 processor under CentOS
4.0).
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21. Gabriel B, Teissié J. Direct observation in the millisecond time range of fluorescent mole-
cule asymmetrical interaction with the electropermeabilized cell membrane. Biophys J
1997;73:2630–2637

22. Hibino M, Shigemori M, Itoh H, Nagayama K, Kinosita K Jr. Membrane conductance of
an electroporated cell analyzed by submicrosecond imaging of transmembrane potential.
Biophys J 1991;59:209–220

23. Ghosh PM, Keese CR, Giaver I. Monitoring electropermeabilization in the plasma
membrane of adherent mammalian cells. Biophys J 1993;64:1602–1609

24. Huang Y, Sekhon NS, Borninski J, Chen N, Rubinsky B. Instantaneous, quantitative
single-cell viability assessment by electrical evaluation of cell membrane integrity with
microfabricated devices. Sens Actuators A 2003;105:31–39

25. Chang DC, Reese TS. Changes in membrane structure induced by electroporation as
revealed by rapid-freezing electron microscopy. Biophys J 1990;58:1–12

26. Barnett A, Weaver JC. Electroporation: a unified, quantitative theory of reversible
electrical breakdown and mechanical rupture in artificial planar bilayer membranes.
Bioelectrochem Bioenerg 1991;25:163–182

27. Weaver JC, Chizmadzhev YA. Theory of electroporation: a review. Bioelectrochem
Bioenerg 1996;41:135–160

28. Weaver JC. Electroporation of biological membranes from multicellular to nano scales.
IEEE Trans Dielectr Electr Insul 2003;10:754–768

29. Chen C, Smye SW, Robinson MP, Evans JA. Membrane electroporation theories: a
review. Med Biol Eng Comput 2006;44:5–14

30. Weaver JC. Molecular basis for cell membrane electroporation. Ann N Y Acad Sci
1994;720:141–152

31. Glaser RW, Leikin SL, Chernomordik LV, Pastushenko VF, Sokirko AI. Reversible
electrical breakdown of lipid bilayers: formation and evolution of pores. Biochim Biophys
Acta 1988;940:275–287

32. Neu JC, Krassowska W. Asymptotic model of electroporation. Phys Rev E
1999;59:3471–3482

33. Pastushenko VF, Chizmadzhev YA, Arakelyan VB. Electric breakdown of bilayer lipid
membranes: II. Calculations of the membrane lifetime in the steady-state diffusion
approximation. Bioelectrochem Bioenerg 1979;6:53–62

34. Weaver JC, Mintzer RA. Decreased bilayer stability due to transmembrane potential.
Phys Lett A 1981;86A:57–59

35. Powell KT, Weaver JC. Transient aqueous pores in bilayer membranes: a statistical
theory. Bioelectrochem Bioenerg 1986;15:211–227



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 158 of 635 October 10, 2008 17:33

158 Wanda Krassowska Neu and John C. Neu

36. Feynman RP, Leighton RB, Sands M. The Feynman Lectures on Physics, Vol. II.
Reading, MA: Addison-Wesley; 1963

37. Plonsey R, Collin RE. Principles and Applications of Electromagnetic Fields. New York:
McGraw-Hill; 1961

38. Krassowska W, Neu JC. Post-shock evolution of pores. Ann Biomed Eng 2001;29:S101
39. Neu JC, Smith KC, Krassowska W. Electrical energy required to form large conducting

pores. Bioelectrochem Bioenerg 2003;60:107–114
40. Glaser RW. Appearance of a “critical voltage” in reversible electric breakdown. Studia

Biophysica 1986;16:77–86
41. Vasilkoski Z, Esser AT, Gowrishankar TR, Weaver JC. Membrane electroporation:

the absolute rate equation and nanosecond time scale pore creation. Phys Rev E
2006;74(021904):1–12

42. Plonsey R, Barr RC. Bioelectricity. A Quantitative Approach. New York: Plenum; 1988
43. Neu JC, Krassowska W. Modeling postshock evolution of large electropores. Phys Rev

E 2003;67(021915):1–12
44. Saulis G, Venslauskas MS, Naktinis J. Kinetics of pore resealing in cell membranes after

electroporation. Bioelectrochem Bioenerg 1991;26:1–13
45. Bier M, Hammer SM, Canaday DJ, Lee RC. Kinetics of sealing for transient electropores

in isolated mammalian skeletal muscle cells. Bioelectromagnetics 1999;20:194–201
46. Freeman SA, Wang MA, Weaver JC. Theory of electroporation of planar bilayer

membranes: predictions of the aqueous area, change in capacitance, and pore–pore
separation. Biophys J 1994;67:42–56

47. Powell KT, Derrick EG, Weaver JC. A quantitative theory of reversible electrical
breakdown of bilayer membranes. Bioelectrochem Bioenerg 1986;15:243–255

48. Joshi RP, Schoenbach KH. Electroporation dynamics in biological cells subjected to
ultrafast electrical pulses: a numerical simulation study. Phys Rev E 2000;62:1025–
1033

49. Joshi RP, Hu Q, Schoenbach KH, Bebe SJ. Simulations of electroporation dynamics
and shape deformations in biological cells subjected to high voltage pulses. IEEE Trans
Plasma Sci 2002;30:1536–1546

50. Joshi RP, Hu Q, Schoenbach KH. Modeling studies of cell response to ultrashort, high-
intensity electric fields – implications for intracellular manipulation. IEEE Trans Plasma
Sci 2004;32:1677–1686

51. Hu Q, Viswanadham S, Joshi RP, Schoenbach KH, Beebe SJ, Blackmore PF. Simula-
tions of transient membrane behavior in cells subjected to a high-intensity ultrashort
electric pulse. Phys Rev E 2005;71:031914

52. Sandre O, Moreaux L, Brochard-Wyart F. Dynamics of transient pores in stretched
vesicles. Proc Natl Acad Sci 1999;96:10591–10596

53. McNeil PL, Steinhardt RA. Loss, restoration and maintenance of plasma membrane
integrity. J Cell Biol 1997;137:1–4

54. Zauderer E. Partial Differential Equations of Applied Mathematics. New York: Wiley;
1983

55. DeBruin KA, Krassowska W. Modeling electroporation in a single cell. I: effects of field
strength and rest potential. Biophys J 1999;77:1213–1224



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 159 of 635 October 10, 2008 17:33

Theory of Electroporation 159

56. Newman J. Resistance for flow of current to a disk. J Electrochem Soc 1966;113:501–502
57. Barnett A. The current-voltage relation of an aqueous pore in a lipid bilayer membrane.

Biochim Biophys Acta 1990;1025:10–14
58. DeBruin KA, Krassowska W. Modeling electroporation in a single cell. II: effects of ionic

concentrations. Biophys J 1999;77:1225–1233
59. Sakuma I, Haraguchi T, Ohuchi K, Fukui Y, Kodama I, Toyama J, Shibata N, Hosoda

S. A model analysis of aftereffects of high-intensity DC stimulation on action potential
of ventricular muscle. IEEE Trans Biomed Eng 1998;45:258–267

60. DeBruin KA, Krassowska W. Electroporation and shock-induced transmembrane
potential in a cardiac fiber during defibrillation strength shocks. Ann Biomed Eng
1998;26:584–596

61. Ashihara T, Trayanova NA. Asymmetry in membrane responses to electric shocks:
insights from bidomain simulations. Biophys J 2004;87:2271–2282

62. Sambelashvili AT, Nikolski VP, Efimov IR. Virtual electrode theory explains pacing
threshold increase caused by cardiac tissue damage. Am J Physiol 2004;286:H2183–
H2194

63. Bier M, Chen W, Gowrishankar TR, Astumian RD, Lee RC. Resealing dynamics of a
cell after electroporation. Phys Rev E 2002;66(062905):1–4

64. Wolf H, Rols M-P, Boldt E, Neumann E, Teissié J. Control by pulse parameters of
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Chapter 3.1

Critical Points and the Upper Limit
of Vulnerability for Defibrillation

Raymond E. Ideker and Derek J. Dosdall

Introduction

Electric shocks delivered to the heart are like a double-edged sword. Depending on the
circumstances, they can either halt an arrhythmia or initiate one. Except for very large
shocks that are so strong that their damaging effects cause immediate refibrillation, there
is a range of shock strengths, below which shocks almost always fail to defibrillate and
above which they usually successfully defibrillate. Throughout this range, the probability
of successful defibrillation increases as the shock strength increases. The defibrillation
threshold (DFT) is a single shock strength within this range whose mean value depends
on the method used to estimate it.1 For example, one method gave a mean DFT value that
was at the 71% probability of success point (DF71), meaning that this shock strength would
be expected to succeed 71% of the time.2

There is a different range of shock strengths in which ventricular fibrillation (VF) is
induced when the shock is given during cardiac repolarization (i.e., the vulnerable period).
The lower limit of this range, the ventricular fibrillation threshold (VFT), is considerably
lower than the range of shock strengths that defibrillate. However, the upper limit of this
range, the upper limit of vulnerability (ULV), is typically within the range of shock strengths
that successfully defibrillate.3,4 If the ULV did not exist, then it might not be possible to
defibrillate with a shock of any strength because VF is so complex that some cardiac regions
are probably in the vulnerable period at any time during VF. Thus, if the ULV did not exist,
a shock larger than the VFT, even if it halted all the VF wavefronts, would immediately
reinitiate VF in the regions in the vulnerable period. Just as for defibrillation, the ULV is
also not a single value, but is a probability function in which the odds of not inducing VF
increase with increasing shock strength.5
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Figure 1: Correlation of the defibrillation threshold (DFT) and upper limit of vulnerability
(ULV) for defibrillation electrodes on the right atrium (anode) and the left ventricular apex
(cathode) for a monophasic waveform in 22 dogs. Results are expressed per gram of heart
weight in units of energy (a), voltage (b), and current (c). (Chen et al. 1986)4

Multiple studies have shown that the ULV and DFT are correlated and similar in
magnitude (Fig. 1).3,4 Because of this similarity Swerdlow et al.6 have recommended
that the ULV, instead of the DFT, be determined during the implantation of internal
cardiovertor/defibrillators since it avoids the possible detrimental effects of inducing VF
multiple times. The correlation of the ULV and DFT also led to the development of the
ULV hypothesis for the mechanism of defibrillation.4,7 This hypothesis states that there
are two requirements for defibrillation. First, the shock must halt the activation wavefronts
present during VF. Second, the shock must not stimulate new wavefronts that reinitiate
VF. Because the second criterion requires a larger shock strength than the first,7 the second
criterion determines the DFT, which explains why the ULV and DFT are correlated.

The ULV hypothesis does not require that the DFT during VF be identical with the
ULV determined by scanning the vulnerable period of the T wave during paced or regular
rhythm. During ULV determination, the vulnerable period is scanned to find the time point
in which the cardiac region in which the shock field has its weakest effect on the tissue is
most susceptible to VF initiation by the shock, although during VF the shock is not timed
to be given when this region is in its vulnerable period. Therefore, it would be expected
that a particular point on the ULV probability of success curve such as ULV50 would be a
higher voltage than that for the same point on the defibrillation probability of success curve
(i.e., DF50). However, during VF, the heart geometry may be different than during regular
rhythm,8 so that the shock electric field may be different. Also during VF, the activation
rate is much faster, and the catecholamine levels are higher than during regular rhythm
or pacing.9,10 Therefore, the action potential duration and refractory period are shorter
during VF,11,12 which might affect the induction of VF by a shock. Such geometrical and
functional differences between VF and regular rhythm would also be expected to cause the
DFT and ULV to differ. These considerations suggest that if the ULV is determined while
pacing at a rapid rate to mimic the electrical and geometrical effects of VF, then the ULV
should correspond to a point high on the defibrillation probability of success curve. Malkin
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Figure 2: Probability of success curves for defibrillation (open triangle), the upper limit of
vulnerability (ULV) determined by pacing at 80% of the intrinsic sinus rhythm cycle length
(closed square), and the ULV determined at a pacing rate so rapid that an abrupt drop in
arterial pressure occurred (closed triangle). The rapid pacing ULV curve is shifted to the
right so that ULV50 is greater than DF90. NSR indicates normal sinus rhythm. (Malkin
et al. 1995)5

et al.5 verified that this prediction is true. They found that the ULV50 determined during
rapid pacing is higher than the DF90 (Fig. 2).

Mechanisms by which Shocks Induce VF

An implication of the ULV hypothesis is that to understand the mechanisms of defibril-
lation one must also understand the mechanisms by which a shock initiates VF. Before
the development of electrical and optical mapping techniques, it was thought that the
induction of VF by a premature electrical stimulus was caused by a nonuniform dispersion
of refractoriness.13 According to this hypothesized mechanism, an activation wavefront was
launched at the site of the electric stimulus, which then propagated away from the stimulus
site until it encountered one or more regions that were still refractory (Fig. 3). Because of
the nonuniform dispersion of refractoriness, other regions had already passed out of their
refractory period by this time and served as conduits through which the wavefronts could
propagate. During this time, the regions where block had occurred earlier had time to
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Figure 3: Initiation of ventricular fibrillation (VF) by a premature stimulus caused by the
nonuniform dispersion of refractoriness. The refractory regions are shown in black. (Guyton
and Hall 2000)14

recover so that these wavefronts could return through these regions and then reenter the
tissue that it first activated proximal to the blocked region to initiate a reentrant circuit.

Although nonuniform dispersion of refractoriness coupled with restitution may be the
mechanism by which a burst of rapid stimuli that are a few times stronger than the
diastolic threshold induce VF,15 electrical and optical mapping studies have revealed that
somewhat stronger electrical stimuli initiate reentry and VF by different mechanisms than
this. Instead of the stimulus initiating a wavefront that blocks some time period after the
stimulus, electrical and optical mapping studies indicate that the electrical stimulus itself
creates a block, which causes unidirectional propagation immediately after the stimulus,
which leads to reentry and VF. These mechanisms involve the creation of a critical point
in the tissue by the stimulus. The term critical point refers to the location of critical
values in the spatial distribution of different electrophysiological variables through the
tissue. As explained below, one of these critical points is created at the intersection of
a critical level of refractoriness with a critical level of the extracellular potential gradient
field generated in the tissue by the stimulus as predicted by Winfree (field-recovery critical
point).16 The other critical point occurs where the spatial rate of change of the trans-
membrane potential caused by the shock reaches a critical level (virtual electrode critical
point).17



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 169 of 635 October 10, 2008 17:33

Critical Points and the Upper Limit of Vulnerability for Defibrillation 169

The Field-Recovery Critical Point

The field-recovery critical point was observed during an attempt to record the entire
strength-interval curve from a single electrical stimulus.18 Classically, the strength-interval
curve is determined by sequentially giving shocks of different strengths at a number of
different coupling intervals to determine the excitation threshold throughout the relative
refractory period (Fig. 4). To determine the entire strength-interval relationship from
a single stimulus, Frazier et al.18 recorded simultaneously from 117 electrodes covering
approximately 10 cm2 of the right ventricular epicardium of dogs. They launched a linear
activation wavefront during S1 pacing by stimulating simultaneously from a row of pacing
electrodes on the right side of the array of recording electrodes (Fig. 5a). The recovery times
to a local 2 mA 3 ms stimulus following the S1 stimulus were determined at 24–44 recordings
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Figure 4: Strength-interval curve (dark line) expressed in terms of the extracellular potential
gradient and of the degree of refractoriness of the tissue as indicated by the recovery interval
from the previous excitation until the time of the stimulus. Three types of responses are
indicated. The region to the right of the strength-interval curve is directly excited by the
stimulus (clear region). The region below and some of the region to the left of the strength-
interval curve is not directly excited by the stimulus (shaded region). The region immediately
to the left of the upper portion of the strength-interval curve undergoes a graded response
to the stimulus (hatched region).
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Figure 5: Initiation of reentry following orthogonal interaction of myocardial refractoriness
and the extracellular potential gradient field created by a large stimulus. (a) Distribution
of activation times following the last S1 stimulus (solid lines) and recovery times following
the time of the S1 stimulus (dashed lines) in milliseconds. (b) Potential gradient magnitude
in V cm−1 for a 3 ms, 150 V S2 stimulus. (c, d) First two cycles of activation following the
S2 stimulus demonstrating reentry. The S1–S2 interval was 191 ms. The numbers represent
the activation time in milliseconds following the beginning of the 3 ms S2 stimulus at each
mapping electrode. Dots represent inadequate recordings. The isochronal lines are spaced
10 ms apart. The solid line represents the transition between successive activation maps.
The hatched line represents a line of conduction block. The hatched region in (c) indicates
the region thought to have undergone direct excitation or a graded response induced by the
S2 stimulus. The double-headed arrow (bottom of (c)) indicates the direction of the long axis
of the myofibers in the mapped region. Reentry occurs around a critical point formed by the
intersection of a potential gradient of 5.8V/cm−1 with tissue that is within 2 ms of passing
out of its refractory period (the 191 ms recovery interval) at the time the S2 stimulus is
given. (Modified from Frazier et al. 1989)18
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Figure 6: Use of microelectrode recordings to show an all-or-none response for an S2 electric
field less than 5 − 6V/cm−1 (a), to show a graded response for a larger S2 field (b), and
to estimate the transmembrane potential 10 ms after the S2 stimulus (c). In (a) and (b),
the S1–S2 stimulus interval for each response is indicated to the right of the recording. The
recordings were all made from the same impalement and are aligned with the time of the
S2 stimulus, which is indicated by the arrow. The complex to the left of the arrow was
produced by the last S1 stimulus. (a) For a 1.8V/cm−1 S2 potential gradient, the responses
are markedly different, even though the change in S1–S2 timing is only 3 ms. Although
almost no response occurred following an S1–S2 interval of 222 ms, a new action potential
was generated following an S1–S2 interval of 225 ms. (b) For an S2 potential gradient of
8.4V/cm−1, a range of graded responses was observed as the S1–S2 interval was varied.
The longest and shortest S1–S2 intervals tested, 230 and 90 ms, are indicated beneath phase
zero of their respective last S1 activations. In (c), the recordings of the type shown in (a)
and (b) for four S2 field strengths at a number of S1–S2 intervals were used to estimate
the transmembrane potential in mV 10 ms after the S2 stimulus for the experiment shown
in Fig. 5. The isopotential contour lines represent transmembrane potentials from -45 to
25 mV in 10 mV increments. Contours more negative than -45 mV in the upper right portion
of (c) are not shown because of uncertainty in interpolation. In the region where the S2 field
strength is 1.5–4V/cm−1, an abrupt boundary (upper right) is present between tissue to the
right that is directly excited by the S2 field, and tissue to the left that is not directly excited.
A large gradient in transmembrane potential at this boundary probably accounts for the
propagation from right to left in this region observed in Fig. 5c. In the region where the S2

field is 8–15V/cm−1, there is no abrupt boundary between high and low transmembrane
potentials. Also, the transmembrane potentials in this region are in the range in which the
sodium current is inactivated. The absence of a large transmembrane potential gradient and
the presence of sodium channel inactivation probably explain the absence of propagation in
this region where the S2 field strength is high. (Knisley et al. 1992)
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sites throughout the mapped region (dashed lines in Fig. 5a). Because the refractory period
was approximately the same throughout the mapped region, the tissue recovered from its
refractory period in roughly the same sequence as the activation sequence. After the last of
ten S1 stimuli, a 3 ms premature S2 stimulus was given from a mesh electrode that spanned
the bottom of the mapped region to a return electrode that was off the heart. The S2

stimulus generated an extracellular potential gradient field that was strongest next to the
mesh electrode and that decreased with distance from it (Fig. 5b). This configuration of S1

and S2 electrodes created isolines of the stimulus potential gradient that were orthogonal
to the isolines of tissue refractoriness expressed as isorecovery lines. In this way, the entire
strength-interval region (shown in Fig. 4) was created throughout the mapped region.

When different S2 strength stimuli were given or when the same S2 stimulus was given
with a different S1–S2 interval, the strength-interval curve separating the directly excited

←

Figure 7 (Continued): Effect of different S1 and S2 electrode locations on the chirality and
phase of reentry. (a) The first postshock cycle of reentry is shown following a 150 V S2

stimulus at an S1–S2 interval of 190 ms, with the S2 electrode at the top of the mapped
region and the S1 electrode to the right. Earliest activation after the S2 stimulus occurs
distant from the S2 electrode, with the ensuing wavefront forming a clockwise reentrant
circuit, as opposed to the counterclockwise circuit when the S2 electrode was at the bottom
of the mapped region (Fig. 5). In addition, earliest post-S2 activation was at the bottom
of the mapped region with this circuit, opposite to the circuit in Fig. 5, where earliest
activation occurred at the top of the mapped region. Reentry circulated about a critical
point where the S2 potential gradient was 5.4V/cm−1 and the tissue was within 4 ms of its
recovery period at the time of the S2 stimulus. (b) The first postshock cycle of reentry is
shown following a 150 V S2 stimulus at an S1–S2 interval of 197 ms, with the S2 electrode
at the top of the mapped region and the S1 electrode to the left. Earliest activation after
the S2 stimulus occurred distant from the S2 electrode, with the ensuing wavefront forming
a counterclockwise reentrant circuit, similar to the counterclockwise circuit when the S2

electrode was at the bottom of the mapped region (Fig. 5). Again, earliest post-S2 activation
was recorded at the bottom of the mapped region for this reentrant circuit, opposite that
of the circuit in Fig. 5, where earliest activation occurred at the top of the mapped region.
Reentry circulated about a critical point where the S2 potential gradient was 5.2V/cm−1

and the tissue was within 2 ms of its recovery period at the time of the S2 stimulus. (c) The
first postshock cycle of reentry is shown following a 150 V S2 stimulus at an S1–S2 interval
of 197 ms, with the S2 electrode at the bottom of the mapped region and the S1 electrode
to the left. Earliest activation after the S2 stimulus occurred distant from the S2 electrode,
with the ensuing wavefront forming a counterclockwise reentrant circuit, as opposed to the
counterclockwise circuit when the S2 electrode was at the bottom of the mapped region
(Fig. 5). However, earliest post-S2 activation for this circuit was at the top of the mapped
region similar to the circuit in Fig. 5. Reentry circulated about a critical point where the
S2 potential gradient was 5.9V/cm−1 and the tissue was within 1 ms of its recovery period
at the time of the S2 stimulus. (Frazier et al. 1989)18
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region from the nonexcited region in the mapped tissue moved in the direction that would be
expected. In some cases, however, reentry was initiated (Fig. 5c, d) that usually was present
for at least ten cycles and then degenerated into VF. Earliest activation following the 150 V
S2 stimulus did not appear adjacent to the S2 electrode and then propagate away from it
as occurs following stimuli only slightly greater than the pacing threshold (Fig. 3). Instead,
following the large S2 stimulus, activation first appeared where the potential gradient
generated by the shock was less than 5 or 6V/cm−1 and then propagated almost at a
right angle to the S2 electrode into the less recovered tissue (Fig. 5c). This finding suggests
that the tissue to the right of the solid black line in Fig. 5c was directly excited during
the shock by the shock electric field, and an activation wavefront was launched at the
boundary of this directly excited region at the solid black line where the tissue was still
too refractory to be directly excited by the shock field.19 When this activation pattern
was first observed, it was puzzling why propagation did not occur from right to left in the
region where the shock field was greater than 5 or 6V/cm−1, because this larger shock field
should have had a greater ability to stimulate the myocardium than the weaker field above
it where propagation did occur. Later studies indicated that a shock field greater than 5 or
6V/cm−1, but not a weaker shock field, induced a graded response in partially recovered
tissue (Fig. 6).19,20 This finding suggests that the region around the hatched line of block
and the tissue between it and the S2 electrode in Fig. 5c experienced a graded response
caused by the shock. Although these graded responses prolonged the refractory period in
the tissue, they were not able to launch an activation wavefront after the shock that could
propagate to the left of this region. Therefore, unidirectional block probably occurred in
this region, allowing the wavefront in the top part of the mapped region to circle into the
bottom part of the mapped region. By the time this wavefront reached the region of graded
response, the tissue may have had time to recover so that this wavefront propagated through
it to establish a reentrant circuit.

Frasier et al.18 tested the hypothesis that the location of the reentrant circuit was not
significantly affected in their study by differences in tissue properties in different portions
of the mapped area, but was primarily determined by the creation of a critical point
formed by the intersection of a critical shock field strength and a critical stage of recovery
of the tissue. They tested this hypothesis by varying the S1 and S2 electrode locations,
the S2 strength, and the S1–S2 interval, and determining the location and direction of
propagation of the reentrant circuits that were created (Figs. 7–9). Changing the S1 or
S2 electrode locations changed the site of earliest post-S2 activation and changed the
direction of rotation of the reentrant circuit (Fig. 7). Increasing the S2 strength moved
the reentrant circuit away from the S2 electrode, while decreasing the S2 strength moved
the reentrant circuit nearer to the S2 electrode (Fig. 8a). Increasing the S1–S2 interval moved
the reentrant circuit away from the S1 electrode, while decreasing it moved the reentrant
circuit closer to the S1 electrode (Fig. 8b). In all cases, reentry centered about a critical
point where, for a 3 ms monophasic waveform, the critical S2 potential gradient was a mean
of 5.1V/cm−1 and the critical stage of recovery was within a few ms of the refractory
period for a local 2 mA stimulus (Fig. 9). In a later study, the critical point was found to
differ for different monophasic and biphasic waveforms and for different waveform durations
(Fig. 10).21
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Figure 8: Effects of changing S1–S2 interval (a) or S2 voltage (b) on the location of the
reentrant circuit. (a) Because the critical point about which reentry occurs is in a region
where the tissue is just passing out of its refractory period, increases and decreases in the
S1–S2 interval moved the reentrant site away from and toward the S1 site, respectively. The
reentrant pattern in (a) followed a 150 V S2 at an S1–S2 interval of 203 ms and should be
compared with the pattern following a 150 V S2 at an S1–S2 interval of 197 ms, as shown
in Fig. 7b. The increase in the S1–S2 interval by 6 ms caused the critical point about which
the reentrant circuit formed to move 5.5 mm to the right, away from the S1 electrode, to the
region that was passing out of its refractory interval at the time of the S2 stimulus. (b) A
change in the S2 voltage produced changes in the potential gradient field, with an increase
in S2 voltage increasing the gradient at all sites and a decrease in voltage decreasing the
gradient at all sites. The reentrant pattern in (b) followed a 100 V S2 at an S1–S2 interval
of 190 ms and should be compared to the pattern in Fig. 5c following a 150 V S2 stimulus
with identical S1 and S2 locations and almost the same S1–S2 interval (190 ms vs. 191 ms).
Decreasing the S2 voltage moved the reentrant circuit toward the S2 site. The potential
gradient at the critical point, following the 100 V S2, 5.6V/cm−1, remained approximately
the same as that following the 150 V S2, 5.8V/cm−1 (Fig. 5c), even though the locations
of the critical points differed by 5.5 mm. (Frazier et al. 1989)18
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Figure 9: S1–S2 intervals in relation to the refractory period and S2 potential gradients at
the critical points for all dogs. Values for critical points about which reentry circulated are
shown as circles. Values for all other recording electrodes are designated as dots. The S1–S2

intervals are shown on the X axis referenced to the refractory period (RP) of the site of
the critical point. Although the mean refractory periods differed widely among the 11 dogs
(129–179 ms), the S1–S2 intervals at the critical points approximately equaled the refractory
periods for all cases. For the critical points, the mean preshock interval is 1 ± 3ms longer
than the refractory period. The S2 potential gradients are shown on the Y axis. Although
the S2 voltages that initiated reentry within the mapped region varied from 75 to 175 V,
the mean potential gradient at the critical point is relatively constant, 5.1 ± 0.6V/cm−1.
(Frazier et al. 1989)18

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 10: Plot of mean internal (a) and external (b) defibrillation thresholds (DFTs)
versus mean critical point location for eight waveforms in dogs. M indicates monophasic
waveforms, B indicates biphasic waveforms. The number preceding M gives the duration
in milliseconds of the monophasic waveform and the number preceding B indicates each
phase of the biphasic waveform in milliseconds. The recovery interval between the time
of activation at the critical point for the last S1 stimulated activation until the time of
the S2 is plotted on the X axis. The larger this number, the lower is the refractoriness,
because the site had more time to recover before the S2 stimulus. The potential gradient
at the critical point is shown on the Y axis. The mean DFT voltage is shown on the Z
axis. The DFT decreases significantly with a decrease in potential gradient as well as with
a decrease in refractoriness (increase in recovery interval of the critical point). The 8 ms
biphasic waveform (8B), whose critical point was at the intersection of a low potential
gradient as well as more recovered tissue, has the lowest DFT voltage. (Ideker et al. 2001)21
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Table 1: Mean base-to-apex location of earliest recorded site of postshock activation for all
animals

Shock energy (J)

0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
Location of
earliest
postshock site

3.6±1.2 3.1±0.8 3.8±0.8 3.9±0.8 4.4±0.8 5.2±0.4 5.2±0.4 5.8±0.2 5.8±0.2

Values are mean±SD. Apex = 1, base = 6, as shown in Fig. 11a

Reentry consistent with the creation of a critical point is observed, not only within a
few centimeters of the S2 electrode, as in Fig. 5, but also distant from the S2 electrode with
shocks given with defibrillation-type electrodes (Fig. 11).22 As the S2 strength increased, the
site of earliest recorded post-S2 activation moved farther from the S2 electrode (Table 1),
consistent with the critical level of potential gradient moving away from the S2 electrode as
the S2 strength increased. With S2 shocks of 1 J given through the electrode configuration
shown in Fig. 11a, earliest recorded post-S2 activation was at the base of the ventricles, many
centimeters away from the apical and right atrial S2 electrodes (Fig. 11c–j). As predicted by
theory,16 the combination of S1 activation sequence and the S2 shock field distribution in
this study should have produced two critical points, each of which would create a reentrant
circuit where the critical potential gradient intersected the critical degree of refractoriness
(Fig. 12). Other findings consistent with critical point theory were that the reentrant circuits
moved progressively farther away from the S1 pacing site as the S1–S2 interval increased
(Fig. 11f–i), and that the direction of rotation of the reentrant circuits reversed with reversal
of the S1 activation (and hence recovery) sequence by moving the S1 pacing site to the
opposite side of the ventricles (Fig. 11j).22

According to critical point theory, the ULV occurs when the shock is so strong that
the critical potential gradient is exceeded everywhere throughout the ventricles. The ULV
hypothesis for defibrillation combined with critical point theory leads to the following
predictions. Defibrillation will occur 100% of the time when the critical potential gradient
is exceeded everywhere throughout the ventricles. With a slightly weaker shock, so that
the critical potential gradient is present in a region of the ventricles, the shock will fail to
defibrillate when the critical degree of refractoriness is present within this region. As the
shock is made progressively smaller, the size of the region containing the critical potential
gradient increases for most defibrillation electrode configurations so that the odds of the
region containing tissue in the critical stage of refractoriness, and hence the odds of the
shocks failing to defibrillate, increase. This phenomenon is one cause of the probability of
success curve for defibrillation.

Other predictions of the ULV hypothesis for defibrillation combined with critical point
theory have been verified experimentally. For shocks just below the ULV, as well as for
shocks just below the DFT, earliest postshock activation occurs in the same region (i.e., the
region where the shock potential gradient is weakest) (Fig. 13).7 The potential gradient in
this region is approximately the same for ULV and DFT shocks, and this potential gradient
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Figure 12: Idealized diagram of shock potential gradient and dispersion of refractoriness,
demonstrating that there are two critical points where a critical potential gradient and a
critical stage of refractoriness intersect in the experiment of Fig. 11. The apical S2 electrode
is indicated by the stippled region in the center. The solid lines indicate different levels
of shock potential gradient with A representing the highest gradient and F the lowest
gradient. The square wave indicates the right ventricular S1 pacing electrode. The dotted
lines represent different stages of refractoriness after the S1 stimulus with 1 representing
least refractoriness and 6 representing most refractoriness. If the critical potential gradient
is E and the critical degree of refractoriness is 4, then two critical points are produced at
the intersection of these lines (arrows). (Shibata et al. 1988)22

is approximately the critical potential gradient about which reentry occurs.23 The lower the
critical potential gradient for a particular waveform, the lower the DFT for that waveform
(Fig. 10).21 These findings are all consistent with the hypothesis that, to defibrillate, field-
recovery critical points must not be present in the myocardium.

Inconsistencies with the Field-Recovery Critical
Hypothesis for Defibrillation

There are several findings, however, that are not in total agreement with this hypothesis.
One finding is that one or two rapid postshock cycles can appear following a defibrillation
shock, yet the shock can still succeed (i.e., a type B successful defibrillation).24 This
phenomenon may be similar to that of repetitive responses after shocks given during the
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Figure 13: Example of the similarity of isochronal maps of the first postshock cycle after
(a) the largest shock that induced ventricular fibrillation (VF) (2 J) and (b) the largest
shock that failed to defibrillate (2 J) in the same animal. The display is similar to those in
Fig. 11. Earliest postshock activation (arrows) was in the basal third of the ventricles for
the shock given during the vulnerable period of paced rhythm (a) as well as for the failed
defibrillation shock given during VF (b). The interval from the shock until earliest recorded
activation for the first postshock cycle was 47 ms for the shock given during the vulnerable
period and 50 ms for the shock given during VF. (Shibata et al. 1988)7

vulnerable period of regular rhythm. It may be in both of these cases that, even though a
critical point is formed, activation propagates around it so quickly that the tissue that was
directly excited by the shock field is still refractory when the postshock wavefront circles
around to encounter it, causing the wavefront to block. This explanation is supported by
the finding that waveforms that cause critical points to form in more recovered tissue, where
the conduction velocity should be faster than in refractory tissue, have lower DFTs than
waveforms with a similar critical potential gradient but a more refractory critical degree of
recovery (Fig. 10).21

Another finding not in complete agreement with the refractory potential gradient critical
point hypothesis for defibrillation is that earliest postshock activation, even when mapped
with intramural electrodes, does not always appear immediately after the shock and appears
to arise focally instead of immediately forming a reentrant circuit.25 However, this finding
is consistent with the ULV hypothesis for the mechanism of defibrillation, because shocks
given during the vulnerable period of regular rhythm can appear after an interval of tens
of milliseconds and can appear focal (Figs. 11i and 13a).

Other findings not in agreement with the refractory potential gradient critical point
hypothesis for defibrillation are that the critical potential gradient appears to increase as
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the distance from the S2 electrode to the critical point is increased by increasing shock
strength,26 and that the ULV is not a single value but is a probability function. The DFT
probability function can be explained by the fact that the state of the heart is different for
each shock, so that a critical degree of refractoriness may or may not intersect the critical
potential gradient at the time of the shock. The ULV shocks, however, are timed to occur at
the same point in the vulnerable period, yet a probability function is still present, although
with shocks given to scan the entire T wave, the ULV probability curve is steeper than that
for the DFT.5 The existence of a ULV probability curve may indicate that the response to
the shock is very sensitive to small variations in the electrophysiological state of the heart
between one shock and the next.

A major limitation of the refractory potential gradient critical point hypothesis for
defibrillation is that it does not explicitly consider the effects of the shock field and
of the polarity of the shock electrodes on the transmembrane potential. One reason for
this is that little was known about these effects at the time the hypothesis was put
forward, and it was thought that the primary effect of the shock was to hyperpolarize
the portion of each cell or each bundle of cells closer to the anode and depolarize the
portion of each cell or each bundle of cells closer to the cathode, creating a “sawtooth”
pattern.27

The Virtual Electrode Critical Point

The development of bidomain theory and optical mapping led to simulations and experi-
ments that showed the importance of large regions of depolarization or hyperpolarization
called virtual electrodes in the response of the myocardium to an electrical stimulus.17,28–31

When the S2 stimulus is given during the plateau phase of the action potential, a critical
point can be formed by the virtual electrodes around which reentry circles (Fig. 14).
The hyperpolarized region, which is depolarized in its plateau phase at the time of the
shock, undergoes deexcitation by the shock so that excitability is restored. Where the
spatial change in the transmembrane potential between the depolarized and hyperpolarized
regions is large and occurs over a short distance so that the spatial gradient of the
transmembrane potential is larger than a critical value, postshock activation arises by break
excitation of the hyperpolarized tissue by the adjacent depolarized region, as seen in the
bottom half of Fig. 14c. Where the spatial change in the transmembrane potential between
the depolarized and hyperpolarized regions is small, so that the spatial gradient of the
transmembrane potential is less than a critical value, break excitation and propagation
into the hyperpolarized region does not occur, as shown in the top half of Fig. 14c,
so that unidirectional block occurs.17 These findings are discussed in more detail in the
chapter by Ripplenger and Efimov.

The membrane polarization critical point hypothesis for the induction of reentry is
probably not responsible for the reentry observed in Figs. 5, 7, and 8 because (1) the
reentry was induced by S2 stimulation during the repolarization phase, not the plateau
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Figure 14: Creation of a membrane polarization critical point by a shock recorded by
optical mapping. (a) Representation of an isolated, Langendorff perfused rabbit heart. S1

pacing was performed from bipolar electrodes at the site marked BE. The S2 stimulus was
biphasic, with the first phase 100 V and the second phase 200 V. It was delivered between
the electrodes shown in gray along the implantable cardioverter-defibrillator (ICD) lead.
Optical recordings were made from the square outlined region with a 16 by 16 photodiode
array. (b) The transmembrane potential at the end of the S2 stimulus. The region overlying
the RV electrode, which was a cathode during the second phase of the biphasic stimulus,
was depolarized, while the region to the right was hyperpolarized. The circle encloses the
critical point. (c) Isochrones spaced 5 ms apart, illustrating the activation sequence during
the first postshock cycle. (d) Isochrones during the second postshock cycle. The wavefront
reentered the area that was directly excited by the S2 stimulus. Reentry terminated during
the second cycle when the wavefront encountered refractory tissue in the lower right-hand
corner of the mapped region. (e) Optical recordings from the rectangle containing the
horizontal arrow in (c). (f) Optical recordings from the rectangle containing the vertical
arrow in (c). RA, right atrium; LA, left atrium; RV, right ventricle; LV, left ventricle.
(Efimov et al. 1998)17

phase of the action potential, and (2) optical recordings indicate that the tissue in the
mapped region when the S2 stimulus is given from a long strip electrode parallel to the long
axis of the myocardial fibers as in Figs. 5, 7, and 8 is all of the same polarity so that no
large gradient between depolarized and hyperpolarized regions is present within the mapped
region (Fig. 15).32
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Figure 15: Changes in the transmembrane potential caused by stimulation with a line
electrode that is parallel to the long axis of the myocardial fibers in rabbits. The change
in transmembrane potential at each of 64 optical recordings is indicated as a percentage
of the action potential amplitude during pacing. (a) Anodal stimulation produced hyper-
polarization (negative percentages) throughout most of the mapped region. (b) Cathodal
stimulation produced depolarization (positive percentages) throughout most of the mapped
region. (Knisley and Baynham 1997)33
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Other Possible Mechanisms for Defibrillation

Recent studies have presented evidence that other mechanisms may also contribute to the
success of defibrillation besides the creation of critical points. Trayanova et al.30 have
shown by simulation studies the possible importance of propagating graded responses in
defibrillation. Dosdall et al.12 have recently reported that Purkinje fibers are active early
during the first postshock cycle following a defibrillation cycle. However, it is not known if
they are important in determining the outcome of a defibrillation shock.

The effects of high potential gradients such as electroporation also may affect defib-
rillation outcome.33 In addition, small areas of hyperpolarization in larger areas that are
predominantly depolarized and vice versa have recently been reported.34,35 These small
areas of hundreds of microns or less are missed when optical mapping is performed in which
the pixel size is 1 mm or larger. These results suggest that the different mechanisms of
defibrillation and their relative importance in determining the success or failure of a shock
are still not completely understood. It is hoped that as our knowledge improves, improved
methods to defibrillate with less shock voltage and energy will become apparent that cause
less damage and discomfort.
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Chapter 3.2

The Role of Shock-Induced
Nonregenerative Depolarizations
in Ventricular Fibrillation and
Defibrillation: The Graded
Response Hypothesis

Hrayr S. Karagueuzian

Brief Historical Perspectives

The link between death and cardiac arrest was perhaps first recorded in the epic of
Gilgamesh, the “oldest” written story on Earth (circa 2700 BC). “I touched his heart, but
it beat no longer,” lamented Gilgamesh, the Babylonian hero-king in the Mesopotamian
epic of Gilgamesh, as he witnessed the death of his best friend, Enkidu.1 Perhaps the
earliest pictorial and informative description of the sudden cardiac death was discovered
on the relief sculpture of the tomb of an Egyptian nobleman in the sixth dynasty (2625–
2475 BC) at Sakkara. The scene, titled “Sudden Death” by the German egyptologist von
Bissing, is described by a sequence of pictorial events that lead to the sudden collapse of
the Egyptian nobleman2 (Fig. 1). The later discovery of Egyptian writings on papyri (circa
1534 BC) directly linked heart beat irregularities to death: “If the heart trembles, has little
power and sinks, the disease is advancing . . . and death is near.”3 Heartbeat irregularities
as a marker of disease were also recognized and described in ancient China as can be
deduced from a conversation between the “Golden Emperor” Huang Ti and his physician
Ch’i Pai (circa 2600 BC) “When the pulse beats are long the constitution of the pulse is
well regulated. . . . When the pulse is quick, and contain six beats to 1 cycle of respiration,
it indicates heart trouble . . . and the disease becomes grave.”4
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Figure 1: Tomb relief depicting the sudden death of an Egyptian nobleman (upper right),
who collapses in the midst of his family. Two servants busy themselves with the dead noble,
while others show their utter grief with the characteristic gesture–hands to the foreheads-
expressing sorrow in ancient (and present) Egypt. Below, the wife, overcome by emotion,
has fainted and sunk to the floor. She is being attended by two women who are trying to
revive her. To the right, the wife, holding on to two servants, is led from the scene. Tomb
of Sesi of Sakkara (sixth dynasty 2625–2475 BC). (Bruetsch 1959)2

Aristotle (384–322 BC) had already recognized in 340 BC the efficacy of electrical
therapy in pain management using torpedo (electric) fish,5 a presumed replica of present
transcutaneous electric nerve stimulation. Aristotle, however, knew little if any, of the flow
of electrical current (shock) in pain management. It was two millennia later, and in 1752,
when Benjamin Franklin (AD 1706–1790) discovered that it was the electricity in lightning
that was capable of causing sudden death. The discovery of the link between sudden death
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and electricity motivated the erudite of the date to determine if in fact electrical shocks can
cause death. Perhaps the first curious mind to unravel the interaction of electricity with
living animals was Peter Christian Abildgaard. This Danish eighteenth-century physician
succeeded to render a fowl “lifeless” by an electrical shock stored in a Leyden jar (primitive
capacitor) and then “revived” it with a second electrical shock.6 In his words: “With a
shock the animal was rendered lifeless, and arose with a second shock to the chest . . . then
the hen walked with some difficulty . . . then later it was very well and even laid an egg.”6

Ventricular fibrillation (VF) and defibrillation were unknown phenomena in those days, but
Abildgaard’s observations and descriptions on the fowl unmistakably demonstrate that he
had already accomplished these goals in 1775.

It was in 1850 when Hoffa and Ludwig7 first recorded in animals the irregular con-
tractions patterns, reflecting irregular electrical activity during VF that was induced by
electrical shocks using Ludwig’s 1848 “kymographion.”8 Since 1850 and henceforth some
20 different terms were used to describe what we now call “ventricular fibrillation.” For
example, MacWilliam9 in his 1887 studies coined the term “fibrillar contractions” to
describe “the rapid succession of inco-ordinated peristaltic contractions” induced by faradic
stimulation of the ventricles in open-chest anesthetized animals. He was perhaps the first
to describe the “feeling” of the fibrillating waves as they propagated under his fingers:
“The excitation of the muscular fibers travels peristaltically, producing the characteristic
movement; the inco-ordianted contractions of the various fibers may be most distinctly
realized when the ventricles are held between the forefingers and thumb; there is a sort of
wriggling sensation to be felt as the individual muscle bundles become hard and wiry while
the contraction is passing over them in succession.”9

Relevant to the current writing, MacWilliam was able to induce VF with point elec-
trical stimulation applied to a small region of the heart. “I have on several occasions
introduced a fine platinum wire electrode through the chest wall so as to come in con-
tact with the ventricles and have then faradized . . . the fibrillar contraction was at once
induced.”9

In 1899 Battelli10 provided a dramatic leap in our understanding of the critical role
played by the intensity of the electrical current to cause “paralysis of the heart” in man in
1899. This Swiss investigator collected mortality data in man that resulted from accidental
electrical shocks in industrial workers (four cases) and death after the electrocution of
criminals (nine cases) in the United States and compared these data to the large body of
data that he had amassed on a host of animal models. Battelli concluded and described in
no uncertain terms a major concept that is frequently used and appreciated in the current
practice of cardiology. In his words “in order for the current to produce paralysis of the
heart (trémulations fibrillaires) in man, the current strength needs to be neither too low,
because in this case we do not obtain any deleterious effect, nor too high because the heart
no longer gets paralyzed, as we previously have seen in animals.”10 Battelli thus appears
poised to claim being the first ever to introduce the concept of “lower” and “upper limits of
vulnerability” to VF in man. Battelli, however, was unable to provide a satisfactory answer
as to why currents with similar intensities, while causing death in some individuals, did
not induce any deleterious effects in others. For him, the concept of the “vulnerable phase”
of the cardiac cycle was still 31 years away, awaiting King’s discovery of the window of
vulnerability in the cardiac cycle.
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With the turn of the century and the advent of reasonably accurate recording instru-
ments of the electrical activity of the heart, the nature of the “fibrillar contractions”
and “trémulations fibrillaire” during VF was refined at a mechanistic level and with
the introduction of fundamental and characteristic electrophysiological variables, including
refractoriness, cycle length, and conduction block. The “demonstration” of reentrant waves
of excitation during ventricular tachycardia (VT) or VF using a handful of recording
electrodes by Mines11,12 in 1913–1914, Garrey13 in 1914, and Lewis14 in 1924 provided
reasonably accurate electrophysiological basis to describe the “fibrillar” waves. The original
contributions of Louis N. Katz’s insightful and integrated interpretation of wave dynamics
during VF are as remarkable as they are valid today.15 In his paper with Bram, Katz
emphasized: “The relative differences between excitability and conductivity in an area may
act like areas of block. The areas of block may shift in location at time or remain or recur
at the same points. Such areas of obstruction would cause the impulse to assume circuitous
path and would act to break up the initial single impulse into several ‘daughter’ impulses,
each shuttling and weaving among the areas of block.”15

Carl Wiggers et al.16 in 1930 provided a surface electrocardiographic (ECG) account of
the alterations of ventricular activation pattern in situ for canine hearts as VF progressed
in time unperturbed by an outside intervention. This investigator, simultaneously recording
surface ECG and taking moving pictures, observed that the process of fibrillation evolves
over time into four distinct ECG phenotypes (see Fig. 2). The duration of VF induced
by an electrical shock in otherwise normal hearts, could last between 15 and 55 min
before the heart became electrically quiescent. Given the frequent citation of VF stages
in the current literature and their importance in clinical practice, for example, implantable
cardioverter-defibrillators (ICDs) deliver shock during stage II VF, we provide Wiggers’s
original description of the four stages of VF in its entirety:

Stage I. “The initial stage of tachysytole lasts less than one second and is characterized by the spread of
rapidly recurring but coordinated contraction waves, by large electrocardiographic deflections with steep
gradients and by definite if small intraventricular pressure variations.”

Stage II. “The second stage of convulsive incoordination ordinarily lasts fifteen to forty seconds and is
characterized by rapid irregular localized contractions which spread short and variable distances over the
heart. They are accompanied by large electrical deflections, 600 or more per minute, which vary considerably
in size, amplitude and contour.”

Stage III. “The third stage of tremulous incoordination ordinarily continues two or three minutes and
is characterized by multitudes of irregular yet forceful shivering or trembling motions, each spreading
over different surface regions. They give rise to small irregular electrocardiographic oscillations having
frequencies between 1100 and 1700 per min, and are capable of increasing intraventricular pressure level
slightly.”

Stage IV. “The fourth stage of atonic incoordination is characterized by feeble wavelets of contraction
spreading irregularly and at sloe rates over small areas until more areas become quiescent and finally the
very slightest movements remain in a few areas only. The electrical deflections perhaps become slightly more
regular in contour and spacing, but their amplitude becomes progressively smaller, and their frequency is
gradually reduced to 400 per minutes or less.”16 (Fig. 2)

A fundamental principle of success for VF induction by an electrical shock was described
by King,17 who in 1934 introduced and systematically described the concept and the
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Figure 2: Segments of electrocardiogram (lead II) taken at various stages of VF induced
by an electrical shock in the dog: (a) preshock sinus rhythm; (b, c) immediate postshock
rhythm; (d) after 30 s; (e) 1 min; (f) after 1.5 min; (g) after 2 min; (h) after 5.5 min; (i) after
16 min; (j) after 20 min; (k) after 21 min. Time scale 40 and 200 ms. (Wiggers et al. 1930)16

arrhythmic consequences of the “vulnerable phase” of the cardiac cycle. King et al., from
Columbia University’s College of Physicians and Surgeons, provided for the first time a clear
and detailed description of the vulnerable period of the cardiac cycle. Using their words:
“The heart is most sensitive to fibrillation for shocks occurring during the partial refractory
period of its cycle, which is about 20 per cent of the whole and which occurs simultaneously
within the T wave of the electrocardiogram. With shocks of durations of about 0.1 second
or less, it is practically impossible to produce ventricular fibrillation, unless such shocks
coincide in part at least with these sensitive phase of the cardiac cycle. The middle of the
partial refractory phase is more sensitive than its beginning or end.”18

During the period just after World War II, biomedical research underwent a period
of relative stagnation and hiatus, but it resumed again in the early 1960s. A seminal
experimental work on cardiac defibrillation was reported by the Philip Coumel’s group
in France in 1967, which most remarkably equated the upper limit of vulnerability (ULV)
for the induction of VF by a shock on the T wave to the defibrillation threshold (DFT).19

The concept that the ULV is close to the DFT greatly helped to estimate the DFT during
ICD implantation without recourse to multiple fibrillation/defibrillation trials. Given the
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historic importance of this finding, the original relevant text of French with its translation
is provided.

Il y a indentité entre le seuil de disparition de la fibrillation ventriculaire par choc dans la période vulnéerable
(D.F.V.) et de la valeur optimal des chocs de defibrillation (V.O.C.D.)

The threshold of disappearance of ventricular fibrillation by countershock in the vulnerable period (V.P.D.)
[i.e., ULV] and the optimal value of the defibrillation countershock (D.C.O.V.) [i.e., DFT] were identical.19

The Era of Computerized Cardiac Mapping:
New Insights

The mid-1980s witnessed the advent of high-resolution computerized electrode, and subse-
quently fluorescent mapping techniques provided insights on wavefront activation patterns
of VF seen before, during, and after delivery of electrical shocks. Particular attention was
focused on comparative wavefront dynamics between successful and unsuccessful shocks
of similar strengths applied to the same heart. Although much was learned, it is however
somewhat disconcerting that the remarkable advances achieved in imaging of VF wavefronts,
the mechanism(s) by which an electrical shock terminates VF still remains elusive. Perhaps
more important, the current advances did not result in improved electrotherapy (i.e.,
reduction in energy level for a successful defibrillation). Most of the current reports on
defibrillation are observational in nature, and the attempts aimed at improving defibrillation
efficacy remain an exercise in trial and errors. In fact it can successfully be argued that most
of the current mechanistic and conceptual insights of VF and defibrillation are derived and
based on fundamental concepts developed over a span of more than 100 years. Only few
innovations and discoveries were added over the existing discoveries that can be embodied
in seven fundamental concepts: (1) the ability of an electrical shock to cause VF (“cardiac
death”) and a subsequent shock causing resuscitation (VF and defibrillation);6 (2) a finite
range of shock strengths needed to cause cardiac death, as shocks too low or too high fail
to promote the desired event, thus establishing the principle of lower and upper limits of
vulnerability (LLV and ULV, respectively) to VF10; (3) electrical stimulation to a very
small region of the heart (i.e., <1mm), known as point stimulation, can induce VF;9

(4) VF induced by an electrical shock is preceded by a periodic activation (VT), which
degenerates to irregular ECG patterns within 30 s, characteristic of VF;16 (5) in order
for a shock to induce VF it must fall within the vulnerable period of the cardiac cycle
(shock on T wave);17,18 (6) wave breaks and generation of multiple eaves during fibrillation
result from functional cardiac conduction block that vary in site and timing;15 (7) the
strength of the current at the ULV is very close to the strength of the current for successful
defibrillation.19

During the past 40 years or so five orders of innovative contributions provided a greater
insight into the defibrillation process. However, no breakthroughs were made that allowed
use of reduced shock energy for successful defibrillation. First, single cell recordings with
glass microelectrodes identified in a systematic manner the cellular basis of the interaction
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between electrical stimuli of different strengths, with cardiac cells at different levels of
recovery (i.e., repolarization, or “membrane responsiveness”). Second, biphasic shocks were
found to be more effective in terminating VF than monophasic shocks.20–22 Third, optical
mapping studies identified the phenomenon of “virtual electrode” polarization, whereby
a shock induces membrane polarization (depolarization and hyperpolarization) at sites
located outside the physical dimensions of the current passing electrodes.23,24 Fourth,
simulation of reasonably realistic models of excitable media provided new insights into
possible mechanisms of defibrillation scenarios.25–27 Fifth, the similarity of ventricular ULV
to DFT, first observed in the dog model,19 was extended to humans, a contribution of
considerable clinical impact in the practice of ICD implantation in humans (reduction in
the number of VF induction).24,28

Initiation of VF by Electrical Stimuli

VF has been shown to be reproducibly inducible in normal ventricles by a single, critically
timed point electrical stimulation with an appropriate strength.16,18,29 Although extremely
strong shocks may induce VF during any period of the cardiac cycle,9 criticality of the shock,
both in terms of timing and strength, is crucial for VF induction.18,29 Three-dimentional
computerized mapping studies of intact canine ventricles have shown that shock-induced
VF in the normal ventricles is initiated by the immediate formation of figure-8 functional
reentrant wavefront of excitation (scroll wave in three dimensions and spiral wave, or figure-8
in two dimensions). This first postshock reentry actually characterizes stage I VF.30 After
two to four beats, in the case of a point S2 stimulus,30 or up to ten rotations, in the case of
a multiple linear array of S2 electrodes,31 the single scroll wave breaks down into multiple
irregular wavefronts, signaling the onset of VF, or stage II VF.16

The ability of a point premature stimulation at the site of the reentry to terminate the
reentrant wavefront and the VF32 provides convincing evidence that the reentrant wavefront
seen at the onset of stage I VF is causally related to the stage I VF, and it is not an
epiphenomenon.16,32 Using epicardial surface electrode mapping, Chen et al.33 speculated
that the mechanism of unidirectional block at the site of the electrical stimulus resulted from
refractory period prolongation by the “graded responses.” It was speculated that the graded
responses could have traveled slowly away from the S2 stimulus site to initiate activation
at distant recovered site. Reentry, single arm, or a figure-8 was then formed when the
front rotated around the site of the stimulus-induced block to reenter and excite it when it
recovers its excitability. This speculation was based on earlier glass microelectrode studies
by Van Dam et al.34 on isolated canine Purkinje-muscle preparations. These authors have
shown that strong electrical currents applied prior to the cellular recovery of excitability
evoke nonregenerative cellular depolarizations (graded responses) that not only propagate,
albeit decrementally, but also are capable of initiating regenerative responses in more fully
recovered cells at some distance from the stimulus site.

Electrical shocks and termination of VF. Shocks there are otherwise successful often fail
to terminate fibrillation on repeat trials. This characteristic property of VF indicates that
defibrillation is a probabilistic phenomenon.35–37 Detailed computerized studies suggest that
failed defibrillation shocks, while terminating many of the reentrant and nonreentrant wave
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fronts of the VF, induce reentry (phase singularity)24 at one or more “vulnerable” sites
that degenerate to VF, causing failure of defibrillation.38 This phenomenon might appear
counterintuitive. How is it possible to induce VF when in VF? The answer lies in the
criticality of the timing and the strength of the shock relative to available sites with partial
or relative recovery in the fibrillating ventricles. Should a shock of a critical strength (i.e.,
between the LLV and ULV) find a site (or sites) in the fibrillating ventricle in its relative
refractory period (vulnerable period), reentry may then be induced (phase singularity), as
is the case of shocks on T wave.24 During the ensuing rotations of the induced reentrant
wavefront typical at a cycle length of around 100 ms, the from becomes subject to increased
likelihood of breakup by the phenomenon known as fibrillatory conduction, which leads to
recommencement of VF and failure of defibrillation.39,40 The phraseology used to describe
the shock outcome then depends on the nature of the preshock rhythm. If the shock induces
reentry during VF, then the phenomenon is described as failed defibrillation shock ; however,
when reentry and VF are induced during sinus or regularly paced rhythm, the phenomenon
is known as vulnerability to VF. It is clear that a relationship, however implicit, does exist
between a shock that fails to defibrillate a fibrillating ventricle and a shock that induces VF
during regular rhythm. The common link between failed defibrillation and induction of VF
by a strong electrical stimulus in normal ventricles is then reduced to a precise mechanistic
understanding of how an electrical stimulus induces reentry in recovering normal ventricular
cells. This subject will be dealt with in greater detail later in the chapter.

Virtual electrode polarization. Taking advantage of the immunity of optical signals to
shock-induced artifacts, it was shown that both cathodal and anodal electrical shocks
produce hitherto unrecognized patterns of cardiac muscle polarization, dubbed as virtual
electrode polarization, which is characterized by the juxtaposition of depolarized and hyper-
polarized myocardial regions observed on the surface of the ventricles beyond the physical
dimensions of the current passing electrodes.24,41,42

It is apparent then that an understanding of the cellular basis of shock-induced reentry
in normal ventricular myocardium could provide an insight into the cellular basis of
defibrillation. According to the VF/defibrillation paradigms, it is not surprising to expect
that increasing shock strengths applied during regular rhythms should also decrease the
vulnerability to reentry and VF. This inferred paradigm has not only been demonstrated
experimentally, but it also has shown that a close numerical similarity exists between the
DFT and the ULV in animals19,43 and man.28,44

Different Proposed Hypotheses of Defibrillation

There are five proposed hypotheses of defibrillation mechanism, which while seemingly
different, are interrelated and complementary to one another. The first hypothesis, the
critical point hypothesis, was proposed by Frazier et al.31 in Ideker’s laboratory using
epicardial electrode mapping system. These authors have show that reentry induced by
a strong electrical stimulus develops at the intersection of critical tissue refractoriness with
a critical electrical field strength. According to this hypothesis VF is initiated by a single-
loop reentry when a specific voltage gradient (5V/cm−1) interacts with the recovering
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tissue.31 Such states are presumed to underlie the mechanism of defibrillation failure because
critical points lead to the formation of reentry and subsequent regeneration of fibrillation.31

The critical point hypothesis explains the mechanisms by which the coupling interval and
increasing shock strength move the location where reentry is formed (away from the shock
electrode and pacing electrode, respectively).45 With sufficiently high shock strength, the
critical point is pushed outside of the heart, resulting in failure of reinducing VF (successful
defibrillation). No clear cellular electrophysiological descriptors are provided to explain the
mechanism of the functional block that develops to produce single-loop reentry. Rather, it
is proposed that block occurs “when a line corresponding to one of the excitatory states
intersects a line corresponding to one of the critical recovery states, (the critical point)
excitation wave front occurs on one side of the critical point [block] and then pivots around
the critical point.”46 This proposal is based on the postulate “that critical states of each of
the excitatory and recovery processes occur when a stimulus of an appropriate strength
is given at an appropriate time during the recovery.”31,46 This hypothesis is based on
Winfree’s47 theoretical proposal of rotor formation in excitable media. Winfree anticipated
that paired mirror-image vortices (rotors) organized around phase singularities “arise in the
myocardium near the intersection of a moving critical contour of phase in the normal cycle
of excitation and recovery with a momentary critical contour of local stimulus strength.”47

Such intersections, and the corresponding aftermath of paired rotors, should only occur
following certain combinations of stimulus size and stimulus timing.

The second hypothesis was proposed by Witkowski et al.,48 who suggested that defibril-
lation shocks fail because certain regions of the fibrillating ventricles remain unaffected by
the shock. Fibrillation will thus continue, provided the unaffected fibrillating region is of a
critical mass to sustain the VF. Since the earlier work of Zipes et al.,49 who for the first time
extended Garrey’s13 in vitro observations of the “critical mass” hypothesis of fibrillation
to in situ ventricles, variants of the critical mass hypothesis of defibrillation have been
formulated. Upon induction of a progressively larger mass of myocardial tissue inexcitable
by regional hyperkalemic depolarization, they concluded that VF could be terminated
when “the remaining number of excitable cells represented a critical mass insufficient
to maintain fibrillation.” The concept of critical mass was extended to explain electrical
defibrillation. Witkowski et al.48 maintained that for a shock to be successful, it must
extinguish wavefronts only in a portion of the fibrillating ventricles, as postshock “residual
fibrillating activity” in a mass smaller then the critical mass “can either go on to reinitiate
global VF or not,” depending on the surrounding tissue excitability. The probabilistic nature
of defibrillation success argues against this tenet. The fact that a successful shock may
fail to defibrillate on a subsequent trial in the same heart argues against the failed shock
being unable to interact with more than a critical mass of myocardium. This is so because
similar shock strengths, when successful, are claimed to interfere with all wavefronts in both
ventricles without “leaving out” some regions of the ventricle (i.e., critical mass) that remain
unaffected by the shock. No cellular descriptors of shock-induced block were proposed by
Witkowski et al.48

The third hypothesis was proposed by Dillon and Kwaku,50 who, by using optical
mapping system, suggested that defibrillation success is related to the ability of the shock
to increase refractoriness at the border of shock-depolarized areas so as to prevent initiation
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of propagating new wavefronts from the depolarized areas by the shock. This hypothesis
suggests that “the shock always produces a propagating impulse,” and that the likelihood
of the induced propagating wavefront “to run the risk of breaking down into fibrillation”
(failed defibrillation) will depend on how much myocardium is depolarized by the shock.
Analysis of activation maps showed that postshock propagating activity arose from areas
depolarized by the shock that were found to be inversely related to refractoriness, as indexed
by coupling interval (CI) or the optical takeoff potential (Vm). These authors concluded
that shock-induced depolarization of the effectively refractory myocardium (i.e., depolarized
to ≥60% optical action potential amplitude) is required to guarantee the cessation of
continued wavefront propagation in defibrillation. Stronger shocks, it is argued, are less
likely to be followed by fibrillation because the stronger shocks “progressively prolong
and synchronize repolarization in an increasing fashion of the ventricle to antagonize the
arrhythmic propagation of wave fronts present after the shock.”50 One caveat with this
proposal is that stronger shocks also increase the probability of inducing activation from
partially recovered sites according to the strength–interval relationship that otherwise could
not have been initiated with weaker shocks. In addition, the increased number of wavefronts
in a setting of increased prolongation and synchronization of refractoriness increases the
probability of wave breaks and causes electrical defibrillation to fail. This indicates that
the shock must be associated with a state of total depolarization everywhere in the heart
(i.e., ULV) so that no new waves can be launched. This proposal, as will be seen later, is
compatible with the graded response hypothesis that proposes shock-induced bidirectional
conduction block as a mechanism for ULV and defibrillation. It must also be mentioned
that Kwaku and Dillon51 failed to observe “critical points” in more than 95% of the failed
defibrillation shocks. As in previous hypotheses no specific single cellular descriptors of
vulnerability to reentry or reentry termination by an electrical shock were provided in this
study.

The fourth hypothesis, virtual electrode-induced phase singularity, was proposed by
Efimov et al.24,52 According to this hypothesis, defibrillation fails when shock-induced vir-
tual electrode polarization leads to reentry (phase singularity), and successful defibrillation
results when shocks fail to induce phase singularity (reentry).24 In support of this mechanism
these authors have demonstrated that biphasic shocks are more effective than monophasic
shock because the opposite polarity of the shock cancels virtual electrode polarization and
prevents formation of phase singularity (reentry) resulting in VF termination.24,52 Biphasic
waveforms are therefore likely to prevent formation of unidirectional conduction block and
reentry (phase singularity) because the second phase of the shock will remove or abbreviate
the graded response-induced prolongation of refractoriness of the first phase, thus causing
faster recovery of excitability and prevention of block. Although this scenario is speculative,
the demonstration of reduced probability of phase singularity formation with biphasic
shock24,52 and the absence of net effective refractory period (ERP) prolongation with
successful biphasic shocks53 lend some support to the proposed scenario. Biphasic waveforms
with intermediate second-phase voltages (20–70% of first-phase voltage) produced no virtual
electrode polarization, because of an asymmetric reversal of the first-phase polarization,
therefore preventing the creation of a substrate for postshock dispersion of repolarization
and reentry (phase singularity).
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The Graded Response Hypothesis of Fibrillation
and Defibrillation

The fifth hypothesis is the graded response hypothesis, which was proposed a decade
ago.54 This hypothesis, developed with the use of combined single cell microelectrode and
extracellular electrode mapping of thin epicardial ventricular myocardium in vitro, not only
mimics the sequence of events leading to VF in the in situ open-chest anesthetized dogs but
also provides step-by-step cellular events leading to either reentry or failure to reentry after a
strong electrical stimulus. Figure 3 is a diagram that describes our methods of recording and
stimulating in the isolated thin epicardial tissue blocks. The cellular mechanisms by which
a strong electrical stimulus leads to reentry/VF, or failure to form reentry, is compatible
with the four proposed mechanisms of vulnerability to fibrillation and defibrillation with
strong electrical shocks. Specifically, the graded response hypothesis provides insight into
eight major characteristics of vulnerability and defibrillation by electrical shocks described
in the literature: (1) The hypothesis describes in a stepwise manner the chain of cellular
events through which a critical electrical shock leads to reentry formation in a normal
uniformly anisotropic myocardium. (2) It elucidates the mechanism for the need of critical
shock strength for the induction of reentry (i.e., the shock strength must fall between the
LLV and ULV). (3) It explains the need for a critical timing of the shock (i.e., the vulnerable
period) for the induction of reentry by a stimulus. (4) It provides a cellular mechanism for
the phenomenon of break excitation (i.e., excitation occurring some time after the end of the
stimulus). (5) It elucidates the mechanism by which the earliest activation after a stimulus
arises from a low voltage gradient area away from the site of the stimulating electrode. (6) It
is compatible with virtual electrode polarization-mediated failure or success for initiating
reentry. (7) It provides cellular insight into the numerical similarity between ULV and DFT.
(8) It suggests a plausible mechanistic scenario for the greater efficacy of biphasic shocks
over monophasic shocks in terminating VF.

The subsequent sections discuss these eight characteristic properties of the graded
responses and provide experimental evidence in support of the cellular graded response
hypothesis of vulnerability to reentry or failure to reentry.

Graded Response Characteristics

Graded response or progressive cellular depolarization develops when electrical stimuli of
progressively increasing intensity are applied during the relative refractory period, when the
regenerative inward currents (INa and ICaL-type) have not yet recovered from inactivation.
The term graded or progressive indicates that the response is not an all-or-none type (i.e.,
regenerative), but it is rather a function of the stimulus strength. For a given coupling
interval, a progressive increase in the strength of the stimulating current and a progressive
increase in the amplitude and duration of the depolarizing responses develop. Similarly,
for a given stimulus current intensity, the more negative the transmembrane potential
the higher the amplitude and duration of the graded response. Figure 4 illustrates an
example. The graded depolarizations that are induced during the repolarization lengthen the
refractory period in proportion to the duration of the graded response duration. Figure 5
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Figure 3: Diagram of graded-response hypothesis (a, b) and methods of recording and
measurement (c–e). (a) Dark-shaded polygon is area of graded responses (GR) spread by
an S2. Note spread of GR for longer distances along the fiber (horizontal arrow-headed doted
lines) and toward cathode side (−) than anode (+) of S2. White area represents area of
recovering tissue after S1, with most recovered area located near S1 site (single asterisk),
and light-shaded area represents refractory (less recovered) tissue. The two arrow-headed
dotted lines point to direction of wave front propagation during S1 pacing. (b) Initiation
of figure-8 reentry according to GR hypothesis. Fiber orientation is north–south. Numbers
1 in both rows show wavefront propagation during regular S1 pacing (single asterisk).
Number 2 in upper row shows response after S2 stimulus (single asterisk), with earliest
site of activity arising between S1 and S2 (double asterisk). Front then blocks at S2 site
(B2, horizontal line), rotates around area of block (B3), then reenters (B4) when this area
recovers its excitability as first figure-8 reentry cycle. Lower row of (b) shows same scenario
but with an S2 strength above the ULV. In this case, excess prolongation of refractory
period (double horizontal lines in 2 and 3) prevents reentry (frame 4). (c) Locations of two
microelectrodes and bipolar (Beg) recordings. Double-headed arrow is fiber orientation. (d)
shows simultaneous recordings during S1 pacing. (e) shows the method of measurement
of graded-response properties induced by an S2. TOP is the takeoff potential in mV; D,
A, and RT are duration (ms), amplitude (mV), and rise time (ms) of graded response,
respectively. APD total is total APD (100% repolarization). Dashed line shows time course
of repolarization of regular action potential without interruption by an S2. Horizontal white
arrow points to S2 stimulus artifact, and horizontal line near action potential upstroke is 0
reference potential. (Gotoh et al. 1997)54
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Figure 4: Relation of graded-response properties to S2 stimulus characteristics. (a) effects
of increasing S2 current strength from 40 to 80 mA. (b) effects of increasing S2 coupling
intervals from 140 to 154 ms in a different tissue. In both cases an increase in the amplitude
(c) and duration (d) of the graded responses occur

illustrates an example of graded-response induced prolongation of the refractory period.
Depolarizing graded responses have the ability to propagate, albeit slowly and poorly
(decremental conduction). Slow conduction of the graded responses is illustrated in Fig. 6.
An important consequence of propagating graded responses is the initiation of a regenerative
response in recovered cells when the propagated wave of depolarization enters a tissue
with recovered excitability. Figure 6 illustrates an example of graded response induced
action potential in a recovered cell some 5 mm away from the S2 source. The onset of a
regenerative action potential some 20 ms after the shock provides a cellular explanation of
the phenomenon of break excitation. The conduction time needed for the depolarizing wave
of the graded responses to travel from the S2 electrode site to recovered cells and evoke a
regenerative action potential unambiguously explains this delay in excitation after a critical
S2. This delay forms the basis of break excitation that is often present after a critical S2

induces reentry in normal myocardium.55,56 A delay (i.e., a period of about 60 ms electrical
quiescence, or isoelectric window) in the first postshock activation is also present after a
failed defibrillation shock, as shown in isolated tissues57 and also in the in situ hearts using
three-dimentional mapping studies.38 The graded responses propagate at a velocity that is
50–80% slower than the regenerative responses supported by fast sodium transient current.
Figure 7a illustrates an example. The distally initiated activity by the propagating graded
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Figure 7: Comparison of graded response (GR) (a) and regenerative action potential (b)
propagation in an isolated canine thin epicardial slice. Recording arrangement same as in
Fig. 3 Note the longer delay (56 ms) of the GR from cell 1 near S2 to cell 2 (1 cm away from
S2) relative to a regenerative response (30 ms) (b). (c) Initiation of action potential in cell 2
in another tissue induced by the propagating GR (first small downward arrow ; S2 is 40 mA,
with 154 ms coupling interval). The GR induces in cell 2 an action potential that blocks in
cell 1 near the S2 site (upward arrow), causing an electrotonic depolarization (ED) in cell
1. However, following 239 ms delay after the upstroke of the cell 2 action potential, cell 1
initiates an action potential (double downward arrows), which then excites cell 2 (second
downward arrow) as the first reentrant action potential. Excitation of the same distal cell
2 by a regenerative action potential is evoked by direct excitation (DE) of cell 1 after full
recovery. Note the faster distal cell activation (19 vs. 53 ms) reflecting slower conduction of
the GR to the distal cell 1. Cell 1 is 1 mm and cell 2 12 mm away from the cathodal pole of
the bipolar S2 stimulating electrode. (Gotoh et al. 1997)54
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response appears to initiate a reentrant activation as suggested in Fig. 7b. To determine
if reentry occurs in this in vitro model, we have done sequential electrode mapping first
with 56 electrodes and then with 456 electrodes. The results in the in vitro studies show
figure-8 or single arm reentry induced by the S2 that is similar to the reentry induced in
the is situ open-chest anesthetized dogs. Figure 8 illustrates an example of reentry induced
by an S2 in vitro. This sequence of events recorded in isolated canine epicardial slices
demonstrates step by step how an S2 stimulus induces reentry by the propagating “wave”
of graded responses. Since similar stimulation protocols, stimulation sites and electrode
configurations also induce similar functional reentrant activations (which precede VF) in
the in situ normal canine hearts, the graded response hypothesis of vulnerability to reentry
(precursor of VF) may also be operative in the intact heart.

The spread of the wave of the graded responses is anisotropic, being faster along the
fibers than across it. Figure 9 illustrates the anisotropic nature of the graded response
propagation in the epicardium.

Criticality of the electrical stimulus strength and timing. Reentry could be induced only
when the current strength of the S2 is within the LLV and the ULV. Current strengths
falling outside this range cannot induce reentry even if the current is applied during the
vulnerable period (Fig. 10). These findings are similar to in situ observation using similar
electrode configurations and stimulation protocols.30

Earliest site of activation arises in low voltage gradient areas. In our in vitro model of
reentry the earliest activation after a premature S2 stimulus always arose away from the S2

stimulus site and close to more recovered cells. Since the voltage gradient at the source of
the stimulating electrical current is the highest and diminishes at distances away from the
S2 source,58 the site of the earliest postshock activation therefore arises from a low voltage
area. The graded response hypothesis of vulnerability to reentry is therefore compatible
with the reported findings that the earliest postshock activation in normal in situ canine
hearts arises away from current source located in low voltage gradient areas.31,58

Virtual electrode effect and vulnerability to reentry. Unipolar stimulation in bidomain
models42,59 have shown that under a cathode, the contours of transmembrane potential form
a “dog bone” of depolarization, with two areas of hyperpolarization on both sides of the
dog bone shape. These areas of depolarization and hyperpolarization that form away and at
some distance from the physical dimension of the stimulating electrode are known as virtual
electrodes polarization.59 Using optical mapping it was found that bipolar stimulation, as
was done in the graded response studies, also induces virtual electrode polarization that is
quite analogous to the virtual electrode polarization observed during unipolar stimulation.60

Adjacent to each real electrode polarization (depolarization at the cathode side of the bipole
and hyperpolarization at the anode side of the bipole), virtual electrode polarization of
opposite polarity develops. A question may then arise if the proposed graded response
hypothesis of reentry formation is compatible with the development of virtual electrode
polarization. The answer to this question is yes. The virtual anode that develops near
the real cathode of the bipole accelerates cellular repolarization and provides a greater
opportunity for the depolarizing wave of graded responses induced by the real cathode
to encounter recovered cells and initiate regenerative activation. Recent simulation studies
using a two-dimentional bidomain model and unipolar stimulation with juxtaposition of
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Figure 9: Anisotropic propagation of graded responses (GR). Plot (mean±SD of ten
tissue samples) shows effects of distance from cathodal pole of S2 source (abscissa) on
GR (ordinate). Open circles, GR amplitude along fiber; solid circles, across it. S2 current
strength was 50 mA and coupling interval 140 ms. Recordings below double-headed arrow
(fiber orientation) are sequential action potential recordings along fiber from cells at
increasing distances (1–6 mm) from S2 stimulus site (asterisk). Vertical recordings are from
cells across fiber orientation toward top of tissue

real electrode depolarization and virtual electrode hyperpolarization replicated the figure-
8 reentry that was observed with bipolar stimulation in isolated canine epicardial tis-
sue slices.56 Furthermore, these findings demonstrate that the graded response hypoth-
esis of reentry, first formulated using bipolar stimulation, is also operative for unipolar
stimulation.56
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Figure 10: Strength-interval plots for reentry induction in three epicardial tissue slices (a–
c) during pacing at a cycle length of 600 ms. Solid squares indicate S2 trials that induced
reentry, and the open squares indicate the S2 trials that failed to induce reentry. Ordinate,
in milliamperes, is S2 current strengths; abscissa is coupling intervals in milliseconds.
ERP is effective refractory period (downward arrow) measured with twice diastolic current
threshold during 600-ms cycle length

ULV and DFT numeric similarities. Based on the observation that defibrillation shocks
fail because shock induces reentry formation, it could then be inferred that for a defibrillation
shock to be successful, the shock must fail to induce reentry. Our in vitro mapping studies
show that shock strengths just above the ULV (Fig. 10) fail to produce reentry during
regular pacing, and that the graded response hypothesis of vulnerability to reentry can
adequately explain the failure to produce reentry. Super-strong S2 electrical currents are
associated with longer duration graded responses and refractoriness, which when above a
critical duration fail to recover when the distally originated activation wavefront arrives
at the S2 site. This will cause conduction block and failure to reentry by converting
unidirectional block to bidirectional block. Figure 11 shows two simultaneous cell recordings
with an S2 below the ULV, causing reentry and a super-strong (above the ULV) S2 that
fails to induce reentry because of the conversion of unidirectional to bidirectional block. A
high-resolution electrode activation map verified the presence of bidirectional block with
super-strong S2 current strength.54 Strong currents capable of converting unidirectional to
bidirectional block can prevent the formation of reentry during regular rhythm (ULV) or
during VF (successful defibrillation). It is apparent then how the ULV is similar to the
DFT.

Monophasic versus biphasic shocks. It is now common knowledge that biphasic shocks
are more effective than monophasic shocks in terminating VF.20,21,53 Although the pre-
cise mechanism of such an effect still remains somewhat elusive, the graded response
hypothesis might tentatively provide a plausible explanation for such an effect. Focusing
on the phenomenon of conversion from unidirectional to bidirectional block by super-
strong currents, the hyperpolarizing effect induced by the real electrode effect of the
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Figure 11: Super-strong S2 stimulus prevents reentry. Recording arrangements are as in
Fig. 3. Cell 1 is 1 mm and cell 2 is 6 mm away from the cathode of the S2. Increasing the
S2 current strength from 40 mA at a coupling interval of 170 ms (a) to 50 mA (b) initiates
an action potential in the distal cell 2 (arrow pointing downward) with a delay of 58 ms.
Activation at cell 2 reenters and excites cell 1 (upward pointing arrow in b) (see also Fig. 8
for activation map). (c) shows that when the S2 current strength is further increased to
70 mA (10 mA above the upper limit of vulnerability [ULV]), the graded response (GR)
duration increases from 58 ms (b) to 102 ms (c). With such prolongation of repolarization
time in cell 1, the distally originated action potential in cell 2 fails to excite cell 1 (open
arrow intercepted by double horizontal lines)

biphasic shock accelerates repolarization of cells in their plateau phase where no graded
or only a short duration graded response could be induced. The induced acceleration of
repolarization by the hyperpolarizing phase of the biphasic shock can then be followed by
depolarizing graded responses from adjoining real and virtual depolarized areas, causing
lengthening of the total repolarization time and a net increase in refractoriness. This net
increase in refractoriness that otherwise might be absent with a monophasic shock might
prevent propagation of an induced reentrant wavefront by converting unidirectional block
to bidirectional block. This scenario, however plausible, still remains speculative, as the
greater efficacy of biphasic shocks may not necessarily be associated with a net ERP
lengthening.53
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Ionic mechanisms, channel block, and DFT. The ionic mechanism(s) of the graded
response remains undefined. It is possible that both passive and active ionic mechanisms may
participate in the depolarizing process after a strong premature electrical stimulus.61 Passive
capacitative currents may be present during the slowly rising phase of the graded response
because it is unlikely that the impedance during such slow dv/dt is purely ohmic. However,
two properties of the graded responses argue against an exclusively passive mechanism.
One is the voltage dependence of the graded response amplitude and duration (i.e., the
increase in amplitude and duration with increasing voltage negativity and the decrease at
positive transmembrane voltages).41,54 The second property is the incompatibility of the
voltage decay pattern of the graded response amplitude along the fiber with the measured
space constants (0.9–1.2 mm).62 Although the nature of the active currents involved in
the generation of the graded response remains undefined, it is possible that some sodium
and/or calcium ions may be “forced” to cross the membrane by strong depolarizing
currents.

Limitations. There are two limitations to the graded response hypothesis of vulnerability.
The lack of greater ERP prolongation with biphasic shocks over monophasic shocks, while
increasing the success rate of defibrillation, is not compatible with the graded response
hypothesis.53 However, the ULV hypothesis can be accounted for by the mechanism of
graded response-induced conversion of unidirectional block to directional block to prevent
reentry. Although there may in absolute terms be a greater ERP prolongation with
monophasic shocks, areas that were not prolonged or only minimally prolonged with
monophasic shocks may manifest a net increase in their ERP with biphasic shocks, leading
to bidirectional block and prevention of reentry. More studies are needed to clarify this issue.
The second limitation is that strong electrical stimuli fail to terminate VF not because of
bidirectional block but because of the phenomenon of depolarization-induced automaticity
by ventricular myocardial cells,63,64 which is independent of the graded responses.65 Perhaps
equally important is the fact that the Purkinje fibers appear to manifest greater sensitivity
to transient postshock triggered activity, while the ventricular myocardial cells remain
quiescent with intermittent activation by the rapidly firing PF. Such postshock effect, if
present in intact fibrillating hearts, may actually cause failure of defibrillation.66 The rapid
triggered activity initially propagates as a single wavefront, which may undergo wave breaks,
producing multiple irregular wavefronts and resumption of fibrillation.67,68 It however still
remains unclear if biphasic shocks, which are the preferred shock waveform in patients
with ICD,69,70 could also promote triggered activity. It is reported that shocks can cause
reduction of intracellular calcium ions (Ca2+

i ) uptake by the sarcoplasmic reticulum,71 an
event that may lead to elevation of Ca2+

i ,72 leading to afterpotentials and triggered activity73

and causing failure of defibrillation.

Conclusions and Future Directions

The graded response hypothesis of vulnerability to reentry explains step by step how a
critical electrical stimulus interacts with an activation wave to either succeed or fail to
induce reentry. The demonstration that reentry can be induced by a critical shock during
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regular pacing and during VF supports the notion that the origin of the wavefront (sinus
or VF) is of no consequence in reentry formation. Given the ability of the graded response
hypothesis to adequately explain the cellular basis of reentry formation for both in vitro
and in vivo settings, it is highly likely that reentry (phase singularity) formation by a
failed defibrillation shock may also be explained by graded responses. Because failed shocks
may induce propagating graded responses, reentry leading to VF is strongly suggested
by the presence of a period of “electrical quiescence” after a failed shock just before
the VF resumes.38 Our recent optical mapping studies confirmed that the period of
quiescence after a failed shock is unrelated to amplifier saturation and reflects a true
tissue characteristic.57 This period of quiescence is compatible with the presence of a
subthreshold wave of propagating supported by the graded responses. More work is needed
to verify this claim. The ability of postshock activation wavefronts to either evolve to more
complex patterns (breakup) or undergo extinction signals failure or success of defibrillation,
respectively.

A word must be mentioned on type-B successful defibrillation, where two to three
postshock beats precede VF termination, unlike type-A successful defibrillation where no
postshock activity is present. Type-B defibrillation may result when the cycle length of the
postshock activations is slower than the postshock cycle length of failed defibrillation.38

Slower rotation periods are less likely to destabilize the wavefront to cause wave break40

and thus fail to induce VF.67 It is highly likely that shocks causing type-B successful
defibrillation may actually involve larger areas of block and therefore larger reentry core
size, causing longer cycle lengths of rotations.74,75

Recently changes in Ca2+
i dynamics were found to play a key role in the induction of VF

in different experimental models76–78 and in simulation studies.79 Whether Ca2+
i dynamics

play a role in defibrillation remains to be elucidated. We recently have demonstrated that
the first postactivation after failed defibrillation arises from a site where Ca2+

i has returned
to normal diastolic level but was still surrounded with cells that had elevated Ca2+

i (calcium
sink hole).80 Although we do not know the mechanisms by which the calcium sink holes
promotes early postshock activation, it nevertheless stresses the fact that Ca2+

i dynamics
could have a role in defibrillation outcome and as such needs to be taken into account in
designing new strategies for effective defibrillation therapy.
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Suisse Romande 1899;19:605–618

11. Mines GR. On circulating excitation in heart muscles and their possible relation to
tachycardia and fibrillation. Trans R Soc Can 1914;4:43–53

12. Mines GR. On dynamic equilibrium in the heart. J Physiol (Lond) 1913;46:349–383
13. Garrey WE. The nature of fibrillatory contraction of the heart-its relation to tissue

mass and form. Am J Physiol 1914;33:397–414
14. Lewis T. Mechanism and Graphic Registration of the Heart Beat, 3rd ed. Chicago:

Chicago Book; 1924
15. Brams WA, Katz LN. The nature of experimental flutter and fibrillation of the heart.

Am Heart J 1931;7:249–261
16. Wiggers CJ, Bell JR, Paine M. Studies of ventricular fibrillation caused by electric

shock. II. Cinematographic and electrocardiographic observation of the natural process
in the dog’s heart. Its inhibition by potassium and the revival of coordinated beats by
calcium. Am Heart J 1930;5:351–365

17. King BG. The Effect of Electric Shock on Heart Action with Special Reference to
Varying Susceptibility in Different Parts of the Cardiac Cycle (Ph.D. thesis). New York:
Aberdeen Press, Columbia University; 1934

18. Ferris LP, King BG, Spence PW, Williams HB. Effect of electric shock on the heart.
Electrical Eng 1936;55:498–515

19. Fabiato PA, Coumel P, Gourgon R, Saumont R. Le seuil de résponse synchrone des fibres
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Chapter 4.1

Mechanisms of Isolated
Cell Stimulation

Vinod Sharma

Introduction

It is a common practice in several fields of modern science to reduce a complex system to
its simplest unit to gain fundamental insights into phenomena of interest. Field stimulation
of cardiac cell is no different. Understanding the effects of an electrical shock at the
simplest unit of cardiac tissue, an isolated cardiac cell, can lend valuable insights into
mechanisms of field stimulation, especially those involved in phenomena such as fibrillation
and defibrillation. These mechanisms have remained largely unresolved despite defibrillation
having been applied clinically for over 60 years1 and become the mainstay of clinical
medicine with the advent of implantable cardioverter-defibrillators (ICDs)2–4 and automatic
external defibrillators (AED).5 Taking a reductionism approach, this chapter discusses the
field-induced responses of single cardiac cells to electric field stimulation. Transmembrane
voltage (Vm) is widely acknowledged as the most important parameter during electric field
stimulation of cardiac tissue, and hence we spend a significant portion of the chapter
discussing the interaction between an externally applied field and isolated cell. Building
on this we then discuss a slightly more complex system of a cell-pair. A coupled cell-pair
is the simplest system in which the effects of intercellular gap junction on field-induced Vm

responses can be studied. Finally, we briefly discuss the effects of externally applied fields
on intracellular Ca2+ dynamics since Ca2+ is intimately linked to Vm via voltage-dependent
responsiveness of L-type Ca2+ channels.
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Minneapolis, MN 55112, USA, vinod.sharma@medtronic.com
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Transmembrane Potential (Vm) Responses
of an Isolated Cell

In this section we first start with theoretical investigation of the electric field–induced
responses of a passive cell. Unlike the more complex system of a cardiac cell, a passive cell
is devoid of any time- and voltage-dependent ion channels, and hence is a simple system
to consider. This is then followed by the discussion of a cardiac-type active cell. Finally,
we present the experimental data on field-induced responses of a ventricular myocyte and
discuss them in the context of our theoretical framework.

Theoretical Framework of Field Stimulation

Vm Responses of a Passive Cell

The transmembrane potential (Vm) responses of spheroidal passive cells have been well
studied theoretically.6,7 The most general solution for a cell stimulated along its major axis
(+x) with a uniform electric field Eo is given by,

Vm = fEoxg(t), (1)

where origin (x = 0) is at the cell center, f(1 < f < 1.5) is a cell-shape dependent form
factor, and g(t)[g(t = 0) = 0 and g(t → ∞) = 1] is a cell-shape dependent function that
describes the transient behavior of Vm at the field onset. For example, for a spherical cell
of radius a,

Vm = 1.5Eox[1 − exp(−t/τ)], (2a)

= 1.5Eoa cos θ[1 − exp(−t/τ)], (2b)

τ = aCm(ri + re/2), (3)

where, θ is the angle between the field direction and the position vector from the cell center
to the measurement point on the cell surface, Cm is the membrane specific capacitance, and
ri and re are the specific resistances of the intracellular and extracellular media, respectively.
For physiological values of ri and re the time constant (τ) is estimated to be ∼1 − 10μs for
a cell of ∼100μm in diameter. Indeed, the early experiments to study field-induced changes
in transmembrane potential were performed in passive spherical cells, and a sinusoidal
variation in Vm consistent with (2b) was confirmed.8,9 The time constant (τ) for polarization
was close to the theoretically predicted value and changed predictably with changes in the
ionic strength of the extracellular medium.10

For a cylindrical cell with large length to diameter ratio (approximate geometry of a
cardiac cell) the form factor f is ∼1, and therefore in the steady-state (2a) reduces to

Vm = Eox. (4)
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Equation (4) predicts Vm to vary linearly along the cell length, with the cell end facing
the anode to be negatively polarized and the cell end facing the cathode to be positively
polarized.

To understand the physical basis of nonuniform cell polarization, consider a cell of length
L stimulated with field Eo (Fig 1a). Since the field is spatially uniform, the extracellular
potential (φe = −Eox) varies linearly along the cell length (Fig. 1b, top subpanel). Moreover,
since the intracellular space is small and highly conductive, the intracellular potential (φi)
remains isopotential at zero (Fig. 1b, top subpanel). Thus, the transmembrane potential,
which is the difference between the φi and φe(Vm = φi − φe), is as shown in Fig. 1b, bottom
subpanel. Vm varies linearly along the cell length with a slope (dVm/dx) that is equal to
the applied field Eo. In the above analysis we assumed that φe is symmetric about the
cell center. For an asymmetric φe, the φi is offset by a constant value from zero that is
equal to the average potential around the cell,6 but Vm does not change. As a hypothetical
experiment, let the cell be stimulated with a uniform electric field pulse of amplitude Eo

(Fig. 1c, top row) and responses recorded from three sites (represented by overlaid circles)
along the cell length. The resulting responses should have amplitude and polarity that are
position dependent (Fig. 1c, bottom 3 rows), and the responses should stay constant with
time during the field pulse.

Vm Responses of an Active Cell

When an active cell is field stimulated, the ion channels all along the cell length activate and
inactivate to varying degrees as the cell is polarized. As a result, different regions of the cell
have different membrane resistance (Rm). Moreover, as the channels gate, Rm dynamically
changes with time. Therefore, Rm is a function of space and time, that is, Rm = Rm(x, t).
Consequently the transmembrane current (im = Vm/Rm) integrated over the entire cell can
have a time-varying nonzero value, that is,

Im =
∫ ∫

imds �= 0, (5)

where ds is the elemental membrane area. Note that in the case of a passive cell Im is
always zero since either the im is zero, or ims in the regions symmetrically located about
the cell center are equal and opposite. A nonzero Im for an active cell results in a net charge
transfer from or into the cell and causes a change in φi, and hence a change in Vm. However,
because the intracellular space is small and highly conductive, any such change in φi (and
Vm) is uniform along the cell length (i.e., φi is only a function of t). Thus, Vm for an active
cell is given by

Vm = Eox + φi(t). (6)

Figure 2 presents two possible situations during field stimulation. Figure 2a presents the
case of a cell in which the inward current in the negatively polarized regions exceeds the
outward current in the positively polarized regions. The Im is inward, and therefore the φi

increases with time. Consequently, the Vm from the various sites show a parallel positive
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Figure 1: Physical basis of a passive cell’s polarization. (a) Shows the schematic of a cell
of length L with origin at x = 0. The cell is stimulated with a uniform electric field Eo in
the indicated direction, and the steady-state extracellular potential (φe) and intracellular
potential (φi) are shown in (b), top subpanel. The φe varies linearly along the cell length,
and the φi stays isopotential at zero. The resulting transmembrane potential (Vm = φi − φe)
is shown in (b), bottom subpanel. (c) Shows the result of a hypothetical experiment in which
the cell shown in (a) is stimulated with a field pulse shown in (c), top row. The responses
corresponding to three sites on the cell (overlaid circles; x = −x1, 0 and +x1) are shown in
(c), bottom three rows
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shift during the field pulse. Figure 2b depicts a situation in which the Im is outward, and
therefore Vm shows a negative shift with time.

In the next section we will turn to experimental examination of Vm responses during field
stimulation of a cardiac cell and attempt to understand them in the context of theoretical
framework described above.

Experimental Responses During Field Stimulation

Electric field stimulation of cardiac tissue, as during defibrillation, involves interaction of
the applied field with the tissue during different phases of the action potential.11 Thus,
it is instructive to understand the field-cell interaction for at least two contrasting action
potential phases: at rest when a cell is most excitable and during the action potential
plateau when it is refractory. But first, let us briefly review the technology that enables
recording of Vm responses from a specimen as small as a cardiac cell (a typical cardiac cell
is approximately 120μm in length and 20μm in diameter).12

Optical Mapping Technology for Recording Membrane Potential

High-resolution spatiotemporal Vm measurements from an isolated cell are typically accom-
plished using a custom designed optical mapping setup.13–17 Optical recording of membrane
potentials employs voltage-sensitive dyes that undergo spectral shifts with change in trans-
membrane potential. The dye molecules are designed to localize in the cell membrane and,
when excited with an intense light source, emit fluorescence whose intensity changes linearly
with field-induced changes in Vm(ΔVm).

A typical setup for recording Vm responses is shown in Fig. 3. Isolated cardiac
cells obtained by standard techniques of enzymatic dissociation16 are stained with a
voltage sensitive dye such as pyridinium, 4-[2-[6[(dioctylamino)-2-naphthalenyl]ethenyl]-1-
(sulfopropyl)-,inner salt (di-8-ANEPPS) and placed in the specimen plane of an inverted
microscope. The cell is then excited using an intense green light (λ = 460–570 nm) via
microscope’s epifluorescence pathway. The emitted fluorescence is collected by microscope’s
objective, filtered (λ > 570), and projected onto image plane with sensing elements. Several
different options are available for configuring the sensing elements, including photodiode
array, charge-coupled device (CCD) camera, and optical-fiber bundle (which then carry
signals to discrete photodiodes). All the recordings presented in this chapter were obtained
using a custom-built fiber-bundle system in which each 1mm diameter optical fiber corre-
sponds to a circular site of 25μm in the microscope’s image plane at 40× magnification.
The rise time of this system to a step response is ∼0.3ms. The overall signal quality for
a given system, however, depends not just on the type of sensing element, but also on
other factors such as excitation light intensity, magnification, numerical aperture of the
optics, and dye staining methodology (e.g., concentration and time). A limitation of optical
mapping methodology utilizing voltage sensitive dyes is that absolute measurements of
membrane potential are not readily available. Thus, the field-induced change in Vm is
indirectly estimated by normalizing the observed fluorescence change to a known potential
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Figure 2: Biophysical basis of an active cell’s response. (a) Depicts a situation in which the
inward current in the hyperpolarized regions of the cell is larger than the outward current in
the depolarized regions. The net charge injected into the cell raises the φi. The hypothetical
Vm responses from three sites on the cell are shown in (a), bottom three rows. (b) Depicts
a situation in which the inward current in the hyperpolarized regions of the cell is smaller
than the outward current in the depolarized regions. The net charge ejected out of the cell
depresses the φi. The Vm responses from the three sites are shown in (b), bottom three rows
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Figure 3: Experimental setup for recording Vm responses from a single cardiac cell. The
light (gray line) from an intense light source is filtered using an excitation filter (ExF) and
deflected onto the dye-stained cells using a dichroic mirror (DM). The fluorescence light
from the cells is collected by the microscope objective, long pass filtered, and projected
onto the face of an optical fiber bundle. The signals carried by individual fibers are fed into
signal detection, sensing and conditioning circuits, and then digitized and acquired into a
computer

change (e.g., fluorescence change corresponding to the action potential amplitude, which is
∼100–120mV for the cardiac tissue).

Field-Induced Responses at Rest

When a cell is stimulated at rest with field pulses of increasing amplitude, it elicits an action
potential once the pulse amplitude exceeds a threshold.16,18 Figure 4 shows the response of
a cell stimulated at rest with a 2 ms duration pulse of suprathreshold amplitude (labeled as
S1). The cell polarizes rapidly at the onset of the field pulse with the speed of polarization
limited by the bandwidth of the setup electronics (rise time of ∼0.3ms). The cell end facing
the anode (site 1) undergoes maximum negative polarization, the cell end facing the cathode
undergoes maximum positive polarization (Fig. 4b), and polarization varies linearly along
the cell length (Fig. 4c). During the pulse the polarization is not constant, but exhibits
a gradual positive shift. This spatially linear pattern for the field-induced ΔVm with a
nonconstant value during the field pulse is reminiscent of theoretical responses of an active
cell (Fig. 2). The positive shift in Vm responses is indicative of the fact that there is a net
inward current during the field pulse that facilitates cell excitation by elevating membrane
potential toward the excitation threshold. We will examine the source of this net current
in more detail below. In the above example the cell fired an action potential following the
termination of the pulse. However, this is not a typical scenario, and often the excitation
occurs during the S1 pulses (e.g., refer to Figs. 7 and 8). Several factors intrinsic (e.g., cell
length and excitability) and extrinsic (e.g., pulse parameters) to the cell seem to play a role
in determining the early (during S1) versus late (after S1) pattern of excitation.

The excitation of an isolated cell at rest exhibits an interesting pattern when stimulated
with a field pulse of short duration and increasing amplitude.19 For a pulse ≤ 1ms in
duration, the cell is excited normally at lower amplitudes once above a lower threshold for
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Figure 4: Field-induced responses at rest. (a) Shows a cell stimulated with a 2 ms, 4.1V/cm
S1 pulse. (b) Shows the field-induced change in Vm (ΔVm) normalized to action potential
amplitude from eight sites on the cell. (c) plots the ΔVm responses measured 0.3 and 2 ms
[ΔVm(t = 0.3) and ΔVm(t = 2.0), respectively] from the onset of S1 pulse along the cell
length. ΔVm has been normalized to the action potential amplitude

excitation. However, as the field amplitude is gradually raised, it reaches a threshold at
which the excitation is suppressed (Fig. 5). This loss of excitation is reversible and hence
not associated with cell damage (e.g., resulting from membrane electroporation).20,21 The
excitation is restored upon lowering the pulse amplitude or increasing the pulse duration
while maintaining the pulse amplitude at the level of paradoxical unexcitation.

One approach to understand the mechanism of paradoxical unexcitation at higher
amplitudes is to resort to computer modeling. A convenient model to use is phase 1
Luo-Rudy model22 with description of six major cardiac membrane currents. Although there
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Figure 5: Paradoxical loss of excitation at rest with short-duration high amplitude pulses.
(a) Shows a cell stimulated successively with three S1 pulses of 50, 55, and 50V/cm. (b)
Shows the responses corresponding to the three S1 pulses. (c) Shows the pattern of excitation
with S1 amplitude fixed at 55V/cm, and the S1 duration increased from 0.5 to 1, 5, and
10 ms. The circled numbers next to each set of traces indicate sequence of stimulation. The
recordings corresponding to sites 1 and 8 have also been numbered

are a number of sophisticated membrane models available,23 the simple phase-1 Luo-Rudy
model would suffice for our purposes. Figure 6a shows the responses of a model cell with
Luo-Rudy phase-1 membrane kinetics that is stimulated with a field pulse of ∼6.3V/cm.
The pattern of Vm for various patches along the cell length is similar to that observed
experimentally (e.g., Fig. 4). In addition the modeling experiments also reveal flow of ionic
currents along the cell length. There is a large inward sodium current (INa) at the cathode
facing regions of the cell that experience depolarization during the field pulse. INa gradually
diminishes moving toward the anodal end of the cell and is negligible in the cell half facing



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 230 of 635 October 10, 2008 17:33

230 Vinod Sharma

Figure 6: Field-stimulation of a model cell and pattern of INa and IK1 at low- and high-field
amplitudes. (a) Shows Vm, INa, and IK1 for a Luo-Rudy phase I model cell stimulated with
5 ms, 6.3V/cm pulse in the indicated direction. (b) Shows Vm, INa, and IK1 for the model
cell stimulated with two 1 ms duration pulses. The first pulse (58V/cm) is just below the
threshold for paradoxical unexcitation, and the second pulse is at threshold for unexcitation.
Also shown in each panel is the schematic of the cell along with the flow of INa and IK1,
where the lengths of various arrows signify the relative amplitudes of the corresponding
currents. Note that the time bar in each panel is applicable to all sets of traces

the anode. This is consistent with the fact that any hyperpolarization of the membrane
will maintain the sodium channels in an inactivated state and limit INa. In contrast to INa,
inward rectifying potassium current (IK1) is maximal in the hyperpolarized regions of the cell
and diminishes moving toward the opposite end of the cell. IK1 eventually reverses direction
in the maximally depolarized regions, albeit it much lower in amplitude. This pattern is
consistent with inward rectifying characteristics of IK1 exhibiting large inward current for
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membrane potentials below ∼− 85mV, which is close to the resting potential around which
the cell’s Vm is perturbed spatially. Since both INa and IK1 are largely inward, they work
synergistically at lower field amplitudes to bring a net inward current and depolarize the
cell to its excitation threshold.24

As the pulse amplitude is increased, the positive depolarization in the cathodal regions of
the cell can exceed the reversal potential of INa. Consequently, INa now counters the inward
IK1 rather than working synergistically with it. Thus, the net inward current begins to
diminish with increasing field strength and is not sufficient to raise the membrane potential
to the excitation threshold. The return of excitation with increasing pulse duration can
occur because even at threshold amplitude for paradoxical unexcitation the cell exhibits a
slow depolarizing drift during the pulse.19 Consequently, as the pulse duration is extended
the portions of the cell away from the cathode that remained below INa threshold can now
be triggered, bringing in net inward current and aiding in the cell depolarization. This in
turn excites neighboring regions and a miniwave of INa is set in that proceeds toward the
hyperpolarized regions of the cell. This additional inward current via INa is presumably
sufficient to overcome paradoxical unexcitation observed with shorter duration pulses.

Responses During Action Potential Plateau

Field stimulation of cardiac cells during plateau phase has been studied exten-
sively.13,14,16,25,26 The responses during the plateau phase are typically studied by using
a S1–S2 pulse protocol (Fig. 7), wherein the first pulse (S1) is suprathreshold and excites
the cell, and the second pulse (S2) is applied during the plateau phase of the action potential.
Figure 7b shows the responses of an isolated guinea pig ventricular cell to such an S1–S2
pulse pair. Note that unlike the case of the cell in Fig. 4 for which the excitation occurred
after the S1 termination, the excitation in Fig. 7 occurs immediately following the onset of
the S1 pulse because the pulse amplitude is presumably much higher than the excitation
threshold.

An examination of responses in Fig. 7 reveals that the initial responses immediately
after the S2 onset are similar to the S1 responses. The cell end facing the cathode under-
goes positive polarization, the cell end facing the anode undergoes negative polarization,
and polarization varies monotonically along the cell length. The superimposed responses
(Fig. 7b) show that after the initial step change in polarization, the recordings from various
sites exhibit a parallel shift reminiscent of the behavior for S1 pulse (Fig. 4) except that
now the shift is in the negative direction. When field-induced ΔVm is plotted along the cell
length, it is found to be linear both during an early time point (t = 0.3 ms) and a late time
point (t = 9.0 ms) during the S2 pulse. The parallel time courses of the responses from the
various sites are reflected as the parallel shift in the spatially linear responses.

Figure 8 shows the example of another cell that was stimulated sequentially with two
S1–S2 pair of pulses, first in left-to-right direction and then in right-to-left direction. The
pattern of responses is similar to that depicted in Fig. 7 for both field directions except that
the reversal in responses with field of opposite polarity is now evident. For example, the site
1 that exhibited positive response with first S2 pulse changed to negative response with the
second S2 pulse of opposite polarity. The opposite trend was observed for signals from site 5.
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Figure 7: Field-induced responses during the plateau. (a) Shows an adult guinea pig cell
that was stimulated with an S1–S2 pulse pair (S1 = 5.9V/cm and S2 = 22.0V/cm). Vms
from the five sites are shown superimposed in (b) along with the S1–S2 pair. (c) Shows
the spatial plots of field-induced change in Vm(ΔVm) measured 0.3 and 9 ms [ΔVm(t = 0.3)
and ΔVm(t = 9.0) respectively] after the S2 onset and normalized to the action potential
amplitude

However, a close examination of signals from the central site 3 reveals that these signals
remain unchanged with the reversal in field direction. If the central signal is subtracted
from the signals for the other sites, we obtain the result of Fig. 8d. A comparison of these
responses with those discussed earlier in the context of Fig. 1 reveals that they are similar
to those expected from a passive cell. Thus, fairly complex spatiotemporal responses of a
cardiac cell can be decomposed into simpler components: a passive component (Vmp) that
is a function of space (x) only, varies linearly along the cell length, and switches polarity
with the reversal in field direction; and an active component (Vma) that is a function of
time (t) only, uniform along the cell length, and is independent of field direction.25 Thus

Vm(x, t) = Vmp(x) + Vma(t). (7)

Comparing (6) and (7), it is clear that Vmp(x) = Eox and Vma(t) = φi(t).
One point that we have not yet discussed is concerning the slope (dVm/dx) of the Vm

response. As discussed above, the slope of the total response (which is in essence the slope of
Vmp) should be equal to the applied field Eo. Figure 9 shows the result of such measurements
in 50 cells. The slope of ΔVm was calculated by transforming the relative fluorescence
recordings to millivolt units, assuming an action potential amplitude of 128 mV.12 The



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 233 of 635 October 10, 2008 17:33

Mechanisms of Isolated Cell Stimulation 233

Figure 8: Decomposition of field-induced Vm responses into active and passive components.
(a) Shows a cardiac cell stimulated with negative and positive field pulses shown in (b). The
Vm responses recorded from the five sites along the cell length are shown in (c). The left
column shows the responses for the negative field pulses and right column shows responses
for the positive field pulses. (d) Top row shows the active component, Vma, which is the
response from the cell center. (b) Bottom rows show responses corresponding to the passive
component, Vmp, that were obtained by subtracting the respective Vmas from the total Vm

responses

ΔVm slope is approximately equal to the applied field over a wide range of field amplitudes
extending up to 45V/cm.

Although responses during the S2 maintain a negative drift for all amplitudes, the
temporal details of the response change with the increasing S2 amplitude (Fig. 10). This
temporal behavior of the S2 response is captured in the active component (Vma), and hence
for brevity only Vma is shown in Fig. 10a (note that Vmd stays constant during the S2
pulse). For a low amplitude pulse, Vma is negligible (type I response). With an increase in
field amplitude, the Vma begins to show a slow negative drift throughout the S2 duration
(type II response). A further increase in S2 amplitude results in a response showing an
initial sharp negative deflection followed by constant response during the S2 duration (type
III response). Finally, upon further increasing the amplitude, initial negative deflection is
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Figure 9: Relationship between the slope of field-induced Vm (dVm/dx) and applied field.
The dVm/dx is shown for 105 S2 stimuli applied to 50 cells. The linear fit has a slope of
∼0.860 (r = 0.67, p < .001). The dashed line is the line of identity with slope equal to 1

followed by a positive deflection (type IV response). Although in Fig. 10 the S2 amplitude
is labeled in the units of V cm, a better metric would include Vm since it is the Vm that
drives active response of a cell by influencing the ion channel gating. One useful metric is
maximum Vm experienced by a cell, which is the Vm developed at cell ends.13 This maximum
Vm(Vmo) is equal to Eo(L/2). Figure 10b summarizes frequency of occurrences of various
response types as a function of Vmo.

Unlike the case of field stimulation at rest, the actual ionic currents involved in the
responses during the plateau phase are less amenable to being dissected using computa-
tional modeling. The difficulty arises because even the fairly advanced updated Luo-Rudy
model27,28 of a cardiac cell is unable to reproduce experimentally observed responses with
negative drift.13 In contrast, the model predicts responses with slight positive drift. This
discrepancy can be corrected by incorporating a hypothetical outwardly rectifying current,
Ia, in the model.13 Nevertheless, the true identity of Ia is under debate. One approach to
unravel identity of Ia is to perform experiments using selective ion channel blockers. In a
series of experiments specific ion channel blockers for IKr, IKs, Ito, ICl, Na-Ca exchanger
(NCX), and ICaL failed to modify the plateau responses in isolated cells.29 However, at
considerably higher concentration (1 mM) of Ba2+, which is known to produce a nonspecific
block of sustained plateau K+ current (IKp), the negative drift during plateau responses was
ablated (Fig. 11). This hints that IKp may in fact be the molecular correlate of hypothetical
Ia. Indeed the current–voltage relation of IKp has an outwardly rectifying behavior, although
it has not been fully characterized outside physiological range of Vms.27 However, these
experiments are not conclusive since such high levels of extracellular K+ also depolarize the
cell and diminish the action potential amplitude (Fig. 11b, c). Thus, ablation of negative
drift may simply be caused by the S2 pulse being applied against a different background of
resting membrane potential and action potential morphology.
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Figure 10: Effect of increasing field and maximum developed Vm (Vmo) on S2 responses. (a)
Shows the four type (I–IV) of responses for a cell that is stimulated with four successive
stimuli of increasing S2 amplitude. (b) Shows the frequency of various response types as a
function of maximum Vm(Vmo) developed at the cell end
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Figure 11: Effect of 1 mM Ba2+ on asymmetry of Vm responses during the plateau stimula-
tion. The Vm responses recorded from eight sites for the cell shown in (a) upon stimulation
with an S1–S2(S1 = 10V/cm, S2 = 15V/cm) pair are shown in (b). The symmetric looking
Vm responses were decomposed, and the Vmas and Vmps from a representative site (#7) are
shown in (c, d) (thick traces) along with the Vma and Vmp for the control and washout
recordings. Vma components in (c) show the extent of action potential amplitude depression
with 1 mM Ba2+. As the amount of depolarization cannot be quantified using voltage
sensitive dyes, the baseline for action potential in the presence of Ba2+ could not be
ascertained accurately. This uncertainty is indicated by the double-headed vertical arrow
in (c)

In a separate series of experiments in monolayers of neonatal rat myocytes, ICaL has
been implicated to be a contributing current for negative drift in the plateau responses.30

However, even in these experiments the response asymmetry was not completely eliminated,
thus suggesting that ICaL may just be a piece of the puzzle and not the complete answer to
asymmetric responses during the plateau phase. Recently, K+ component of ICaL(ICaL,K)
has been suggested as a likely candidate for Ia.

31 ICaL,K becomes large and positive for
Vm > 56mV, which is the reversal potential of L-type Ca2+ channels, and hence would
have current–voltage characteristic matching that of Ia. Although the computational data
and supporting arguments in support of ICaL,K stand on their own, they still fall short of
definitive experimental evidence.

Single Cells Versus Tissue Responses:
Similarities and Differences

As is almost always true, although a reductionism approach helps simplify aspects of
a phenomenon for mechanistic understanding, it never completely captures system level
complexities. Although there are numerous examples in which the field responses of isolated
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cells qualitatively resemble those from the tissue, several quantitative differences exist.
For example, Vm signals recorded from tissue preparations stimulated at rest show a
positive trend,32,33 and Vm signals recorded during the plateau stimulation show a negative
trend.34–36 This hints that the primary mechanisms responsible for shaping the field-
induced responses might be similar in isolated cells and tissue. However, polarization
in a single cell is ultrarapid, with a time constant of several microseconds, whereas in
tissue the polarization is relatively slower and occurs at milliseconds time scale.37,38 The
experiments in cultured monolayer further reveal that the speed of polarization decreases
with the increasing size (e.g., strand width) of the system.39 This is consistent with modeling
studies40 that predict speed of polarization to decrease with increasing tissue size, owing
to the increased separation between the field-induced virtual sources (refer to next section
below). Finally, the responses from tissue and equivalent multicellular preparations contain
additional complexities not found in single cells. For example, the responses of cultured
neonatal myocytes have markedly nonparallel time courses at moderate field strengths.39,41

One explanation for this is that unlike isolated cells in which intracellular stays isopotential,
in multicellular structures a time-dependent intracellular potential gradient might be present
during field stimulation.16

Field-Induced Responses of an Isolated Cell-Pair:
Sawtooth Effect

As noted at the beginning of this chapter, the mechanisms of defibrillation are not well
understood. However, it is well accepted that for a shock to be successful in terminating
an arrhythmia, it must affect tissue far (several centimeters away) from the electrodes.
The mechanism(s) by which such distant effect of a shock is mediated is the missing
link42 in our understanding of defibrillation. If the heart is assumed to be a homogeneous
continuum medium, then the resulting polarization should decay within a few millimeters.42

However, it is now known that the heart is not a homogeneous structure and instead is
replete with heterogeneities at various length scales,43 including those arising from fiber
branching, changes in fiber direction, intercellular clefts, vasculature, and intercellular gap
junctions.42–45 These discontinuities can perturb the flow of electric current in the intracel-
lular and extracellular spaces, giving rise to tissue polarization that can be conceptually
thought to arise from virtual sources, which are elegantly captured by the activating
function concept (refer to Chapter 2.3 by Tung). In this section we specifically focus on
microscopic discontinuities and resulting polarization arising from the intercellular gap
junctions.

Intercellular gap junctions consist of an arrangement of pipe-like structures known as
connexons, which are embedded in the lipid matrix separating the adjacent cells.46 Each
connexon is composed of six protein subunits called connexins arranged in a hexagonal array.
Several types of connexins have been identified in the cardiac muscle, the predominant
one being a 43 kDa molecule known as connexin-43. Although gap junctions allow free
flow of ions between the neighboring cells, their resistance is relatively higher than that
of the cytoplasm.47–49 Consequently, intercellular junctions are a source of discontinuities
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in the intracellular domain and are the sites of virtual sources during field stimulation.
Because of the spatial periodicity of gap junctions, the resulting polarization is also
periodic and has a “sawtooth”-like pattern. In this polarization pattern every cell in the
bulk of the myocardium undergoes simultaneous depolarization (positive response) and
hyperpolarization (negative response).

Theoretical Treatment of Sawtooth Effect

To understand the physical basis of the sawtooth effect, consider several single uncoupled
cells, each of length L, arranged end-to-end in a single row (Fig. 12a). If such a system is
stimulated with a uniform field Eo, the φe and φi are as shown in Fig. 12b. Although the φe

is linear, the φi has a staircase-like pattern because each cell is raised to a different offset
potential (recall that φi is the average of extracellular potential all around a cell). Thus, Vm

has a sawtooth pattern when viewed over the length scale of several cells (Fig. 12c), and
the sawtooth amplitude (STA) is equal to EoL. If the cells are coupled to one another via
intercellular junctions of finite resistance comparable to the total cytoplasmic resistance,
then the intracellular potential drop along the cell length becomes comparable to the
potential drop at the junction. Thus, φi can now have a finite slope over the extent of

Figure 12: Physical basis of sawtooth effect. (a) Shows a chain of uncoupled cells stimulated
with a uniform field Eo. The φi and φe for this system are shown in (b). The resulting Vm

is shown in (c). The sawtooth amplitude (STA) is equal to EoL
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each cell, and the discrete change in φi at the intercellular junction is smaller than the case
of completely uncoupled cells. Consequently, the STA is diminished.

For a more quantitative analysis of the sawtooth concept, it is useful to consider the
limiting case of two cells coupled with a variable resistance, Rj, and stimulated with electric
field, Eo (e.g., refer to Fig. 13a, b). The Vm for such a system can be obtained by solving
the following differential equation subject to appropriate boundary conditions:50

λ2 d2Vm

dx2
− Vm = 0. (8)

In (8), λ is the space constant, which is a function of extracellular and intracellular
resistivities and membrane-specific resistance. The STA can be computed by solving Vm

for the two cells at the position of intercellular junction, and taking the difference. For two
cells of lengths L1 and L2, STA is given by
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An important implication of (9) is that Vm always reverses polarity when the two cells are
of equal lengths (Fig. 13a). However, a reversal in Vm polarity is not necessary when the two
cells are of unequal lengths, and the sawtooth effect in this case can be manifested merely
as discontinuity in Vm (Fig. 13b). As the Rj is increased, a threshold is reached above which
STA is accompanied by a change in polarity and is given by
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Figure 13c shows STA for a range of Rj for a field of Eo = 10V/cm applied to a cell-
pair with the first cell of fixed length (L1 = 120μm) and the second cell of variable length
(L2 = 90, 120 and 150μm).

Experimental Measurement of Sawtooth Effect

Experiments to verify the sawtooth hypothesis were first undertaken almost 10 years
after the effect was first predicted.51–53 This is because such experiments are technically
challenging and require recording of transmembrane potential responses at subcellular
spatial resolution with sufficient signal-to-noise ratio. Fluorescence microscopy is one of
the few techniques available that provides such a capability. In the two studies investigating
sawtooth effect in multicellular preparations, the first35 using a fluorescence technique and
the second36 using a novel double-barrel microelectrode technique, the authors were unable
to detect a measurable sawtooth effect. In multicellular preparations the cells are coupled
not only end to end, but also via lateral connections, which allow for a more dispersed
intracellular current path. A number of modeling studies using one-dimensional (chain
of cells), two-dimensional (sheet of cells), and three-dimensional networks of cells have
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Figure 13:
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shown that although the STA is depressed with increasing order of the system,54,55 it is
not completely obliterated. Thus, the anxiously awaited experimental results seemed to
refute the theory. Why was the sawtooth effect, which is based on the fundamental physical
concept of Ohm’s law and has been predicted consistently by numerous modeling studies,
not found experimentally? To probe this question we again turn to the simple system of a
coupled cell-pair. The preceding theoretical analysis provides a convenient backdrop against
which the experimental results can be compared.

Functionally coupled cell-pairs can be obtained by slight modification of enzymatic
methods for dissociating cells from a whole heart.16,50 The standard cell isolation procedure
using Langendorff perfused hearts involve a phase in which the heart is perfused with Ca2+-
free solution. This facilitates break down of the extracellular matrix and dissociation of cells.
Elevating the Ca2+ concentration to ∼15μM during this perfusion phase has been shown
to preserve cell connections and produce cell-pairs with functionally intact gap junctions.56

Figure 14a shows a cell-pair obtained using above described technique. The intercellular
junction can be clearly seen in the fluorescence image (right pictograph in Fig. 14a). Upon
stimulation of the cell-pair with an S1–S2 pulse pair (S1 = 6V/cm, S2 = 20 V/cm), the
transmembrane potential responses shown in Fig. 14b are obtained. When these responses
are measured at a fixed time point following the S2 onset and plotted against the cell-
pair’s length (Fig. 14c), a discontinuity in slope of linear fits is observed at the intercellular
junction. This discontinuity is the STA and is ∼27mV, which corresponds to Rj = 23MΩ
computed using (9). The threshold Rj for polarity reversal using (11) is computed to be
27MΩ. Thus, the nonreversal of Vm at the junction in Fig. 14c is consistent with the
theoretical expectation. Figure 14d presents the summary of similar experiments performed
in 14 cell-pairs for a range of S2 amplitudes. Scaling the STA for various cell-pairs by a
factor of 10/(S2 amplitude) provides an estimate for the mean STA for a nominal 10V/cm
field and yields a value of 11 ± 4mV. Using (9), an 11 mV STA corresponds to an Rj of
18.9MΩ.

Sawtooth Effect’s Role in Tissue: “Fact or Fantasy”

Although the sawtooth effect is undoubtedly a “fact” in single cells and coupled cell-
pairs, whether it is present in tissue and plays a significant role during field stimulation of

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 13: Theoretical estimation of sawtooth effect. (a) Shows the steady state Vm for two
passive cells of equal length, stimulated longitudinally with a uniform electric field stimulus
(Eo) of 10 V/cm, for three different values of intercellular resistance (Rj)–0MΩ (perfect
coupling), 50MΩ (intermediate coupling), and completely uncoupled cells. (b) Shows Vm

for the two cells of unequal length for a field of 10V/cm and Rj values of 0, 50, and ∞MΩ. (c)
Shows the sawtooth amplitude (STA) as a function of Rj for a cell-pair with fixed length of
the first cell (L1 = 120μm) and variable length of the second cell (L2 = 90, 120, and150μm).
The inset shows the same plot over a wider range of Rj. Gray lines indicate Rj(= 18.9MΩ)
corresponding to an STA of ∼11mV, which is the average STA for a nominal field of 10V/cm
(see text for details and refer to Fig. 14d)
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Figure 14: Experimental estimation of sawtooth effect. (a) Shows the brightfield and fluo-
rescence images of a cell-pair stimulated with an S1–S2 pair (S1 = 6V/cm,S2 = 20V/cm)
in the direction indicated by the arrow. (b) Shows Vm responses recorded from the cell-pair
corresponding to the two rows of sites on the cell-pair. (c) Shows the response to the S2 pulse
plotted along the cell-pair’s length by merging the data from the two rows of sites. The Vm

is linear over the extent of each individual cell (fitted lines) and shows a discontinuity near
the junction that is equal to the sawtooth amplitude (STA). (d) Shows the STA estimated
in 12 cell-pairs using the method illustrated in (c). STA increased monotonically with the
S2 amplitude with a slope of 1.3mV/V/cm (R = 0.77, P < .001)

cardiac tissue are legitimate questions.57 In phenomenon such as reentry induction requiring
relatively low field strengths (∼5V/cm),58,59 the sawtooth effect may not be important.60

However, during defibrillation in which a significant portion of the heart presumably expe-
riences relatively high electric fields so that a minimum threshold electric field is achieved in
the regions least affected by the shock,61 the sawtooth effect may begin to play an important
role. After decades of efforts to unravel mechanisms of defibrillation, it is now becoming
clear that there is probably no single dominant mechanism that is the missing link to
explain far-field effect of a shock.42 Instead, it may be a combination of all the factors
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mentioned above (i.e., fiber branching, changes in fiber direction, intercellular clefts, etc.)
working together synergistically that might be an answer to the elusive missing link.62 The
contribution of the sawtooth effect to net field-induced polarization might be expected to
be particularly important under pathophysiological conditions such as ischemia,63 when the
cells become relatively uncoupled and intercellular resistance is elevated. An unequivocal
demonstration of the sawtooth effect would require tissue level experiments. However,
current techniques do not measure up to the task. Conventional optical mapping averages
signal from a depth of 300μm to 1 mm.64 More advanced optical techniques (e.g., confocal
and two-photon microscopy)65 may run into signal-to-noise, temporal resolution, and other
technical issues (e.g., phototoxicity, photobleaching, etc.). Multiple-electrode impalements
in tissue are hard to maintain especially at the subcellular resolution. The various techniques
are easier to apply in the neonatal rat monolayer system because of their two-dimensional
nature, but this system differs from the adult myocardium in several ways. For example,
neonatal cell are ∼50–70μm long66 and their gap junctions are distributed uniformly around
the cell edges.35 These differences could impact amplitude of sawtooth effect. Thus, further
advancements in recording techniques and cellular preparations may be needed before the
sawtooth effect can be measured in tissue or an appropriate multicellular preparation. Until
then verifying sawtooth effect in tissue remains a major challenge.

Effect of Electric Fields on Intracellular Calcium

Calcium (Ca2+) serves as a vital link between depolarization and many cellular processes
such as muscle contraction, enzyme regulation, and neurotransmitter secretion.67,68 In car-
diac cells the calcium varies from a resting concentration of 0.1μM to a peak concentration
of ∼1μM during every action potential.69 Molecular machinery involved in this remarkably
fine-tuned regulation consists of several proteins in the sarcolemma (cell membrane) and
sarcoplasmic reticulum (SR). Upon membrane depolarization the Ca2+ enters mainly via
L-type Ca2+ channels. The voltage dependence of L-type Ca2+ current has a bell-shaped
relationship with peak influx of Ca2+ occurring at Vm of ∼10mV and falling off for more
positive and negative Vms. The Ca2+ influx via L-type channels induces further Ca2+ release
from the SR via a mechanism of Ca2+-induced Ca2+ release.70 The Ca2+ release from the
SR varies monotonically with the L-type Ca2+ current, although the exact relationship
between them is unclear as slightly different relationships have been reported by various
investigators (e.g., Callewaert et al.71 have shown a linear relation whereas Santana et al.72

and Cannell et al.73 have reported a more complex relationship). During the action potential
the intracellular Ca2+ reaches a peak within 10–30 ms after the upstroke, and thereafter
begins to decline. The majority of the Ca2+ is pumped by a SR pump (SR-adenosine
triphosphatase [ATPase]) back into the SR, while some is extruded out of the cell by a
sodium–calcium exchanger. The cardiac cells also have sarcolemmal calcium pump (Ca2+-
ATPase), but they appear to play an unimportant role in removing Ca2+ from the cytoplasm
under physiological conditions.74 Obviously, for a fixed pacing rate (and contractility) all
Ca2+ fluxes are balanced so that no net build up or decline in intracellular Ca2+ occurs
over time.
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As we discussed above an externally applied field induces spatially varying Vm along the
length of a cardiac cell. Since L-type Ca2+ channels are Vm dependent, and Ca2+ release from
the SR in turn depends on the L-type Ca2+ current, it is not unreasonable to hypothesize
that intracellular Ca2+ concentration might be affected by external fields. Below we present
experiments investigating the effect of applied fields on intracellular Ca2+ transients.75

The observed results are then discussed in the context of known electrophysiology of Ca2+

transients and current–voltage relationship of L-type Ca2+ channels.

Measurement of Intracellular Ca2+ Transients
Using Fluorescent Probes

Optical techniques similar to those used for recording Vm can be used for recording
intracellular Ca2+ as well. In fact, the optical mapping setup described in Fig. 3 can be
used for Ca2+ measurements except that now we must use a Ca2+-sensitive dye along with
appropriate optical filters. Among a diverse array of Ca2+ indicator dyes available,76 one
of the most commonly used dyes is fluo-3 (and its newer version fluo-4). The fluorescence
intensity of fluo-3 increases manyfold (∼40) upon binding calcium. The dye loading into the
cell is performed using acetoxymethyl ester (AM) derivatives of fluo-3 (fluo-3/AM) in which
each –COO-group is replaced with –COOCH2OAc (where Ac means –OCOCH3). The fluo-
3/AM is membrane permeable, but once inside the cell the AM portion is cleaved by cellular
esterase, thus rendering the molecule membrane impermeable. Similar to voltage-sensitive
dyes, fluo-3 does not measure absolute intracellular calcium. However, when only relative
changes in Ca2+ are of interest (e.g., Ca2+ with and without a field stimulus) fluo-3 is an
attractive option because of a large fluorescence change and simplicity of use.

Effect of Field Stimulation on Intracellular Ca2+

Transients at Rest

Figure 15 shows the typical effect of applied field on intracellular Ca2+([Ca2+]i) transients
at rest recorded from a cell loaded with fluo-3. The [Ca2+]i transients are shown for eight
sites along the cell length and for two S1 field pulses of opposite polarity (S1 = +10V/cm
and S1 = −11V/cm). For both field directions the [Ca2+]i transients from the various sites
are asynchronous. For positive S1 pulses the [Ca2+]i signal from site 1 is the fastest, and
[Ca2+]i signal from site 8 is the slowest (Fig. 15b, middle row). On field reversal this trend
is reversed, and now the signal from site 8 is the fastest (Fig. 15b, bottom row). Thus,
for both field directions the [Ca2+]i transients in the anode-facing regions of the cell are
faster. These asynchronous signals imply that the [Ca2+]i is nonuniform along the cell length
during the rising phase of the transients, and that a spatial gradient in [Ca2+]i (∇[Ca2+]i)
is developed. An estimate of ∇[Ca2+]i can be obtained at a given time point during the
rising phase of the transients (e.g., time point corresponding to the thick vertical line in
Fig. 15b) by plotting [Ca2+]i along the cell length (Fig. 15c). The [Ca2+]i in Fig. 15c has
been normalized to the peak of the [Ca2+]i transient, which is ∼980 nM for a typical guinea
pig cell.69 The ∇[Ca2+]is in the anodal half of the cell in Fig. 14a are 4.2 and 6.3 nM μm−1
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Figure 15: Effect of field stimulation at rest on Ca2+ transients. (a) Shows a cell that is
stimulated with positive and negative S1 pulses, and (b) shows the corresponding [Ca2+]i
transients superimposed from all eight sites. (b) Top row shows the positive S1 pulse, and
the bottom two rows show the [Ca2+]i transients for the two field directions. The vertical
dashed lines mark the duration of S1 pulse to help discern temporal relationship between
the S1 pulse and [Ca2+]i transients. The onset of [Ca2+]i transients is delayed from the
make of the S1 pulse by a duration td(∼7.5ms for both positive and negative S1 pulses).
The change in [Ca2+]i relative to the resting level (Δ[Ca2+]i) was measured during the
rising phase of the transients at the time indicated by the thick line in (b). Δ[Ca2+]i is
normalized to its peak value (Δ[Ca2+]io in (b), bottom row), and the resulting normalized
change in Δ[Ca2+]i is plotted in (c) for positive S1 pulse (top plot) and negative S1 pulse
(bottom plot). The gradient in [Ca2+]i (∇[Ca2+]i = α/β) in the anodal half of the cell can
be computed as illustrated in (c), bottom plot, and is estimated to be 4.2 and 6.3 nM/μm for
the positive and negative S1 pulses, respectively. (d) Shows the current–voltage relationship
for the L-type Ca2+ current. (Mukherjee and Spinole 1998)82
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for the positive and negative S1 pulses, respectively. Performing additional experiments (26
cells and 114 S1 stimuli) like the one described in Fig. 15, the ∇[Ca2+]i in the anodal half
of the cell is found to increase monotonically with the S1 amplitude, and is ∼3.4 nM μm−1

for a nominal field of ∼10V/cm. No measurable ∇[Ca2+]i exists in the cathode facing half
of the cell.

Figure 16:
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Recall that a field pulse applied at rest hyperpolarizes the anodal and depolarizes the
cathodal end of the cell (Fig. 4). The resting potential (∼− 90mV) is situated at the
leftmost extreme of the bell-shaped I–V relation of the L-type Ca2+ current (Fig. 15d).
Thus, the observed behavior of fastest [Ca2+]i transients in the anodal regions of the cell
counters what would be predicted from a larger activation of Ca2+ current in the cathodal
(depolarized) regions of the cell and negligible Ca2+ current in the anodal (hyperpolarized)
regions. This paradoxical behavior can be resolved by noting that onset of [Ca2+]i transients
occurs after the S1 pulse and not during the pulse. The typical delay (td; Fig. 14b) is ∼7ms
from the S1 onset for a 10V/cm pulse. Thus, a possible explanation for the faster [Ca2+]i
transients in the anodal regions may involve voltage-dependent inactivation of the L-type
Ca2+ channels, which exists to some extent in guinea pig ventricular cells.77,78 The S1-
induced hyperpolarization would diminish the inactivation of the Ca2+ channels compared
with the cathodal end, so that upon S1 termination a larger influx of Ca2+ would occur
at the anodal end. A second possible explanation involves Ca2+-dependent inactivation
of the L-type Ca2+ channels.79 During the S1 pulse calcium is brought into the cell in the
depolarized regions and extruded from the hyperpolarized regions of the cell via electrogenic
sodium–calcium exchanger.80 This would result in a graded calcium concentration along the
cell length in the restricted dyadic subspace, which is the region between the cell membrane
and SR membrane.81 The net effect would be to accentuate inactivation of Ca2+ channels
in the depolarized regions and to relieve inactivation in the hyperpolarized regions of the
cell (assuming Ca2+ conductance was partially inactivated at rest via calcium-dependent
inactivation). Thus, there would be a spatially varying calcium conductance along the cell
length that could explain the observed S1-induced pattern of calcium transients.

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 16: Effect of field stimulation during the plateau phase on Ca2+ transients.
(a) Shows a cell that is first stimulated with a S1 pulse only, and then with a pair of
S1–S2 pulses. The [Ca2+]i recordings obtained from eight sites in response to the S1 pulse
and S1–S2 pair are shown superimposed for each site in (b). (b) Bottommost row shows the
[Ca2+]i transients superimposed from all sites in response to the S1–S2 pair. The pair of
vertical dashed lines represents the duration of the S2 pulse. The perturbation of the [Ca2+]i
transients is measured at the end of the S2 pulse with respect to the [Ca2+]i recorded with
the S1 pulse only as illustrated in the inset of (c). The change is normalized to the peak
change in [Ca2+]i(Δ[Ca2+]io) and is plotted against the site number in (c), top plot. (c)
Bottom plot shows the normalized change Δ[Ca2+]i for the same cell in response to an
S1–S2 pair applied in the negative direction (S2 = −27V/cm). For both field directions
Δ[Ca2+]i was smallest at the cell center and increased in either direction implying that
[Ca2+]i gradients (∇[Ca2+]i) developed directed from the cell center to both cell ends. For
+29V cm−1 S2 pulse (c, top plot) ∇[Ca2+]is are 5.6 and 5.2 nM μm−1 for the anodal and
cathodal halves of the cell, respectively. For −27V cm−1 S2 pulse (c, bottom plot) ∇[Ca2+]is
are 7.7 and 5.0 nM μm−1, respectively
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Effect of Field Stimulation on Intracellular Ca2+ Transients
During Plateau

The effect of externally applied electric field on Ca2+ transients during the plateau phase of
the action potential is illustrated in Fig. 16. For this experiment the cell is stimulated with
an S1–S2 pulse protocol with an interpulse duration of 50 ms. The recordings from eight
sites on the cell are shown in Fig. 16b. Also shown superimposed in the same figure are the
Ca2+ transients for a S1 pulse with no S2 pulse applied. The nonoverlapping behavior
of these recordings suggest that the S2 pulse induced [Ca2+]i nonuniformity along the
cell length. The S2-induced change in [Ca2+]i (Δ[Ca2+]i) was measured at the end of
S2 pulse relative to the [Ca2+]i at the same time recorded with S1 pulse only (Fig. 16c
inset). Similar to the case of the S1 pulse above, Δ[Ca2+]i is normalized to the peak of
the [Ca2+]i transients and the result is plotted in Fig. 16c. On field reversal a similar
behavior of Δ[Ca2+]i along the cell length is observed (Fig. 16c, bottom plot). These
results suggest that electric field applied during the plateau phase of the action potential
induces intracellular Ca2+ gradients (∇[Ca2+]i) from the center to either end of the cell. In
Fig. 16c the ∇[Ca2+]is in the anodal and cathodal halves of the cell are 5.6 and 5.2 nM/μm,
respectively, for the positive fields, and 7.7 and 5.0 nM/μm, respectively, for the negative
fields. From similar results in 12 cells (24 S1–S2 stimuli; S2 = 25 ± 6V/cm), the ∇[Ca2+]i in
the anodal half (4.2 ± 2.2 nM/μm) of the cell is found to be higher than in the cathodal half
(2.8 ± 1.6 nM/μm).

Similar to the S1 pulse, the S2 pulse also causes hyperpolarization at the anode-facing end
and depolarization at the cathode-facing end of the cell. However, unlike S1 this perturbation
occurs about the center (∼10mV) of the I–V relation for Ca2+ current (Fig. 15d). Thus,
Ca2+ current and [Ca2+]i should decrease at both ends of the cell compared with the
center, and experimental data are consistent with this theoretical expectation (Fig. 16b).
Upon S2 termination the transmembrane potential returns close to the prepulse plateau
level, resulting in a large inward Ca2+ current and surge in [Ca2+]i at both ends of the
cell as observed experimentally. The deactivation of Ca2+ channels at the anodal end and
associated reduction in the channel conductance as described above may explain the smaller
amplitude of [Ca2+]i surge in the anodal regions. Recently, these results have been replicated
and extended in neonatal cell culture system by studying the field-induced changed in
[Ca2+]i over a broader range of coupling intervals. Although [Ca2+]i is depressed at the
cathodal and anodal ends during the early plateau stimulation, the pattern of field-induced
changes in [Ca2+]i varies as the coupling interval between S1 and S2 is changed and the
shock applied during various phases of repolarization.83

Implications of Field-Induced Ca2+ Gradients

Although the finding about perturbation in intracellular Ca2+ and induction of spatially
gradients in [Ca2+]i by external electric fields is of fundamental biophysical interest,
whether it is of any real consequence during defibrillation or other phenomenon involving
application of high electric fields needs further investigation.84–86 Perhaps accounting for
[Ca2+]i gradients is necessary to accurately predict the shock outcome during defibrillation.
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Considering that Ca2+ is a ubiquitous second messenger and voltage-gated Ca2+ channels
are present in several different cell types, the field-induced changes in [Ca2+]i could have
implications beyond the cardiac system. For phenomena involving applications of long-
lasting (pulsed) electric fields, one must consider the possibility that field-induced changes
in [Ca2+]i may in fact be able to alter cellular signaling and impact cellular function, perhaps
by design in some situations.

Conclusion

In this chapter we reviewed the effects of external fields on voltage and Ca2+ responses
of isolated cardiac cells and cell-pairs. Although the focus of our discussion has been
cardiac cell, the concepts and framework presented should have broader applications for
other excitable cell systems as well. For example, decomposition of responses into active
and passive components should be applicable to any excitable cell except that the details
of the active component, which depend on ion channel mix and their current–voltage
characteristics, could vary among cells. The effect of intercellular junction on field-induced
responses and sawtooth effect also has fundamental biophysical underpinning, and hence
should have applications in other cell systems containing gap junctions, which are known to
express in almost every tissue type in the body.87 The only requirement is that gap junction
should be the site of resistive discontinuity. Finally, because Ca2+ is such an important ion
for the various cellular signaling and functions, and voltage-dependent Ca2+ is an important
player via which exquisite regulation of Ca2+ is accomplished, the field-induced gradients
in intracellular Ca2+ may be a phenomenon that is not just restricted to a cardiac cell, but
instead may be universal to all cell types when stimulated with electric fields of appropriate
strengths.
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Chapter 4.2

The Role of Microscopic Tissue
Structure in Defibrillation

Vladimir G. Fast

Introduction

Ventricular fibrillation is the most important immediate cause of sudden cardiac death,
which is the main source of mortality in developed countries. Currently, the only practical
method for treating ventricular fibrillation is electrical defibrillation. External defibrillators
accessible to public and implantable devices are becoming more widespread, reducing the
risk of sudden cardiac death. Nevertheless, current defibrillation techniques have significant
drawbacks. Shocks can be detrimental by causing pain, tissue damage, and reinducing
arrhythmias.1 In addition, shocks may fail, which requires multiple shock application,2 or
fibrillation can be terminated but normal heartbeat and blood circulation not restored.3,4

Therefore, there is a need to increase defibrillation efficacy and reduce its side effects,
which underlies the continuing search for better defibrillation techniques. This search
would have higher chances for success if it were guided by the exact knowledge of the
defibrillation mechanism. Significant advances in understanding defibrillation were made
in recent years using sophisticated electrical and optical mapping techniques as well
as advanced mathematical models of cardiac excitation that provided a wealth of new
information about the effects of electrical fields on cardiac tissue. Despite these efforts the
defibrillation mechanism still remains a mystery. One of the main unresolved questions is
why an electrical shock causes any significant effect on the heart at all; the other question is
how exactly the shock affects the heart and stops abnormal electrical activity. Fibrillation
is generally considered a distributed process, which is maintained by multiple reentrant
circuits or randomly wandering wavelets in various parts of the heart.5–7 To interrupt such
fibrillation, all reentrant wavefronts have to be extinguished. According to the “excitatory”
hypothesis of defibrillation, this is achieved by simultaneous activation of cardiac tissue
in the excitable and relatively refractory states.8,9 The newly depolarized tissue presents
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functional obstacles to excitation waves, blocking their propagation and, therefore, arresting
fibrillation. An important requirement of defibrillation is that abnormal activity must be
stopped in a critical mass of ventricular myocardium estimated at 80–90% of the total
mass.9,10 This means that the shock must change membrane potential (Vm) of nearly
all cardiac cells across the ventricular wall. How this global shock effect is achieved is
not presently known. The classical cable model of cardiac muscle indicates that shock-
induced Vm changes should be restricted only to the tissue near shock electrodes or muscle
surface,11 leaving the intramural bulk of the myocardium unaffected by the shock. This
model’s prediction about the locality of shock effects is in stark contradiction with the
distributed nature of fibrillation. This contradiction was recognized about 20 years ago.12–14

To resolve it, a so-called secondary source hypothesis was proposed, which linked shock
effects with the microscopic tissue structure. More specifically, it was postulated that shocks
cause widespread changes of Vm due to numerous microscopic discontinuities in the tissue
structure, such as cell boundaries.12–14

The hypothesis of microscopic secondary sources still remains unproven. Direct experi-
mental verification of this hypothesis in the heart faces several obstacles. First, it requires
measurement of Vm in the intramural myocardium with microscopic resolution, but such
methods are not currently available. Second, even if microscopic Vm measurements were
possible, interpretation of such data would be difficult because of the structural complexity
of cardiac muscle, which contains discontinuities at different spatial scales. To circumvent
these limitations, we adopted an indirect approach consisting of two main elements.
The first element of this approach is to determine the effects of shocks on Vm in two-
dimensional monolayers of cultured myocytes. The use of cell cultures allows for optical
mapping of Vm with microscopic resolution. In addition, the structure of cell cultures
can be controlled and modified using the techniques of patterned cell growth, which
makes possible investigation of the contributions of individual structural elements into the
shock effects. The second element of this approach is to measure the effects of shocks on
intramural Vm at macroscopic resolution in isolated wedge preparations of left ventricular
muscle. These measurements are then compared with the spatially averaged data obtained
in microscopic studies of shock effects in cell cultures. This chapter describes results of
experiments of both types and analyzes their similarities and differences. This analysis
supports the important role of tissue structure in defibrillation and provides evidence
that intramural secondary sources are caused by tissue discontinuities with microscopic
dimensions.

Possible Mechanisms of Intramural Shock-Induced
Vm Changes

Analysis of the classical cable model indicates that in structurally continuous tissue Vm

changes induced by a uniform extracellular field should be limited to a very small tissue
area near the shock electrodes.11–14 With increasing distance from the electrodes, changes
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Figure 1: Possible mechanisms of intramural shock-induced Vm changes. (a) Mechanism
associated with nonuniform tissue structure. E, uniform shock field. Vertical arrows depict
current flow across cell membrane at intercellular boundaries. (b) Mechanism associated
with nonuniform shock field. Ve, extracellular potential; AF, “activating function” propor-
tional to the second spatial derivative of Ve

in Vm decay exponentially, approaching zero beyond 1–2 mm from the shock electrodes. To
induce Vm changes in the tissue far from the shock electrodes, a redistribution of shock
current between intracellular and extracellular spaces has to take place, which can occur
via two main mechanisms (Fig. 1). In the first mechanism, known as the mechanism of
secondary sources, Vm changes are produced by variations in resistive tissue properties. One
example of this mechanism is the “saw-tooth” pattern of ΔVm formed at cell boundaries
that present microscopic resistive barriers to current flow (Fig. 1a).12–14 In a similar fashion,
ΔVm can be caused by larger resistive barriers associated with the vasculature, intercellular
clefts, or connective tissue sheets separating cell bundles and cell layers. Other structure-
dependent mechanisms relate Vm changes to rotation of anisotropy axes in space15 or to
variation of the ratio between intracellular and extracellular volume fractions.16 The second
main mechanism relates Vm changes to nonuniformities of the shock field. In this case, Vm

changes are caused by so-called virtual electrodes produced at sites with significant spatial
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derivative of the extracellular field called activating function (Fig. 1b).17–19 Combination of
both structural factors (tissue anisotropy) and the nonuniform shock field can produce Vm

changes via the “dog-bone” effect.18,20

The Role of Microscopic Tissue Structure in the
Shock Effects: Experiments in Cell Cultures

Until recently, the effects of microscopic tissue structure on defibrillation were investigated
almost exclusively in computer models.12–15,21 Experimental studies of structural effects
in the heart are hampered by the inability to measure Vm at the microscopic level and
by the three-dimensional complexity of cardiac muscle that prevents precise correlation
of Vm changes with the tissue structure. Also, because cardiac muscle contains structural
discontinuities of multiple types, separating the effects of one individual structure from
another as well as from effects of other structure-independent factors is extremely difficult.
These obstacles can be overcome using cultures of cardiac cells. The main advantage of cell
cultures is that they grow as two-dimensional monolayers that allow precise microscopic
measurements of both the tissue structure and electrophysiological parameters and their
correlation. In addition, the monolayer structure can be modified in a desired way using
techniques for patterned cell growth, which greatly facilitates structure-function studies.
Electrophysiological parameters of cell cultures such as the maximal upstroke rate of
rise and the conduction velocity are quite similar to those measured in adult ventricular
tissue.22

The use of cell cultures allows Vm measurements at microscopic resolution using the
optical mapping technique. This method involves staining of tissue with a voltage-sensitive
dye and measurement of either dye absorption or, more often, dye fluorescence, using an
array of photodetectors. This method has been widely used for multisite recordings of
Vm from brain and cardiac tissue. It has several important advantages over conventional
recordings that use electrodes. One of the main advantages is that optical mapping allows
simultaneous measurements of Vm at hundreds or thousands of locations, whereas electrical
Vm recordings are limited to just a few sites. Another advantage is that optical signals
are devoid of stimulation artifacts, which is especially important in defibrillation studies
where strong artifacts created by defibrillation shocks interfere with electrical measure-
ments of Vm during shocks and 20–50 ms after the shocks. A disadvantage of optical
mapping is that the optical signals reflect only relative changes of membrane potential.
The absolute value of optical signals depends on multiple factors, including the density of
dye staining, degree of dye internalization, uniformity of excitation light intensity, and
others. Combination of these factors results in a significant variability of fluorescence
intensity throughout a preparation, independently of the underlying variation of Vm. The
Vm-independent variability of optical signals can be somewhat reduced by measuring the
fractional changes in fluorescence relative to the background fluorescence level. This does
not, however, eliminate the signal variability completely, because the fractional change of
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fluorescence itself may vary throughout the preparation (mainly due to nonuniform dye
internalization).

In defibrillation studies, the Vm-independent variability can be eliminated by normal-
ization of optical signals relative to their respective action potential amplitudes (APA).23

This procedure is especially useful in measuring shock-induced Vm changes (ΔVm) that
are typically normalized by the APA values. Such signal normalization is based on the
assumption that APA does not change across the imaged area, which is likely to be
true in healthy, well-coupled tissue. The validity of this condition is even more likelier
in microscopic measurements, when the size of an imaged area is comparable to the length
of the electrotonic constant, which in cell monolayers is about 360μ m.24 This assumption
might not hold true on a larger spatial scale in pathologic conditions, such as ischemia,
which leads to nonuniform distribution of APA.

The Role of Cell Boundaries in Shock Effects

Cell cultures were used to evaluate contributions of several microscopic tissue structures into
shock effects. One of the most intriguing possibilities is that Vm changes can be caused by
the boundaries of individual cells. This idea was proposed based on theoretical studies using
a one-dimensional cable model with periodic resistive barriers.12–14 In this model, changes
in Vm appear as periodic (saw-tooth) oscillations with hyperpolarization on one side of a
resistive barrier and depolarization on the other side. The idea that cell boundaries account
for defibrillation is very attractive because this type of structural discontinuity is the most
universal feature of biological tissue. However, the hypothesis that cell boundaries induce
major changes in Vm was not confirmed experimentally.

The effect of cell boundaries on shock-induced ΔVm was investigated in cultured cell
strands.23 Strands were narrow, accommodating only four to six cells across their width.
In such strands, because of the aligning influence of the strand edges, cells were oriented
along the strand axis, mimicking anisotropic cell arrangement in the intact tissue. Uniform-
field shocks were applied along the strand axis and shock-induced Vm changes (ΔVm) were
measured optically with microscopic resolution. Figure 2 illustrates a typical example of
ΔVm measurements with resolution of 6μ m per diode during application of a shock in
the action potential plateau. At all mapping sites, the cell membrane was hyperpolarized
during the shock. There was no abrupt transition from hyperpolarization to depolarization,
as expected from secondary sources. In addition, no significant changes in ΔVm magnitudes
between sites located across cell membranes were found. These data indicate a complete
absence of secondary sources at intercellular junctions.

This finding is at odds with the prediction of discontinuous cable model with cellular
structure. A likely explanation for this discrepancy is the effect of “lateral averaging” in
two- and three-dimensional tissues described for microscopic conduction,22 which is absent
in one-dimensional models representing cardiac tissue as a single cell chain. In cell chains,
strong secondary sources are formed because all axial current generated by a shock is forced
to flow through every intercellular junction, which results in a large voltage drop across
the junction. Such secondary sources at intercellular junctions were observed using optical
mapping in isolated cell pairs.25 In a two- or three-dimensional tissue, however, a portion of
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Figure 2: Effect of cell boundaries on shock-induced ΔVm in cultured cell monolayers.
(a) Phase-contrast image of cells in a strand (magnification ×100). The grid illustrates the
region monitored by each photodiode. The area of each square is 6 × 6μ m2. (b) Drawing
of the cell strand with outlined borders of individual cells. Traces show selected action
potentials demonstrating the ΔVm measured at sites within individual cells and across cell
borders during a shock with a field strength of 11V cm−1 delivered in the longitudinal
direction of the strand (from Ref. 23)

axial current can bypass a given junction and flow through other junctions offered by lateral
cell contacts. In cell cultures, this averaging effect might be especially prominent because
of the relatively uniform distribution of gap junctions along the cell perimeter.26 In the
adult cardiac tissue in vivo, competing factors can alter the contributions of cell junctions
to ΔVm. On one hand, adult myocytes are longer than the cultured neonatal cells, and gap
junctions in the ventricular myocardium tend to concentrate at cell ends,27 thus favoring the
formation of secondary sources. On the other hand, cells in the intact tissue are arranged in a
three-dimensional structure, where each cell has connections with an average of 11.3 cells.28

Such cell arrangement increases the degree of intercellular connectivity, which should reduce
the effects of individual resistive barriers on Vm. How these opposing influences affect ΔVm

in the intact adult myocardium is not presently known. However, measurements of shock-
induced ΔVm in rabbit papillary muscle using a roving microelectrode moved at microscopic
steps29 or high-resolution optical mapping30 did not reveal a pattern of alternating positive
and negative polarization changes on a subcellular scale. These data support the conclu-
sion drawn from cell culture studies about the lack of secondary sources at intercellular
junctions.
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The Role of Intercellular Clefts in the Shock Effects

After it was found that cell boundaries do not produce significant changes in Vm, the search
for secondary sources shifted to larger anatomical discontinuities. One example of such
discontinuities is represented by inclusions of connective tissue into the myocardial structure
that interrupt the continuity of the intracellular space on a scale of several cell lengths or
more. To investigate the effect of such structures on Vm, we produced cell monolayers with
intercellular clefts of variable dimensions.31 Uniform-field shocks were applied across clefts,
and the Vm changes were measured as a function of the cleft length.

Figure 3a, b demonstrate the effect of electrical shocks applied during action potential
(AP) plateau on Vm near an intercellular cleft with a length of approximately 240μ m. The
isopotential ΔVm map of selected Vm traces shows that the pattern of ΔVm distribution
was consistent with the mechanism of secondary sources. The shock depolarized cells
on the anodal side of the cleft and hyperpolarized cells on the cathodal side. With the
reversed shock polarity (not shown), the regions of depolarization and hyperpolariza-
tion were interchanged. Similar ΔVm patterns were observed in other cell cultures. The
strength of secondary sources, defined as the ΔVm difference measured across the middle
of an obstacle, depends on both field strength and cleft length. Within the range of
cleft lengths of 45–270 μ m, the relation between the obstacle length and the secondary
source strength could be closely approximated by a linear fit. These data can be used
to estimate the cleft length required for direct cell stimulation. Assuming that the cell
activation threshold is ∼25mV, the estimated critical obstacle length was approximately
85 ± 8μ m for a shock strength of 18.0V cm−1 and 171 ± 7μ m for a shock strength
of 8.5V/cm−1.

To test the prediction that resistive discontinuities cause direct excitation of cardiac
tissue during application of extracellular shocks, shocks were delivered during diastole.
Figure 3c, d show an isochronal map of activation spread and selected Vm recordings from the
sites surrounding the cleft. The shock directly activated a small cell region on the right side
of the cleft, which corresponded to the region of maximal depolarization produced by the
shock during AP plateau. Cells on the other side of the cleft were transiently hyperpolarized
by the shock. This initial hyperpolarization was followed by depolarization, which resulted
from the propagating wave. An almost symmetrically reversed activation pattern was
observed when the shock polarity was reversed (not shown). The stimulating efficacy of
secondary sources depended on shock strength and obstacle length. With an average shock
strength of 8.2V/cm−1, shocks of both polarities directly excited cells when the obstacle
length was 196 ± 53μ m, and no direct activation was observed at obstacles with length of
84 ± 23μ m. Thus, the critical cleft length necessary for the direct cell activation with shocks
of 8.2V/cm−1 was between 84 and 196μ m. The estimate of critical length of 171 ± 7μ m
obtained from shock-induced changes of Vm during the plateau phase of action potential
falls within this range. Discontinuities with dimensions of several hundred micrometers and
larger are common in ventricular myocardium. In human pectinate muscle, connective tissue
septa with such dimensions were found in ventricular tissue from young individuals, and
much larger (up to 1 mm) septa were found in the aging myocardium.32 Experiments in
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Figure 3: Effect of intercellular clefts on shock-induced ΔVm and activation in cell cultures.
(a) Isopotential map of ΔVm produced by a shock applied during action potential plateau.
Gray area depicts an intercellular cleft (length = 240μ m). (b) Selected Vm traces from
locations indicated in (a). (c) Isochronal map of activation spread (interval 0.15 ms) initiated
by a shock. Activation was started by a secondary source on the anodal side of the cleft.
(d) Selected Vm traces from locations indicated in (c). Arrow indicates the direct membrane
depolarization produced by the shock (from Ref. 31)
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cell cultures suggest that such unexcitable obstacles may contribute to tissue excitation
and defibrillation during the application of extracellular electrical shocks in the whole
heart.

Shock-Induced ΔVm in Cell Strands

Cell bundles and cell layers represent another common type of structural tissue organization
at the microscopic level. The laminar structure might be especially important because it is
present in the intramural bulk of ventricular myocardium where cardiac cells are organized
into layers with thickness varying from tens to hundreds of microns.21,33 Boundaries of
cell layers form resistive barriers to current flow and, therefore, may provide substrates
for secondary sources during shock application. Similar to cell borders, the magnitude of
laminar secondary sources and their relevance for defibrillation depend on multiple factors,
including layer thickness, density of interlayer connections, electrotonic space constant, and
so forth. The direct experimental observation of microscopic secondary sources in the intact
tissue is not currently feasible. Therefore, to estimate their role in defibrillation, researchers
mimicked the laminar type of structure in cell cultures, using linear cell strands of variable
width, and measured their filed responses, using optical mapping.

Optical measurements of shock-induced ΔVm were performed in cell strands with width
varying between 0.2 and 2 mm.34–36 As expected, shocks applied during AP plateau depolar-
ized cells facing the cathode and hyperpolarized cells facing the anode (Fig. 4). Similar to the
predictions of the linear cable model, weak shocks applied to narrow strands produced linear
Vm responses with equal magnitudes of positive and negative ΔVm (Fig. 4a). The symmetry
of Vm response was maintained for ΔVm below approximately 40% APA.34 Increasing the
shock strength and/or the strand width resulted in an increase of ΔVm magnitude and a
loss of ΔVm linearity. One such change was that polarizations became asymmetric where
negative ΔVm significantly exceeded positive ΔVm (Fig. 4b, thin black traces). When the
shock strength was further increased, another change in ΔVm shape was observed. In these
cases, ΔVm became nonmonotonic, with negative ΔVm exhibiting shift to more positive
levels, which reduced the degree of negative ΔVm asymmetry (Fig. 4b, thick black traces).
Besides changes in ΔVm shapes, both positive and negative ΔVm exhibited saturation at high
shock strength. The saturation level depended on the ΔVm polarity: positive ΔVm reached
saturation at a relatively low level of ∼ 100% APA, whereas negative ΔVm saturated above
200% APA.

The nonlinear features of Vm responses described above, including ΔVm asymmetry, non-
monotonic ΔVm shape, and saturation, were also observed in the intact myocardium.37–40

These effects may have important implications for defibrillation. For instance, since during
fibrillation most of the myocardium is in the depolarized state, the effects of electrical shocks
on Vm are predicted to be asymmetric, with a larger portion of myocardium undergoing
negative rather than positive polarizations. It was shown that an interaction between areas
of hyper- and depolarization might determine the success or the failure of defibrillation.41,42

Therefore, ΔVm asymmetry affects the outcome of a defibrillation shock. The knowl-
edge of ionic mechanisms involved in shock-induced ΔVm might provide an opportunity
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Figure 4: Shock-induced ΔVm in cell strands. (a) Linear ΔVm produced by weak shocks in
narrow cell strands. Strand width equals 200μ m; shock strength E = 1.9V/cm−1. Insert
shows schematics of a cell strand with photodiode locations. (b) Nonlinear asymmetric
(thin black traces) and nonmonotonic (thick traces) ΔVm. Gray traces show Vm recordings
without shocks (from Refs. 34,36)

for pharmacological modulation of ΔVm asymmetry and, therefore, of defibrillation
efficacy.

Until now ionic mechanisms of nonlinear Vm responses were investigated only in cell
cultures34,35,43–45 and isolated single cells.46 The ΔVm asymmetry with larger ΔV −

m than
ΔV +

m reflects an increase in the net outward current. Inhibition of potassium currents
in cell cultures using barium chloride (blocker of inward rectifier current), dofetilide
(delayed rectifier current), and 4-AP (transient outward current) did not change ΔVm

significantly,34,35 indicating that none of these outward currents was responsible for the
ΔVm asymmetry. In contrast, it was found that the asymmetric behavior of ΔVm was
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partially reversed by inhibition L-type calcium current.35 As shown in Fig. 5, application
of nifedipine in cell strands increased positive ΔVm while leaving negative ΔVm unaffected,
thus reducing the degree of ΔVm asymmetry. These findings indicate that ΔVm asymmetry
is caused by the outward flow of ICa,L in the depolarized portions of strands. Normally,
ICa,L is inward but it changes the direction when Vm exceeds the ICa,L reversal potential.
According to patch clamp studies, the ICa,L reversal potential in rat and rabbit myocytes
is 45–50 mV.47,48 Therefore, positive ΔVm with magnitudes larger than ∼50mV should be
reduced by the outward flow of ICa,L, which explains why blocking of ICa,L with nifedipine
increases ΔV +

m .
The important role of ICa,L in ΔVm asymmetry was corroborated by measurements

of shock-induced Ca2+
i changes.44 According to this mechanism, shocks should decrease

Ca2+
i in the area of positive ΔVm due to the outward flow of Ca2+ ions through of L-

type channels. To test this prediction, shock-induced ΔCa2+
i were measured in cultured cell

strands. As shown in Fig. 6, shocks applied during AP plateau transiently decreased Ca2+
i

in areas of both positive and negative ΔVm. Inhibition of ICa,L by nifedipine eliminated
shock-induced Ca2+

i decrease at sites of positive ΔVm (not shown). On the other side,
inhibition of sarcoplasmic reticulum by either caffeine or thapsigargin had no effect on
ΔCa2+

i .
Computer simulations in an ionic model of rat ventricular myocytes further supported

these experimental findings.44,45 Similar to experiments, application of shocks in the model
during the early AP produced (1) negatively asymmetric ΔVm and (2) decrease of Ca2+

i

in areas of both ΔV +
m and ΔV −

m . Selective inhibition of sarcoplasmic reticulum had no
effect on ΔCa2+

i . In contrast, inhibition of ICa,L increased ΔV +
m , reduced ΔVm asymmetry,

and eliminated shock-induced Ca2+
i decrease in the ΔV +

m area. Thus, both experiments
and computer simulations support the hypothesis about the role of ICa,L in negative ΔVm

asymmetry and shock-induced Ca2+
i decrease.

The second type of nonlinear Vm response in cell cultures characterized by nonmonotonic
negative ΔVm can be due to an inward ionic current activated at negative Vm or due to a
nonspecific leakage current caused by membrane electroporation. The occurrence of such
nonmonotonic ΔVm in cell cultures was paralleled with diastolic elevation of Vm as well as
with induction of postshock arrhythmias.36 The polarization threshold for nonmonotonic
ΔV −

m was approximately 200% APA, which corresponds to a Vm level of approximately
−180 mV. There are two inward currents that are open at such Vm levels: “funny” current
(If) and inward rectifier current (IK1). Their role in nonlinear ΔVm was examined using
channel blockers. It was found that inhibition of IK1 by barium chloride and of If by
cesium chloride caused no effect on ΔVm shape,43 indicating that these currents were not
responsible for nonmonotonic ΔVm. The role of membrane electroporation was examined
by measuring shock-induced uptake of a cell impermeable dye, propidium iodide, which
becomes fluorescent after entering cells and binding to nucleic acids. It was found that
application of a series of shocks with strength similar to the one inducing nonmonotonic
ΔV −

m caused cell uptake of propidium iodide at the anodal side of cell strands where
negative ΔVm were induced but not on the cathodal side (Fig. 7).43 Shock-induced dye
uptake paralleled with nonmonotonic ΔVm and diastolic Vm elevation were also observed
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Figure 5: Mechanism of asymmetric ΔVm. (a) Effect of nifedipine application on shock-
induced ΔVm. Shock strength was ∼10.7V/cm−1. (b) Isopotential maps of ΔVm distribu-
tion. (c) Spatial profiles of ΔVm across the strand. (d) Effect of nifedipine on magnitudes
of ΔV +

m , ΔV −
m , and asymmetry ratio ΔV −

m /ΔV +
m . Shock strength was 9.3 ± 0.8V/cm−1.

*Statistically significant difference from control value (p < .05) (from Ref. 35)
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Figure 6: Effects of shocks on Ca2+
i . (a) ΔVm induced by a 10-V/cm−1 shock in a cultured

cell strand (width = 0.8 mm). Locations of recordings are shown in the inset in (c).
(b) Changes in Ca2+

i during the shock in comparison to control recordings. (c) Longer
recordings of Ca2+

i transients (from Ref. 44)

on epicardial surface of rabbit hearts.49 These data in combination with the results of
experiments with ionic channel blockers indicate that nonmonotonic negative ΔVm were
due to membrane electroporation.

Strong shocks may induce arrhythmias,50–53 which can explain the reduced defibrillation
efficacy of very strong shocks.54 The field threshold for postshock arrhythmias in cell cultures
was very close to the thresholds for nonmonotonic negative ΔVm and electroporation.36

Optical mapping in cell strands with local expansions demonstrated that postshock arrhyth-
mias were focal, and that the arrhythmia source was located in the hyperpolarized area
of strands (Fig. 8),36 indicating that postshock arrhythmias were caused by membrane
electroporation.
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Figure 7: Mechanism of nonmonotonic ΔVm: shock-induced uptake of cell-impermeable dye
propidium iodide. (a1) Phase contrast image of a cell strand (width = 0.7 mm). (a2) Image
of dye fluorescence after control dye application for 4 min (no shocks). (a3) Image of dye
fluorescence after application of a series of shocks with a strength of 31V/cm−1 and interval
of 2 s. (a4) Difference between images in (a2) and (a3). The resulting image was filtered
with a median filter. (b) Average horizontal profiles of fluorescent intensity (in arbitrary
units) from images in (a2) (control), (a3) (shocks), and (a4) (difference) (from Ref. 43)
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Figure 8: Localization of the shock-induced arrhythmias. (a) Phase contrast image of a
narrow cell strand with an area of local expansion. (b) Recordings of Vm during application
of 35V/cm−1 shock. (c, d) Vm recordings at selected sites during shock application and
during the postshock extrabeat. The arrow in (d) depicts the direction of activation
spread. (e) Isopotential map of shock-induced ΔVm distribution 5 ms after the shock onset.
(f) Isochronal map of activation spread during the extra beat (from Ref. 36)
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Measurements of Intramural Shock-Induced ΔVm in
Wedge Preparations

Experiments in cell cultures provided information about the effects of shocks on Vm at the
microscopic level. However, cell cultures are structurally and electrophysiologically different
from the intact myocardium. Therefore, results obtained in cell cultures cannot be directly
applied to the whole myocardium, which necessitates measurements of the shock effects in
the whole tissue. Since no experimental methods to measure intramural Vm in the intact
heart are currently available, an approach based on optical mapping of Vm on the cut
transmural surface in isolated wedge preparations of left ventricular was used. Such a
preparation consists of a portion of left ventricular (LV) wall maintained viable via perfusion
through a branch of coronary artery. Uniform-field shocks were applied parallel to the cut
surface in order to avoid formation of ΔVm due to the boundary conditions on this surface.
Several optical mapping studies were carried out in these preparations to characterize the
effects of shocks on transmural Vm.

In the first study,39 the whole transmural surface was mapped at a spatial resolution of
∼1.2 mm per diode. Shocks of variable strength (2–50V/cm−1) were applied in the early
phase of AP. It was found that effects of shocks on transmural Vm strongly depended on
the shock strength. Relatively weak shocks (∼2V/cm−1) induced positive and negative
polarizations at the tissue edges facing the cathode and the anode, respectively (Fig. 9a).
Changing the shock polarity reversed the polarization pattern. For shocks of both polarities,
maximal ΔV +

m and ΔV −
m were achieved at the wall edges, and there was a relatively gradual

transition of ΔVm magnitude between the edges with relatively small (< 6% APA) local
Vm changes in the wall middle. Shocks caused prolongation of action potential duration
(APD)50 at sites of maximal ΔV +

m , whereas at sites of maximal ΔV −
m the APD50 was either

not changed or slightly prolonged.
Increasing shock strength above ∼4V/cm−1 produced several important changes in

polarization patterns. First, such shocks produced localized positive and negative ΔVm

inside the wall (Fig. 9b). Such isolated polarizations, as well as the overall nonuniform
distribution of ΔVm across the wall, indicated the presence of intramural virtual electrodes.
Second, shock-induced polarizations became strongly asymmetric, with negative ΔVm

exceeding positive ΔVm measured at the same sites at the opposite shock polarity. This
is similar to the ΔVm behavior observed in cell cultures. Third, negative ΔVm extended
toward the cathodal side of the preparation. This was different from measurements in cell
cultures where only positive polarizations were observed at the cathodal edge of cell strands.
Fourth, shocks prolonged APD everywhere across the wall, including sites with both positive
and negative ΔVm and ΔVm. This finding was also surprising because APD was expected
to decrease at the sites of negative ΔVm where positive charges are removed from the
intracellular space.

Increasing the shock strength further caused even more drastic changes in polarization
patterns. Shocks with a strength of ∼20V/cm−1 and larger of both polarities produced
predominantly negative ΔVm across the whole transmural wall (Fig. 9c). In addition,
shocks prolonged APD everywhere in the wall. The degree of APD prolongation was
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similar for shocks of both polarities, and it was not dependent on the local ΔVm value.
Again, these findings are at odds with observations in cell cultures as well as with basic
biophysical principles postulating that (1) shocks should induce both positive and negative
polarizations, reflecting inflow of shock current into intracellular space at some locations
and outflow at other locations and (2) shocks should shorten APD at sites of negative ΔVm

where charges are removed from the cell interior.
A limitation of the wedge preparation is that boundary conditions at the cut transmural

surface are different from those in the intact myocardium. Since boundary conditions play a
critical role in shock-induced ΔVm, it may be asked whether or not intramural polarizations
are an artifact of the boundary conditions. To prove that this is not the case, intramural
polarizations have to be demonstrated in the intact myocardium. Experiments in the wedge
preparations showed that negatively biased intramural polarizations induced by strong
shocks may extend to the wall surface facing the cathode electrode. It is well known that
optical measurements from a surface reflect Vm changes spatially averaged over a certain
tissue depth.55,56 Therefore, it is hypothesized that negative ΔVm could be measured on the
epicardial surface when this surface is facing the cathode. Because only positive polarizations
can be produced on the cathodal wall surface, registration of negative ΔVm on this surface
would unequivocally prove the existence of intramural virtual electrodes.

This hypothesis was tested by measuring ΔVm on the intact epicardial surface in
LV preparations stained with a Vm-sensitive dye using two methods: (1) staining via
surface dye application (surface staining), and (2) staining via coronary perfusion (global
staining).57,58 With the first method, a surface tissue layer with a thickness of approx-
imately 0.25 mm was stained. In the second case, tissue was stained uniformly across
the whole LV wall. Shocks (2–50V/cm−1) were applied in the epicardial-to-endocardial
direction via transparent mesh electrodes. Shock-induced ΔVm were mapped through the
epicardial electrode from the same locations after both surface and global staining. Optical
recordings revealed significant differences between ΔVm measured in two staining conditions,
and these differences were especially prominent for cathodal shocks (Fig. 10). Relatively
weak cathodal shocks produced positive ΔVm in both staining conditions. However, ΔVm

measured in the surface-stained tissue were much larger than those measured in the
globally stained tissue (Fig. 10c, d). At higher shock strength, cathodal ΔVm measured
in globally stained tissue became uniformly negative, whereas in surface-stained tissue
they remained positive (Fig. 10a, b, black traces). These differences in the magnitude and
polarity of ΔVm induced by cathodal shocks in surface- and globally stained tissue can
be explained by the presence of intramural virtual electrodes in the subepicardial tissue
layers.

The most important finding from these experiments is that shocks cause widespread
polarizations in intramural myocardium. The mechanism of these polarizations, however,
remains uncertain. It is unlikely that they were due to nonuniform shock field because the
electrical field in the bath was uniform without preparations. Therefore, it is more likely
that intramural ΔVm were due to nonuniform tissue structure. It is also likely that two
different types of ΔVm were due to different structural properties. The isolated areas of
positive or negative ΔVm induced by shocks of moderate strength were probably caused
by relatively large-scale nonuniformities such as fiber rotation, variation in the intracellular
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Figure 10: Detection of subepicardial intramural ΔVm in the intact tissue. (a) Optical
recordings of epicardial Vm during application of cathodal (black trace) and anodal (gray
trace) shocks with E ≈ 14V/cm−1 in a surface-stained preparation. Measurements were
performed through an opening in epicardial mesh electrode. (b) Corresponding Vm record-
ings in a globally stained preparation. (c, d) Dependences of corresponding averaged ΔVm

magnitudes on the shock strength. Curves are second order polynomial fits of data (from
Ref. 58)

volume fraction, or blood vessels. As expected from ΔVm produced by large nonuniformities,
they changed their sign with a change in the shock polarity.

Intramural polarizations of the second type, which remained negative for shocks of both
polarities, are likely to have a different anatomic substrate. It is hypothesized that these
ΔVm are due to microscopic discontinuities in the tissue structure associated with collagen
septa that are present in the LV wall at a high density.39 Such layers have microscopic
thickness. Therefore, their Vm response to electrical shocks should be similar to the behavior
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of microscopic cultured cell strands. Particularly, shocks are expected to induce both positive
and negative ΔVm on the opposite sides of cell layers. However, because these polarizations
were measured on a macroscopic scale (1.2 mm), negative and positive polarizations should
be averaged out. When cardiac tissue has a linear Vm response to electrical field, the net
result should be zero or a negligible macroscopic polarization. This explains the absence of
intramural ΔVm during weak shocks when Vm response is linear. Stronger shocks, however,
induce nonlinear ΔVm with a strong negative bias (ΔV −

m > ΔV +
m ) during AP plateau.

Because of this asymmetry, macroscopic measurements should yield only negative ΔVm.
This can potentially explain globally negative polarizations observed in wedge preparations.

The logical test of the hypothesis postulating the existence of microscopic polarizations
is mapping of ΔVm at a high spatial resolution. Therefore, transmural ΔVm was mapped at
a tenfold higher optical magnification (0.11mm/diode−1 vs. 1.2mm/diode−1).59 As shown
previously, in low-magnification recordings ΔVm produced by strong shocks were globally
negative, extending to the wall edge for both anodal and cathodal shocks (Fig. 11a, b). In
contrast, high-magnification recordings at the wall edge revealed positive ΔVm for cathodal
shocks (Fig. 11d) and negative ΔVm for anodal shocks (Fig. 11c) for all shock strengths.
Positive ΔVm were also observed at high magnification in the middle of the wall (not shown).
However, alternation of positive and negative ΔVm, expected from microscopic secondary
sources, was not found. This can be explained by the fact that optical resolution does not
scale up with increasing optical magnification. Indeed, it was shown in a mathematical
model of light propagation that, due to light scattering in three-dimensional cardiac tissue,
an increase in optical magnification leads only to a modest increase in resolution.55 Even
when the size of the imaged area becomes negligible, dimensions of the interrogated tissue
volume remain relatively above several hundred microns.

The excitatory hypothesis of defibrillation mechanism postulates that shocks cause
direct and simultaneous activation of the majority of excitable or partially excitable tissue.
To test this hypothesis, transmural activation patterns induced by shocks applied during
diastolic phase of cardiac cycle in wedge preparations were measured.40 It was found that
during the weakest shocks (∼1–4 V/cm−1) applied in diastole, earliest activation occurred
predominantly (but not exclusively) on the cathodal side of preparations. The time of
transmural spread (several milliseconds) was significantly shorter than the activation time
after local epicardial stimulation, indicating that transmural activation was the result of
the direct tissue activation by a shock of some areas as well as of impulse propagation
from these directly excited areas. During shocks of intermediate strength (∼4–23V/cm−1),
activation was initiated at multiple transmural sites from where it rapidly (within ¡1 ms)
spread across the whole LV wall. Very strong shocks (∼23–44V/cm−1) could cause dis-
continuous activation, where some areas were activated immediately on the shock onset
and other areas were activated with a large delay. In all cases, the sites of the earliest
activation corresponded to the areas of largest ΔVm measured during AP plateau; the sites
of delayed activation observed during the strongest shocks corresponded to the areas of
minimal plateau ΔVm. Thus, diastolic shocks with a strength varying over a wide range
cause direct and nearly simultaneous activation of the whole LV wall. Sites of earliest and
latest activation correspond to areas of maximal and minimal ΔVm measured during shocks
applied in AP plateau. These findings support the excitatory hypothesis of defibrillation.
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Figure 11: The role of optical magnification in measurements of intramural ΔVm. (a, b)Low-
magnification (0.85× ) measurements of ΔVm in the subepicardial transmural region of LV
wall during action potential plateau. Resolution equals 1.2mm/diode−1. Shock strength E ≈
21V/cm−1. (c, d) High-magnification (10×) measurements of ΔVm from the area shown in
(a) and (b) by the thick rectangle. Thin rectangles correspond to individual photodiodes.
Thick lines in maps depict boundaries between areas of positive and negative ΔVm. Black
and gray traces display plateau ΔVm inside and outside of the high-magnification mapping
area (from Ref. 59)

They also indicate that shock-induced activation is caused by formation of microscopic
intramural secondary sources.

Comparison between Microscopic and Macroscopic
ΔVm Measurements

Optical measurements of Vm changes in wedge preparations support the hypothesis of micro-
scopic intramural secondary sources. However, the origin of these sources, their anatomic
substrate, and their dimensions remain unknown. To obtain an estimate of their dimen-
sions, we compared spatially averaged microscopic Vm responses measured in patterned
cell cultures with macroscopic intramural Vm changes measured in wedge preparations.60
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Microscopic measurements were performed in cultured cell strands with widths of 0.1 and
0.8 mm. Shocks applied during AP plateau produced ΔVm similar to those shown in Fig. 4.
Figure 12a shows the effects of spatial averaging of microscopic polarizations induced
by shocks applied either during AP plateau or diastole in cell strands. For weak shocks
(4.4V/cm−1) applied in narrow strands during AP plateau (gray traces), spatial averaging

Figure 12: Comparison of microscopic and macroscopic measurements of shock-induced
Vm changes. (a) Spatially averaged optical Vm measurements in cultured cell strands with
width of 0.1 mm (upper panel) and 0.8 mm (lower panel). Shocks of various strength
were applied either during action plateau (gray traces) or during diastole (black traces).
(b) Measurements of shock effects on intramural Vm in wedge preparations of porcine left
ventricular (from Ref. 60)
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resulted in negligible ΔVm. This was because positive and negative microscopic polarizations
had nearly equal magnitudes, canceling each other after averaging. Negligible polarizations
were also observed in macroscopic intramural measurements in LV wedge preparations
during weak shocks (Fig. 12b, shock strengths 2.4 and 5.5V/cm−1). In contrast, in wider
0.8-mm strands, averaged plateau ΔVm were negative for all shock strengths, reflecting the
fact that microscopic polarizations became negatively asymmetric. Increasing shock strength
caused an increase of negative ΔVm in strands of both widths and a change of the ΔVm

shape from monotonic to nonmonotonic (Fig. 12a). Similar ΔVm changes were also observed
in LV tissue (Fig. 12b). The transition from monotonic to nonmonotonic ΔVm in narrow
strands occurred between 20 and 40V/cm−1, which was similar to the same transition in
LV tissue. In wide cell strands, this transition was at a lower shock strength, between 10
and 20V/cm−1. Thus, changes in the magnitude and shape of ΔVm in LV tissue were better
approximated by ΔVm changes in narrow cell strands than in wide strands. This was also
the case with regard to the shape of AP upstrokes induced by shocks in diastole (black
traces). These data indicate that structures responsible for intramural Vm changes in LV
tissue have dimensions on the order of a hundred microns. It should be mentioned that the
correspondence between averaged microscopic and macroscopic Vm measurements was not
complete. In particular, the magnitude of average polarizations in cell strands (Fig. 12a)
was larger than that in LV tissue (Fig. 12b). This difference could be due to different ionic
membrane properties of neonatal cultured cells and adult intact myocardium.

Conclusion

Experiments in wedge preparations demonstrate that electrical shocks induce intramural
polarizations and directly excite tissue far from the wall surfaces due to formation of
secondary sources with submillimeter dimensions. Experiments in cell cultures indicate that
the smallest resistive discontinuities related to individual cell boundaries produce negligible
polarizations that play no role in defibrillation. These experiments also demonstrate that
larger structures such as intercellular clefts and cell strands lead to significant shock-induced
polarizations. Comparison of optical measurements in cell cultures and wedge preparations
revealed significant similarities between the shapes of macroscopic polarizations measured
in whole tissue and of spatially averaged microscopic polarizations measured in cultured cell
strands with the width of approximately a hundred microns. These findings indicate that
intramural cell layers with such dimensions may be responsible for defibrillation.
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Chapter 4.3

Virtual Electrode Theory of Pacing

John P. Wikswo and Bradley J. Roth

Introduction

One of the most important contributions of biomedical engineering to medicine is the devel-
opment of pacemakers, external defibrillators, and implantable cardioverters/defibrillators.1

Engineers have been quite successful in designing these devices empirically, without a funda-
mental understanding of the underlying biophysical mechanisms. Over the past 15 years, two
areas of research – optical mapping of electrical activity in the heart2 and mathematical
modeling of the heart using the bidomain model3 – have provided insight into the basic
mechanisms by which cardiac electric fields are produced and how externally applied electric
fields interact with cardiac tissue. The goal of this chapter is to describe this research and to
summarize what has been learned from it. We survey the contributions of many researchers,
but the emphasis is on our own work, which, of course, we know best. We focus on basic
mechanisms; clinical applications are better described by other authors.4 The fundamental
knowledge gained from basic research in cardiac shock response is enabling the development
of detailed mathematical models5,6 that can guide the further optimization of implantable
cardiac stimulators.

The electrical properties of the heart have been reviewed elsewhere. In 1993 Henriquez3

summarized the bidomain model in a seminal paper that serves as an excellent foundation
for the discussions in our chapter. Neu and Krassowska7 examined the limitations of the
bidomain as a continuum model. Roth8 described mechanisms of electrical stimulation of
excitable tissue, including cardiac tissue. In the past 10 years much work has been published
in this field, particularly on comparing numerical simulations to experimental data. The
agreement between theory and experiment is an important topic9 and is the focus of this
review.

John P. Wikswo Jr
Departments of Biomedical Engineering, Molecular Physiology & Biophysics, and Physics & Astronomy, The
Vanderbilt Institute for Integrative Biosystems Research and Education, Vanderbilt University, Nashville, TN 37235,
USA, john.wikswo@vanderbilt.edu

I. R. Efimov et al. (eds.), Cardiac Bioelectric Therapy: Mechanisms and Practical Implications.
c© Springer Science+Business Media, LLC 2009
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The bidomain model of cardiac tissue was first suggested by Otto Schmitt10 and was
developed by several researchers in the late 1970s.11–13 It is a two- or three-dimensional
cable model that accounts for the anisotropy of both the intracellular and extracellular
spaces. Geselowitz and Miller14 and Plonsey and Barr15,16 made important contributions
to our understanding of the model. By the late 1980s, many papers were appearing that
described the importance of the bidomain model during action potential propagation.17–20

The bidomain model is remarkable in cardiac electrophysiology in the extent to which it
has supported quantitative predictions, the vast majority of which have been confirmed
(Table 1). This review emphasizes the impact of the bidomain model during electrical
stimulation, a field that began in earnest with our study of unipolar stimulation.21

Optical mapping was first used to study the response of cardiac tissue to an electric shock
by Dillon22 and Knisley and Hill23 in the early 1990s. The membrane absorbs a fluorescent
dye, and the amount of fluoresced light depends on the voltage across it. This technique
allows the use of optical methods to make electrical recordings of transmembrane potential.
Researchers can measure the transmembrane potential during the shock without electrical
artifact, and they can study the repolarization phase of the action potential as well as the
depolarization phase. The method has become the primary tool for recording the electrical
behavior of the heart.2

Virtual Electrodes during Unipolar Stimulation of
Cardiac Tissue

Sepulveda et al.21,24–26 calculated the transmembrane potential, Vm, induced in a two-
dimensional sheet of cardiac tissue during stimulation through a small, unipolar, extra-
cellular electrode (Fig. 1). They found that the tissue was depolarized (yellow) under the
electrode, and in contrast to the expected elliptical shape with the major axis aligned with
the fiber direction (Fig. 2a), the region of direct electrotonic depolarization had a “dog-
bone” shape whose long axis was transverse to the fibers (Figs. 1 and 2c).

Concurrent with these numerical studies, Wikswo and his colleagues27–33 used a circular
electrode array with radial bipolar electrodes to measure not only the directional dependence
of the propagation velocity of the action potential, but also the locus of points where
propagation started at the end of the stimulus pulse. Their 1991 paper33 provided a
quantitative comparison of theory and experiment and confirmed not only the existence
of the dog-bone–shaped region but also the need to utilize differing intracellular and
extracellular anisotropies to explain the results (Fig. 2). This paper also provides the
historical basis for the use of the term “virtual electrodes” in the context of extracellular
stimulation. Wiederholt34 reported in 1970 that for a sufficiently strong stimulus, 1–2 cm
of nerve can be directly depolarized by the stimulus pulse, such that propagation begins
not at the stimulus electrode, but at some distance from the electrode. Cummins et al.35

showed how the measurements of two compound action potentials in nerves could be used
to compute not only the conduction velocity but also the size of the region beyond which
propagation excites, what they termed the “virtual cathode.” Subsequently, Rattay36–38
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Figure 1: The transmembrane potential calculated during unipolar cathodal stimulation of
an anisotropic, two-dimensional sheet of cardiac tissue with unequal intra- and extracellular
electrical anisotropies. An 8 mm by 8 mm region is shown, with the electrode position at
the center and fibers oriented horizontally (Computed according to Sepulveda et al.)21

provided a theoretical model for the activation function in nerves, and Sobie et al.39 extended
this concept to cardiac tissue.

The first reference we have been able to identify regarding the use of the term virtual
cathode is in the 1955 book by Terman et al.40 that discusses space charge effects in
the vicinity of cathodes in vacuum tubes. There are a number of historical references in
the cardiac literature regarding the use of the terms virtual cathode or virtual electrode,
although it does not appear that all of these were made in the context of the site of initiation
of propagation from strong, extracellular stimuli. Although Furman et al.41 do use the term
“virtual electrodes,” it is in the context of the “ratio between chronic and acute thresholds,
[that] depends upon the size and shape of the electrode and upon the thickness of the
non-excitable fibrous tissue which forms about the electrode and separates it from the
excitable myocardium.” However, the work of Furman et al. has nothing to do with cable
phenomena. Goto and Brooks42 and Hoshi and Matsuda43 examine membrane excitability
during intracellular current injection into cardiac Purkinje fibers; the latter is particularly
“modern” in the description of virtual electrodes, and it presents a diagram of hypothetical
current flow through a fiber membrane resulting from cathodal or anodal surface electrodes
and the resulting cathodal and anodal regions, which were determined by the sign of the
transmembrane current. Hoshi and Matsuda also refer to Hoffman and Cranefield’s44 use
of the term “virtual cathode.”
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Figure 2: The first comparison of theoretical and experimental results for the two-
dimensional virtual cathodes that result from injection of extracellular current into cardiac
tissue. (a–c) The shape of the virtual cathode for five different stimulus currents for (a)
equal tissue anisotropies (5.7:1), (b) reciprocal anisotropy (10:1), and (c) nominal anisotropy
(10:1 intracellular space and 4:1 extracellular). (d) The dependence of virtual cathode size
(rvc) on stimulus current (Is) for the model for five different angles, as determined from (c).
(e) The experimentally inferred shape of the virtual cathode. (f) The dependence of rvc on
Is, from the average data for five different angles, as determined from (e) (Adapted from
Wikswo et al.)33
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Figure 3: The transmembrane potential measured during unipolar stimulation of rabbit
epicardium. (a) A cathodal and (b) an anodal 10 mA, 2 ms stimulus, applied when the
tissue is refractory. ΔF/F is the fractional change of fluorescence caused by the dye di-4-
ANEPPS and is proportional to the transmembrane potential (Wikswo et al., by permission
of the authors and the Biophysical Society)49

In this historical context, the 1989 paper by Sepulveda et al.21 and the 1991 paper
by Wikswo et al.33 and their preceding conference publications24–36 clearly built upon
existing knowledge of spatial, electronic effects in one-dimensional fibers, but these studies
do represent the first predictions and observations of anisotropy related, multidimensional
virtual cathode effects in cardiac tissue.

Returning to the modern effort, the Sepulveda et al.21 two-dimensional model also
predicted hyperpolarized (blue) “wings” in two regions adjacent to the electrode parallel to
the fiber direction (Figs. 1 and 2b, c). These hyperpolarized regions are called virtual anodes
because hyperpolarization occurs far from any anodal electrode. The virtual anodes arise
because the tissue has “unequal anisotropy ratios”: the ratio of conductivity parallel to
the fibers to the conductivity perpendicular to the fibers is different in the intracellular
and extracellular space.45,46 Because of their small size, their then-unrecognized effect
on conduction velocity, and their weak contribution to the extracellular potential, the
predicted lateral virtual anodes in the transmembrane potential distribution during cathodal
stimulation remained undetected until 1995, when three groups simultaneously used optical
imaging of Vm to verify the calculation experimentally.47–49 Figure 3 shows the Vm data
from Wikswo’s group during unipolar stimulation of rabbit epicardium. Figure 3a should
be compared to Fig. 1, noting that the fiber direction is different in the two cases. Figure 3b
was obtained by reversing the polarity of the stimulus current; the tissue is hyperpolarized
under the anode, and virtual cathodes form along the fiber direction.

The single most important cardiac property underlying the virtual electrodes is the
differences in the electrical anisotropy of the intracellular and extracellular resistivities.
These differences ensure that current applied extracellularly will seek a spatially complex
pathway into the intracellular space and may cross the membrane in opposite directions in
adjacent regions (i.e., create adjacent virtual cathodes and anodes). Much of this review
focuses on the role of these unequal anisotropies in the response of cardiac tissue to electrical
stimulation.



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 290 of 635 October 10, 2008 17:33

290 John P. Wikswo and Bradley J. Roth

Anode and Cathode Make and Break Excitation

The importance of the virtual electrodes surrounding the stimulating electrode became
clear when analyzing the four mechanisms of electrical stimulation: cathode make, anode
make, cathode break, and anode break. Dekker50 identified these four distinct modes of
stimulation, and Lindemans et al.51 and others42,52 studied them further. However, the
mechanisms were not fully understood until the simulations by Roth53 and experiments of
Wikswo et al.49 Because each of these four modes can play a role in defibrillation, it is
particularly important to look at them in detail.

Cathode make stimulation is the easiest to understand. The depolarization under the
cathode reaches threshold, triggering a wavefront that propagates outward. The excitation
occurs soon after the start, or “make,” of the stimulus pulse (Figs. 4a and 5a). For weak
stimuli, the wavefront originates from a point directly under the electrode, but for stronger
stimuli it begins from a point farther from the electrode that depends on both the direction
of propagation and the stimulus strength.33

Anode make stimulation is analogous to cathode make, except that excitation begins
at the edges of the virtual cathodes located on each side of the central dog-bone–shaped

Figure 4: The transmembrane potential calculated during or following unipolar stimulation
of cardiac tissue. The four rows correspond to cathode make (CM), anode make (AM),
cathode break (CB), and anode break (AB) excitation. Each column corresponds to the
time in milliseconds; in CM and AM the stimulus turns on at t = 0, and in CB and AB the
stimulus turns off at t = 0 (Computed according to Roth)53
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Figure 5: The transmembrane potential measured during unipolar stimulation of rabbit
epicardium. The number in each frame is the time in milliseconds. The electrode is at
the center, and the fibers are oriented from lower right to upper left (Wikswo et al., by
permission of the authors and the Biophysical Society)49

anode (Figs. 4b and 5b). Because the depolarization under the electrode during cathodal
stimulation is stronger than the depolarization at the virtual cathode during anodal
stimulation, the threshold stimulus current is larger for anode make than cathode
make stimulation.

Cathode break stimulation occurs following the end, or “break,” of the stimulus pulse
(Figs. 4c and 5c). The tissue under the cathode is depolarized and the sodium channels
become unexcitable. However, the tissue at the virtual anode is hyperpolarized, so there
the sodium channels are fully excitable. Following the end of the stimulus pulse, the
depolarization under the cathode diffuses into the excitable tissue at the virtual anode,
exciting it. The resulting wavefront propagates initially through the excitable path carved
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out by the virtual anode, which in this case is parallel to the fiber direction. The two crucial
features of break excitation are the creation of an excitable path at the virtual anode
(deexcitation) followed by electrotonic interaction (diffusion) of adjacent depolarization
into the excitable tissue. Because the virtual anode must be strong enough to create an
excitable path, the threshold stimulus current is higher for break excitation than for make
excitation. In general, cathode make excitation will occur preferentially over cathode break
excitation unless the tissue is refractory at the time the stimulus turns on, in which case
make excitation is suppressed but break excitation can still occur.

The mechanism for anode break excitation is analogous to that for cathode break
excitation, except that the excitable path, under the anode, is now in the direction
perpendicular to the fibers, and the virtual cathodes are in the direction parallel to the
fibers (Figs. 4d and 5d). The initial direction of propagation is therefore perpendicular to
the fibers. At first glance, anode break excitation is puzzling because one might expect
that the strong hyperpolarization under the anode would diffuse into the weaker virtual
cathode and not result in excitation, rather than the weak depolarization diffusing into the
strong hyperpolarization and triggering excitation. Anode break excitation works because
the nonlinear behavior of the membrane causes the hyperpolarization to decay more rapidly
than the depolarization, so that the remnant depolarization can then diffuse into the
excitable tissue. Because nonlinear behavior is essential for this mechanism to work, the
threshold for anode break excitation is higher than the threshold for the other three
mechanisms.

One aspect of break excitation that is often underappreciated is that it is predicted
to occur for pulses as short as 2 ms, albeit with very strong stimuli (15 mA).54 Were
it not for optical imaging of the distributed virtual electrode pattern, it would be
difficult from timing alone to determine whether the excitation was make or break;
high-speed, high-resolution optical imaging enables the identification of which region
served as the site of activation, and hence can help identify break activation for short,
10 ms stimuli.55 Measurements of strength–interval curves for an S2 duration of 2–20 ms
showed that for a 2 ms anodal stimulus, the curve still has a dip, which suggests break
stimulation.56

Elevated extracellular potassium ion concentration, [K]o, influences the mechanism
of stimulation.55,57 For normal [K]o (4 mM), diastolic stimulation occurs by the make
mechanism. However, for elevated [K]o (10 mM), the mechanism switches to break (Fig. 6).
Roth and Patel58 found similar results using numerical simulations: high [K]o predisposes
cardiac tissue to break excitation. Because ischemia raises [K]o, break excitation may play
a more important role in defibrillation than is suggested by simulations and experiments
using normal [K]o levels.

Nikolski et al.59 observed break excitation during diastole in tissue with normal [K]o,
but this may be caused by the output impedance of the quiescent current source used
for stimulation.60 Ranjan et al.61,62 suggest that break excitation may arise because of a
hyperpolarized activated membrane current. Although such a mechanism is possible,63 the
fact that break excitation typically originates from a hyperpolarized region adjacent to a
depolarized region, rather than from the location where hyperpolarization is greatest, makes
this explanation unlikely.
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Figure 6: Activation isochrones for cathodal and anodal pacing during diastole with normal
(4 mM) and elevated (10 mM) extracellular potassium ion concentration. Make excitation
occurs with normal [K]o and break with elevated [K]o (Sidorov et al., by permission of the
authors, c©2002 IEEE)57

Strength–Interval Curves

The four mechanisms of excitation have important implications for the strength–interval
curve. This curve is generated by exciting the tissue with a weak electrical stimulus (S1),
triggering an outwardly propagating wavefront. After a delay, or “interval,” the tissue is
stimulated through the same electrode with a second stimulus (S2). The strength–interval
curve is a plot of the threshold S2 strength versus the S1–S2 interval. For long intervals the
tissue is completely recovered from the first action potential, so the S2 threshold is low.
However, as the interval is shortened to values less than the duration of an action potential,
the S2 threshold increases because the tissue is still refractory from the S1 action potential.
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Figure 7: The calculated cathodal and anodal strength–interval curves for S2 pulse dura-
tions of 2, 5, 10, and 20 ms (Adapted from Roth and Roth et al.)66,223

One interesting feature of the strength–interval curve is the presence of a “dip,” or
a region having a positive slope. A positive slope is counterintuitive because increasing
the interval should decrease the refractoriness of the tissue and therefore decrease the
stimulus threshold. Nevertheless, researchers observed a dip in the anodal strength–interval
curve 50 years ago.64,65 Dekker50 used an epicardial surface stimulating electrode and an
intramural bipolar recording electrode to show that the dip is associated with anode break
excitation. At long intervals, the tissue is excitable when the S2 stimulus turns on and
anode make excitation occurs. At shorter intervals, the tissue is refractory when S2 turns
on so anode make excitation is suppressed, but anode break excitation still happens. A more
detailed explanation for the dip arose from simulations based on the bidomain model.66 The
dip exists during the early part of the anode break section of the anodal strength–interval
curve (Fig. 7). It appears because break excitation requires adjacent regions of depolarized
and hyperpolarized tissue. Adequate hyperpolarization exists directly under the anode, so
the limiting factor for break stimulation is the presence of sufficient depolarization at the
virtual cathode to cause excitation by diffusion after the end of the stimulus pulse. However,
another source of depolarization exists besides that caused directly by the S2 stimulus. As
the interval gets shorter, the surrounding tissue has higher levels of depolarization arising
from the repolarization tail of the S1 action potential. Thus, the S2 stimulus current itself
does not have to create as much depolarization as it would otherwise, lowering the S2

stimulus threshold.
This mechanism was elegantly illustrated by Roth and Patel,58 who computed strength–

interval curves under conditions of high extracellular potassium ion concentration. High
[K]o shortens the action potential and, more importantly, causes a significant refractoriness
after the transmembrane potential recovers to its resting value.67 In this case, shortening
the interval does not cause an increase of the surrounding depolarization, and the resulting
dip in the strength–interval curve disappears. Bray and Roth68 performed a simulation
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Figure 8: Cathodal (a) and anodal (b) strength–interval curves measured from epicardial
unipolar stimulation of a rabbit heart. Note the “dip” in the anodal curve at about 130 ms,
and the region of positive slope from 130 to 180 ms (Redrawn from Sidorov et al., with
permission of Am J Physiol Heart)56

that came to a similar conclusion. When they added electroporation to their simulation,
they found that break excitation was triggered not by the adjacent depolarization, but by
electroporation under the anode that caused the tissue to recover to zero potential rather
than the resting potential. Because the surrounding depolarization at short intervals no
longer had a significant effect on the stimulus threshold, the break section of the strength–
interval curve lost its dip.

The dip is not as prominent during cathodal stimulation because sufficient depolarization
is supplied directly under the cathode, and the limiting factor determining if cathode break
excitation occurs is if the hyperpolarization at the virtual anode is strong enough to create
an excitable pathway for the S2 wavefront to travel through. Shortening the interval does
not assist in creating the excitable pathway (in fact, the surrounding depolarization makes
it more difficult to “deexcite” the tissue), so the dip is usually not present. (Sometimes a
small dip is present for very long S2 pulse durations, as in Fig. 7.)

Sidorov et al.56 recently tested these predictions about the strength–interval curve. Fig-
ure 8 shows the measured cathodal and anodal strength–interval curves and indicates their
separation into make and break sections, as verified by optical mapping of the excitation
wavefronts. The anodal curve shows that the section with positive slope is associated with
break excitation. The dip is absent during cathodal stimulation, although the strength–
interval curve is still divided into make and break sections.

As discussed by Janks and Roth (this volume), virtual electrodes are also use-
ful in understanding the behavior of pacemaker electrode stimulus thresholds following
implantation.69,70
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Quatrefoil Reentry

Spiral-wave and figure-8 reentry (Fig. 9a–d) have been observed in cardiac tissue for over
15 years and play dominant roles in cardiac tachycardias and fibrillation.71–76 One widely
accepted mechanism for the induction of reentry by a shock is the critical point hypothesis.76

Winfree77 illustrated this hypothesis by considering the “pinwheel experiment.” An S1

planar wavefront propagates across a sheet of cardiac tissue. During the refractory tail of
the S1 action potential, a strong S2 stimulus is applied through a point electrode (Fig. 9c).
The S1 refractory gradient interacts with the S2 stimulus to produce two “critical points”
about which a pair of oppositely rotating spiral waves form, resulting in figure-8 reentry.
Shibata et al.78 tested this prediction experimentally using epicardial mapping and found
results consistent with Winfree’s predictions.

As shown in Fig. 9e–f, the doubly anisotropic bidomain can support an additional
topology, that of quatrefoil reentry. Matta et al.79 performed S1–S2 stimulation through
a single electrode and showed that a properly timed S2 stimulus could induce fibrillation,
a stimulation protocol that is not consistent with the formation of either spiral wave or
figure-8 reentry. A mechanism for this type of reentry induction was first suggested by
Winfree80 and was simulated by Saypol and Roth.81 Figure 10 shows a schematic of how
quatrefoil reentry could be created experimentally and numerically for cathodal and anodal
break stimulation and the resulting pattern of wavefronts. Figure 11 maps the predicted
transmembrane potential at various times before, during, and after a cathodal S2 stimulus.54

Before the S2 stimulus (280 ms), the tissue is refractory, so make excitation does not occur.
However, at the end of the stimulus (300 ms), the tissue at the virtual anode has completely
recovered excitability, and break excitation following the stimulus causes a wavefront that
propagates parallel to the fibers (320 and 340 ms). As the surrounding tissue slowly recovers,
this wavefront starts to propagate in the direction perpendicular to the fibers, and then back
toward the stimulus (360 and 380 ms). By the time it reaches the tissue around the stimulus
electrode, that tissue has recovered excitability and can support reentry (400 and 420 ms).
The resulting reentrant loop is known as quatrefoil reentry. Quatrefoil reentry can occur
following either cathodal or anodal S2 stimuli, but for an anodal stimulus the wavefront
propagates around the reentrant loop in the opposite direction, as shown in Fig. 10.

Lin et al.82 observed quatrefoil reentry in a rabbit heart. Figure 12a shows an isochronal
map of the wavefront location measured following a strong cathodal S2 stimulus. Clearly the
reentrant wavefront begins at the virtual anode, propagates initially parallel to the fibers,
then arcs around and reenters the region near the electrode from the direction perpendicular
to the fibers. Figure 12b shows the data for an anodal S2 stimulus. The wavefront initially
propagates perpendicular to the fibers, then reenters parallel to the fibers, exactly the
opposite of cathodal stimulation.

Careful inspection of Fig. 11 reveals that during part of the reentrant circuit the
wavefront has a low amplitude and propagates slowly (340 and 360 ms). Once the sur-
rounding tissue recovers its excitability, propagation resumes its normal amplitude and
speed (380 ms). This can be thought of as an example of “damped propagation,” in which
the wavefront propagates decrementally. A damped wavefront will either eventually die or,
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Figure 9: The creation of spiral wave and figure-8 reentries according to the critical point
hypothesis. (a) Crossed-field stimulation begins with S1 stimulation creating a plane wave
moving from right to left (the refractory tail is blue), followed by strong S2 stimulation
from the bottom that creates a strong shock field (red). Bright red is excitable tissue that
is stimulated by S2, dark red is refractory (red + light blue). White is excitable tissue; S2 is
too weak to excite, but the wavefront (yellow) can move upward into this region. By the
time the wavefront spirals into the upper left refractory region, that tissue will be excitable,
producing the wavefront sequence in (b). In the middle row, S1 line stimulation from the
right followed by central stimulation produces figure-8 reentry (c, d). Equal anisotropies
(e) will create elliptical S1 and S2 responses, with blocked or delayed propagation possible
but no reentry. Unequal anisotropies are required for the creation of quatrefoil reentry (F),
wherein the intersection of the transverse virtual cathode created by a strong S2 stimulus
intersects the tail of the elliptically expanding wavefront from weak S1 stimulation
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Figure 10: Cartoons showing quatrefoil reentry produced by cathodal break (left column)
and anodal break (right column) for tissue with a horizontal fiber direction. Top row depicts
the experimental configuration. Black regions are tissue stimulated by cathodal excitation,
gray border is initial wavefront at the edge of excited tissue, hatched regions are refractory
tissue, white regions are unexcited/hyperpolarized tissue, and stars show location of phase
singularities. Middle row illustrates initial numerical approximation of the experimental
configuration. Black is refractory, the gray border is excited, and white is unexcited. Bottom
row depicts the spatial distribution of the fast variable a short time later. The arrows
show the direction of the motion of the wavefront as it passes through the plane of the
ring that is defined by the singular filament that encircles the z axis and the black arrows
(Bray and Wikswo, reprinted with permission c©2003 by the American Physical Society
[http://www.vanderbilt.edu/lsp/abstracts/9906-Bray-PRL-2003.htm])88
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Figure 11: Simulations of quatrefoil reentry following a strong cathodal S2 stimulus. An
S1 stimulus at time zero triggered an outwardly propagating wavefront. By 280 ms, the
region around the electrode (center black rectangle) is in the refractory tail of the S1

action potential. The S2 stimulus lasts from 280 to 300 ms, followed by break excitation
and quatrefoil reentry. The color scale for the transmembrane potential is the same as in
Fig. 4 (Calculated according to Roth)54

as in Fig. 11, recover to become a steadily propagating wavefront. Sidorov et al.83 and
others84,85 have examined the spatiotemporal dynamics of damped propagation in detail
and concluded that the transition from a damped to a steadily propagating wavefront,
illustrated in Fig. 13, is a key link in understanding defibrillation.
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Figure 12: Isochrones showing the position of the wavefront during quatrefoil reentry,
following a (a) cathodal and (b) anodal S2 stimulus. Data were obtained from a rabbit
heart (Lin et al.)82

Tracing the trajectories of phase singularities during quatrefoil reentry (Fig. 14) offers an
excellent model system for studying the way phase singularities interact.86–88 Gray et al.89

have used measurements of the transmembrane potential together with calcium imaging
to monitor reentry. Figure 15 shows that measuring both these variables simultaneously
provides additional information about the dynamics of phase singularities. An interesting
application of simultaneous imaging includes determining whether a particular arrhythmic
focus is driven by calcium or voltage, which affects locally the direction of rotation in the
phase plane.90

A third S3 stimulus can terminate reentry induced by S1–S2 stimulation. The timing
of S3 is crucial, with certain times resulting in termination (“protective zones”) and other
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times not.91,92 These protective zones recur periodically.93 Simulations by Hildebrandt and
Roth94 showed that quatrefoil reentry displays periodic protective zones that recur with the
period of the quatrefoil reentrant circuit, and that the protective zones are wider for anodal
than cathodal stimulation.

Traditionally, researchers have focused on the interaction of the S1 refractory gradient
and the S2 stimulus gradient during the induction of reentry.76,77 In fact Winfree’s original
prediction of quatrefoil reentry took just this point of view.80,95 However, an S1 gradient of
refractoriness is not essential for reentry induction by an S2 stimulus.96–98 Figure 16 shows
the induction of quatrefoil reentry when the S1 action potential is uniform in space, so
there is no refractory gradient. The S2 shock (80 ms) has two roles: it creates a gradient of
refractoriness during the shock by hyperpolarizing and deexciting the tissue at the virtual
anode, and then initiates the wavefront by break excitation after the shock ends. This
effect was experimentally verified by Cheng et al.99 who observed that the direction of S2

excitation and reentry did not depend on the direction of the S1 refractory gradient.
Our discussion of reentry began with critical point theory and the pinwheel experiment

(Fig. 9c) and culminated in our claim that the S1 gradient of refractoriness is sometimes not
even necessary because virtual electrodes alone are sufficient to trigger quatrefoil reentry
(Fig. 16). Returning now to the pinwheel experiment, it is worthwhile to determine how it
is influenced by the formation of virtual electrodes. Sidorov et al.100 recently used optical
mapping to study the pinwheel experiment and found that immediately after a cathodal S2

shock delivered in the refractory period, virtual anodes formed along the fiber direction, as
shown in Fig. 1. Depending on the timing of S2, they observed make excitation, transitional
make-break, break excitation, or damped waves. The fate of these excitation fronts depended
on the direction of S1 propagation relative to the fibers. Wavefronts initiated by virtual
electrode mechanisms are shown in Fig. 13, but those wavefronts in more refractory tissue
died, while wavefronts in more recovered tissue successfully propagated, consistent with the
critical point hypothesis.

Sidorov et al.100 used relatively weak shocks that did not induce reentry. Using numerical
simulations, Lindblom et al.101,102 performed a similar study with stronger S2 shocks
(to see these results explained with an extremely simple cellular automata model, see
http://sprojects.mmi.mcgill.ca/heart/pages/rot/rothom.html). Depending on the S2 timing
and polarity and the direction of the S1 wave relative to the fibers, they found figure-8
reentry (consistent with the pinwheel experiment) or quatrefoil reentry. Their simulations
are consistent with the observations of Sidorov et al., and these studies demonstrate how
to use the pinwheel experiment to reconcile two competing views of reentry induction: the
critical point hypothesis and virtual electrodes.101,103,104

Defibrillation

The role of virtual electrodes during defibrillation has been examined experimentally by
Efimov and his group6,105–109 and in numerical simulations by Trayanova and her col-
leagues.110–113 These authors have examined a variety of phenomena, such as defibrillation
of ischemic tissue,67,114,115 the isoelectric window,116 biphasic shocks,117 and differences
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Figure 14: Measured positions of the four phase singularities induced during quatrefoil
reentry as measured in a rabbit heart (Bray et al.)86

between the right and left chambers of the heart during defibrillation.118 The agreement
between these studies is impressive.6,108,119 In addition to the now classic anisotropy-related
membrane depolarization120–122 and membrane depolarizations or hyperpolarizations at
the locations where externally applied current enters or leaves the heart,123,124 there
are also predictions of heterogeneity related to intramural virtual electrodes,125,126 which
we discuss in additional detail later in this chapter. There are only a few experimental
studies, primarily by the Fast,127–130 Wikswo,131–136 and Zemlin137 groups, that address
the predicted presence of these intramural virtual electrodes during defibrillation-strength
shocks. Of particular interest is the transient nature of the virtual anodes during diastolic
field shock and their being overrun by the virtual cathodes.134–136
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Figure 15: The relation between Vm and calcium (Ca) during point stimulation. (a) Iso-
chrones following S1 and S2 stimulation. (b, c) Changes in transmembrane potential (dVm)
and intracellular calcium concentration (dCa) caused by the S2 shock. (d) Dynamics in the
Vm-Ca state space (Gray et al.)89
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Figure 16: The calculated response of the tissue to S2 cathodal stimulation following a
uniform S1 action potential. S2 starts at 70 ms and lasts 5ms (Roth, by permission of the
author, c© 2002 IEEE)98
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The No-Response Phenomenon and the Upper Limit
of Vulnerability

One question about the strength–interval curves in Figs. 7 and 8 is what causes the abrupt
rise at very short intervals. The answer is that at this time the surrounding tissue is so
refractory from the initial S1 action potential that the break wavefront cannot propagate far
from the stimulus electrode without encountering refractoriness, and the local electrotonic
interaction cannot reach far enough for the electrode to overcome this situation. Break
excitation initiates a wavefront at even very short intervals. Once this wavefront propagates
away from the electrode, it reaches the edge of the virtual anode and then may be stopped
by refractory tissue.66 Whether the wavefront survives or dies is an all-or-none event, so the
transition from successful stimulation to unsuccessful stimulation is abrupt.

An interesting feature of this short-interval section of the anodal strength–interval curve
is the no-response phenomenon. Cranefield et al.65 observed that at short intervals a weak
anodal stimulus can fail to excite a wavefront, a somewhat stronger stimulus triggers
excitation, and an even stronger stimulus causes the wavefront to fail. Roth54,138 used
simulations to determine the mechanism for the no-response phenomenon, as reviewed by
Janks and Roth in their chapter in this book.139 A weak stimulus cannot trigger break
excitation. A stronger stimulus triggers break excitation and the wavefront successfully
propagates away from the electrode. An even stronger stimulus triggers break excitation,
but the hyperpolarization is so strong that the tissue is made ultraexcitable and the break
wavefront propagates more quickly than normal. If the increase in speed is great enough, the
wavefront reaches the edge of the virtual anode before the surrounding tissue has recovered
from refractoriness and the wavefront dies. This behavior can be interpreted in terms of
damped wavefronts.83 When the wavefront reaches the edge of the virtual anode, it reaches
refractory tissue and begins to decay. This damped wavefront will either die or recover and
become a steadily propagating wavefront.

The no-response phenomenon would be a rather unimportant curiosity except for its
relationship to the mechanism for the upper limit of vulnerability, or the strongest shock
that can induce fibrillation.140 Several investigators have suggested that the mechanism of
the upper limit of vulnerability is essentially the same as the mechanism for the no-response
phenomenon described above.107,114,141–143 Because of the close relationship between the
upper limit of vulnerability and the defibrillation threshold, this mechanism is central to
understanding the mechanism of defibrillation.

Influence of Physical Electrodes During a Shock

Many studies of defibrillation use either epicardial or plunge electrodes to record the
wavefront dynamics. These electrodes can perturb the state of cardiac tissue during the
defibrillation shock. For instance, Langrill and Roth144 predicted that an insulating plunge
electrode in otherwise homogeneous tissue results in a complicated distribution of transmem-
brane potential, and this polarization influences how the tissue responds to the shock.145



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 307 of 635 October 10, 2008 17:33

Virtual Electrode Theory of Pacing 307

This distribution arises because of the unequal anisotropy ratios of cardiac tissue. Woods
et al.146 observed this pattern of transmembrane potential surrounding a plunge electrode
(Fig. 17). They conclude that insulated heterogeneities, such as plunge electrodes, could
cause unintended experimental artifacts. Chattipakorn et al.147 did not observe an effect of
plunge electrodes on the shock response, but Langrill Beaudoin and Roth145 showed that
the electrodes only have an effect at specific timings of the shock.

An alternative to plunge electrodes is to use epicardial electrodes to record wavefront
propagation. Patel and Roth148 predicted that epicardial electrodes also induce a trans-
membrane potential during a defibrillation shock. The mechanism for this effect is quite
different from plunge electrodes, and equal anisotropy ratios are not required. The electrode
provides a low-resistance path for current, so as current approaches the electrode it leaves
the intracellular space to take advantage of the low resistance path, thereby depolarizing
the tissue (Fig. 18). On the other side of the electrode, current reenters the intracellular
space, hyperpolarizing the tissue. This effect can be observed by optical mapping during
a shock, but ordinarily the electrode blocks the view of the polarized region. Knisley and
Pollard149 have developed an indium tin oxide electrode that is transparent to light, so they
can perform optical mapping of the area directly under the electrode. They used such an
electrode to test Patel and Roth’s prediction and observed the same effect experimentally.
It is also useful that the reflectance of the indium tin oxide depends on the local current
leaving the electrode surface, so that this approach can provide information about the spatial
distribution of the current being delivered to the tissue under the electrode.

The Effect of Fiber Curvature on Stimulation of
Cardiac Tissue

Trayanova et al.120 were the first to realize that fiber curvature can induce polarization in
cardiac tissue, and Trayanova’s group has examined this effect in detail.121,150,151 Roth and
Langrill Beaudoin152 found approximate analytical solutions to the bidomain equations for
electrical stimulation of cardiac tissue with curving fibers and illustrated two mechanisms
of polarization, both of which require unequal anisotropy ratios. In the first mechanism, the
fiber orientation changes in the direction parallel to the electric field (Fig. 19a). On the left,
the current is distributed evenly between the intracellular and extracellular spaces because
they have similar conductivities in the direction parallel to the fibers.153 On the right, most
of the current is in the extracellular space because of the relatively small conductivity of the
intracellular space in the direction perpendicular to the fibers. In the middle, the current
must be moving from the intracellular to the extracellular space, thereby depolarizing the
membrane. The key insight is that the current distributes according to the ratio of the
conductivities (g) in the intracellular (i) and extracellular (e) spaces, and that this ratio
is different in the longitudinal (L) and transverse (T ) directions (giL/geL �= giT /geT ). This
inequality is equivalent to the condition of unequal anisotropy ratios (giL/giT �= geL/geT ).

In the second mechanism, the fiber orientation changes in the direction perpendicular
to the electric field (Fig. 19b). In this case, the current density J on the left and right
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Figure 17: The transmembrane potential induced by an insulating heterogeneity in a
uniform electric field (30 V/cm), with fibers (a) horizontal and (b) vertical. The right
panels are numerical simulations. The middle and left panels are experimental data, for
two polarities of the electric field. (Woods et al.)146
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Figure 18: The calculated transmembrane potential under an epicardial electrode during
an applied electric field (Patel and Roth, with kind permission of Springer Science and
Business Media)148

sides is in the same direction as the electric field E. However, J in the middle is not aligned
with E because of the anisotropy. The higher anisotropy in the intracellular space causes the
intracellular current to rotate toward the fiber direction more than the extracellular current.
This induces a horizontal component of the current density that is larger inside the cells
than outside. The net result is current entering the cells on the left (thereby hyperpolarizing
the tissue) and exiting the cells on the right (thereby depolarizing the tissue).

Figure 20 shows the transmembrane potential induced by a curving fiber geometry. The
inset shows the individual contributions of the two mechanisms. Although the approximate
analytical model used to calculate the results in Fig. 20 has significant limitations, it does
provide useful insight into the mechanisms underlying polarization by fiber curvature.

The impact of fiber curvature during stimulation of the heart has been studied using
a combination of whole-heart modeling and optical mapping. Efimov et al.105 observed
defibrillation shock-induced virtual electrodes that correlate well with simulations, albeit
for epicardial polarizations.119 Similarly, Knisley et al.,122 using stimulation parallel to the
surface of the heart, and Tung and Kleber,154 using cultured, two-dimensional strands
of cells, have found excellent agreement between theory and experiment. As discussed
above, there remains a need for quantitative comparisons between model and experiment
for intramyocardial fibers.
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Figure 19: Two mechanisms for polarization of tissue by fiber curvature. (a) The fiber
orientation changes in the direction of the electric field and (b) the fiber orienta-
tion changes in the direction perpendicular to the electric field (Roth and Langrill
Beaudoin, reprinted with permission c© 2003 by the American Physical Society [http://
prola.aps.org/abstract/PRE/v67/i5/e051925])152

Heterogeneities

Another factor that influences the response of the heart to a shock is heterogeneities. Plonsey
and Barr155 and Krassowska et al.156 concluded that periodic small-scale discontinuities in
the intracellular conductivity associated with gap junctions cause small-scale regions of
depolarization and hyperpolarization (the sawtooth effect). Keener157 and Krinsky and
Pumir158 postulated that this behavior may underlie defibrillation. Experimentalists have
not found these small-scale virtual electrodes,159,160 but the averaging inherent in optical
mapping could make them difficult to detect. Krassowska and Kumar161 and Fishler and
Vepa125 and Fishler162 suggested that heterogeneities in tissue properties distributed over
several length scales could also cause excitation. Langrill Beaudoin and Roth163 found that
random changes in fiber direction would have the same effect and concluded that the high
and low spatial frequency components of heterogeneities interact to cause reentry induction:
low frequencies carve out excitable pathways, and high frequencies provide the large gradient
of transmembrane potential required for break excitation.



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 311 of 635 October 10, 2008 17:33

Virtual Electrode Theory of Pacing 311

Figure 20: The transmembrane potential induced by curving fibers in the presence of an
electric field. The fiber direction is indicated by the line segments, and the electric field by the
arrow. The small panels on the left correspond to the two mechanisms of Fig. 19 individually
(Roth and Langrill Beaudoin, reprinted with permission c© 2003 by the American Physical
Society [http://prola.aps.org/abstract/PRE/v67/i5/e051925])152

As we discussed in the section on defibrillation, recent evidence suggests that hetero-
geneities play an important role during whole-heart excitation. Woods et al.134,135,164,165

observed widespread prompt excitation in a virtual anode, which may arise from hetero-
geneities that are at too small a spatial scale to observe in optical mapping. Sharifov and
Fast130 observed differences in the shock response between hearts stained with a voltage-
sensitive dye only on the epicardium surface versus globally via coronary perfusion. Also,
sophisticated modeling studies indicate the importance of heterogeneities.166,167 Clearly this
is a topic that requires additional study.

Averaging over Depth During Optical Mapping

Optical mapping does not measure Vm at the tissue surface, but instead averages over some
depth below the surface.168 Efimov et al.169 observed double-humped action potentials
during optical mapping, which they interpreted as being caused by three-dimensional scroll
waves rotating below the tissue surface. Bray and Wikswo170 simulated such scroll waves
and found that shallow reentrant waves can indeed give rise to double-humped signals.
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Averaging over depth also affects the measured Vm signal during electrical stimulation.
Janks and Roth171 found that if the electrical length constant is less than the optical decay
constant, then the averaged signal severely underestimates the true surface transmembrane
potential. Several researchers have observed evidence of electroporation after an electric
shock,172–174 but the optically measured transmembrane potential deviated from its resting
value by less than 100 mV, which should not be sufficient to cause electroporation. Al-
Khadra et al.174 suggested that the optical signal might be collected over depth, with only
the surface layer actually electroporated. Janks and Roth175 examined this question using
a numerical simulation and concluded that averaging over depth may indeed explain why a
shock can cause electroporation while appearing to have a small transmembrane potential.
However, they could not explain why the deviation of the resting potential, cited by the
experimentalists as evidence for electroporation, was not also underestimated because of
averaging over depth. Averaging over depth represents one of the pitfalls researchers face
when comparing experimental data to numerical simulations,9 but the development of good
models of photon diffusion should remove major uncertainties in the comparison of theory
and experiment.176–179

Boundary Conditions and the Bidomain Model

The boundary conditions180,181 at the interface between cardiac tissue and an adjacent
conductor can significantly influence the electrical behavior of the tissue, as is shown in
Fig. 21a for field stimulation of a heart with a variable orientation in a bath.124 Latimer
and Roth182 used the bidomain model to simulate unipolar stimulation of tissue when the
electrode was in an adjacent conductive bath. They found results similar to those predicted
by Sepulveda et al.,21 that is, hyperpolarization at virtual anodes located along the fiber
direction, near a cathode. Knisley et al.183 observed similar results using optical mapping.
Interestingly, in some cases the virtual anode could be “buried” below the tissue surface by
boundary effects.182,184

Another interesting effect of the tissue boundary arises when the heart is stimulated
using electrodes inside the heart, but is observed using optical mapping of the epicardial
surface.119,123 In this case not only the magnitude of the epicardial signal but even its sign
depend on the boundary. Results obtained when the heart is placed against an insulating
glass plate may be very different from those when the heart is superfused by a conducting
solution (Fig. 21b).124

Yet another boundary effect arises when the myocardial fibers intersect an insulating
surface at an angle. Typically, the sealed nature of an insulating surface prevents any
transmembrane potential from being induced there. However, when the tissue has unequal
anisotropy ratios and the fibers approach the boundary at an angle, the boundary condition
causes the tissue to be polarized.185 In most cases, myocardial fibers lie in a plane parallel
to the tissue surface, so this effect is not important. Yet, when the tissue is cut to create
a “wedge preparation” and then this cut surface is mapped optically, this boundary effect
can play an important, and even dominant, role.186
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Figure 21: Examples of how boundary conditions can affect cardiac shock response. (a) The
prompt response of an isolated rabbit heart to field stimulation by a horizontal electrical field
at three different angles and shock polarities (±10 V cm−1). Red/yellow is depolarization.
For 90◦, +10 V cm−1, the valve ring may block the field. Otherwise, the pattern is clearly
determined by the orientation and sign of the field and not the orientation of the heart,
consistent with the monodomain/bidomain boundary between the surrounding bath and the
heart. (b) The dye fluorescence image of the epicardial surface of an isolated rabbit heart
during an intracardiac defibrillation-strength anodal shock. Upper: The heart is pressed
against a glass plate to produce a horseshoe-shaped depolarized region (yellow) surrounding
a hyperpolarized one (blue). Lower: The heart is suspended freely in the bath, and only
depolarization is evident on the epicardium (Adapted from Lin and Wikswo)124

The Magnetic Field Produced by Cardiac Tissue

The original inquiries into the role of unequal anisotropies in the heart represented a
convergence between Corbin and Scher’s pioneering observations of phenomena that could
not be explained by the uniform double-layer model of cardiac excitation,187–189 the early
bidomain model studies of Plonsey and Barr,15,16 and the search by Wikswo et al.190–194 for
new information in the magnetocardiogram. Sepulveda and Wikswo19 predicted a fourfold
symmetric magnetic field pattern associated with an outwardly propagating wavefront in
a two-dimensional sheet of cardiac tissue (Fig. 22). This magnetic field was only present
when the tissue had unequal anisotropy ratios; if the anisotropy ratios were equal, the
intracellular and extracellular currents exactly canceled each other and no magnetic field
was produced.19,195,196 Staton et al.197 and Baudenbacher et al.198 observed this behavior
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Figure 22: The calculated current lines (left) and the magnetic field isocontours (right)
associated with an outwardly propagating circular wavefront (dashed curves). Only one
quadrant of the x–y plane is shown (Adapted from Sepulveda and Wikswo by permission
of the authors and the Biophysical Society)19

(Fig. 23) by measuring the magnetic field using a high-spatial-resolution superconducting
quantum interference device (SQUID) magnetometer. Biomagnetic fields are important in
cardiac electrophysiology because they provide a sensitive test of the bidomain model.
Staton199 considered the case when the anisotropy in the intracellular and extracellular
space is described in terms of common-mode and differential-mode terms,13 with the
former corresponding to the average bulk anisotropy and the latter and more interesting
representing the difference between the intracellular and extracellular anisotropies. He
concluded that the observation of the effects of the differential mode required recording
at spatial frequencies at least as high as 1 mm−1, which represents a technical challenge
only recently met with ultrahigh resolution scanning SQUID microscopes.198,200–203

Roth and Woods204 theoretically examined the magnetic field produced by a plane
wavefront. Their study elucidated the role of unequal anisotropy ratios in biomagnetism
(Fig. 24). If the direction of propagation is different from the fiber direction, then the
anisotropy rotates both the intracellular and extracellular current densities away from the
direction of the potential gradient. However, the higher anisotropy of the intracellular
space rotates the intracellular current more than the extracellular current. The result is
a net current that is directed parallel to the wavefront.204–206 This contribution to the
biomagnetic field is as important as the one establishing the traditional view of a dipole
directed perpendicular to the wavefront as the magnetic field source.207

Holzer et al.202 measured the magnetic field produced by a planar wavefront, using
both optical mapping of the electrical potential and magnetic mapping of the current
(Fig. 25). They found that indeed the magnetic field pattern was consistent with a line
of current directed parallel to the wavefront, and concluded that bidomain effects may
play an important role in the production of the magnetocardiogram. The sensitivity and
spatial resolution of magnetometers continues to improve,200,201,208 providing a novel tool
for measuring current in cardiac tissue.
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Figure 23: An experimental measurement of the magnetic fields associated with current
injection and an expanding wavefront in cardiac tissue. (a) The magnetic field resulting
from a cathodal stimulus current of 1.5 mA. The overlaid arrows schematically represent
the current distribution under the assumption of two-dimensional sheet currents. (b–d) The
magnetic fields generated by the subsequent propagation of action currents resulting from
a cathodal point stimulus. Note the color bar, which reflects weaker fields in (b–d) than in
(a). The octopolar patterns with four current loops can be explained in the framework of
a bidomain model with unequal anisotropy ratios in the intra- and extracellular space; the
phase reversal between (a) and (b) is consistent with the model predictions (Adapted from
Baudenbacher et al.)198

Conclusion

From our discussions and the summary in Table 1, it should be clear that the bidomain
model has been very successful in making qualitative predictions about the electrical
behavior of the heart, possibly to a greater extent than any other tissue-level model.
Quantitative predictions are still a challenge,9 but progress is being made, particularly as
both measurement techniques and models of the measurement process advance. Although
much of the early research into the doubly anisotropic bidomain was focused on the infor-
mation content of biomagnetic measurements,19 the predicted response of the curved-fiber
bidomain model to strong shocks120 and the demonstrated presence of virtual electrodes49
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Figure 24: The current and magnetic field associated with a planar wavefront. The fiber
direction is horizontal, and the direction of propagation is down and to the right. The
intracellular and extracellular current densities, Ji and Je, are both rotated away from the
propagation direction, resulting in a net current J directed parallel to the wavefront (light
shading) (Roth and Woods, by permission of the authors, c© 1999 IEEE)204

provided the convincing evidence that the doubly anisotropic cardiac bidomain is central
to the defibrillation process.209 Today it is apparent that virtual electrodes, deexcitation,
and break excitation play an important role in such vital events as defibrillation. The
forthcoming challenges are to ascertain the role of heterogeneities in defibrillation (i.e., to
probe the limits of the bidomain and to identify the spatial scale for which the bidomain in
fact demonstrates behavior consistent with small-scale heterogeneities).125,161,162
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Chapter 4.4

The Virtual Electrode Hypothesis
of Defibrillation

Crystal M. Ripplinger and Igor R. Efimov

Introduction

Despite significant research efforts of investigators in academia, medicine, and the pharma-
ceutical industry, no effective pharmacological alternative to defibrillation by electric shock
has been developed. Thus, defibrillation has evolved to become the only effective therapy
against sudden cardiac death. Highly detailed knowledge of ion channel biophysics and
cell signaling cascades has allowed for the development of numerous specific agonists and
antagonists, but as of yet, has failed to deliver safe and effective antiarrhythmic therapy. In
contrast to this approach, electrotherapy is steadily improving its efficacy and safety.

Despite major improvements over the past several decades, defibrillation is not free from
side effects, which may include both contractile and electrical dysfunction.1–3 In addition
to physical damage to the heart, defibrillation is also associated with psychological side
effects.4,5 Therefore, reduction of defibrillation energy is highly desirable. However, the
basic mechanisms of defibrillation still remain debatable a century after its inception,
which has slowed further improvement of the therapy. This chapter explores one of the
leading hypotheses of defibrillation, the virtual electrode hypothesis, which has emerged
over the past decade through the successes of novel research methodologies, including optical
mapping and bidomain modeling.

Historical Overview of Defibrillation Therapy

The motivation to explore the relationship between electrical activity of the heart and that
of external electric stimuli began in the late nineteenth century, presumably due to the
increasing electrification of urban areas.6 In 1899, while studying induction of ventricular
fibrillation in the dog heart, physiologists Prevost and Batelli working at the University
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of Geneva discovered that they could defibrillate a dog heart by applying an appropriate
high current shock directly to the surface of the myocardium: “We have shown that the
fibrillatory tremulations produced in the dog, in which they are definitely established can
under certain circumstances be arrested, the heart re-established its beats, if one submits
the animal to passages of a high current of high voltage (of 4800 volts, for example).”7

In 1946 Russian physiologists Gurvich and Yuniev8 reported defibrillation of the mam-
malian heart, with a capacitor discharge applied externally across the closed chest. The
next year Beck et al.9 reported the first successful human defibrillation in which they used
two 110-V, 1.5-A alternating current (AC) current shocks to resuscitate a 14-year-old boy
who suffered cardiac arrest during elective chest surgery. In 1956 Zoll et al.10 performed the
first successful human external defibrillation using a 15-A AC current that produced 710 V
applied across the chest for 0.15 s. However, the superiority and safety of direct current (DC)
over AC for defibrillation were demonstrated by several investigators such as Kouwenhouven
and Milnor,11 Lown et al.,12 and Gurvich.13 In 1969 Mirowski et al.14,15 began research on
the implantable cardioverter-defibrillator (ICD). In 1980 the first ICD was implanted in a
human patient at Johns Hopkins Hospital. Since the advent of ICD technology, survival for
those at high risk for ventricular tachycardia/fibrillation (VT/VF) has greatly improved.

Despite profound advancements in defibrillation therapy over the past century, little was
known about the basic mechanisms of defibrillation until the past two decades due to the
advent of fluorescent optical mapping with voltage-sensitive dyes. In parallel, advancements
in numerical simulations using the bidomain model of cardiac tissue provided the theoretical
means to interpret these complex experimental findings.

Bidomain Model

The bidomain model is now widely accepted for numerical and theoretical studies of
cardiac electrophysiology. The tissue is represented by two interpenetrating intra- and
extracellular domains with each of them having different conductivities along and across
the direction of the fibers.16,17 The state variables describing the system are intracellular
(φi) and extracellular (φe) potentials defined everywhere in the domain of interest Ω.
The transmembrane potential is defined as Vm = φi − φe. The following coupled reaction-
diffusion equations constitute the bidomain model:

∇ · (σ̂i∇φi) = Im, (1)

∇ · (σ̂e∇φe) = −Im − Io, in Ω, (2)

where σ̂i and σ̂e are intra- and extracellular conductivity tensors, respectively, Im is the
volume density of transmembrane current, and Io is the volume density of the stimulation
or shock current.

The transmembrane current is described as a sum of capacitive, ionic, and electroporation
currents18 :

Im = β

(
Cm

∂Vm

∂t
+ Iion(Vm, t) + G(Vm, t) · Vm

)
, (3)
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where β is the surface-to-volume ratio (total membrane area divided by total tissue volume),
Cm is the membrane capacitance, and G(Vm, t) is the electroporation conductance, which
can be described by empirical equations.19

The ionic current, Iion(Vm, t), depends on the model of the cardiac myocyte used and
can range from relatively simple and therefore less accurate (Beeler-Reuter,20 BRDR21) to
more complex (Luo-Rudy phase I22 or II,23 Hund-Rudy dynamic model24). These models
describe individual ion channels kinetics and are based on Hodgkin-Huxley formalism.25

Fluorescent Optical Mapping

The development of optical recordings of membrane potential was driven by the need to
overcome many obstacles in electrophysiology and the promise of a technology “for mea-
suring membrane potential in systems where, for reasons of scale, topology, or complexity,
the use of electrodes is inconvenient or impossible.”26 Based on our current experience in
cardiac electrophysiology, this list needs to be extended to recordings of action potentials in
the presence of external electric fields during stimulation and defibrillation; an impossible
task with both extra- and intracellular electrodes due to the large electrical artifacts caused
by external fields. Optical mapping techniques and potentiometric probes have now made
major contributions to our understanding of cardiac electrophysiology in ways that could
not have been accomplished with other approaches.

Over 30 years ago, investigators discovered molecular probes that bind to the plasma
membrane of neuronal27 and cardiac cells28 and exhibit changes in fluorescence and/or
absorption that mimic changes in transmembrane potential. Thus, the transmembrane
potential can be measured by illuminating tissue stained with the fluorophore and detecting
changes in the intensity or wavelength of the emitted light. Several useful classes of
fluorophores have emerged over the past 30 years, including merocyanine, oxonol, and
styryl dyes. However, styryl dyes represent the most popular family of dyes for cardiac
electrophysiology applications, with RH-421 and di-4-ANEPPS being the most prominent
members of this family. The spectroscopic properties of these dyes have been shown to have a
linear response to transmembrane potential changes in the normal physiological range.29–31

The typical optical mapping experimental setup consists of an isolated tissue preparation
or Langendorff-perfused heart that is perfused and/or superfused with an oxygenated
physiologic crystalloid solution. The heart is stained with the voltage-sensitive fluorophore
and illuminated with light at the correct excitation wavelength. The excitation light can
be produced with lasers,32 tungsten-halogen lamps,28 or more recently with light emitting
diodes (LEDs).33–35 The emission light is filtered and can be collected by a charge-coupled
device (CCD) camera, complementary metal-oxide semiconductor (CMOS) camera, or
a photodiode array (PDA). The optical signals are typically digitized at 1–5 kHz and
normalized, and two-dimensional maps of propagation can then be constructed. Many
groups are now using one36–38 or two39 optical detectors in combination with a panoramic
mirror arrangement, or three40 optical detectors to record electrical activity on the entire
surface of the heart and reconstruct propagation in three dimensions.
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Virtual Electrodes and the Activating Function

The term virtual electrode was coined by Seymour Furman to explain the clinical observation
of stimulation far from a chronically implanted pacemaker lead.41 Later, this term was
adopted by investigators studying both pacing and defibrillation in parallel with a synony-
mous but more rigorously defined term activating function to designate the “driving force,”
which drives transmembrane potential in either a depolarizing (positive) or hyperpolarizing
(negative) direction following an externally applied electric field. The bidomain equations
(1)–(2) can be rewritten in terms of the transmembrane (Vm = φi − φe) and extracellular
(φe) potentials:

∇ · ((σ̂i + σ̂e)∇φe) = −Io −∇ · (σ̂i∇Vm), (4)

Im −∇ · (σ̂i∇Vm) = ∇ · (σ̂i∇φe). (5)

During diastole, one can neglect the gradient of transmembrane potential in the left-hand
side of (5) as well as the total transmembrane current. Therefore, the only source of
transmembrane potential changes is the term in the right-hand side of (5), which is known
as the generalized activating function:42,43

S = ∇ · (σ̂i∇φe) = σ̂iΔφe + ∇σ̂i · ∇φe. (6)

Quantitative investigation of virtual electrodes and the activating function started with the
theoretical predictions of Sepulveda et al.,44 who demonstrated that a unipolar stimulus
produces both positive and negative polarization in a two-dimensional syncytium. These
positive and negative polarizations are induced by virtual cathodes and virtual anodes,
respectively.45 The magnitude and location of positive and negative virtual electrodes
depend on both the field configuration (φe) and tissue structure (σi and σe).43

These findings explained the phenomenon of anodal stimulation, which had eluded
investigators for many years. According to classical cable theory, anodal stimulation hyper-
polarizes tissue and thus cannot bring about an action potential. However, experimentalists
had long observed excitation as a result of anodal stimulation. The virtual electrode
theory predicts that virtual anodes are accompanied by virtual cathodes; therefore, action
potentials can arise from these regions.

Early theories of predicted efficacy of defibrillation shocks were entirely based on the
minimum external voltage gradient (∇φe). As evident from the definition of the activating
function (6), voltage gradient (∇φe), while important, is not the only source of membrane
polarization. Tissue structure (σi and σe) may be just as important. Microscopic and
macroscopic tissue heterogeneities play an important role by providing the substrate for
virtual electrodes during defibrillation shocks. What remains to be determined is the relative
contribution of different scales of heterogeneities to defibrillation. Some groups argue that
microscopic cell-size heterogeneities play the major role,46 while other groups are convinced
that large-scale heterogeneities are more important, because of the averaging effect of small-
scale virtual electrodes by electrotonic interaction.47
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Mechanisms of Defibrillation

In order to terminate an arrhythmia by electric shock, the shock must (1) terminate all
or most wavefronts that sustain VT/VF; (2) not reinduce VT/VF; (3) suppress sources of
VT/VF if they are focal in nature; and (4) not suppress postshock recovery of the normal
sinus rhythm.

Theories of Defibrillation

In 1899 when Prevost and Battelli7 discovered that large electric shocks could defibrillate
the fibrillating myocardium, they posed the first theory of defibrillation, which was based
on the “incapacitation” effects on the myocardium of strong electric shocks. It was not until
1939 that Gurvich and Yuniev proposed the first stimulatory theory of defibrillation.48 They
postulated directly stimulating and exciting the myocardium achieved defibrillation.

The stimulatory theory of defibrillation was later refined into the critical mass hypoth-
esis in which experimentalists as well as theorists proposed that a critical mass of the
myocardium (75–90%) needs to be directly defibrillated in order to fully terminate fibrilla-
tion.49–51 This theory stated that the remaining fibrillating areas not affected by the shock
would self-terminate.

In 1967 Fabiato and colleagues52 demonstrated the first correlation between shock-
induced fibrillation and defibrillation in a mechanism they called the “threshold of syn-
chronous response.” This idea was later extended by Chen and co-workers53 into the
now well-known “upper limit of vulnerability” hypothesis. This hypothesis states that the
shock must terminate all wavefronts of fibrillation and that, in order to be successful, the
shock must produce a sufficient voltage gradient (above the upper limit of vulnerability
[ULV]) everywhere in the myocardium as not to reinduce fibrillation. This correlation was
subsequently demonstrated in several experimental studies54,55 and in humans.56,57

Although the concept of stimulus-induced reentry had been laid down decades earlier by
Wiener and Rosenblueth,58 Frazier and colleagues59 were the first to obtain experimental
evidence of this mechanism in 1989 in what they called the “stimulus-induced critical point”
mechanism. Frazier et al. demonstrated that the chirality of reentry could be predicted
based on the direction of the preshock repolarization gradient and the voltage gradient of
the applied shock. After its discovery, the critical point mechanism was held responsible for
reinduction of fibrillation after a failed defibrillation shock.60,61

In 1998 Dillon and Kwaku62 proposed the “progressive depolarization” hypothesis of
defibrillation and shock-induced fibrillation. This theory expanded on the critical mass,
threshold of synchronous response, and ULV hypotheses but with a different interpreta-
tion of the supporting experimental evidence. The progressive depolarization hypothesis
states that: “(1) Progressively stronger shocks depolarize, (2) Progressively more refractory
myocardium, to (3) Progressively prevent postshock wavefronts, and (4) Prolong and
synchronize post-shock repolarization, in a (5) Progressively larger volume of ventricle, to
(6) Progressively decrease the probability of fibrillation after the shock.” Thus, this theory
is based on the prolongation of repolarization and refractory periods to effectively eliminate
the excitable gap and terminate fibrillation.
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However, contrary to this hypothesis, theoretical and experimental evidence supports
the creation of virtual electrodes of opposite polarity in response to an applied stim-
ulus.44,45,63–66 Although the shock may prolong repolarization in some regions of the
myocardium, it may be shortened in others. Thus, the virtual electrode mechanism casts
doubt on all of the previously outlined theories of defibrillation, as these theories only
account for the “stimulatory” response of defibrillation shocks. An alternative theory
that accounts for both shock-induced excitation and deexcitation is the virtual electrode
hypothesis of defibrillation.66–68

Virtual Electrode Hypothesis of Defibrillation: The Role of
Deexcitation and Reexcitation

The virtual electrode hypothesis was the first to account for shock-induced deexcitation
in both the mechanisms of defibrillation and shock-induced reentrant arrhythmias. When
cardiac tissue is exposed to external field stimulation, areas of the tissue can be depolarized
or hyperpolarized. Depolarization can result in prolongation of the action potential if the
tissue is refractory (Fig. 1, middle trace) or activation if the tissue is excitable. Hyperpo-
larization can shorten the action potential and completely repolarize the tissue (Fig. 1, top
trace) to restore excitability. This phenomenon is often referred to as “deexcitation” and is
an all-or-none response. In addition, deexcitation may be followed by reexcitation caused
by a postshock propagating wave (Fig. 1, bottom trace).

Figure 1: Tissue responses to virtual electrode polarization. The virtual anode deexcites the
tissue and shortens the action potential and refractory period. The virtual cathode extends
the action potential duration and refractory period. If deexcitation fully or partially restores
excitability in the area of the virtual anode, and if the virtual cathode is within one space
constant, reexcitation will take place
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Further illustration of simultaneous shock-induced prolongation and shortening of the
action potential is shown in Fig. 2.69 The top panels of Fig. 2a show maps of postshock
(+200 V) transmembrane potential (left), and action potential duration during a control
beat (middle) and postshock (right). The action potentials were shortened in areas of
negative polarization and prolonged in areas of positive polarization, resulting in dispersion
of repolarization. In contrast, Fig. 2b shows a response that appears as action potential
prolongation in all areas when the shock voltage was increased to +300 V. There is little
difference in the areas of positive polarization (red traces), but dramatic differences in the
areas of negative polarization (blue traces). In these areas, action potentials were shorted
with a +200 V shock and lengthened due to reexcitation in response to a +300 V shock.

Virtual Electrode-Induced Phase Singularity Mechanism

Shock-induced arrhythmias were discovered over 150 years ago by Hoffa and Ludwig.70

Since that time, experimentalists and theorists alike have investigated the relationship
between defibrillation and shock-induced arrhythmogenesis. We can assume that shocks
initiate arrhythmias via reentry, and that defibrillation shocks fail because they either leave
fibrillating myocardium unaffected by the shock or because they produce a new reentrant
arrhythmia. Therefore, it is relevant to discuss shock-induced arrhythmias in the settings
of the virtual electrode hypothesis of defibrillation.

It is known that shocks delivered to refractory myocardium can induce reentry via break
excitation.67,71,72 Figure 3 shows how the postshock virtual electrode pattern can lead to
reentry.67 Figure 3a shows the postshock virtual electrode polarization (VEP). Deexcitation
occurred only in the most negatively polarized region near the bottom right corner of the
field of view. After the shock, the positively polarized region interacted electronically with
the deexcited region (break excitation) to create a new wavefront that propagated from left
to right (Fig. 3b). This new wavefront of activation then propagated slowly upward into the
recovering myocardium to create a reentrant circuit (Fig. 3c). The circle in Fig. 3a indicates
the point of shock-induced phase singularity73 responsible for the initiation of reentrant
activity.

It was subsequently demonstrated by Cheng et al.69 that creation of reentrant arrhyth-
mias via the virtual electrode-induced phase singularity mechanism is critically dependent
on the magnitude of the applied electric field. Figure 4 shows examples of postshock VEP
and resulting patterns of activation in response to an −80 (Fig. 4a), −160 (Fig. 4b),
and −220 V (Fig. 4c) shocks. In Fig. 4a, complete deexcitation occurred only in the most
negatively polarized region in the bottom right corner (darkest blue). As illustrated in the
corresponding activation map, this region was excited first, followed by slower excitation
spreading upward as these areas recovered. Excitation then spread to the left of the
field of view producing a reentrant wavefront. At larger shocks strengths (Fig. 4b, c),
larger regions were completely deexcited by the shock (darkest blue). Thus, a wavefront
of reexcitation was produced in a larger area, promptly exciting the entire deexcited region.
Such fast excitation does not allow for recovery of the incompletely deexcited regions;
therefore, reentry is not produced in these cases. Thus, conduction velocity of the postshock
wavefront depends on the magnitude of VEP (degree of shock-induced deexcitation).
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Figure 2: Simultaneous negative and positive polarizations induced by a monophasic anodal
shock. (a) Response to a +200 V shock, which produced a high degree of dispersion of
repolarization. (b) Response to a +300 V shock, which prolonged action potential duration
everywhere in the region of interest. See text for details (Cheng et al. 1999)69
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Figure 3: Virtual electrode-induced phase singularity mechanism. (a) Postshock pattern
of virtual electrode polarization (VEP). (b) Immediately postshock, activation spreads to
the deexcited region in the lower right corner and proceeds upward into the recovering
myocardium to create a reentrant circuit (c). (d) Optical recordings from eight sites marked
with the red arrow in (b). (e) Optical recordings from 16 sites marked with the blue arrow
in (b) (Efimov et al. 1998)67

Presumably, the stronger negative polarization results in more complete recovery of
sodium channels from inactivation and, therefore, faster conduction of postshock reexcita-
tion. This relationship between conduction velocity and negative polarization is now thought
to underlie the mechanisms of the upper and lower limits of vulnerability.74 Low-intensity
shocks producing inadequate negative polarization will result in failure of postshock con-
duction and, thus, failure to produce phase singularities. High-intensity shocks will produce
a strong gradient of polarization, resulting in supernormal conduction, immediately extin-
guishing the excitable gap. Only shocks of “moderate” magnitude will produce conduction
velocities appropriate for the creation of phase singularities and reentrant arrhythmias as
in Fig. 4a.
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Figure 4: Modulation of virtual electrode polarization (VEP) magnitude and resulting con-
duction velocity by shock intensity. Top: Transmembrane potential at shock end. Bottom:
Isochronal maps of postshock activation. (a–c) correspond to shock intensities of −80, −160,
and −220 V, respectively (Cheng et al. 1999)69

Chirality of Shock-Induced Reentry Predicted by VEP
Not the Repolarization Gradient

Frazier and colleagues59 were the first to experimentally demonstrate the cross-field induced
critical point (CFICP) mechanism of reentry induction by point stimulation. This mecha-
nism predicts chirality (direction of rotation) of the induced reentrant circuit based on the
directions of the preshock repolarization gradient as well as the applied voltage gradient.
Reversal of either direction would result in reversal of chirality. The virtual electrode-
induced phase singularity (VEIPS) mechanism,67 on the other hand, suggests that chirality
is predicted by postshock VEP alone and not by the direction of repolarization.

A series of experiments by Cheng et al.75 successfully demonstrated this hypothesis.
An example is shown in Fig. 5. The first two columns show isochronal maps of activation
and repolarization, respectively, as a result of pacing from three different locations. The
third and fourth columns show pre- and postshock transmembrane potential. As evident
from the maps of postshock potential, shock-induced VEP dominates regardless of the
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Figure 5: Reentry induced by shocks applied while pacing from three different locations
(right ventricle [RV], left ventricle [LV], and apex). Columns from left to right are: activation,
repolarization, preshock transmembrane potential, postshock transmembrane potential,
and postshock activation. Rows from top to bottom are: apical pacing, RV pacing, and
LV pacing. Chirality of shock-induced reentry is preserved regardless of the gradient of
repolarization (Cheng et al. 2000)75

pattern of repolarization. The last column shows postshock activation with reentry rotating
counterclockwise in all cases, thus the data support the VEIPS mechanism and contradict
the CFICP hypothesis.

A more detailed analysis of the two mechanisms is shown in Fig. 6. In both panels, a
planar wavefront propagates from top to bottom with the transmembrane potential indi-
cated by differing shades of gray. The left panel depicts the CFICP hypothesis and assumes
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Figure 6: Schematics of the cross-field induced critical point (CFICP) and virtual electrode-
induced phase singularity (VEIPS) mechanisms. See text for details (Cheng et al. 2000)75

that cathodal point stimulation produces positive polarization near the stimulation site.
Two critical values are important in this mechanism: critical recovery, indicated by the line
dividing refractory and excitable myocardium at the tail of the action potential, and critical
depolarization, indicated with the circle dividing subthreshold from suprathreshold depo-
larization. The top of the circle of critical depolarization occurs in excitable myocardium,
generating a new wavefront. The two points of intersection of critical depolarization and
critical recovery represent the sites of wavebreak and are called critical points59 or points of
phase singularity.73 In this mechanism, reversal of the direction of repolarization will result
in wavefront generation along the bottom of the circle of critical depolarization and reversal
of chirality.

The VEIPS hypothesis is shown in the right panel of Fig. 6 and predicts that point
stimulation will produce regions of adjacent positive and negative polarization. For the
case of cathodal stimulation, the stimulation site will be positively polarized (excited)
with two negatively polarized (deexcited) regions on either side. The VEIPS mechanism
does not rely on existence of an excitable region at the tail of the action potential, as
the negatively polarized regions deexcite the tissue, creating an excitable region regardless
of repolarization. Two wavefronts will be generated at the areas of adjacent positive and
negative polarization, and a total of four wavebreaks or points of phase singularity will be
induced. In Fig. 5, only one of the four phase singularities was observed. Reversal of the
repolarization gradient can change the location of the two wavefronts of reexcitation, but
it will not change their direction. Therefore, chirality will be preserved.
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Shock-Induced VEP as a Mechanism for Defibrillation Failure

Thus far, the examples presented have all dealt with shock-induced arrhythmogenesis.
However, shock-induced VEP is also present during ventricular arrhythmias and can be
responsible for failed defibrillation shocks. Figure 7 illustrates an example of a failed
monophasic −100 V defibrillation shock applied from an implantable right ventricle (RV)
lead during ventricular tachycardia.76 By panels 5 and 6, shock-induced VEP completely
erases the existing tachycardia. However, due to the strong gradient of VEP, a new reentrant
arrhythmia is immediately produced via the VEIPS mechanism.67 The reentry core of

Figure 7: Shock erases ventricular tachycardia via virtual electrode effect. Maps of trans-
membrane potential during a failed 8 ms monophasic shock. Panel 1 shows reentrant
excitation just before shock application. By panels 5–6, reentrant activation is completely
erased by typical virtual electrode polarization with simultaneous areas of positive (red)
and negative (blue) polarization (Efimov et al. 2000)76
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this arrhythmia is distinctly different from the preshock arrhythmia, indicating that the
shock terminated the existing arrhythmia and reinitiated a new one, resulting in failed
defibrillation.

The Role of Electroporation

Transmembrane polarization produced by virtual electrodes present during a defibrillation
shock may reach significant amplitudes, which results in breakdown of the cell mem-
brane.77,78 This effect is known as electroporation. On one hand, electroporation imposes
a limit on virtual electrode polarization, due to the formation of low resistance pores,
which shunt the transmembrane potential and make it impossible to maintain even the
resting potential until the pores are resealed.78 On the other hand, electroporation may
have important electrophysiological implications for arrhythmia maintenance. Experimental
evidence suggests that electroporation occurring after a defibrillation shock may result
in the creation of new centers of focal activity.2 However, the pro- and antiarrhythmic
effect of electroporation in the clinical setting remains a subject of debate.1 However, data
from implantable defibrillators clearly indicate that spontaneous sinus rhythm does not
recover immediately postshock and requires pacing for several seconds. This period of time
is consistent with the time course of resealing of electroporated membranes.

Clinical Implications of the Virtual Electrode
Hypothesis of Defibrillation

The virtual electrode hypothesis of defibrillation, along with optical mapping techniques,
has made great strides toward explaining many experimentally and clinically observed
phenomena, which had remained a mystery to scientists and clinicians alike. Many of these
discoveries have clinical implications for safe and efficient defibrillation.

The Role of Virtual Electrodes and Shock Polarity

Optical mapping experiments revealed the mechanism of superiority of anodal versus catho-
dal shocks when applied from transvenous defibrillation leads.66,79 Figure 8 illustrates the
general concept. During anodal shocks (Fig. 8a), the virtual cathodes created adjacent to the
real anode produce wavefronts that propagate inward, toward the area of deexcitation. These
wavefronts frequently collide and annihilate each other, whereas the positive polarization
under the real cathode during cathodal shocks (Fig. 8b) creates wavefronts that propagate
outward, having more “elbow room” (in Art Winfree’s terms) for turning around and
creating sustained reentry. These experimental findings were recently confirmed in a meta-
analysis of clinical studies on ICD shock polarity, which revealed that anodal defibrillation
shocks lower the defibrillation threshold (DFT) by 14.8% compared to cathodal shocks
and result in a lower DFT in 83% of patients.80 The lower DFT is presumably due to the
decreased probability of reinitiating a reentrant arrhythmia postshock.
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Figure 8: Anodal versus cathodal monophasic defibrillation shocks applied from an
implantable lead. (a) Left panels : Transmembrane potential before and after an anodal
shock (+100 V, 8 ms). Middle: Spread of postshock activation. The areas of first activation
correspond to the virtual cathodes. Activation then spreads to the area of the real anode,
collapsing on itself, and no arrhythmia is produced. Right : Diagram of postshock activation.
(b) Similar panels as in (a) for a cathodal (−100 V, 8 ms) shock. In this case, activation
spreads immediately outward from the real cathode to the virtual anodes where it has room
to reenter, creating a sustained arrhythmia (Yamanouchi et al. 2001)79

Waveform Optimization

The efficacy of different defibrillation waveforms has also been determined with the
virtual electrode hypothesis. It has been widely accepted that biphasic shocks have a
lower defibrillation threshold than monophasic shocks,81,82 but this phenomenon has its
roots in the virtual electrode theory. Monophasic shocks must be greater than the ULV
in order to avoid creation of a shock-induced phase singularity, which may reinduce
reentry. However, the second phase of biphasic shocks acts to reverse the first phase
polarization, thus eliminating the substrate for postshock reentry.67 This phenomenon
is illustrated in Fig. 9. The three maps in Fig. 9a show the postshock polarization in
response to monophasic (+100 V), optimal biphasic (+100/−50 V), and nonoptimal biphasic
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Figure 9: Homogenization of virtual electrode polarization (VEP) by the second phase
of biphasic shocks. (a) Maps of polarization produced by monophasic (+100 V, 8 ms),
optimal biphasic (+100/−50 V, 8/8 ms), and nonoptimal biphasic (+100/−200 V, 8/8 ms)
defibrillation shocks. The area of recording is indicated by the red box. ICD, implantable
cardioverter defibrillator; LA, left atrium; LV, left ventricle; RA, right atrium; RV, right
ventricle (Efimov et al. 1998)67 (b) Asymmetric reversal of first-phase polarization. Plot
shows gradient of transmembrane potential after second phase of biphasic shocks in which
the first phase voltage was held constant and the second phase voltage was varied. Positive
polarization produced by anodal first phase was fully reversed by approximately 70 V or
more, whereas negative polarization produced by cathodal first phase required only 40 V to
reverse
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(+100/−200 V) defibrillation shocks. The optimal biphasic shock does not result in reentry
due to the homogeneous pattern of VEP at shock end, whereas the large gradient of VEP
produced by the monophasic and nonoptimal biphasic waveforms provides the substrate for
reentry.

The “homogenization” of VEP by the second phase of a biphasic shock occurs in
a nonlinear fashion. After the first phase, the deexcited hyperpolarized region is easily
reexcited and completely depolarized, whereas the depolarized regions are only partially
deexcited.67 Therefore, not every biphasic shock will be able to produce this homogenization
(Fig. 9a, right panel). If the energy of the second phase is below a certain threshold, it will
not be able to reverse the hyperpolarization. If the energy of the second phase is above a
certain level, it will reverse both the positive and negative polarization, creating a mirrored
VEP pattern similar to a monophasic shock. Efimov et al.67 found a ratio of between 0.2
and 0.7 of second- versus first-phase voltage for optimal biphasic shocks. This agrees with
clinical observations of optimal biphasic waveforms.82 Figure 9b illustrates these findings
and suggests that optimal biphasic waveforms result in total positive polarization with
no excitable hyperpolarized tissue remaining to provide the substrate for shock-induced
arrhythmias.

Monophasic ascending defibrillation waveforms have also been shown to be superior to
descending waveforms.83 As shown in Fig. 10c, d, ascending waveforms produce maximum
polarization at the end of the shock. Therefore, break excitation resulting from these shocks
is likely to produce faster propagation into the deexcited regions and will not form reentry
(Fig. 10f). However, descending waveforms tend to reach maximum polarization before the
end of the shock (Fig. 10c) and typically have lower magnitude polarization at shock end
(Fig. 10d), which contributes to slower conduction and provides the substrate for shock-
induced reentry via the VEIPS mechanism (Fig. 10f).67

Toward Low-Energy Defibrillation

The virtual electrode hypothesis of defibrillation has not only allowed for explanation of
the basic mechanisms of defibrillation, but it is also allowing us to entirely rethink our
approach to conventional defibrillation. Reentrant VT is often pinned or anchored at a
functionally or anatomically heterogeneous region that comprises the core of reentry. The
theory of virtual electrode polarization and the activating function predict that areas near
the reentry core will experience greater polarization in response to an applied electric field
compared to the surrounding, more homogeneous tissue. Thus, the core of reentry can be
preferentially excited with very small electric fields to destabilize and unpin reentrant VT
from its stationary core. However, the external field must be applied at precisely the right
moment for the virtual electrode-induced excitation to properly interact with and terminate
VT. This idea has been recently validated both in theory84 and in experiments.85,86

Takagi et al.84 demonstrated this concept in a two-dimensional bidomain model with a
nonconductive circular obstacle comprising the core of reentry. Figure 11 shows a successful
and nonsuccessful shock application. At t = 0ms, a spiral wave (S) is shown anchored to
the obstacle rotating counterclockwise. A 0.52V/cm−1 uniform external field is applied at
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Figure 10: Ascending versus descending ramp monophasic waveforms. (a) Schematic of
experimental setup showing shock electrode locations (green lines), field of view (blue box ),
and locations of individual optical traces shown in (b) and (c) (blue and red lines). RA,
right atrium; LA, left atrium. (b) Optical action potentials during shock application for
ascending and descending ramp defibrillation waveforms. (c) ΔVm for the traces shown in
(b). Ascending waveforms produce maximum polarization at shock end, whereas descending
waveforms produce maximum polarization near the beginning of shock application. (d)
Maps of polarization at shock end. (e) Voltage gradient at shock end. (f) Maps of postshock
activation (Qu et al. 2005)83
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Figure 11: Bidomain simulations illustrating the low-energy “unpinning” concept. (a) Suc-
cessful unpinning. t = 0ms: spiral wave (S) is anchored to the obstacle rotating counterclock-
wise. t = 40ms: a 0.52V/cm−1 external field is applied. Positive and negative polarization
(D+, D−) occur on opposite sides of the obstacle. t = 80ms: the positive polarization results
in a new wavefront (W), which rotates clockwise. t = 280ms: the wavefronts collide resulting
in detachment of both spiral waves. (b) An unsuccessful attempt due to improper timing
of the applied field (Takagi et al. 2004)84
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Figure 12: Low-energy unpinning in an isolated rabbit right ventricular free wall prepa-
ration. A 0.58V/cm−1 shock is applied at t = 13.3ms. Unpinning is similar to theoretical
example presented in Fig. 11. See text for details (Ripplinger et al. 2006)85

t = 40ms. Positive and negative polarization (D+, D-) can be seen on opposite sides of
the obstacle. The positive polarization results in a new wavefront (W), which begins to
rotate clockwise around the obstacle. Counterclockwise rotation of W is prevented due to
refractory tissue in this direction. The wavefronts collide at t = 280ms, which results in
detachment of both spiral waves from the obstacle. The lower panels of Fig. 11 illustrate
an unsuccessful attempt due to improper timing of the applied field. In this case, W can
propagate in both directions and results in resetting of the spiral wave.

Our group recently validated this mechanism experimentally in a rabbit using isolated
right ventricular preparation.85 Figure 12 shows a spiral wave rotating counterclockwise
around a line of block indicated with a black line (panel 1). At t = 13.3ms, a 0.58V/cm−1

external field is applied, creating a new wavefront that propagates in both directions around
the line of block. The clockwise-propagating wavefront then collides with the existing spiral
wave (panel 3) causing detachment from the core and termination at the tissue boundary
(panels 4–5). The counterclockwise portion of the new wavefront eventually terminates upon
hitting a refractory region (panel 6–7). Our experimental results in this model indicate
that a 20-fold reduction in defibrillation energy may be obtained compared to conventional
defibrillation. In a follow-up study, our group demonstrated a similar 20-fold reduction in
defibrillation energy required to terminate sustained VT in a canine 4-day healed myocardial
infarction model.86 This new low energy approach may provide a promising alternative to
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conventional high-energy defibrillation and may alleviate many of the side effects currently
associated with strong electric shocks.

Conclusion

The virtual electrode hypothesis of defibrillation has emerged as a result of the combined
efforts of the theoretical and experimental research communities, which have developed
bidomain modeling and optical mapping. These two research methodologies have allowed us
to formulate novel hypotheses and to test them in various models of defibrillation. However,
clinical advances are still to be gained from this theory. We believe that further improvement
of the virtual electrode hypothesis of defibrillation will result in the development of low-
energy electrotherapy of ventricular and atrial tachyarrhythmias.
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Chapter 4.5

Simultaneous Optical and
Electrical Recordings

Stephen B. Knisley, Herman D. Himel IV,
and John H. Dumas III

Introduction to Electrooptical Measurements

Development of antiarrhythmic electrical therapies requires knowledge of the characteristics
of cardiac arrhythmias and effects of electrical stimulation on the heart. Much of the avail-
able knowledge is obtained from measurements of extracellular potentials or transmembrane
potentials in the heart using electrical or optical methods. With an extracellular electrode in
contact with the heart, activation of the cells is detected by observing the intrinsic negative
deflection of the extracellular potential. (In this chapter, the occurrence of a rapid increase
in inwardly directed membrane current during the phase zero depolarization is termed
activation, whereas the transition of a dye molecule to the excited state by light absorption
is termed excitation.) Maps constructed from the times of these deflections at several
locations in the heart indicate the spatiotemporal distributions of activation. Also maps of
the distribution of extracellular potentials in the heart during a shock reveal characteristics
of the electric field, which can be correlated with effects of shocks on the activation.
Extracellular potential measurements can also indicate repolarization using t-wave analysis,
and action potential contour using the monophasic action potential produced by pressure
or suction near the electrode. Most electrical measurements do not detect activation during
a shock pulse because of interference by the shock’s electric field.

Another way to examine arrhythmic activation and effects of shocks is by optical action
potential measurements. An isolated heart or heart tissue specimen is stained with a
transmembrane voltage-dependent fluorescent dye and illuminated with excitation light.
Absorption of light by dye molecules induces an excited molecular state. The molecules
emit fluorescence photons as part of the process of decay to the ground state. The
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spectrum of emitted fluorescence from di-4-ANEPPS shifts toward shorter wavelengths
when the heart cells depolarize. This shift reverses when cells repolarize. Therefore, intensity
of the long wavelength portion of the fluorescence spectrum (e.g., red light containing
wavelengths >570 nm in rabbit heart containing di-4-ANEPPS excited with blue light
at 488 nm) decreases when cells depolarize, and then increases during repolarization. The
resulting signal contains an inverted optical action potential that is linearly related to the
transmembrane potential. However, there is not an absolute calibration between the optical
signal and membrane voltage.

The optical signal may be affected by undesired factors that alter intensity of the
fluorescence spectrum, most notably fluctuations in excitation intensity, dye bleaching, or
heart motion. To remove these effects in some applications, blue light (488 nm) is used
for excitation, and a signal containing the short wavelength portion of the fluorescence
spectrum (e.g., green light ranging from the excitation wavelength to 570 nm) is measured
simultaneously with the long wavelength signal. The signal from the green fluorescence
contains an upright action potential. The ratio of the two fluorescence signals is then
computed.

The tissue activation is detected using the optical phase zero depolarization. Activation
isochrone maps are produced with methods similar to those produced with electrical
mapping. The action potential duration and repolarization time are also measured optically.
A characteristic of optical signals that is important for study of electric shocks is that
an extracellular electric field itself does not alter the fluorescence, whereas a change in
transmembrane potential that may occur in the presence on an extracellular electric field
does alter fluorescence. This allows optical measurements of transmembrane potentials
during shocks.

The availability of a translucent electrode material, indium tin oxide (ITO), makes
it possible to map both extracellular potentials and optical transmembrane potentials
simultaneously. ITO is a combination of indium oxide and tin oxide that can be sputtered
onto a substrate to form an electrically conductive and translucent thin film. Lithographic
patterning of an ITO film on a glass substrate produces electrodes through which light passes
for optical mapping in underlying tissue. This enables electrical stimulation or mapping
while optically mapping at the same sites. Our laboratory has examined pertinent electrical
and optical properties of ITO and employed ITO in studies of cardiac stimulation and
activation. Some of the experiments are discussed below.

ITO Properties

For a 200 nm film of ITO on a 1.1 mm-thick borosilicate glass, transmittance is 0.85–0.9 in
the range of light wavelengths from 488 to 818 nm.1 The surface appears optically flat as
evident from absence of visible distortion of images viewed through the plate. Examination
of a transmitted laser beam failed to indicate measurable scatter.1

One consequence of ITO’s high optical transmittance is that the presence or absence of
ITO at a particular location on one side of a glass plate and identification of which side
contains ITO are not visually obvious. Since ITO is electrically conductive, an ohmmeter
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provides a simple way to find which side of the glass contains the conductive ITO film.
If the film is lithographically patterned, examination of the specular reflection image can
reveal the pattern. A microscope containing a coaxial illuminator indicates ITO patterns
on plates that are positioned normal to the illumination axis.

Resistivity and interfacial resistance between an electrode and biological material affect
usability for stimulation or recording. The sheet resistivity of a thin film indicates the ability
to carry current along runs or from one part of a thin film electrode to another part of the
electrode.2 Sheet resistivity is ∼15 Ω per square for ITO films having a thickness of 200 nm.
A thicker film has lower sheet resistivity and light transmittance. For example, a film having
thickness 850 nm exhibits ∼1–2 Ω per square and transmittance of 0.75 for 550 nm light.

Interfacial conductance of ITO film with Tyrode’s solution is reported to be 880 S/m−2

when the ITO is an anode and 1,500 S/m−2 when the ITO is a cathode.3 These values are
much higher than the interfacial conductance for gold or stainless steel electrodes and are
more comparable to values for Ag/AgCl electrodes.4

The ITO film can be etched by immersion in a solution containing HCl and HNO3

concentrates to produce patterned arrays of ITO electrodes for electrical mapping in hearts.1

A pattern is produced by application of acid-resistant material to the ITO by photographic
techniques or other methods, followed by immersion of the plate in the acid.1,5,6 The plate
often remains immersed for a sufficient time to remove all ITO in those areas not covered
by acid-resistant material. The plate may also be immersed for a limited time to thin the
ITO film, which increases sheet resistivity of the remaining ITO in that area.7

The optical transmittance of ITO changes when current crosses the interface between
ITO and the heart.3 This is produced by oxidation or reduction reactions that transfer
current carried by electrons and ions. The specific reactions have been studied for certain
metals used for stimulation.8 There are several possible oxidation or reduction reactions for
ITO.9 Reactions can darken metallic shock electrodes, indicating the distribution of inter-
facial current.10–12 A map of the changes in ITO transmittance indicates the distribution
of the ITO–heart interfacial current.

Ratiometric Optical Mapping

A laser scanner system is the simplest approach for multiwavelength band fluorescence
mapping. The scanner controls localization by directing a single excitation light beam to
one spot at a time. All bands of fluorescence measured at an instant in time originate
from the same spot. The number of bands that can be practically measured is limited by
the space available to position photomultiplier tubes near the heart and by the number
of photons in each band.5 The ratiometric methods require light detectors that register
signals proportional to the intensities of fluorescence. For measurements described here,
it is not necessary that the light detectors for different wavelength bands have identical
sensitivity.

The nonratiometric signals that contain motion artifacts and ratiometric signals have
been used to distinguish the heart motion–induced components from the transmembrane
potential component.13 Measurements in three bands have been used for ratiometry with
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simultaneous coloaded calcium and transmembrane potential–sensitive fluorescent dyes to
reduce motion artifacts and drift.14 Ratiometric methods were used to cancel effects of ITO
transmittance changes when mapping under ITO electrodes.3

Role of the Second Spatial Derivative of the
Extracellular Potential in Field Stimulation

Initial tests were performed with nonsimultaneous electrical and optical mapping.15 Cable
theory predicts transmembrane current is proportional to the second spatial derivative of
the extracellular potential (i.e., Laplacian component).16,17 A Laplacian component differs
from the extracellular potential gradient (first spatial derivative of extracellular potential),
which has been used to quantify stimulatory strength and thresholds of the shock-induced
electric field in tissue.18,19

To produce Laplacian components in two dimensions on the heart surface, electrical
stimulation was applied with metallic wire or mesh electrodes to produce either nonuniform
or approximately uniform electric fields on the epicardium. Optical mapping in a region
between the electrodes indicated the changes in transmembrane potential produced by
the electric fields. In separate measurements, extracellular potentials were mapped with a
roving linear electrode array while the stimuli were repeated for each position of the array.
Results were compared with bidomain models that incorporated the heart’s epicardial fiber
structure.

Results showed that the location of the detectable Laplacian components of the extra-
cellular potentials qualitatively match locations of changes in transmembrane potential. As
illustrated in Fig. 1, regions undergoing positive changes in transmembrane potential exhibit
a mostly negative Laplacian, while regions undergoing negative changes in transmembrane
potential exhibit a positive Laplacian. The changes in transmembrane potential correspond
to the Laplacian components more than they correspond to the potential gradient. Also
the results demonstrated that fiber structure of the tissue distorts the extracellular electric
field.

In a study to test the activating function theory,20,21 ITO was used to create an
extracellular electric field containing an activating function.7 Half of the ITO film was etched
in stirred acid solution for a brief time to thin the ITO and increase its sheet resistivity.
Then leads were attached to the etched and nonetched ends of the ITO film as shown in
Fig. 2. Current applied to the ITO produced a large potential gradient in the etched ITO
region, while it produced a smaller potential gradient in the nonetched ITO. An activating
function occurred at the boundary between the two regions where the potential gradient
changed.

In experiments with rabbit hearts stained with di-4-ANEPPS, the ITO was placed
on the heart so that the ventricular epicardial surface was exposed to the activating
function. Optical mapping was performed in the underlying tissue. The excitation light
and fluorescence passed through the ITO and glass plate. Results are illustrated in Fig. 3.
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Figure 1: Maps of the Laplacian of extracellular potential during electric field stimulation
performed with a small electrode above the center of the map and a large electrode below
the map to produce a nonuniform electric field. (a) Epicardial measurements (V/cm2)
from a rabbit heart. Transmembrane potential changes (numbers and contour lines) are
overlaid on a gray-scale Laplacian from the same heart. (b) Bidomain model results. The
current strength was 56 mA in the heart and 44 mA in the model. (From Knisley et al.,
Biophysical Journal 77, 1404–1417, 1999, figure 12 c© 1999 Biophysical Society, Reproduced
with permission.)
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Figure 2: Production of activating function (second spatial derivative of extracellular
potential) with indium tin oxide (ITO). (a) Right half of conductive ITO on glass plate
was etched in acid to decrease thickness of the ITO film and increase film resistance. Shock
current was delivered at plate ends. (b) Current produced potential gradients along the
plate measured with roving electrode. Potential gradient in etched half was 2.5 times that
in nonetched half. Second spatial derivative of extracellular potential occurred in central
region. (c) Plate was positioned on ventricles of hearts stained with di-4-ANEPPS. Laser
scanner measured transmembrane potential changes in central region. (From Knisley, IEEE
Transactions on Biomedical Engineering 47, 1114–1119, 2000, figure 1, c© 2000, IEEE,
Reproduced with permission.)



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 363 of 635 October 10, 2008 17:33

Simultaneous Optical and Electrical Recordings 363

Figure 3: Outcome of experimental trials with activating function in central region (dotted
lines) produced by nonuniformly etched indium tin oxide (ITO) plate. Action potentials
with and without the shock are overlaid. The d2Ve/dt2 was negative (left column, V ′′

e < 0)
or positive (right column, V ′′

e > 0). When the positive lead was attached to the low-gradient
end of the ITO (left column), negative transmembrane potential changes occurred during the
shock both before and after the plate was rotated. When the positive lead was attached to
the high-gradient end of the ITO (right), positive transmembrane potential changes occurred
before and after rotation. (From Knisley, IEEE Transactions on Biomedical Engineering 47,
1114–1119, 2000, figures 3 and 4, c© 2000, IEEE, Reproduced with permission.)

Results show that contact with the ITO containing an activating function introduces a
change in transmembrane potential that has the corresponding sign. Other tests with only
a potential gradient showed that transmembrane potential changes are due to a variation in
heart conductance between the base and apex, corresponding to increased heart width near
the base. These results are consistent with the generalized activating function that contains
a term for the extracellular potential gradient scaled by the change in tissue conductance,
and a term for the change in the potential gradient.21

The sign of the second derivative of the extracellular potential matches the sign of the
transmembrane potential change in the experiments shown in Figs. 2 and 3, whereas it is
the opposite of the sign of the transmembrane potential change in Fig. 1. This is due to
differences in experimental conditions in the two studies. The experiments in which the ITO
produced an activating function are more applicable to the Rattay formulation.20 The ITO
resistance is sufficiently low that the electric field produced by ITO is not greatly affected
by the tissue. That differs from the conditions used for the study in Fig. 1, in which the
extracellular electric field was affected by the tissue.15,20
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Stimulatory Effects of a Spatial Variation of
Extracellular Conductance in an Electric Field

According to theory, spatial variations in extracellular resistance introduce transmembrane
currents at borders between regions of high and low extracellular resistance due to redistri-
bution of current between intracellular and extracellular spaces.22 For example, a decrease
in extracellular resistance at a certain location along the direction of intracellular and
extracellular current flow will produce a larger current extracellularly by redistribution
of some of the intracellular current to the extracellular space. This redistribution produces
outward transmembrane current and a positive change in transmembrane potential. Effects
of some heart interfaces and alterations in extracellular conductance on the transmembrane
potential have been demonstrated.7,23 Redistribution due to extracellular structures of
the heart, such as a region of connective tissue or a blood vessel, might produce far-field
stimulatory effects. However, that hypothesis has not been experimentally validated.

Figure 4: Maps of change in transmembrane potential (ΔVm) determined from the ratio,
and transmittance of the indium tin oxide (ITO) (Δ transmittance) determined with red
fluorescence in a rabbit heart during field stimulation pulse given in action potential plateau.
Top row shows ΔVm for each S2 polarity with ITO disc on the heart. Second row shows ΔVm

for identical S2 after disc was removed. The third row shows the difference in ΔVm between
the above plots, an estimate of the effect produced by the disc. The ΔVm and difference in
ΔVm are expressed as a percentage of the action potential amplitude. Rows 4 and 5 show the
Δ transmittance with and without the disc as percentages. (From Knisley and Pollard, Am J
Physiol Heart Circ Physiol 289, H1137–H1146, 2005, figure 4. Reproduced with permission.)
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Tests with an inactive extracellular conductor were performed to see whether such
changes in transmembrane potentials occur in tissue under the conductor and correspond
to the current redistribution hypothesis. These experiments used ITO as the conductor,
while the shock was applied to the heart from mesh electrodes to produce an electric field
in the region containing the ITO. Optical mapping was performed in the tissue under and
on either side of the ITO. Figure 4 illustrates an example of results.

The maps illustrate fluorescence measurements both with an inactive ITO disc on the
heart and without the disc, which serves as a control. A control is useful because there are
transmembrane potential changes in the far field in hearts even when no artificial change in
extracellular resistance is introduced. The difference between the map with the disc and the
control represents the effect of the disc. ITO-heart interfacial current estimated from the
red fluorescence signal indicates opposite interfacial currents at the left and right edges of
the disc, consistent with redistribution of current between the heart and ITO. The results
essentially show a cathodal stimulatory effect near the edge of the inactive disc facing the
real shock anode, and an anodal stimulatory effect near the edge of the disc facing the real
shock cathode.

Effect of Unipolar Stimulation in the Tissue
under the Electrode

Unipolar stimulation of ventricles produces anisotropic effects in which a cathodal stimulus
depolarizes cells in tissue away from the electrode near the transverse axis (axis perpendic-
ular to the cardiac fibers) while it hyperpolarizes near the fiber axis.12,24–29 The anisotropy
of these polarizations, or “virtual electrodes,” during the pulse is qualitatively accounted
for by just the linear tissue properties. The polarizations produce a number of important
nonlinear responses. These include a difference in the magnitudes of the positive and
negative polarizations at the same site during an anodal pulse versus that during a cathodal
pulse, a “no-switch” region oblique to fibers at which the direction of polarization is the
same for both stimulation polarities, quatrefoil reentry, phase singularities, and direction-
dependent action potential prolongation.30–32

A theoretical prediction that was not measured in the experiments described is that
tissue under a unipolar electrode is depolarized during the pulse when the electrode is
a cathode, whereas the tissue is hyperpolarized when the electrode is an anode. Optical
measurement in tissue under the electrode is difficult due to the blockage of the light by a
metal electrode. Thus experiments used point electrodes that minimized blockage or used
optrode-based methods.33

ITO has been used to map multiple sites under a unipolar stimulation electrode. The
ITO pattern contained a 1-cm disc electrode and an insulated run from the electrode to
the edge of the plate.3 Optical mapping was performed with a ratiometric method and
correction algorithm that enabled transmembrane potential measurements with minimal
effects of changes in ITO transmittance.
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Figure 5: Cartoon of correction algorithm for elimination of effects in the ratio produced
by a difference between the fractional changes of green and red fluorescence signals due
to alteration in indium tin oxide (ITO) transmittance, and contour maps from anterior
heart showing changes in transmembrane potential under anodal and cathodal stimulation
electrodes. (a) Left part represents a case in which the changes in green and red signals
measured during cardiac cycles before and after the pulse are not identical, which produces
a change in ratio. Baselines are illustrated without action potentials for clarity. The value,
k, satisfying (a + k)/c = (b + k)/d is added to the green signal (right) to eliminate change
in ratio. (b) Changes in transmembrane potential measured during action potential plateau
are given as a percentage of action potential height. The double-headed arrow at the bottom
indicates mean fiber direction assessed from minute epicardial grooves in the region of the
optical grid. (From Lian et al., Annals of Biomedical Engineering 32, 1202–1210, 2004,
figure 2, c© Biomedical Engineering Society with kind permission of Springer Science and
Business Media.)

The changes in transmembrane potential during shocks given in the action potential
plateau were nonuniform under the electrode, as shown in Fig. 5. Changes produced by
anodal stimulation were negative at all locations under the electrode, and their magnitudes
varied by a factor of ∼2 at different sites under the electrode. For cathodal stimulation,
the changes were positive at most locations under the electrode. Negative transmembrane
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Figure 6: Simultaneous green fluorescence, red fluorescence and their ratio, and contour
map of the change in red fluorescence during a cathodal stimulus applied from indium tin
oxide (ITO) disc electrode on rabbit heart. (a) Optical recordings from spots under the
center and edge of the disc during two heartbeats. A single stimulation pulse from disc was
delivered during the plateau of the second action potential (vertical bar above recordings).
Green and red fluorescence signals decreased during the pulse (downward deflection). The
ITO transmittance decreased during the shock. Ratio indicates change in transmembrane
potential during the pulse. (b) Map shows percentage decrease in red fluorescence during
the pulse. Edge of disc electrode is indicated (white dotted line). (From Lian et al., Annals
of Biomedical Engineering 32, 1202–1210, 2004, figure 3, c© Biomedical Engineering Society
with kind permission of Springer Science and Business Media.)

potential changes occurred at some locations under the electrode during the cathodal
stimulation.

The changes in fluorescence intensity caused by changes in ITO transmittance indicated
interfacial current between the ITO electrode and the heart flowed in the same direction at
all locations under the electrode. The interfacial current had its greatest magnitude near the
edge of the disc, as shown in Fig. 6. The transmembrane potential changes were qualitatively
accounted for by superposition of the reported effects of unipolar point stimulation28 scaled
by the interfacial current distribution, as is evident by comparing Fig. 7 with Fig. 5b.

A bidomain model produced qualitatively similar variations in magnitudes of the trans-
membrane potentials under the electrode. However, the model and experiments disagreed
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Figure 7: The transmembrane potential changes predicted by superposition of the changes
produced by currents from points on the disc electrode surface. Currents at locations
on the disc were estimated using the square root of changes in red fluorescence. The
transmembrane potential changes produced by individual currents from the locations were
based on experiments using point stimulation in hearts. These were scaled in proportion to
current and located relative to their respective point before summation. (From Lian et al.,
Annals of Biomedical Engineering 32, 1202–1210, 2004, figure 6, c© Biomedical Engineering
Society with kind permission of Springer Science and Business Media.)

at the edge of the electrode, where the model predicted larger transmembrane potential
changes compared with those found in hearts.

When the stimuli were applied during electrical diastole in the experiments, early sites of
excitation sometimes corresponded to the sites at which the positive changes in transmem-
brane potential were found during the plateau-phase shocks. For weaker stimuli in diastole,
anomalous sites of excitation were found at which no positive change in transmembrane
potential were measured during the plateau-phase shocks.

Electrooptical Mapping of Cardiac Excitation

An important assumption in cardiac electrophysiology is that the rapid negative deflection
in the extracellular potential is simultaneous with the phase-zero depolarization of cardiac
cells near the electrode. This has been considered for some time, since Sir Thomas Lewis
described the graphic registration of the heartbeat.34 Currently the negative deflection
is used in many clinical and experimental studies of arrhythmias as a standard index of
the depolarization. The accepted relationship between the extracellular potential and the
transmembrane potential has been verified by numerous computational models of heart
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tissue and in vitro tissue experiments in which the transmembrane action potential is
examined together with the extracellular potential.35,36 Interestingly, few or none of the
experimental validations were performed in intact heart tissue or during arrhythmias. It
is conceivable abnormal conduction in arrhythmias changes the relationship. A method
that provides both optical and electrical maps simultaneously may provide insights into the
relationship between these measurements during arrhythmias.

Electrode arrays produced with photolithographically patterned ITO allow electrical
mapping and simultaneous optical mapping of a region of the heart by passing the excitation
and fluorescence light through the ITO electrodes. Two studies have been performed that
employed this approach with isolated rabbit hearts. One examined epicardially paced beats
and sinus beats, and the other examined ventricular fibrillation.

Method of Electrooptical Mapping

The process for array fabrication begins with a glass plate containing an ITO thin film. A
positive photoresist is spun onto the ITO, dehydrated, and exposed with ultraviolet light
using a mask that contains the electrode pattern. Examples of masks are illustrated in
Fig. 8. Photoresist is developed, dehydrated, and then etched in an acid solution to remove
ITO in all regions except electrodes, runs, or wire attachment areas. A wash with acetone
and dehydration removes the remaining photoresist. Insulation is then added on the ITO
runs so that they do not contact the heart during experiments. Insulation consists of a layer
of either photoresist or polyimide that is patterned with another mask to cover the runs
from the electrodes to the wire attachment areas located at edges of the plate.

Wires are attached with conductive cement. Attachment areas are then covered with
epoxy to eliminate the possibility of contact of the leads with saline during experiments.
The leads are connected to isolation amplifiers having gain of 10 and passband of direct
current to 16 KHz. The isolation prevents damage to the recording system in case a shock
produces large common-mode voltage at the electrodes. Low-pass filtering is employed when
necessary. The reference electrode for all ITO recording channels is an Ag–AgCl electrode
attached to the aortic root. Amplified signals are passed to a computer and digitized using
a ±10 V range synchronously with optical signals. Digitization rates are 4–8 KHz.

The laser spots are aligned with the electrodes by adjusting the size of the scanned laser
grid to match the size of the electrode array, and then positioning the grid so that laser light
for the spots passes to the centers of the corresponding electrodes. This is verified before
recordings by examination with a magnifying loupe, using the specular reflected light at
low power. Under these conditions, laser beam locations and perimeters of electrodes are
visible. Fine alignment is performed with a micrometer mechanism attached to the mirror
that directs laser light to the electrode array. The apparatus is mounted on a rigid optical
table so that alignment remains stable.

The heart is placed in contact with the ITO array. Slight pressure is applied from
the opposite side of the heart using a flexible arm to produce a 1–2 cm contact region
of epicardium with the array.
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Figure 8: Indium tin oxide (ITO) patterns used for electrode arrays. Upper left : Pattern
used in study of paced beats and sinus beats. ITO was sputtered onto a glass plate.
Photolithographically produced ITO electrode pattern contained a 7 × 7mm array of 16
circular recording electrodes having 1-mm diameter with center-to-center interelectrode
distance of 2 mm in directions parallel to principal array axes, and a semicircular array of
13 stimulation electrodes evenly spaced 8 mm from the center of the recording array. ITO
runs having width of 0.1 mm passed from each electrode to rectangular wire attachment
area at an edge of plate. Wires (not shown) were attached with conductive cement. Lower :
Pattern used in study of ventricular fibrillation. Lower right shows enlargement of central
region containing 32 translucent circular 1-mm diameter recording electrodes arranged in
a 6 × 14mm2 array, and three circular stimulation electrodes (S). (Adapted from Knisley
and Neuman, Annals of Biomedical Engineering 31, 32–41, 2003, figure 1, and Himel and
Knisley, Physiological Measurement 28, 707–719, 2007, figure 1, with permission from IOP
Publishing Limited.)

Electrooptical Mapping of Epicardially Paced
Beats and Sinus Beats

The initial electrooptical mapping of cardiac activations employed a square array containing
16 ITO electrodes used for recording and a semicircular array containing 13 electrodes used
for stimulation.1

Recordings of a stimulation-induced beat are shown in Fig. 9. The maximum magni-
tudes of the first time derivatives of the optical transmembrane potential recordings and
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Figure 9: Recordings (a), time derivatives (b), and activation isochrone maps (c) for optical
Vm and Ve on posterior epicardium. Activation was produced by stimulation below the
array. (a) Optical Vm and Ve. Vertical units are millivolts for optical Vm and 10−4 V for Ve.
Optical Vm was calibrated assuming 100 mV action potential amplitude and −80 mV resting
membrane potential. Each Ve contained a stimulation artifact, delay due to propagation,
and downward deflection. (b) Time derivatives of optical Vm and Ve. Vertical units are
V/s for optical Vm and V/dekasecond for Ve. (c) Contour maps of times of maximum
optical dVm/dt and minimum dVe/dt in milliseconds indicate upward propagation. (From
Knisley and Neuman, Annals of Biomedical Engineering 31, 32–41, 2003, figure 2, c© 2003
Biomedical Engineering Society. Reproduced with permission.)
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Figure 10: Histogram of optoelectric time differences (OETD, i.e., time of maximum optical
dVm/dt minus time of minimum dVe/dt at each spot) for pacing-induced heartbeats. Action
potentials in anterior or posterior ventricular regions of two hearts were produced by
biphasic stimuli at individual sites within semicircular electrode array to produce propaga-
tion in various directions relative to the epicardial fibers. The OETD was −0.46 ± 2.6ms
(mean ±SD, p <.000001 for value vs. zero, n = 1,112). (From Knisley and Neuman, Annals
of Biomedical Engineering 31, 32–41, 2003, figure 4, c© 2003 Biomedical Engineering Society.
Reproduced with permission.)

extracellular potential recordings corresponded temporally to within a few milliseconds.
Isochrone contours constructed from the two types of recordings were similar. The opto-
electric time difference (OETD) was defined as the time between the maximum optical
dVm/dt and the minimum dVe/dt measured at a laser spot and its corresponding electrode.
Beats produced by bipolar pacing from all adjacent pairs of stimulation electrodes in the
semicircular array produced a distribution of OETD shown in Fig. 10. The mean OETD is
-1/2 ms (negative value indicates earlier mean activation time for the optical measurements).

Results indicate there is a greater depth of interrogation for the optical method compared
with the electrical method. The theoretical depth to width ratio of the interrogated volume
for optical Vm is greater than the ratio for Ve.1,37 Figure 11 shows dimensions of interrogated
volumes determined with computer models. Also, electrooptical mapping of sinus beats
indicates the maximum optical dVm/dt is earlier than the minimum dVe/dt, as shown in
Fig. 12. For beats that propagate from deeper tissue to the surface, a measurement that
interrogates deeper will detect the activation earlier. In addition, when stimulation was
applied at electrodes that produced propagation along epicardial fibers, activation time
measured from optical Vm was later than the time measured from Ve. However, when pacing
produced propagation across epicardial fibers, the activation measured from optical Vm was
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Figure 11: Computer-generated relative dimensions of regions interrogated by Ve under
various conditions (a–c) and by optical Vm (d). (a–c) Borders of subsets of nodes in
dipole models that contribute fractions of total potential at origin (solid line 20%, dashed
line 40%, filled circles 60%, open circles 80%). Radius and depth scales are identical.
(a) Dipoles were oriented randomly and within planes parallel to the surface. (b) Dipoles
were oriented randomly. (c) Dipoles were oriented randomly and strength of all dipoles at
a given radius (arrows) was increased 1.5-fold. (d) Borders of subsets of nodes in a Monte
Carlo light transport model that contribute fractions of the total fluorescence emitted
from the tissue surface when laser excitation beam with a radius of 0.1 mm is directed
toward origin from the left (solid line 20%, dashed line 40%, filled circles 60%, open circles
80%). (From Knisley and Neuman, Annals of Biomedical Engineering 31, 32–41, 2003,
figure 7, c© 2003 Biomedical Engineering Society. Reproduced with permission.)

earlier than that measured from Ve. The dependence of the time difference on orientation is
illustrated in Fig. 13. For propagation along epicardial fibers, the fiber rotation with depth
in myocardium produces the observed lag of activation in deeper fibers because the deeper
fibers are not aligned with the propagation direction. For propagation across epicardial
fibers, the deeper fibers interrogated optically lead activation because they are more aligned
with the propagation direction, again consistent with optical interrogation deeper than the
electrical interrogation.
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Figure 12: Recordings (a), computed time derivatives (b), and activation isochrone maps
(c) for optical Vm and Ve during a sinus beat. Results indicated activation in the recording
region approximately 3 ms earlier for optical Vm compared with Ve. Units are same as in
Figure 9. (From Knisley and Neuman, Annals of Biomedical Engineering 31, 32–41, 2003,
figure 5, c© 2003 Biomedical Engineering Society. Reproduced with permission.)
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Figure 13: Indices of the sign of optoelectric time difference (OETD, i.e., time of maximum
optical dVm/dt minus time of minimum dVe/dt at each spot) for various directions of
propagation in the recording region in a single heart. The index for each beat is defined as
the number of spots with positive OETD minus the number with negative OETD, divided
by their total. Indices are plotted versus beat number for a train of 24 beats produced by
bipolar pacing at individual sites (S) within semicircular electrode array. Stimulation sites
scanned counterclockwise beginning above the mapped region with two stimuli given at
each site. Activation isochrone maps (insets) illustrate changes in propagation produced
by switching to a different stimulation site. Average epicardial fiber direction is indicated
(double-headed arrow). (From Knisley and Neuman, Annals of Biomedical Engineering 31,
32–41, 2003, figure 6, c© 2003 Biomedical Engineering Society. Reproduced with permission.)

Electrooptical Mapping of Fibrillation

Simultaneous electrical and optical mapping was performed with rabbit hearts in which
fibrillation was induced electrically.6 The deflections in the optical Vm and Ve occur at
shorter and less regular intervals compared with the deflections during sinus rhythm or
pacing. Magnitudes of the fibrillatory deflections vary among beats.

Results from representative spots are illustrated in Fig. 14. The times of downward
deflections in Ve are qualitatively similar to the times of the upward deflections of optical
Vm. Expansion of the time axis shows there were quantitative differences between times
of the maxima and minima of the slopes of these deflections. The majority of deflections
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Figure 14: Extracellular potentials (Ve), optical transmembrane potentials (optical Vm),
and their first time derivatives during ventricular fibrillation. (a) Top row shows Ve at three
adjacent spots during a single 500-ms segment of VF. The simultaneous optical Vm at each
spot is shown below each Ve. Horizontal bar below each Ve indicates 50-ms segment that
is shown in third and fourth rows with expanded time scale. Third row shows overlaid
Ve (dotted trace) and optical Vm (solid trace). Fourth row shows their first time derivatives
(dotted and solid, respectively). For row 1, the y-axis range is from −10 to 10 mV. For row 2,
the y-axis range is from −5 to +5% of the mean ratiometric signal. Row 3 has these y-axis
ranges. Row 4 has a y-axis range from −1.5 to +1.5mV/ms for the dotted curve, and from
−1.5 to +1.5%/ms for the solid curve. (b) The Ve (dotted), optical Vm (solid), and their
first time derivatives at two laser spots that exhibit complex morphology. Time segment
is different from that in (a). The y-axis ranges are same as in rows 3 and 4 of (a). (From
Himel and Knisley, Physiological Measurement 28, 707–719, 2007, figure 3, with permission
from IOP Publishing Limited.)

were consistent with a single local maximum or minimum, although morphologies of the
deflections varied. A small fraction of recordings had more complex morphologies and
exhibited two distinct local maxima of optical dVm/dt or local minima of dVe/dt.

The magnitudes of OETD during fibrillation were typically less than a few milliseconds
for the deflections in which the magnitudes of the slopes exceeded 75% of the largest slopes
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Figure 15: Optoelectric time differences (time of maximum optical dVm/dt minus time of
minimum dVe/dt at each spot) during ventricular fibrillation. (a) Histogram of optoelectric
time differences from all spots in a single heart. Minima of dVe/dt and maxima of optical
dVm/dt having magnitudes that exceeded 0.25 of the greatest magnitude at each spot were
included. (b) Dependence of mean and standard deviation of optoelectric time difference on
lower limit in three hearts. Lower limit is expressed as fraction of the largest magnitude of
dVe/dt or optical dVm/dt at each spot. (From Himel and Knisley, Physiological Measurement
28, 707–719, 2007, figure 5, with permission from IOP Publishing Limited.)

at each spot. When the analysis included deflections in which the magnitudes of slopes
were smaller, including those as small as 6% of the largest slopes, time differences become
increasingly variable. This is seen in the standard deviations shown in Fig. 15. Variability
in the measurements is partly accounted for by effects of noise, which was demonstrated
with a computer model in which noise was added to simulated derivatives.

In the combined results for fibrillation, the steepest part of the optical deflection is
earlier than the steepest part of the electrical deflection by an average of 0.84 ms. This result,
taken together with the deeper optical interrogation, indicates most fibrillatory beats have a



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 378 of 635 October 10, 2008 17:33

378 Stephen B. Knisley et al.

propagation component oriented toward the surface, producing an earlier optical deflection.
Origination of beats below the surface may be expected due to the greater amount of tissue
within the ventricular wall.

Conclusion

It is important to recognize that neither of the measurement methods described here
interrogates just from a single cell. One can interpret each recording obtained from hearts
optically or with an extracellular electrode as a weighted summation of contributions from
many cells within an interrogated volume. In hearts, the optically interrogated volume is
relatively large (approximate millimeter scale) because significant scatter of light allows
some photons that originate from regions surrounding the center of the recording site to get
into the light detector. Enhanced volume of interrogation due to scattering is not specific
to laser scanner methods. Monte Carlo models also indicate that the interrogated width
exceeds the imaged surface area due to scattering when the broad-field illumination and
photodiode array-based or camera-based optical mapping methods are used.37

Due to optical summation in the heart studies, it would not have been possible to
observe shock-induced changes in transmembrane potentials on a cellular size scale. If
microscopic membrane polarization does exist in hearts, this might be a mechanism for
electric field stimulation. The anomalous activation observed in experiments might be
produced by microscopic membrane polarizations. From a theoretical perspective, small
structures including capillaries, connective tissues, and individual cells or cell bundles, are
capable of producing membrane polarization by the local redistribution of current.

The conclusion that the interrogated volume for the optical method extends deeper
than that for the electrical methods opens possibilities for more detailed study of surface
and subsurface activation in the heart. These two mapping methods used together provide
limited information on three-dimensional distributions of activation near the surface.

Future research may achieve subcellular optical mapping in hearts. Multiphoton excita-
tion, which is capable of microscopic resolution, has been used to excite transmembrane
potential dependent fluorescence in hearts.38,39 This suggests possibilities to examine
subcellular membrane polarizations during shocks. Also optical measurements with cellular
resolution in hearts may enable a more complete understanding of the activations during
arrhythmias.
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Chapter 4.6

Optical Mapping of Multisite
Ventricular Fibrillation
Synchronization

Liang Tang and Shien-Fong Lin

Defibrillation with strong shocks of several hundred volts is still the most effective way
to terminate life-threatening cardiac rhythm abnormalities such as ventricular fibrillation
(VF). The standing puzzle that has lasted for several decades is why defibrillate with such
a high voltage when the activation threshold of cardiac myocytes is much less than 100 mV.
Such a conceptual conflict has prompted many theoretical and experimental studies to
understand the action of strong shocks.1–7

An important goal in defibrillation study is to reduce the shock energy requirement.
Because the quality of life in patients carrying implantable cardioverter-defibrillators (ICDs)
is significantly affected by the occurrence of shocks, efforts have been made to decrease
the shock energy for less pain and battery drain.8–10 Major progress came in the 1980s
when it was realized that biphasic shocks were far superior to monophasic shocks for
defibrillation.11,12 Since then, empirical studies of defibrillation waveforms have identified
only marginal improvements, suggesting that empirical variation of defibrillation waveform
is unlikely to result in conceptual breakthroughs or significant improvements in defibrillation
efficacy.

Alternatively, defibrillation theories may be used to guide the defibrillation optimization
efforts. Although no comprehensive theory of defibrillation presently relates mechanisms,
shock timing, and waveform optimization, recent advances in the understanding of electrical
stimulation and the initiation and maintenance of VF may serve as a signpost. The bidomain
model13–16 of both intra- and extracellular spaces has provided insights into the mechanism
of tissue activation with direct implication for the defibrillation mechanism. Cardiac con-
duction and activation have been modeled mathematically using complex representations
of cardiac cells with detailed ionic currents connected in networks. Predictions of these
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models have been bootstrapped with experimental results based on computerized high-
resolution multielectrode17,18 and optical mapping19 studies to develop testable hypotheses,
such as “chaos control,”20 “electrical restitution,”21 and “mother rotor.”22 It is expected
that research methods based on information regarding the mechanistic action of electrical
pulses on cardiac tissue may be more likely to provide a “silver bullet” for arrhythmia
treatment than empirical methods.

Pacing to Terminate Ventricular Fibrillation

During VF, as fibrillatory wavefronts propagate across the surface of a tissue, there are
regions of tissue that can still be excited by external stimulation; these regions are known
as excitable gaps.23,24 The concept of pacing during VF is premised on the use of low-
energy pulses to capture the fibrillatory tissue, preferably during the excitable gaps,24–26

and enlargement of the captured region may eventually lead to VF termination. Defib-
rillation studies have led to many attempts to design low-energy defibrillation or pacing
strategies.23,27–29 These strategies may be categorized as either passive or interactive. The
passive paradigm, such as overdrive pacing and antitachycardia pacing, delivers a constant
frequency pulse train seeking to capture the rhythm and gain control. Overdrive pacing has
been shown to be effective in capturing a small region of the heart;23,28 however, the limited
success of this approach to VF termination may be attributable to the instability of VF
frequency. Antitachycardia pacing is effective in terminating slow ventricular tachycardia
(VT), but it is not effective in terminating faster VT or VF. On the other hand, the
interactive paradigm, such as chaos control,20,30,31 seeks to deliver energy based on real-
time feedback control. The stimuli are delivered irregularly based on the nonlinear dynamics
of the heart. Application of nonlinear control has allowed termination of pacing-induced
alternans32 and conversion of VF to a different “state” of arrhythmia,20 but spontaneous
termination of VF has not been demonstrated.

New Opportunities in Improving
Ventricular Defibrillation

A new opportunity exists in taking advantage of the VF organization concept to reduce
defibrillation requirements. Technical breakthroughs and high-resolution mapping studies
of VF over the past few years have opened up new prospects of improving ventricular defib-
rillation. These breakthroughs include the development of high-resolution optical mapping
techniques to study membrane responses to defibrillation without prolonged saturation
of amplifiers. Advanced analytical tools have been developed to study the organization
and progression of VF. High-resolution mapping studies have identified spatiotemporal
organization in VF of functional or structural origins.33–36 Such an organization was
suggested to correlate with defibrillation energy requirement.37,38 Tools have been designed
to analyze the complexity and organization of VF especially from high-resolution electrical
and optical mapping data.
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A second new opportunity comes from the feasibility of using multiple electrical leads for
defibrillation. Parallel to the improvements in defibrillation study in the animal laboratory,
clinical studies have recently entered a new era by the development of biventricular pacing
and defibrillation. Previous efforts in defibrillation study focused on shock-timing control or
waveform optimization to reduce the energy requirement based on the assumption that
the energy is delivered between two electrodes at fixed locations. On the other hand,
biventricular defibrillation is accomplished by placing an additional defibrillation electrode
through the coronary sinus in the cardiac veins in the left ventricle. With biventricular
pacing gaining acceptance and biventricular defibrillation resulting in improved defibril-
lation efficacy,39,40 the idea of extra leads in the left ventricle may soon be adopted
for general clinical application. While biventricular defibrillation is possible, it carries
a risk of venous rupture or vascular damage if too much current is given to a small
cardiac vein in the left ventricle. The study by Butter et al.39 limited the shock strength
to 10 J to avoid complications. Consequently, although biventricular defibrillation offers
new opportunities in defibrillation, it also carries a higher risk and has presented a new
challenge to both clinicians and investigators. It is therefore even more important to develop
novel approaches to deliver the defibrillation shocks that maximize benefits and minimize
risk.

Optical Mapping of Multisite Synchronization of
Ventricular Fibrillation

The high-resolution optical mapping technique has led to the development of an optical
recording guided real-time feedback system. Pacing with feedback control attempts to deal
with the variability of VF frequencies and has shown more promise in tissue capture.41–43

During feedback pacing, tissue polarization is continuously monitored in real time, thus
allowing pacing pulses to be delivered in the excitable gaps. More important, the pacing
current is only delivered upon activation of a “reference site,” which provides a timing
reference for wavefront synchronization.

The core technology of this project is a real-time imaging and control system that is
capable of measuring action potential characteristics and controlling the delivery of pac-
ing/defibrillation pulses. The software was designed using a LabVIEW platform (National
Instruments, Austin, TX). Currently, the acquisition program allows real-time monitoring
and threshold detection of optical potentials of up to five pixels. Within the same program,
the delivery of electrical stimuli is controlled based on real-time measurement of these
action potential signals. Different modes of electrical stimulation have been tested using
this software. The stimulation protocols that we have used include (1) excitable gap pacing,
(2) protective zone pacing, (3) synchronization of activation, (4) subthreshold pulse train,
and (5) overdrive pacing. Due to the flexibility of the software, new pacing protocols are
constantly added to this program.

To allow fast visualization of experimental results, a data viewer has been designed
to accompany the acquisition program. The interactive front-panel control of the viewer is
shown in Fig. 1. Main areas on the front panel include (1) a movie player to dynamically play
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Figure 1: Front-panel diagram of real-time optical imaging acquisition/analysis program

back large sequences of data, so the user can select the display mode from raw data, optical
potential, wavefront, isochrones, phase, and phase singularities; (2) two animated trajectory
plots of V (t) versus V (t − τ) from selected pixels in the image; (3) transmembrane potential
displays of five control pixels (one reference site and four pacing site), where timing of pacing
pulses is superimposed under these traces to validate detection of threshold crossing; and
(4) a spatial profile of optical potential along a user-selected straight line on the image.

Pak et al.41 evaluated the defibrillation efficacy of the novel multisite pacing algorithm
using the optical recording guided, synchronized pacing (SyncP) in excitable gaps. The
effects of feedback pacing (FBP, n = 106, n is the number of episodes), overdrive pacing
(ODP, n = 48, 90% VF cycle length [VFCL]), and high-frequency pacing (HFP, n = 129,
43–215 Hz) on isolated rabbit hearts in VF were compared. Four pacing electrodes (denoted
with “e” in Fig. 2a) were placed on the optical mapping field of the left ventricular anterior
wall. The electrodes were made with Teflon-coated stainless steel, and the interelectrode
spacing was about 10 mm.

For FBP, the optical action potentials were monitored from four different pacing elec-
trode sites and one reference site in real time (430 frames per second; Fig. 2a). The reference
site was selected arbitrarily after observing the common direction of VF wave propagation
along the fiber orientation. Figure 2b shows the algorithm of FBP. When (1) the reference
mapping site was depolarized during VF to above 40% of optical action potential amplitude
and (2) the optical action potential of a pacing site was below threshold, electrical current
was delivered at electrode sites and one reference site in real time (430 frames per second;
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Figure 2: (a) Configuration of pacing electrodes and reference site for synchronized feedback
pacing. (b) Illustration of the algorithm for feedback pacing

Fig. 2a). Each electrode was independently controlled following the same algorithm. An
important feature of SyncP was the use of depolarization of a local reference site to guide
the pacing pulse delivery. Pacing current was delivered only when the reference site was
depolarized. This reference site served as an endogenous timing reference whose frequency
varied with the overall progression of VF but could be distinctive from neighboring sites.
The experimental results support the concept that adaptive pacing is superior to the fixed
frequency pacing in synchronizing and terminating irregular wavefronts.

The results (Fig. 3) show that (1) the defibrillation efficacy of independent FBP was
14.8%, and those of ODP and HFP were 2.1% (p < .01) and 1.6% (p < .0001), respectively.
Energy consumption for FBP (4 mJ) was significantly lower than that of ODP (p < .0001).
(2) FBP, but not ODP or HFP, decreased spatial dispersion of fibrillation cycle length
during pacing (p < .01) and postpacing (p < .05) periods compared to the prepacing period
in paced area. (3) FBP with 2 or 5 mA current was more effective in decreasing SDCL than
FBP with 10 mA (p < .001).

Figure 3: Defibrillation rate and electrical energy of different pacing
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Pre-pacing

Post pacing

During pacing

Figure 4: Distribution of phase singularities in prepacing, during pacing, and postpacing
periods. Propagation in the controlled area is synchronized during pacing, as no phase
singularities exit in this area. The wave synchronization persists even after pacing

The synchronized FBP algorithm was intended to synchronize depolarization of tissue
under the pacing electrode with that of the reference site. The degree of wave synchroniza-
tion was determined using phase maps and the distribution of phase singularities. As shown
in Fig. 4, the phase singularities in the phase maps are indicated with arrows. During the
prepacing period, various phases coexisted, and three to six phase singularity points were
always present. During the pacing period, however, color phase maps became homogeneous,
and the number of phase singularities decreased. This kind of synchronization sustained for a
while in the postpacing period. One hundred–frame (230 ms) cumulative phase singularity
point maps, the right-most column of Fig. 4, with light color representing more phase
singularities, also showed a decrease in phase singularities during pacing and immediate
postpacing periods in the area surrounded by the pacing electrodes.

One possible explanation of the defibrillation mechanism of SyncP is the electrical
reduction of available tissue mass to sustain VF. Kim et al.17 demonstrated that as tissue
mass was decreased, the number of wavefronts decreased, and the life span of reentrant
wavefronts increased, resulting in a parallel decrease of the dynamic complexity of VF.
Although SyncP did not mechanically reduce tissue mass, pacing could have induced a
“virtual reduction” of tissue mass that enlarged the synchronized area and decreased the
dynamic complexity of VF, leading to the termination of fibrillation. It was estimated that
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the approximate tissue mass surrounded by the pacing electrodes was 9–11% of ventricular
mass. A second possible mechanism is that SyncP eliminated the excitable gap in a small
heart and led to conduction block, halting the reentrant circuit. This is likely the case when
pacing in the excitable gaps without a reference site. Another potential mechanism is that
the pacing was performed in a dominant domain where it halted the mother rotor.36

Optical Recording-Guided Pacing to Create
Functional Block during VF

VF propagation can be effectively blocked by creating tissue damage through ablation
procedures.44,45 These procedures create irreversible tissue damage with unknown long-
term consequences. However, functional blocks created without permanently damaging the
tissue are more desirable. Recently, Ravi et al.64 tested the idea of creating a functional
block in the ventricle during VF via multiple-electrode configurations. In other words, the
study was to apply a SyncP protocol41,46 along a linearly distributed array of electrodes to
create a linear functional block. If the defibrillation mechanism of SyncP for the electrical
reduction of available tissue mass to sustain VF is correct, a significant functional block for
VF is an important factor to improve multisite pacing efficacy to terminate VF.

SyncP was performed in isolated rabbit hearts during VF using optical recording to
control the delivery of pacing pulses in real time. The electrodes were arranged in a line
configuration in along-fiber and cross-fiber directions (Fig. 5). SyncP caused synchronized
activation along the line of pacing electrodes. Figure 6 shows examples of independent and
simultaneous SyncP in the fiber direction (Fig. 6a, b) and cross-fiber direction (Fig. 6c,
d). In Fig. 6a, when the reference site was activated (frame 581), sites e3 and e4 were in
the excitable gap. Therefore, stimulation current was delivered to e3 and e4, but not to e1
or e2. The stimulation resulted in synchronized activation (frame 587) and repolarization
(frame 599). In Fig. 6b, when the reference site was activated, all electrodes fired at the same

LAD
a b

LAD

Reference
e1 e1

Reference

e2 e2

e3 e3

e4 e4

Area
Mapped

Area
Mapped

Figure 5: Orientation of multisite pacing along or cross-fiber direction
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Figure 6: Voltage maps indicating linear functional block created by synchronized pacing
(SyncP). The red represents depolarization, and blue represents repolarization. Small
circles in the maps show locations of the pacing electrodes (e1–e4). A plus sign in the
circle represents the delivery of pacing current. The frame numbers are indicated in the
corners of each map. (a) Independent SyncP, fiber direction; (b) Simultaneous SyncP, fiber
direction; (c) Independent SyncP, cross-fiber direction; (d) Simultaneous SyncP, cross-fiber
direction

time, causing synchronized activation (frame 681) and repolarization (frame 694). The same
electrode firing protocols were used in the cross-fiber configuration as shown in Fig. 6c, d.

The increased synchronicity was not restricted solely to the pacing sites, but also
occurred along the line connecting the electrodes. The effect of wavefront synchronization
by multisite pacing may decrease at the myocardium away from the pacing electrodes. Ravi
et al.64 quantified the variable degree of synchronization (the effect of pacing) away from the
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electrode line. The drop in variance between prepacing and pacing periods was calculated
along lines parallel to, but shifted outward from, the original electrode line. Values were
normalized by dividing variance drops at increasing distances from the electrode line by the
variance change (between prepacing and pacing) at the electrode line. In the independent
SyncP mode, pacing was 70% as effective at 1.2 mm and 50% as effective at 2.2 mm. In the
simultaneous SyncP mode, the amount of synchronization dropped to 70% at 1.5 mm and
to 50% at 2.4 mm.

The configuration of a linear electrode array is preferable in clinical situations because
it can be placed on a catheter. The recent advancement of catheter design and pacing
technology has allowed pacing with multiple, spatially distributed electrodes. Byrd et al.47

showed that biventricular antitachycardia pacing is superior to conventional antitachycar-
dia pacing in situations where the additional ventricular lead advanced the orthodromic
wavefront. This advancement may increase the likelihood of orthodromic termination on
refractory tissue and termination of reentry. Since many ICDs have an additional lead
available for pacing, this concept of biventricular pacing might also prove beneficial to VF
termination via increased capture area and increased conduction blocks.

It should be noted that only one line of functional block has been tested. It is feasible to
create multiple lines of functional block with this approach. Note that the successful defib-
rillation rate with synchronized multipacing was only 16%.41 This rate may be significantly
increased through a combination of area and linear synchronized pacing methods.

Improvement of Defibrillation Efficacy with
Synchronized Multisite Pacing

According to the upper limit of vulnerability (ULV) hypothesis,48–50 the timing of electrical
shocks in the low-voltage gradient area51,52 is an important determinant of the defibrillation
outcome. If the shock is delivered on the effectively refractory myocardium, the same
shock cannot reinitiate VF in the low-voltage gradient area and results in successful
defibrillation.53 This concept might be supported by observations of the protective zone.54–56

Protective zone is defined as a period of time during which a critically timed second
stimulus (S3) can terminate local reentry induced by an earlier stimulus (S2), and thereby
prevent VF.57 However, the concept of the protective zone has been limited to the temporal
dimension and newly initiated Wiggers’s stage I VF or VF with only a limited number of
reentrant wavefronts.57–59 The spatiotemporal protective zone or VF termination by timed
stimulation in persistent disorganized VF has not been explored. This is because when
the wavefront in the low-voltage gradient area is not completely synchronized, shock could
be delivered to refractoriness in only part of the low-voltage gradient area. This leads to
heterogeneous repolarization and local-reentry–induced defibrillation failure. To overcome
these limitations of classical temporal protective zone, Pak et al.41 tried defibrillation shock
at the spatiotemporal protective zone, which was implemented by two strategies and demon-
strated better defibrillation efficacy: (1) multisite SyncP for wavefront synchronization and
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Figure 7: Low-voltage gradient area in isolated rabbit heart. Four unipolar electrodes and a
reference point were positioned around the area. (b) Preshock synchronized pacing (SyncP)
protocol. Thick red horizontal bar represents the SyncP period, and vertical dotted line
represents the timing of the shock

(2) Sync shock (timed shock) to induce a higher proportion of unexcitable shock in the
low-voltage gradient area under the synchronized state.

Wavefront synchronization and synchronization of repolarization are known to be impor-
tant for VF termination.60,61 Optical recording guided real-time detection and stimulation
of spatiotemporal excitable gaps – SyncP – via multisite pacing was demonstrated to
cause pace termination of VF with millijoule energy.41 Therefore, wavefront synchronization
and a subsequent timed shock on the unexcitable low-voltage gradient area may improve
defibrillation efficacy. In the study by Pak et al.,41 spatiotemporally controlled defibrillation
(STCD), which is composed of SyncP and following Sync shock, was explored (Fig. 7a).

In order to measure the low-voltage gradient area in isolated rabbit heart, a diastolic
shock (100 V) was delivered during optical recording. The area not directly depolarized
by the shock (Fig. 7b) was defined as the low-voltage gradient area,4 which was usually
located on the left ventricular anterior wall. The methods of multisite Sync pacing have
been reported previously.10 To perform STCD, left ventricular anterior wall is paced with
SyncP protocol for 0.92 s and followed by timed Sync defibrillating shock [STCD=SyncP
(0.92 s)+Sync shock]. The optical mapping data of STCD consisted of 0.46 s of prepacing
VF, 0.92 s of SyncP, and then Sync shock, followed by 0.46 s of postpacing period.

Preshock SyncP was shown to reduce the reinitiation of VF wavefronts in the low-
voltage gradient area. As a result, the DFT50 (defibrillation threshold) of the timed shock
with pre-multisite pacing method was decreased as compared to control random shocks in
the rabbit model. Table 1 shows that the DFT50 of the STCD (154.0 ± 61.4V) was 10.3%
lower than that of the random shocks (174.3 ± 75.7V, p < .05, Z = −2.3664). The STCD
effects were more prominent when prepacing VF was disorganized and had a short VFCL.
When tissues with a greater than 10% reduction of DFT50 by STCD (Table 1, tissues 1, 3,
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Table 1: STCD decreases DFT50 compared to random shock

DFT50(V)

Tissue Random shock STCD % Decrease
1 (n = 5) 274.0 ± 32.1 240.0 ± 21.2 12.41
2 (n = 5) 86.6 ± 15.1 82.4 ± 14.0 5.07
3 (n = 5) 118.0 ± 11.2 97.6 ± 5.4 17.29
4 (n = 5) 128.8 ± 11.5 127.0 ± 6.0 1.40
5 (n = 5) 146.4 ± 10.9 142.4 ± 12.0 2.73
6 (n = 5) 189.0 ± 11.5 157.2 ± 16.1 16.83
7 (n = 5) 277.2 ± 29.5 231.6 ± 38.6 16.45
Total (n = 35) 174.3 ± 75.7 154.0 ± 61.4∗ 10.31
∗p < .018, Z = −2.3664. STCD, spatiotemporally controlled defibrillation; DFT, defibrillation
threshold

6, and 7) were compared to those with a less than 10% decrease (Table 1, tissues 2, 5, and
6), the former had a significantly shorter VFCL (83.0 ± 9.6ms vs. 111.3 ± 28.3ms, p < .001)
and higher spatial dispersion of VFCL (9.5 ± 5.0ms vs. 5.0 ± 2.6ms, p < .01), suggesting
more disorganized preshock VF than the latter. This is also indirect evidence showing the
importance of VF synchronization in lowering defibrillation energy requirement.

More recently, Tang et al.62 explored a timely synchronized pacing to terminate VF
following failed defibrillating shock (postshock SyncP) to improve defibrillation efficacy.
Instead of randomly continuous triggering of pacing after shock, an optical recording
guided real-time detection feedback mechanism was used to apply synchronized (i.e.,
properly timed) pacing (i.e., electrical stimulus) to cardiac tissues to intervene the postshock
organized activation. Figure 8 shows a series of optical frames in a successful VF termination
episode by the postshock SyncP strategy. The heart tissue was completely depolarized by a
defibrillating shock at 200 V (frame 496), followed by a quiescent period of 76 ms (frame 526),
during which no electrical activity was observed. The shock was not successful, and there
were four repetitive responses after the defibrillating shock, as shown in the optical signal.
Panels 1–4 show the propagation of the four beats and the corresponding stimulation of
the postshock pacing electrode, respectively. The first activation started from the upper
right corner of the mapped region (frame 534). When the tissue around the reference
site was depolarized by the early activation, the pacing electrode was activated to deliver
a 5-mA electric stimulus to the myocardium around the pacing sites (frame 538). The
interaction between the stimulus-initiated wavefronts and the reinitiated VF fronts resulted
in wavefront synchronization (frame 548). The following three beats showed the similar
interaction between reinitiated VF wavefronts and stimulus-induced fronts (panels 2–4). As
shown in the optical recording data, sinus rhythm resumed after four repetitive responses
with postshock pacing stimuli. This result showed that the novel strategy can improve the
current defibrillation efficacy by converting unsuccessful shocks to successful ones without
additional shock delivery.

It was demonstrated that maximizing the extent of myocardium captured by electrical-
induced stimulation was important for successful VF defibrillation. Nanthakumar et al.63
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Figure 8: Optical imaging data showing the novel defibrillation strategy with postshock
synchronized pacing (SyncP). Asterisk designates the reference site, and the circle shows
the postshock pacing site. Numbers indicate the frame numbers

reported that pacing in the posterior swine left ventricle resulted in a greater incidence and
extent of myocardial capture than in the anterior left ventricle. In isolated rabbit hearts,
with the same shock strength, successful and failed defibrillation episodes were associated
with 50 and 15% of the myocardium, respectively, captured by the SyncP (p < .001). To
maximize the myocardial capture by optimizing the SyncP site, we compared the postshock
SyncP in both anterior and posterior left ventricle. The isoelectric window (IEW) duration
was found to be similar for both cases, which was approximately 60–65 ms (n = 0.05;
Fig. 9). However, the myocardium capture rate and the defibrillation rate were significantly
different. The pacing in the anterior and posterior left ventricle resulted in approximately
55 and 75% myocardium capture, respectively (p < .01). Correspondingly, the defibril-
lation rate for anterior pacing (14%) was more than four times higher than posterior
pacing (3.7%).

In the postshock SyncP strategy, only one pacing site was explored, and the misplaced
pacing electrode in myocardium accounted for approximately 20% of failed pace termination
of VF after failed shock. A combination of multipacing strategy and global reference site
is expected to provide insights into further improvements of the efficacy of this novel
defibrillation strategy.
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Figure 9: Comparison of postshock synchronized pacing (SyncP) in anterior and posterior
left ventricle

Conclusion

Spatiotemporal organization of VF and distributed pacing/defibrillation leads offer unprece-
dented opportunities to renew our concepts of defibrillation and promote new possibilities
in delivering defibrillation energy. Theoretically it is possible to calculate VF organization
in real time and shock or pace the tissue when fibrillation is most organized. Results
from a pacing study also found that organized VF was easier to capture with pulse train
than unorganized VF.29 However, using previously proposed algorithms to calculate VF
organization is still computationally costly and not suitable for real-time control. The
synchronized feedback multipacing approach is a means to achieve “enforced” organization
that can produce large synchronized areas. Most important, such a pacing method has
been demonstrated to result in defibrillation with extremely low energy requirement. The
ability to pace directly in the excitable gaps lowers the electrical energy, and a large area
of induced synchronized activation might be equivalent to a reduction of critical mass, thus
terminating VF. Further development along this line of interactive pacing could bring about
new adaptive, antifibrillatory-pacing strategies using millijoule pulses on a cycle-to-cycle
basis in a spatially distributed manner.
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Chapter 5.1

The Bidomain Model of
Cardiac Tissue: From Microscale
to Macroscale

Craig S. Henriquez and Wenjun Ying

Introduction

Cardiac tissue can be viewed as connected cells (myocytes), organized and tethered through
an extracellular matrix to produce a contraction of the heart that is triggered by a
highly coordinated spread of electrical activity. The currents underlying the propagation of
impulses from cell to cell flow across the cell membrane and through both the intracellular
and extracellular spaces in the heart. Over the past 30 years there has been considerable
interest in the structures that couple the intracellular spaces of myocytes to one another
and their role in arrhythmia.1,2 In cardiac tissue, this coupling takes place though the
intercalated discs. The intercalated disc is an interwoven membrane separating adjacent cells
and contains both adherens junctions, which anchor the contractile proteins and maintain
mechanical strength during contraction, and gap junctions that permit small molecules and
ions to pass freely between the cells.3 A gap junction is composed of two hemichannels
(connexons), one in each cell, that come together and form a pore, which essentially
establishes electrical connectivity.4,5 Under normal conditions, the propagation of action
potentials involves both the flux of ions across voltage and ligand gated ion channels and
from cell to cell. For the most part, the majority of the gap junctions are found at the
ends of the irregularly shaped cardiac cells, although some appear at the lateral faces. The
number of gap junctions between cells, in part, determines the strength of connection. It
is widely believed that the more gap junctions present, the lower the electrical coupling
resistance. These pores act like resistors in parallel in an electrical circuit. The type of
proteins (connexins) that form the connexon also helps determine its electrical properties
or conductance. Different connexin proteins are found in different regions of the heart.4
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The other component of the intracellular resistance is determined by the micro- and
nanostructures inside the cell itself. Like most muscle cells, most cardiac cells contain
contractile proteins actin and myosin that are anchored by Z-lines. Ventricular mycotyes
also possess a highly organized transverse-tubule (T-tubule) system. A T-tubule is a deep
invagination of the plasma membrane that allows depolarization of the membrane to quickly
penetrate to the interior of the cell. It effectively acts to bring the extracellular environment
in proximity to the intracellular space of the cell.6 The presence of the T-tubules, proteins,
and other structures will affect or limit ion mobility and flux and hence increase the
intracellular resistance of the cell. In some heart cells (atrial cells, conduction system),
however, the T-tubule system is less organized or effectively absent, and hence the electrical
properties of these cells are expectedly different.6

Like the intracellular space, the extracellular space of cardiac tissue is similarly complex.
But unlike the intracellular space, the role of the interstitial space on the spread of electrical
activity is less well understood or appreciated. The extracellular space or interstitium
occupies from 20 to 25% of the total heart volume.7 It includes the extracellular matrix
(ECM), which includes the interstitial matrix and the basement membrane that acts to
protect cells from compression and provide a site of anchorage. Gels of polysaccharides and
fibrous proteins like collagen fill the spaces between cells. The interstitial space also includes
fibroblasts, which act to synthesize an array of proteins that maintain the ECM.8 The
fibroblasts also secrete noncollagenous components of ECM known as the ground substance.
Ground substance is distributed in a homogeneous mat throughout the space and within the
T-tubules and includes proteoglycans, which are involved in binding cations (such as sodium,
potassium, and calcium), and water, which regulates the movement of molecules through
the ECM.7 It is often surprising to learn that fibroblasts are about twice as numerous as
myocytes in the heart. Finally, the largest fraction of the interstitial space consists of blood
vessels. In one of the more comprehensive studies of the interstitium of cardiac muscle,
Frank and Langer7 found that about one third of the circumference of each myocyte in
the heart is within 2,000 Å of a capillary. Through their quantitative stereological methods,
Frank and Langer found that the extracellular space is occupied by ground substance (23%),
blood vessels (60%), connective tissue cells (e.g., fibroblasts) (7%), collagen (4%), and 6%
“empty” space.

Because current must flow in a closed circuit, the transmembrane ion flux must flow
through both the intracellular and interstitial spaces. For a given membrane potential
gradient, the total current in each space and, ultimately, the speed of propagation of the
action potential impulse depends on the resistance of the space, which in turn depends on the
geometry at the micro- and macroscales and material composition. Factors that modulate
the resistance of the intracellular space, such as cell geometry and size, changes in the
number and kind of gap junctions, have all been implicated in conduction disturbances.9

Surprisingly, factors that modulate the resistance of the interstitial space, such as changes in
the number of fibroblasts, changes in the proportion of collagen, changes in the permeability
of the ground substance, changes in the vessel size, and so forth, have been generally ignored
or considered to be negligible in changing impulse conduction. Although the studies are less
numerous, there is growing evidence that the properties of the interstitial space must be
considered in propagation disturbances.10,11
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Microscopic Modeling Cardiac Tissue

Computer models have been used to study cardiac conduction since the late 1970s.12,13 At
that time, computational power limited investigations to very simple geometries correspond-
ing to single fibers or monolayer sheets of cells. With the evolution of computer technologies,
computational models of the heart have become three dimensional and increasingly more
realistic, providing a broader range of investigations to study how changes in the tissue
structure and ionic properties affect propagation, arrhythmogenesis, and the response to
externally applied stimuli.

When building models of cardiac tissue, it is necessary to make judicious choices about
the amount of structural detail that should be included. A reasonable starting point is to
assume each cell has a uniform, resistive cytoplasmic resistive space Ωi that is bounded by a
membrane Γ and is surrounded uniformly by a conductive extracellular space, Ωe (Fig. 1a.)
For simplicity, we can assume that the junction between cells is represented by a local
change in geometry (e.g., the formation of narrow tubule) so the potential and currents are
continuous from cell to cell.

In the absence of an external stimulus, the intracellular and extracellular spaces are
source-free and thus the intracellular and extracellular potentials Φi and Φe are solutions
to the Laplace equations:

ΔΦi = 0 in Ωi, (1)

ΔΦe = 0 in Ωe. (2)

Figure 1: (a) Idealized lattice of cardiac cells connected through gap junctions. The intra-
cellular space, Ωi, is separated from the extracellular space, Ωe, by the membrane, Γ. The
portion of the membrane associated with gap junction (local change in geometry connecting
adjacent cells) is denoted by Γj. (b) Portion of the intracellular space, Yi, extracellular space,
Ye, and membrane, S, associated with a unit cell
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In the case that a stimulation current is applied to the intra- and extracellular spaces, the
potentials are instead governed by the Poisson equations:

ΔΦi = Is
i in Ωi, (3)

ΔΦe = Is
e in Ωe, (4)

where Is
i and Is

e denote the stimulation currents applied. For the sake of simplicity, the
remainder of the presentation assumes no current stimulation is applied.

The current that crosses the membrane is continuous with the intracellular and extra-
cellular currents that are normal to the surface Γ. This defines the boundary conditions to
(1) and (2) and are given by

−σi∂nΦi = Cm
∂

∂t
Vm + Iion(Vm, q), (5)

−σe∂nΦe = Cm
∂

∂t
Vm + Iion(Vm, q), (6)

∂q

∂t
= M(Vm, q), (7)

where the normal derivative, ∂n, is taken with the normal pointing outside of the cell, the
transmembrane potential is the difference between Φi and Φe at the membrane and given
by

Vm = Φi − Φe on Γ. (8)

The left-hand sides of (5) and (6) represent the intra- and extracellular currents evaluated
on the membrane, Γ. The right-hand sides of (5) and (6) describe the current across
the membrane as having two components: a capacitive component that depends on the
membrane capacitance Cm and the time derivative of the transmembrane potential Vm, and
the nonlinear current–voltage relationship Iion(Vion, q) and M(Vm, q) that corresponds to
the chosen excitability model of the membrane dynamics.

The model described by (5)–(7) gives the microscopic representation of the electric
potentials in the tissue. Although it is possible to model propagation from cell to cell
using this model, such an approach requires that the geometry of the intracellular and
extracellular space be represented separately. Although this is possible for a small number
of cells, the practical implementation is both technically challenging and computationally
expensive.

Macroscopic Modeling Cardiac Tissue

An alternative approach to modeling at the microscale is to assume the properties of cardiac
tissue can be averaged in some sense. Neu and Krassowska14 first showed that it is possible
to derive such a macroscopic model of tissue from an idealized version of the microscopic
model. This approach has been expanded and adopted by others.15,16
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We begin by assuming that the tissue is spatially periodic in which all the cells are
identical in shape, arranged in a regular fashion, and have the same pattern of connections
with neighbors. The smallest repeatable pattern of this structure is called the unit cell
(Fig. 1b). In this idealized structure, a few fundamental material constants can be defined:

dcell : A typical measure of the cell dimension (units: L) (e.g., the cell diameter of a unit
cell).

σi : Conductivity of the cytoplasm filling the inside of cell (units: R−1L−1). The conductivity
of the fluid filling the extracellular space σe has the same order of magnitude as σi and,
hence, does not need to be considered a fundamental material constant.

Rm : Surface specific resistivity of the membrane that separates the inside and the outside
of cell (RL2).

Cm : Capacitance of the membrane (R−1L−2T).

Here R denotes an arbitrary unit of resistance, L is a unit of length, and T a unit of time.
We can define a dimensionless combination of the first three fundamental parameters

described above:

ε =
(

dcell

Rmσi

)1/2

. (9)

For a typical cardiac cell, dcell = 25μm, lcell = 100μm (cell length), σi = 5mS cm−1 and
Rm = 10, 000Ω cm2, leading to ε = 7.1 × 10−3. This dimensionless parameter ε is closely
associated with the characteristic scale of the microscopic model.

Using all four fundamental material constants, several additional time and length
constants can be formulated. For convenience, the macroscopic units of length is defined
as L = dcell/ε, and the time constant associated with charging the membrane by the
transmembrane current is given by τ = RmCm. After that, we can convert the cellular
problem into a nondimensional form by scaling space and time with the constants, such as,

x̂ = x/L, t̂ = t/τ, (10)

and scaling the potentials Φi, Φe, and Vm by a convenient unit ΔV of measure for them,
such as,

Φ̂i = Φi/ΔV Φ̂e = Φe/ΔV, V̂m = Vm/ΔV. (11)

Assuming that the typical state variables q can be scaled by q = Q−1q, with Q a convenient
unit (matrix) of measure for the state variables to make dimensionless, the nondimensional
current–voltage relationship Iion(Vm, q) has the following form:

Îion(V̂m, q) =
Rm

ΔV
Iion(Vm, q), (12)

and the dimensionless nonlinear reactions for state variables are:

M̂(V̂m, q) =
τ

Q
M(Vm, q). (13)
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After substitition, we obtain the following dimensionless boundary conditions:

−∂nΦi = ε

{
Cm

∂

∂t
Vm + Iion(Vm, q)

}
, (14)

−μ∂nΦe = ε

{
Cm

∂

∂t
Vm + Iion(Vm, q)

}
, (15)

∂q

∂t
= M(Vm, q), (16)

where μ is the ratio of extracellular and intracellular conductivities, i.e.,

μ =
σe

σi
, (17)

and ε is the dimensionless small parameter defined by (9). For convenience, the superscripts
ˆof the dimensionless variables are omitted. Note that the Laplace equations in (1) and (2)
are invariant with respect to the scaling above.

Homogenization

If the period of a structure is assumed to be very small compared to the size of the domain of
interest, then a formal mathematical process, known as homogenization, can be applied.17

For boundary value problems with periodic structure, perturbation analysis can be used
to obtain an asymptotic expansion of the solution in terms of a small parameter, which is
the ratio of the period of the structure to a typical length in the region. Homogenization
theory can be used to study the limit of Φi and Φe as ε → 0. In particular, it is desirable to
identify the equations that are satisfied in this limit. Physically, the limit ε → 0 corresponds
to the case where the heterogeneities become vanishingly small. Thus as Hornung17 notes,
through homogenization, the original, highly heterogeneous material, characterized by the
rapidly oscillating coefficients, can be replaced by an effective, homogeneous material that
is characterized by constant coefficients.

Assuming the network of cardiac cells is a periodic structure, similar to a regular lattice
of interconnected cylinders, then we can define portions of intra- and extracellular spaces Ωi

and Ωe that belong to a unit cell as Yi and Ye, respectively. Similarly, the unit cell portion
of the membrane Γ is denoted by S (Fig. 1b).

Introducing a microscopic variable ξ = x/ε, associated with the dimension of a unit cell,
we assume the electric potentials, Φi, Φe, Vm, and the state variables q are functions of
both the slow (macroscopic) variable x and the fast (microscopic) variable ξ. The potentials
and state variables have the following asymptotic expansion in powers of the dimensionless
parameter ε:

Φi(x, ξ) = Φ(0)
i (x, ξ) + εΦ(1)

i (x, ξ) + ε2Φ(2)
i (x, ξ) + · · · ,

Φe(x, ξ) = Φ(0)
e (x, ξ) + εΦ(1)

e (x, ξ) + ε2Φ(2)
e (x, ξ) + · · · , (18)

Vm(x, ξ) = V (0)
m (x, ξ) + εV (1)

m (x, ξ) + ε2V (2)
m (x, ξ) + · · · ,

q(x, ξ) = q(0)(x, ξ) + εq(1)(x, ξ) + ε2q(2)(x, ξ) + · · · .
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The slow and fast variables correspond respectively to the global and local structure of the
field.

Using this approach, the gradients with respect to x and ξ are ∇x and ∇ξ, respectively,
and the full gradient operator is given by:

∇ =
1
ε
∇ξ + ∇x. (19)

The full Laplacian operator Δ is represented as

Δ =
1
ε2

Δξξ +
1
ε
(∇ξ · ∇x + ∇x · ∇ξ) + Δxx. (20)

Substituting the asymptotic expansions (18) and into the Laplace equation (1) and (2) and
equating the coefficients of the powers −2, −1, 0 of the dimensionless parameter ε to zero,
we obtain the following equations:

1
ε2

: ΔξξΦ
(0)
i = 0 in Yi,

1
ε

: ΔξξΦ
(1)
i + (∇ξ · ∇x + ∇x · ∇ξ)Φ

(0)
i = 0 in Yi, (21)

1 : ΔξξΦ
(2)
i + (∇ξ · ∇x + ∇x · ∇ξ)Φ

(1)
i + ΔxxΦ(0)

i = 0 in Yi.

Similarly, substituting the asymptotic expansions into the boundary condition equation (5)
and (6), we obtain the following equations:

1
ε

: n · ∇ξΦ
(0)
i = 0 on S,

1 : n ·
(
∇ξΦ

(1)
i + ∇xΦ(0)

i

)
= 0 on S, (22)

ε : n ·
(
∇ξΦ

(2)
i + ∇xΦ(1)

i

)
= −

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

on S.

The following three boundary value problems can be formulated.
For the coefficient Φ(0)

i of 1 in the asymptotic expansion for the intracellular potential
Φi, the first boundary value problem is given by:

ΔξξΦ
(0)
i = 0 in Yi,

n · ∇ξΦ
(0)
i = 0 on S. (23)

For the coefficient Φ(1)
i of ε in the asymptotic expansion for the intracellular potential Φi,

the second boundary value problem is given by:

ΔξξΦ
(1)
i + (∇ξ · ∇x + ∇x · ∇ξ)Φ

(0)
i = 0 in Yi, (24)

n · ∇ξΦ
(1)
i + n · ∇xΦ(0)

i = 0 on S.
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For the coefficient Φ(2)
i of ε2 in the asymptotic expansion for the intracellular potential Φi,

the third boundary value problem is given by:

ΔξξΦ
(1)
i + (∇ξ · ∇x + ∇x · ∇ξ)Φ

(1)
i + ΔxxΦ(0)

i = 0 in Yi,
(25)

n · ∇ξΦ
(2)
i + n · ∇xΦ(1)

i +
{

∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

= 0 on S.

Then, the coefficients Φ(0)
i , Φ(0)

i and Φ(2)
i Φ(2)

i in the expansion for the intracellular potential
Φi can be computed as functions of ξ by solving one by one the Neumann boundary value
problems (BVP) in the local portion Yi of a unit cell. Under reasonable assumptions on the
domain Yi, its boundary S and the data on the right-hand side of problems, the Neumann
BVP has a unique solution up to a constant.

From the first BVP, which only has a constant solution with respect to ξ, we find that the
solution Φ(0)

i depends only on the macroscopic variable x. Actually, it represents a potential
average over Yi by letting ε go to zero.

With the ξ independence of Φ(0)
i , the second BVP becomes:

ΔξξΦ
(1)
i = 0 in Yi,

(26)
n · ∇ξΦ

(1)
i + n · ∇xΦ(0)

i = 0 on S.

It is not difficult to show that the unique zero mean solution of the BVP can be represented
as:15

Φ(1)
i = −wi(ξ) · ∇xΦ(0)

i + Φ̃(1)
i (x, t), (27)

where wi = (w1
i (ξ), w

2
i (ξ), w

3
i (ξ))

T and its components wk
i (ξ) (k = 1, 2, 3), satisfy

Δξξw
k
i (ξ) = 0, in Yi,

(28)
∇ξw

k
i (ξ) · ni = ni,ξk

on S,

where ni = (ni,ξ1 , ni,ξ1 , ni,ξ1)
T is the unit outward normal to the membrane portion with

respect to the intracellular portion Yi. The problems for wk
i (ξ) (k = 1, 2, 3) are solvable up

to a constant, and the solutions can be fixed (e.g., by the condition
∫

S wk
i (ξ)dξ = 0). Note

that the macroscopic component Φ̃(1)
i (x, t) and Φ(0)

i in the representation of the coefficient
Φ(1)

i (27) are independent of the microscopic variable.
Rewriting the third BVP as

∇ξ ·
(
∇ξΦ

(2)
i + ∇xΦ(1)

i

)
= −ΔxxΦ(0)

i −∇x · ∇ξΦ
(1)
i in Yi,

(29)
n ·

(
∇ξΦ

(2)
i + ∇xΦ(1)

i

)
= −

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

on S,

and integrating the equation over the unit cell portion Yi of the intracellular space Ωi and
applying the divergence theorem and the boundary conditions, we obtain the following
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identity:∫
Yi

(
ΔxxΦ(0)

i + ∇x · ∇ξΦ
(1)
i

)
dξ =

∫
S

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

ds. (30)

Substituting (27) into (30), we obtain

∇x ·
{
|Yi|I −

∫
Yi

∇ξwidξ

}
· ∇xΦ(0)

i = |S|
{

∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

, (31)

where ∇ξwi = [∇ξw
1
i ,∇ξw

2
i ,∇ξw

3
i ] and |Yi|, |S| denote the volume and the area of the unit

cell portions Yi, S of the intracellular space Ωi and the membrane Γ, respectively.
If we define β̂ to be the dimensionless surface-to-volume ratio, such that β̂ = |S|

|Y | , where
|Y | is the volume of a unit cell, then we obtain the following expression from (31):

∇x ·
{

1
|Y |

(
|Yi|I −

∫
Yi

∇ξwidξ

)}
· ∇xΦ(0)

i = β̂

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

. (32)

A tensor D̂i can be defined as the integral

D̂i =
1
|Y |

{
|Yi|I −

∫
Yi

∇ξwidξ

}
. (33)

This dimensionless tensor is effectively related to the geometry of the unit cell.
Finally, we obtain the following equation for the intracellular potential directly from the

identity:

∇x ·
(
D̂i∇xΦ(0)

i

)
= β̂

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

. (34)

where the intracellular potential Φi is independent of the microscopic scale.
Similarly, we can obtain the dimensionless averaged equation for the extracellular

potential:

∇x ·
(
D̂e∇xΦ(0)

e

)
= −β̂

{
∂

∂t
V (0)

m + Iion

(
V (0)

m , q(0)
)}

, (35)

where the dimensionless tensor D̂e of extracellular conductivity is given by:

D̂e =
μ

|Y |

{
|Ye|I −

∫
Ye

∇ξwedξ

}
, (36)

where μ is the ratio of extracellular and intracellular conductivities, defined in (17) and
we = (w1

e (ξ), w
2
e (ξ), w

3
e (ξ))

T and its components wk
e (ξ) (k = 1, 2, 3) satisfy

Δξξw
k
e (ξ) = 0 inYe,

(37)
∇ξw

k
e (ξ)ne = ne,ξk

on S,

where ne = (ne,ξ1 , ne,ξ2 , ne,ξ3)
T is the unit outward normal to the membrane portion S with

respect to the extracellular portion of Ye.
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Bidomain Model of Cardiac Tissue

Using (10) and the definitions of macroscopic time and space units τ and L, we can
rescale the dimensionless equations to the following dimensional averaged equations for
the macroscopic intra- and extracellular potentials:

∇x · (Di∇xΦi) = β

{
Cm

∂

∂t
Vm + Iion(Vm, q)

}
, (38)

∇x · (De∇xΦe) = −β

{
Cm

∂

∂t
Vm + Iion(Vm, q)

}
, (39)

where the dimensional surface-to-volume ratio is defined as β = β̂/dc and the dimensional
conductivity tensors Di and De are given by

Di = σiD̂i and De = σeD̂e. (40)

Equations (38) and (39) describe the bidomain model of cardiac tissue.18,19 As presented,
the bidomain model can be viewed as a macroscopic model that represents the asymptotic
behavior of the potentials and currents in a periodic, discrete cellular model.14 In the
bidomain, the intracellular space, the extracellular space, and the membrane that separates
them exist at every point in the region of interest.19 Each point effectively represents a
unit cell, and thus it is assumed that the amount of extracellular space and the membrane
properties around each unit cell do not vary (i.e., axially symmetric). In this continuous,
micro- to macroscale derivation of the bidomain model, the conductivity tensor is assumed
to be constant, and the properties come from the geometry of the cell and its associated
extracellular space.

In the intracellular space, the magnitude of the tensor involves both the cytoplasmic
properties and the gap properties. Equation (33) assumes the gap is a microtubule of very
small length (i.e., on order of that of two cell membranes) and width such that the potentials
are everywhere continuous. Because of the small dimensions of the gap, it is possible to
represent it as an interface such that the potentials have a jump in discontinuity.

If we assume Ωi be the intracellular space and Γj the portion of the cellular membrane
associated with the gap junction, then for the intracellular potential Φi to be continuous
across the junction interface between two cells (A and B), the following is satisfied:

ΦB
i − ΦA

i = 0 on Γj
(41)

σi
∂ΦB

i

∂n
− σi

∂ΦA
i

∂n
= 0 on Γj.

For the potential to be discontinuous or have a jump, then:

−σ
∂ΦA

i

∂n
=

ΦB
i − ΦA

i

Rj
on Γj,

(42)

σi
∂ΦB

i

∂n
− σi

∂ΦA
i

∂n
= 0 on Γj,
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where Rj is the specific resistance of the portion of the membrane associated with gap
junction (approximately 1.0Ω cm2).

In the “continuous” view, the geometry (shape and orientation) of the cellular membrane
Γ, including the small tubules, determines the effective conductivities as indicated by (33).

In the “discontinuous” view, the portion of the membrane associated with the junction is
simply a resistive interface. In general, the flux flowing out of the cell into the extracellular
space across the cellular membrane is much smaller than the flux across the junction, as
the membrane flux is normally on the order of ε, and the junctional flux is typically on the
order of

η =
dc

Rjσi
≈ 0.5. (43)

Thus, to compute the effective conductivity, we can assume the cell membrane is a perfect
insulator.

The continuous and discontinuous approaches to deriving the effective conductivity of
the unit cell (cell plus gap junctions) are essentially equivalent. The continuous approach
emphasizes the geometry of the cell membrane, while the discontinuous approach emphasizes
more on the local effects of the presence of the gap junctions, and accounts for the gap
through an effective gap junction resistance, Rj.

Bidomain Properties at the Tissue Level

Perhaps the most challenging aspect of setting up the bidomain model is determining the
components of the conductivity tensors associated with the intra- and extracellular spaces
that are consistent with the underlying structure. Often the cellular structure is either
not precisely known or it cannot be determined a priori. In some cases, the properties are
determined by making a series of measurements on the preparation and interpreting the data
using the bidomain model. More often the properties are simply assumed using literature
values from measurements from simpler preparations or from other modeling studies.20

Intuitively, the conductivity tensors, Di and De, are related to the geometry, coupling,
orientation, and degree of packing of cells in the tissue. The tensors are symmetric and
positive definite matrices where the three eigenvalues of the tensor are associated with the
average electrical properties in the directions given by the three orthogonal eigenvectors.

We can obtain a simple estimate for the magnitude of the components of the tensor
by assuming cardiac tissue is a lattice of coupled, identical rectangular parallelepiped cells
(Fig. 1a). We assume that each unit cell is isotropic with conductivity σi surrounded by a
uniform layer of fluid with conductivity σe, and connected to six neighbors through small
tubules on the end and lateral faces. Although clearly an idealization, this cell arrangement
gives rise to reasonable estimates for tissue conductivities for reasonable cell dimensions
and gap resistances.

As shown in Fig. 2, we can imagine each unit cell has a width, dcell, height dcell, and
length lcell such that the total cell volume is:

Volcell = dcell × dcell × lcell. (44)
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Figure 2: Dimension of a unit cell: width, dcell; length, lcell, and the thickness of the
extracellular fluid,Δe. The unit cell has a total intracellular resistance (cytoplasmic and
gap junction) along the cell, Ril = Rcl + Rj, and across the cell, Rit = Rct + Rj

The fluid that surrounds each cell is relatively small and has a thickness of Δe such that
the total volume occupied by the cell and extracellular fluid is

Volcell = dtot × dtot × ltot, (45)

where

dtot = dcell + 2Δe, (46)

ltot = lcell + 2Δe. (47)

The fraction of intracellular space is given by:

fi =
Volcell
Voltot

. (48)

Because Δe, dcell,tot � lcell,tot, the intracellular fraction is usually defined as the ratio of the
cross-sectional areas, namely

fi ≈
d2
cell

d2
tot

. (49)

The extracellular fraction is

fe = 1 − fi. (50)

The total resistance of the cell is the sum of the resistance of the cytoplasm along the cell,
Rcl, or across the cell, Rct, namely

Rcl =
lcell

σid2
cell

or Rct =
dcell

σidcelllcell
=

1
σilcell

, (51)



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 413 of 635 October 10, 2008 17:33

The Bidomain Model of Cardiac Tissue: From Microscale to Macroscale 413

and the resistance of the gap junction, Rj. If we assume a typical connexon has a conductance
gj, then the total resistance of the gap junction is

Rj =
1

Ngj
, (52)

where N is the number of connexons in the gap junction. For simplicity, we assume that the
number of connexons is the same on the end and lateral faces. Thus, the total resistance of
the cell and junction along the cell is

Ril = Rcl + Rj =
lcell

σid2
cell

+ Rj (53)

and across the cell is

Rit = Rct + Rj =
1

σilcell
+ Rj ≈ Rj. (54)

The total interstitial resistance along the cell is

Rel =
ltot

σe

(
d2
tot − d2

cell

) (55)

and across the cell is

Ret =
dtot

σe(dtotltot − dcelllcell)
. (56)

If we assume the intracellular space and the extracellular space occupy the same total
volume, Vtot, then we can compute an effective conductivity (i.e., the bidomain conductivity)
that would yield the same total resistance as that computed for the actual intracellular and
interstitial volumes. For example, if intrinsic intracellular or interstitial resistance along the
cell is Ril,el, then the effective conductivity, sil,el, that would yield the same resistance in
Vtot is

sil,el =
1

Ril,eld2
tot

/
ltot

=
ltot

Ril,eld2
tot

. (57)

Similarly, the effective conductivity across the cell is

sit,et =
1

Rit,et dtotltot/dtot
=

1
Rit,etltot

. (58)

Substituting (53) and (55) into (57), we obtain

sil =
ltot(

lcell
σid2

cell
+ Rj

)
d2
tot

=

(
d2
cell

/
d2
tot

)
σi(

lcell
ltot

+ Rjσi
d2
cell

ltot

) (59)

and

sel =
ltot(

ltot
σe(d2

tot−d2
cell)

)
d2
tot

= σe

(
1 − d2

cell

d2
tot

)
. (60)
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Substituting (54) and (56) into (58), yields

sit =
1(

1
σilcell

+ Rj

)
ltot

=
1(

ltot
σilcell

+ Rjltot

) (61)

and

set =
1(

dtot
σe(dtotltot−dcelllcell)

)
ltot

=
(

1 − dcelllcell
dtotltot

)
σe. (62)

Although the above expressions for the effective bidomain conductivities assume a relatively
simple geometry, they are consistent with other estimates that assume a more complicated
cell geometry and connectivity. Neu and Krassowska14 derived expressions for the effective
conductivity, assuming parallelepiped cells with hexagonal cross-sections in which each cell
was connected to six neighboring cells only at the ends of the cell through lateral gap
junctions arranged on a jutting triangular face. For this unique cell arrangement, they
obtained the following estimates:

sil =
fiσi(

1 + Rj
3Rc

) , sit =
1√
3

1
Rjlcell

, sel = feσe, set =
fe

2
σe. (63)

Under certain reasonable assumptions such as ltot ≈ lcell, the conductivity of the intracel-
lular space is relatively high and the fraction of intracellular space fi, given by (49), is
close to 1, then (59)–(62) for a regular lattice or rectangular parallelepiped cells can be
approximated as

sil =
fiσi(

1 + Rj
Rcl

) , sit =
1

Rjlcell
, sel = feσe, set =

(
1 −

√
fi

)
σe. (64)

The two sets of expressions are very similar, except for the geometric factors of 3 and
√

3
in the estimates of the intracellular properties.

We can obtain some estimates for the bidomain conductivities (g’s) by considering
some reasonable values for the cell dimensions, fraction of intracellular space, intracellu-
lar conductivity, and gap resistance. As noted earlier a typical myocyte has an average
cell width of dcell = 25μm, an average cell length of lcell = 100μm, and an intracellular
conductivity σi = 5mS cm−1. These dimensions lead to Rcl = 320 kΩ, Rct = 20 kΩ. Frank
and Langer7 estimated that the intracellular volume fraction is 75–80%. But since some
of the extracellular space is nonconducting, we can assume a fraction of fe = 15%, with a
conductivity of σe = 20mS cm−1. For the given cell length and cell width, this corresponds
to an extracellular gap of about 1μm around the entire cell, leading to dtot = 27μm and
ltot = 102μm. The unitary conductance of a single channel comprised of connexin-43 is
gj = 75pS.21

Perhaps the most uncertain parameter in the analysis is the number of open connexons
in a gap junction connecting two cells. Some studies have suggested that the fraction of
open channels may decrease with increasing gap junction area, such that the gap junction
conductance per area is not constant.21 In understanding their measurements on isolated rat
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Table 1: Estimates for the bidomain conductivities for a lattice of parallelepiped cells
(57–60) for different number of connexons (N) in the gap junction region.

N = 3, 000 (Rj = 4.44MΩ)(mS cm−1) N = 30, 000 (Rj = 444 kΩ)(mS cm−1)
sil = 0.29 sil=2.0
sit = 0.0219 sit=0.213
sel = 3.0 sel=3.0
set = 1.9 set=1.9

myocyte cell pairs, Weingart and Maurer22 argued that 90–95% of the available connexons
in the cell may be closed at any given time. They estimated that 2,500–5,000 of the 50,000
connexons were open to be consistent with the measured gap resistance of 2.0–5.0MΩ, with
an assumed gj = 100 pS. Somewhat surprisingly, simulation studies on propagation suggest
that a much smaller gap resistance of 83–500 kΩ is required to obtain reasonable propagation
velocities.21,23 This range is consistent with a very large number of open channels.

It is interesting to compare the estimated conductivities over the range of open con-
nexons. Using the parameters for dimensions of the intra- and extracellular space, intra-
and extracellular conductivities, and the unitary connexon conductance of gj = 75pS, the
conductivities and anisotropy ratios can be computed from (57) to (60). Table 1 shows the
values for N = 3,000 and N = 30,000.

For N = 30,000 the anisotropy ratio (AR = sil/sit) is approximately 9.5:1, and for N =
3,000, AR = 13.5:1. Although the two AR’s are roughly consistent with experimental
measurements of a 3:1 ratio of conduction velocity along and across fibers, the values of
conductivities for N = 30,000 are more consistent with those used in simulation studies to
obtain conduction velocities in the range of 50–80 cm s−1.20 This suggests that the number
of open channels in the gap may on the high end of the estimate.

The fact that the AR is relatively insensitive to the magnitude of the gap resistance
suggests that it depends more on the assumed geometry of the cell. Using the approximate
expressions (64), we can see that for large Rj (Rj 
 Rc), the anisotropy ratio is roughly
proportional to the square of the ratio of the length of the cell to the width of the cell,
namely

AR ≈ fil
2
cell

d2
cell

. (65)

For the assumed dimensions, this yields an AR = 13.6:1.
Interestingly enough, for the arrangement assumed by Neu and Krassowska (63), the

limiting ratio for large Rj is

AR ≈ 3
√

3
fil

2
cell

d2
cell

, (66)

or roughly five times bigger than that for the regular lattice of rectangular parallelepipeds.
In their analysis, they assumed a much narrower cell of width dcell = 15μm for the length
lcell = 100μm. This leads to a limiting value of AR = 196:1, which they admit is significantly
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outside the experimentally measured ratios.14 Even for the rectangular parallelepipid cells,
AR = 37.8 for the narrower cell, which is very extreme.

This simple analysis shows that the properties of cardiac tissue are very much dependent
on cell shape and connectivity, and significant variations in the magnitudes of the compo-
nents of the conductivity tensor may arise under conditions where the cell size and gap
junction distributions change, such as hypertrophy and ischemia.

Bidomain Properties at the Heart Level

In general, the orientations of the cells in the heart are not uniform. As a result, the
conductivity tensors will vary spatially. The direction of the cells can be obtained through
careful histology,24,25 or through the use of imaging methods such as diffusion tensor
magnetic resonance imaging (MRI),26,27 optical coherence tomography,28 or confocal and
two-photon microscopy.29

Using histological methods, Legrice et al.24 found that the ventricular myocardium was
comprised of sheets of cells running radially from epicardium to endocardium, and the three
eigenvectors of the intra- or extracellular conductivity tensor at any position correspond to
the three principal directions of the cardiac microstructure one along the myocardial fiber
(el(x)), a second orthogonal to the fiber direction and lying in the myocardial sheet plane
(et(x)), and a third orthogonal to the first two in the cross-sheet direction (en(x)). In other
words, el(x) parallels to the local fiber direction; et(x) and en(x) are tangential and normal
to the muscle sheet, respectively. The effective conductivities of intra- and extracellular
spaces always have the same principal axes: el(x), et(x), and en(x).

Based on the arguments above, the intra- and extracellular conductivity tensors Di and
De may be given by:

Di = silel(x)eT
l (x) + sitet(x)eT

t (x) + sinen(x)eT
n (x), (67)

De = selel(x)eT
l (x) + setet(x)eT

t (x) + senen(x)eT
n (x). (68)

Sometimes the expression for the intra- and extracellular conductivity tensors can be
simplified by assuming that the transverse coupling is the same in all angular directions
orthogonal to the fiber axis (sil,el = sin,en). This is known as transverse isotropy. Note that
the three principal directions, el(x), et(x), and en(x), are orthogonal to one another. The x
coordinate system can be locally oriented such that

el(x)eT
l (x) + et(x)eT

t (x) + en(x)eT
n (x) = I, (69)

where I is the 3 × 3 identity matrix. Substituting (69) into (67) and (68), we recover the
conductivity tensors:

Di = sinI + (sil − sin)el(x)eT
l (x), (70)

De = senI + (sel − sen)el(x)eT
l (x). (71)

Generally, the principal conductivity in each direction is not equal (i.e, sil,el �= sit,et �= sin,en).
The heart is sometimes referred to as being transversely orthotropic.13
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Macroscopically, the gobal orientation of the cells in the heart defines the so-called fiber
orientation, although true fibers do not exist. In the free wall of the ventricle, the “fibers”
can rotate up to 120◦. The rotational anisotropy creates quite different conditions for wave
propagation in three dimensions when initiated from a point or focal source.30,31 In many
implementations of the bidomain, the conductivities in the three principal directions are
assumed to be constant throughout the domain. In reality, the conductivities will vary
slightly in space in normal tissue and perhaps vary significantly in diseased tissue.

Conclusion

Most clinical measurements and electrical interventions take place through the interstitial
space. Analysis of the spread of electrical activity takes place by interpreting extracellular
signals measured either at the surface of the heart via arrays of electrodes on a catheter or
at the body surface through standard or nonstandard electrocardiogram (ECG) electrode
placement. Pacemakers to initiate impulse propagation or defibrillators to extinguish fibril-
lation act by introducing currents first through the extracellular space. The bidomain model
of cardiac tissue was developed and has evolved over the past 30 years to help elucidate
the role of the interstitial space on the action potential shape and conduction velocity,
the morphology of electrograms under normal and diseased conditions, and the patterns
of transmembrane potential produced through point and field stimulation.32–34 The model,
which began as a mathematical curiosity, is now firmly established as a practical tool in the
field of cardiac electrophysiology.19

The original implementations of the bidomain model made key assumptions regarding the
material properties that facilitated the computation.18,35 In fact, under the assumption that
the anisotropies of the intracellular space and the interstitial space are equal (Di = kDe),
(the equations (38) and (39)) defining the bidomain model reduce to a single equation,
known as the monodomain model.19 As such, we can view the monodomain model as a
derivative of the bidomain model. As algorithms advanced, it became possible to consider
general properties and bidomain theory, and simulations revealed behaviors that strongly
depend on the nature of the conductivity tensors in both spaces. Perhaps the most striking
was the prediction of a bidomain model with unequal anisotropy that a unipolar stimulus
gives rise to unique pattern of transmembrane potential in which a central, nonelliptical
region of depolarization is flanked by regions of hyperpolarization.36 The so-called dog-
bone prediction was later validated using optical measurements of the heart.37 The effect
of unequal anisotropy has also explained directional variations in the morphology of the
electrograms measured on the heart.31,38,39

There has been a recent trend to consider the effects of the microstructure of the
intracellular and interstitial spaces on conduction and the response to externally applied
stimuli, particularly in modeling diseased tissue.40–42 It is here where the application of the
classical bidomain becomes more challenging. In heterogeneous tissue, the properties are
clearly not uniform and can possibly vary on the length scale smaller than a cell width.
Although it is possible to develop a “discrete” bidomain in which the effects of intracellular
and interstitial inhomogeneities are explicitly included, the biggest uncertainty in the model
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is relating the microstructure to bidomain conductivities, particularly in three dimensions.
The common belief is that the bidomain model requires that the magnitude of the effective
conductivities be uniform and continuous and represent the spatial average over many cells.
Such averaging is only necessary when the spatial discretization used to solve the bidomain
equations is larger than the length or width of a single cell, and the assumption of uniformity
is often one of convenience. If willing to use descretization smaller than the width of a
single cell, it is possible to explicitly incorporate the gap junction resistance and account
for variations in cell geometry by appropriately modifying the cytoplasmic and interstitial
conductivities. The process to determine the properties for the general case, however, will
involve some combination of parameter estimation from measurements and data and clever
statistical analysis.

Computing a solution of the model at a subcellular scale over the whole heart is currently
impractical and perhaps unnecessary. It is expected that the desire to incorporate such
microheterogeneity will bring with it advanced computational techniques that retain the
features of the small scale in larger computational elements. A promising approach is
multiscale finite elements (MsFEM) that numerically construct coarse representations based
on the model and parameters defined at the microscale.43 Using this approach, the domain
solved using MsFEM method usually has a much smaller number of elements, while the fine
scale effects are incorporated and preserved.

Ultimately, the value of the bidomain model, like any physiological model, will be
judged on its ability, as Beard et al.44 argue, to simulate, predict, and optimize procedures,
experiments, and therapies, and to disprove and define new hypotheses. Using advanced
imaging methods and experimental measurements, it is now possible to develop models
of the preparation of interest, with detailed representations of the tissue structure and
corresponding properties.39,45 The use of the preparation-specific models of the heart
represents a paradigm shift in the ability to design new experiments and test hypotheses
to help reveal important and previously unknown features of cardiac electrophysiology.
By integrating information at multiple scales, the combined use of the bidomain model
and experiments should provide greater insight into molecular mechanisms of arrhythmia
initiation, maintenance, and termination than could be obtained from either approach
alone.
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Chapter 5.2

Multielectrode Mapping of the Heart

Edward J. Berbari and Haris Sih

Introduction

Multielectrode cardiac mapping has at least a 50-year history in cardiac research, and
the development of this methodology has closely followed the technological advances in
instrumentation and computing. The methodology has proven to be quite effective in
characterizing potential distributions on both the body surface and the epicardial surface
of the heart.1–4 However, the more challenging problem for multielectrode systems is the
identification and display of cardiac activation or isochronal maps. In the earlier era of
cardiac mapping, hardware limitations, particularly the speed of computer processing and
digital data acquisition, were the major challenges for obtaining continuous data from a high
number of recording channels. For the current generation of digital electronics and comput-
ers this is no longer a significant challenge. The analysis and interpretation of the data still
pose a number of challenges, since in many cases, such as diseased myocardium or during
complex tachyarrhythmias, the biophysical basis of conduction is not fully developed. For
example, the use of contour-generation software often does not consider the actual nature of
the underlying pathophysiology. Many standard interpolation algorithms will indeed create
contours overlying scar tissue within infarcted regions. This is an inherent error.

A number of newer mapping approaches rely on mathematical models to create images
based on data at some distance from the actual sources. In some cases these systems
are proprietary and may have indeed conquered some long-standing problems. In other
cases, because the systems produce “good looking” images that fit a preconceived model of
activation, their underlying models are not challenged. This chapter focuses on the issues
surrounding direct contact, multielectrode mapping approaches and will concentrate on the
problems associated with producing activation maps, especially from regions surrounding
and within infarct regions.
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Methods

To acquire enough data from direct contact electrodes to produce an activation map of the
entire three-dimensional extent of the entire heart would indeed be impossible. (This of
course is the driving force behind the model-based approach alluded to above.) A system
that records from hundreds or even thousands of sites requires an integrated system of
hardware and software. Because the computer technology has advanced so rapidly in recent
years, the computational component of the mapping problem is not a major concern.
Additionally, the ready availability of high-capacity disk drives no longer limits the storage
issues of long periods of continuous data acquisition. The number of channels used by the
system will still drive the major cost of the system with relatively expensive analog amplifiers
and high-count analog-to-digital converters. The authors have published previous reviews
that provide a background for this chapter.5,6

Typically, activation mapping of the heart uses bipolar recording electrodes, while
unipolar electrodes are used for isopotential mapping. These electrodes are often used in
evenly spaced arrays overlying the epicardial surface in experimental studies, while many
clinical studies rely on catheter-based electrodes and sequential placement of the catheter.
Since all recordings are done differentially (i.e., with a respect to a reference electrode),
the term unipolar refers to the situation where the reference is at some distance from the
source of interest (>1 cm). This reference point is not critical. A bipolar measurement is
between two electrodes that are often closely (≤1 cm) spaced with respect to the source of
interest. Often the activation time of the cells beneath the electrode needs to be determined.
Criteria used to derive activation times from the recorded signals are discussed in detail
below. For normal tissue the maximum negative derivative is the most widely used criterion
for defining activation time in a unipolar electrogram. The most widely used criterion for
bipolar electrograms is the peak of the main deflection.7 Within infarct regions these criteria
have been challenged.

Using either unipolar or bipolar electrodes, one can map sequentially from a single
roving electrode or simultaneously from multiple electrodes along the length of a catheter
or embedded in a hand probe. Such approaches have been used in both open chest (epicardial
mapping) and endocardially using catheters. Such approaches do not require sophisti-
cated, high-speed, multichannel digital acquisition systems; however, the actual maps are
usually hand created and often do not provide reliable information. The visualization of
cardiac activation requires knowledge of the anatomy and a good imagination to mentally
reconstruct the sequence of activation. The use of multielectrode catheters placed under
fluoroscopic guidance and the use of multichannel electrophysiology recording systems
facilitate sequential mapping, but the mental reconstruction of activation is still an integral
part of this process. Although obviously a useful clinical tool, sequential mapping relies
on reproducible activation sequences and low spatial variation (i.e., low spatial frequency
content) of activation and thus can be insufficient for some research applications.

Multielectrode array mapping entails simultaneously recording the electrical activity of
the heart from a large number of sites (typically more than 100). Endocardial mapping can
be accomplished with basket catheters that have electrodes placed on thin wire-like splines.
When the catheter is inserted into a vein or artery, the splines are contracted to fit into
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the diameter of the catheter. Once the catheter is positioned in the chamber of interest,
the splines are expanded like the opening of an umbrella, and the electrodes are exposed
and hopefully in contact with the tissue. Although basket catheters allow for closed-chest,
endocardial recordings, they are limited by several factors, including the lack of control over
which electrodes are in contact with the tissue, unevenly spaced electrodes between splines,
and the difficulty in precise anatomic location of the splines.

An epicardial approach avoids these issues, at least to some degree, at the expense
of requiring an open-chest procedure. Often, but not always, epicardial electrode arrays
are arranged in a regular grid pattern and are of varying construction and dimension.
Since epicardial mapping is seldom used in the clinical setting, and since each experiment
may require unique arrays, most epicardial arrays are made “in-house” with the materials
and methods convenient to each researcher. Regardless of the construction, investigators
minimally need to be aware of the contact quality between the electrodes and the tissue,
the necessary interelectrode spacing, whether bipolar or unipolar electrodes are prudent, and
the stability and reproducibility of the array placement. Regardless of whether endocardial
or epicardial arrays are used, the hardware requirements are identical, generally consisting
of a bank of amplifiers, filters, multiplexers, and analog-to-digital converters, and then some
means to store the data to digital media.

As digital hardware speeds have gone up and their prices have come down, the con-
ceivable number of simultaneous channels that can be acquired has increased. However,
data management issues, such as electrogram display/review, activation visualization, and
so forth, are more problematic with ever-increasing numbers of channels. These issues are
especially troublesome when studying activation in a complex substrate such as regions
within or surrounding an infarct and for studying rapid and irregular rhythms.

Determining Activation Time

The voltages recorded from the electrodes represent the sum of all potentials that are
present throughout the heart at each instant of the cardiac cycle. They represent both
locally generated potentials (e.g., from those cells in direct contact with the electrode) and
the potentials from cells throughout the rest of the myocardium. This potential field is
continuous in nature, meaning that there are no abrupt changes within the heart or on its
surface. This is true even for the tissues and cells that are not excitable (e.g., blood and its
constituent cells, blood vessels, connective tissue, scar tissue, and so forth), since they all
have resistive properties that allow for the spread of the potential filed. Hence voltages
measured from these unexcitable tissues will only reflect those potentials from distant
depolarizing cells. Regardless of the algorithm used to determine a unique depolarization
time, electrodes over these unexcitable cells will not have an activation time.

Following are data obtained from a 4-day-old canine infarction model8 that has been
excised and placed in a chamber with superfused Tyrode’s solution. This model has been well
documented as having a surviving epicardial layer of cells. However, it is not homogeneous
and exhibits many of the problems of inexact activation time determination alluded to
above.
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Figure 1: The role of the derivative for determining activation time from a unipolar,
extracellular recording as shown in the top trace of (a), and an intracellular microelectrode
as shown in the top trace in (b). (a) The criterion for choosing the activation time is the
maximum negative derivative. (b) The criterion is the maximum of the derivative

The most common criterion for determining activation time from a unipolar extracellular
recording is to take the time derivative (dV/dt) and find its maximum negative value, as
shown in Fig. 1a. The upper trace in this panel is an extracellular recording obtained
from the canine infarction model. In this case it has a prominent intrinsic deflection. The
lower trace is the derivative of this signal. The maximum negative value is shown at the
arrow. In very close proximity to this extracellular recording a transmembrane potential,
recorded with a microelectrode, was also obtained. Figure 1b shows such a transmembrane
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Figure 2: Action potential recordings surrounding a fixed extracellular unipolar recording
(black dot) obtained from an in vitro preparation of canine infarct model. Each panel shows
the multiphasic recording at the position of the black dot. All microelectrode recordings
were obtained as close to this site as possible, and all cases were less than 1.0 mm. The
maximum timing difference of the microelectrodes was measured at 18 ms between panels
2 and 7
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Figure 3: Action potential recordings obtained from a similar infarct preparation as shown
in Fig. 2. Each set of recordings shows the multiphasic extracellular recording obtained from
a unipolar electrode at the black dot. This preparation was stimulated with bipolar electrodes
at the approximate position in the lower right corner. The microelectrode recordings were
obtained in a cross pattern at distances of less than 1, 3, and 5 mm. The number next to
each panel represents the difference calculated by the formula at the bottom of the figure.
The arc where the timing differences change sign is between the 3 and 5 mm recording sites
in the upper-left set of recordings

potential in the top trace, and the bottom trace is the respective time derivative. The
maximum time derivative is the most commonly used criterion for defining activation time
from a microelectrode recording and is shown in this panel with an arrow. At the bottom of
this figure is the formula for determining the difference between these separately obtained
measures of activation. If indeed they represent the same population of cells, then this
difference would be zero.

This concept was tested within the infarct region, and Figs. 2 and 3 are based on this
approach. Figure 2 shows a series of eight panels each with the same unipolar extracellular
recording obtained from the position in the center (black dot) and with a roving micro-
electrode recording obtained as close to this central electrode as possible (< 1mm) and at
the relative position around this electrode, as depicted by the position of each panel. Note
the wide variation between the intrinsic deflections of the extracellular recording and the
timing of the action potential upstroke. Within this 1-mm diameter there is a difference



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 429 of 635 October 10, 2008 17:33

Multielectrode Mapping of the Heart 429

Figure 4: Microelectrode recordings obtained from a similar preparation as data in the
previous figures. The top trace is the microelectrode recording from the first viable cell in
the epicardial surface. The second trace is from the second cell layer, demonstrating an
activation timing difference about 3 ms

of about 18 ms between the respective activation times. This demonstrates the difficulty in
determining activation times within these infarct regions.

Figure 3 is from a similar preparation, but the roving microelectrode recording was
obtained in a cross-like pattern. Again each panel has the extracellular recording and the
transmembrane recording, and the panel position is the relative position of the micro-
electrode recording, less than 1, 3, and 5 mm. The central black dot is the site of the
extracellular recording. The number next to each recording site represents the difference
of the two activation times. Note that there are two places where the sign changes from
negative to positive, and that it was assumed that between these sign changes is the position
where the two activation times are equal to zero. From this one would conclude that using
these traditional measures of activation time would result in an error of 3–5 mm. This is
often times more than the spacing of electrodes in dense multielectrode systems.

To further complicate the issue of isochronal mapping in the infarct region Fig. 4 shows
two microelectrode recordings in the upper two traces. In this case one was from the first
layer of cells and the other was obtained during the same “stick” but advanced to the
second layer of cells. Note that there is an approximate 3-ms difference in the timing of
the upstrokes. This difference provides evidence that the activation wavefronts may not be
perpendicular to the epicardial surface.

Most mapping studies of infarct regions will show electrograms that are highly ambiguous
in nature. These electrograms are problematic since they often have a multiphasic or so-
called fractionated appearance. Figure 5 demonstrates one such set of recordings. These
were obtained from unipolar recordings spaced 2 mm apart and placed over an infarct
region during an in vitro study. In the top left corner of the map, the unipolar recordings
show fairly typical biphasic electrograms. Recordings in the bottom section of the map,
however, are fractionated. Over a distance as small as 2 mm, the character of an electrogram
changes dramatically, from unambiguous to highly fractionated. It would appear that
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Figure 5: An array of unipolar extracellular recordings obtained from a plaque electrode
placed over the epicardial infarct region obtained during an in vitro study. Each electrode
was spaced 2 mm apart. Note the relatively normal, single intrinsicoid recordings in the
upper/left portion of the recording set and the multiphasic (multiple intrinsic) deflections
in the lower/right portion of the recording set
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Figure 6: Plot of the normalized voltage of a simulated electrogram obtained from a
2-mm long activation wavefront over a thin layer model of the ventricle as function of the
lateral distance away from the recoding site. At −1.0 mm the wavefront is centered under
the recording site. At 0.0 mm the edge of the wavefront is at the recording site. Greater
negative values further remove the wavefront from the recording site

no mathematical formula could identify the actual activation time for these multiphasic
recordings. Other explanations, beyond the scope of this chapter, would point to a different
biophysical basis for these recordings based on the role of passive cell coupling.

Biophysical models can help explain other common expressions heard in electrophysi-
ologic recording jargon such as “How far does the electrode see?” A study by Geselowitz
et al.9 modeled activation wavefronts and used a 2-mm long wavefront to determine the
relative voltage amplitude recorded as the wavefront moved progressively to the side of the
recording electrode. Figure 6 is the plot of this normalized voltage versus distance to the
side of the electrode. Note that when the horizontal scale is zero the edge of the 2-mm
long wavefront is just at the electrode site. As this number becomes increasingly positive
the wavefront is no longer under the electrode, and at a distance of 1 mm the amplitude
is decreased by 90% of the original normalized voltage. Hence in answer to the above
question a unipolar recording will not “see” much beyond a few millimeters for small sources.
Applying this knowledge to the bottom two rows of recordings in Fig. 5 one would argue
that these multiphasic waveforms are not likely from multiple sources at distances greater
than 1 mm.
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Generating Contours

Although several studies have been performed to correlate activation times to extracellular
electrogram features, little has been studied about the mechanics of contour generation for
activation maps. Some investigators use a visual approach and manually draw the maps.
Others use “canned” contour programs available in scientific subroutine software libraries,
and still others use custom written software. Only a few references exist on the mechanics
of contour generation as applied to cardiac activation.1–4 The field of cartography has
evolved around and is usually applied to geophysical problems,10,11 and it include methods
employing minimum least square fitting. It is difficult to determine to what extent these
methods have been used in either the published reports or from commercial vendors in
cardiac applications.

It is our premise that many conclusions about activation sequences have been deduced
from poorly constructed contour maps. Some general issues have been discussed by Ideker
et al.12 In essence, a fundamental assumption about the underlying structure of activation
is implicitly or explicitly made without regard to problems concerning spatial sampling
or the assumption of spatial continuity. However, there have been few formal attempts to
define the spatial sampling necessary for cardiac activation maps.13 Spatial continuity is
the two-dimensional property similar to time domain continuity. Most linear mathematical
approaches to signal processing require that there be no abrupt changes in the values of the
measured quantity; that is, the time derivatives are not infinite. This is also true for the
two-dimensional problem where the spatial derivatives are not infinite. Put into other terms,
no point in the spatial representation can be multivalued. Unfortunately, mapping in infarct
regions almost ensures discontinuous regions. The inhomogeneity in conduction properties is
well known, and the presence of dead tissue (i.e., nonconducting regions) must be accounted
for in the contour generation process. In geophysical terms, such discontinuities are called
faults, and generating contours around a fault region should be considered in cardiac map
generation.

Contour generation can be done by hand. It obviously interjects an element of bias,
but more importantly it does not allow for a mathematical description of the data. Such
descriptions allow the use of transformations such as directional derivatives, smoothing with
two-dimensional filters, and the measurement of error in the contours when compared to
the actual underlying data. At this stage, the values chosen from the individual raw data
waveforms would be considered unambiguous. The next assumption in contour generation
is that the spatial sampling is adequate. The previous discussion implied that at present
there is no known way to ensure this since the minimum wavefront length is not known. The
next assumption in contour generation is that the data fit some underlying mathematical
structure. The simplest structure is the linear model assumed by simple triangulation
methods. In essence this assumes that if a straight line connects the sample data points,
the values under the line vary linearly between the two points. Triangulation has several
drawbacks in that there is no physiologic basis for the linear assumption, and that depending
on how the data points are linked, there is no unique solution. For unevenly spaced recording
sites, there are many ways in which the data points can be linked. There are no a priori
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Table 1: Example Data Points and Coordinates

X Y D V V/D
Grid 2 3
Data A 1.5 3.6 0.78 6 7.69
Data B 3.0 3.0 1.0 6 6.00
Data C 2.0 2.4 0.6 7 11.67
Data D 1.0 2.9 1.0 7 7.0

restrictions on the formation of triangles as the data in the entire region are linked together.
Older software algorithms were even susceptible to the order of data entry. Hence, in the
early 1970s, triangulation fell into disuse by cartographers as the method is not well defined.
More recently, some efforts have been made to regularize the triangulation methods, but
other more mathematically based methods are favored.

Gridding is a method whereby the data points (usually unevenly spaced) are converted to
an underlying, evenly spaced set of points. The grid can be defined to have many more points
than the sample points. The value assigned to each intersecting grid line can be a linear
combination (e.g., an average) of nearest data points. The term “nearest” can be defined
in a radial sense (e.g., all data points within 5 mm). Alternatively, using the radial search
criterion, the grid value can be weighted with a distance measure. Thus, data points closer
to the grid point will have a larger influence in calculating the grid value than data points
farther away. Much of what has been said can be more succinctly stated in mathematical
terms:

V G =

4∑
i=1

(Vi/DiG)

4∑
i=1

(1/DiG)
. (1)

Here, V G is the value computed at the gridded data point, Vi are the values at the four
original data points, and DiG are the distances from those original data points to the
new grid point. For a more intuitive approach, however, these concepts can be described
graphically with a set of simulated data points. Figure 7 has six panels. Figure 7a shows
a set of irregularly spaced data points with values ranging from 5 to 8. Figure 7b is a
regularly spaced grid, with the open circles at the line intersections representing the new
underlying grid points. Figure 7c demonstrates the variable spacing between the data and
grid points by overlapping Fig. 7a and 7b. Figure 7d is an example of one grid point and
its four surrounding nearest neighbors. The simplest way to evaluate the value of the grid
point is to average the surrounding data points. This value is 6.5. However, one can also
use the weighting approach described by (1). Table 1 shows the actual coordinates and data
points for this problem.

Substituting values into (1), V G = (7.69 + 6.0 + 11.67 + 7.0)/4.95 = 6.54. In this exam-
ple, the calculation is very close to the simple average of 6.5. The rest of the grid points,
to one decimal point, are shown in Fig. 7f. Now that the data have been converted to a
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Figure 7: A graphical depiction of generating a grid of evenly spaced data points from a set
of nonuniformly spaced data points (see the text for a full description)
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Figure 8: An activation map overlying the set of unipolar electrograms obtained from a
grid (4 mm spacing in the central 10 × 10 grid, greater spacing distances along each edge) of
electrodes obtained from a canine infarct model in vivo. This set of electrodes was analyzed
with late potential activation times as the primary mapped isochrones

regularized grid, many types of operations can be performed. The method of deriving the
contours can be based on one of many different schemes, such as cubic spline fitting or even
linear interpolations. Many schemes can be used in forming the grid. For example, one could
require that there be data points in all four quadrants surrounding the grid point, except
in the case of boundary grid points. Krige14 proposed a statistically based method that



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 436 of 635 October 10, 2008 17:33

436 Edward J. Berbari and Haris Sih

Figure 9: Visual representation of the spatial autocorrelation function with an increasing
analysis grid size (a = 3 × 3 set of data points, b = 5 × 5, and c = 7 × 7). The relative
amplitude of these data represents higher levels of correlation among the underlying data
points

minimizes the variance of data points that coincide with or are very close to the grid points.
This minimum variance method, often referred to as Kriging, now allows for estimates of
error in the map. Detailed discussion of this is beyond the scope of this chapter, but in
essence such a statistical approach would allow for the generation of an optimal map and
clear delineation of regions with the highest uncertainty.
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An example of gridding to generate an activation map over the infarct is shown in Fig. 8.
The underling electrograms are shown at each recording site, spaced approximately 4 mm
apart. The isochronal lines were derived from a uniform and Kriged grid where the data
from each electrogram were assumed to be spatially continuous (no dead inactive regions),
and where each electrogram has a unique activation time.15,16 Each isochrone represents
10 ms, with early activation on the left and late activation on the right. The specifics of
timing are not considered, and the emphasis is on the actual generation of the contour
lines. It is a first-order polynomial approximation and assumes uniform, constant velocity,
conduction. It was derived from the grid.

The creation of a contour map that takes into consideration a faulted region (e.g., dead
nonconducting tissue) is another example of how a gridded structure can be used. It is
not enough to just declare that an electrogram site generates no activation time. Without
a clear definition of a fault zone, most algorithms will simply interpolate across the dead
tissue. The drawing of an isochrone or the inclusion of a data point in the interpolation that
is “across” the fault should be considered an invalid approach. It is not known how this has
been dealt with in prior studies.

One solution to this sense of uncertainty is to understand the degree to which the data
points to be contoured are related. Theoretically only data that are highly correlated can
be interpolated with a high degree of confidence. If the data points are not correlated, then
interpolating among them is not a valid exercise. The use of correlation functions is widely
used in many applications when comparing data sets. A similar two-dimensional approach
for studying spatial correlation of data points is also possible and in particular the spatial-
autocorrelation function can be used to assess the degree to which the surrounding data
are correlated. The details of this approach in cardiac mapping are beyond the scope of
this chapter.13 Figure 9 was obtained from the data that were contoured in Fig. 8. There
are three panels in this figure, each obtained with different regional resolution. Figure 8a
performed the spatial autocorrelation function around a 3 × 3 set of data points; Fig. 8b
used a 5 × 5 set; Fig. 8c used a 7 × 7 set. The feature to recognize in these panels is the lower
amplitudes to the right-center portion of the figure. This is the region of the late potentials
and was the most uncertain point of defining the late activation times. Hence the spatial
autocorrelation function can be used to highlight the regions of greatest uncertainty in a
contour map. As one might attempt to interpret contour-generated data, the information
from the autocorrelation function could bolster or temper the level of confidence of the
interpretation, much as one does with the correlation coefficient of one-dimensional data.

Conclusion

The question may be asked, “Why are these details about map generation important?”
Most of the theories regarding cardiac activation and arrhythmogenesis are derived from
the visual examination of contour maps. However, there has been very little attention given
to the creation of these maps. Even if the problems of selecting activation times from the
electrograms are solved, the validity of the mapping assumptions has not been critically
examined. It is quite possible to generate visually different maps, all correct according



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 438 of 635 October 10, 2008 17:33

438 Edward J. Berbari and Haris Sih

to their mathematical basis, from the same data sets. Hence, differences of interpretation
concerning a particular activation sequence may in fact be due to different algorithms used
in contour generation rather than the underlying pathophysiology.

The methods used to generate a contour map should be examined in greater detail as it
applies to cardiac mapping. Investigators must become cognizant of various methods and the
strengths and weaknesses of these approaches. Until that time, the conclusions drawn from
contour maps should be tempered so that investigators can develop the technical skills to
deal with the problems associated with the data presentation. Various mapping approaches
will change the interpretation of the data, and greater care must be taken in presenting the
methods used and the impact these methods have on interpretation.

The interpolation of activation times is perhaps the greatest possible source of error in
creating activation maps from infarcted regions of the heart. Because there can be dead or
nonactivating regions, one can never assign a valid activation time to such regions due to the
discontinuity of activation that this implies. A more accurate method would be to consider
interpolating the isopotential data, as there are no discontinuities. The role of the spatial
autocorrelation function would provide a level of confidence when dealing with uncertain
data.
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Chapter 5.3

The Role of Electroporation

Vladimir P. Nikolski and Igor R. Efimov

Abstract A therapeutical application of electrical current to cardiac tissue for reviving the
normal function (defibrillation, pacing) or for ablating pathological conduction pathways
inevitably has to take into account the phenomenon of electroporation, the electric field–
induced rupture of sarcolemma that is usually evidenced by a drastic unselective increase
in cell membrane permeability to small ions and large molecules. This chapter describes
some aspects of this phenomenon in relation to cardiac therapy and research. Particularly,
it provides evidences that (1) electroporation of the heart tissue can occur during clinically
relevant intensities of the external electrical field and (2) electroporation can affect the
outcome of defibrillation therapy, being both pro- and antiarrhythmic.

Role of Electroporation in Defibrillation

Defibrillation has become first-line therapy for cardiac tachyarrhythmias. However, despite
a century of research, basic mechanisms of defibrillation remain debatable. An issue of major
controversy is the role of electroporation in success or failure of defibrillation. In particular,
it remains a subject of hot debate whether electroporation is pro- or antiarrhythmic in
clinical settings.

Discovery of defibrillation by Prevost and Battelli1 resulted from observation of transient
incapacitation of myocardium caused by strong electric shock with intensities above a certain
threshold. Incapacitation was evident as complete halt of electrical activity in the heart.
Prevost and Battelli were successful in induction of fibrillation by small intensity shocks,
following the protocols of Vulpian2 and Hoffa and Ludwig,3 as well as in arresting ventricular
fibrillation by “faradization” or strong electrical discharge. Although electroporation was not
known at the time of this seminal discovery, it is reasonable to assume that the observed inca-
pacitation was associated with electroporation. Based on their experimental observations,
Prevost and Battelli formulated a theory of defibrillation, according to which fibrillation
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stops due to shock-induced transient incapacitation of myocardium. Many investigators
of the first half of twentieth century have adhered to the theory that electrical therapy
treats by temporarily suppressing cardiac electrical function, resulting in cessation of any
activity including fibrillation for seconds until excitability is recovered.4 Initial experience
of defibrillation in animal models of sudden cardiac death and in clinical settings required
application of direct heart massage due to depression of cardiac electrical and mechanical
function, which followed the incapacitating shock.5 Thus, incapacitation, which is likely to
result from electroporation, was associated with antiarrhythmic effects and was successfully
used in clinical practice.

On the other hand, experimental evidence from isolated papillary muscle,6 cell,7 and
cell culture8 suggests that electroporation can be proarrhythmic, resulting in short bursts
of focal activity. Such bursts have also been observed clinically9 and in vivo.10 Yet their
role in reinducing ventricular fibrillation remains to be determined. For example, Osswald
et al.10 observed that “such brief runs of accelerated junctional rhythm or ideoventricular
rhythm . . . terminated spontaneously within a few seconds” and “none of them induced VF.”
Gurvich9 characterized each defibrillation waveform not only by its defibrillation threshold
(DFT), the main measure of efficacy, but also by the injury threshold (IT), which was
measured as minimal intensity of shocks inducing brief runs of extrasystolic activity. He
postulated that a clinically applicable waveform must have a large window between DFT
and IT, or large ratio IT:DFT. However, some waveforms, applied in the early age of
defibrillation had unacceptably low ratio IT:DFT. For example alternating current (AC)
defibrillation waveform, which was used by Beck et al.5 in the first clinically successful
case of defibrillation, had a ratio below 1.9 Thus, shock-induced injury was associated with
successful defibrillation by such AC waveforms.

Subsequent improvement of safety and efficacy of defibrillation therapy resulted in
drastic reduction of electromechanical dysfunction associated with electric shock, with an
electroporation being considered as an undesirable adverse effect. This improvement of
defibrillation therapy was primarily due to optimization of defibrillation waveforms and
lead configurations resulting from hard work of several generations of basic and clinical
electrophysiologists. Gurvich and Yuniev11 introduced monophasic critically damped sine
waveform to replace less efficient AC defibrillation5 based on his estimates of DFT and
IT. Subsequently he introduced an optimized biphasic waveform to replace the monophasic
waveform, due to its lower DFT and higher IT.9 Having observed a significant reduction of
damaging effects of defibrillation, Gurvich and his colleages11–13 formulated “stimulatory”
theory of defibrillation, suggesting that “momentary electrical stimulation of the fibrillating
heart” by a shock abolishes fibrillation by “synchronization of separate heart elements”14

rather than incapacitation of myocardium. Gurvich acknowledged that defibrillation also
had a suppressive effect on cardiac function, which may be injurious, and thus necessitated
limiting the magnitude of shock current.

Since its original formulation,9,11 the stimulatory theory of defibrillation was significantly
advanced by several generations of investigators.15–18 Present understanding of defibrillation
has been extensively reviewed recently.17–19 Despite some degree of disagreement on the
theory of defibrillation, it appears to be generally accepted that the following effects of
defibrillation shock are necessary in order to succeed: (1) shock must extinguish all or a
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critical number of fibrillation wavefronts;20 (2) shock must not induce a new fibrillation by
creating new reentrant circuits or ectopic foci.21

Extinguishing the wavefronts that support fibrillation is achieved through (1) depo-
larization of myocardium by either inducing active response in excitable areas of fibril-
lating myocardium or extending the refractory period of unexcitable myocardium;9,22 (2)
deexcitation23 of myocardium with subsequent reexcitation24 upon shock withdrawal via
break excitation25 or via application of the second phase of biphasic shock with a smaller
amplitude.23

However, in addition to the ability to extinguish arrhythmia, shock is known to be able
to induce fibrillation3,26,27 via mechanisms not related to electroporation. Therefore, the
same shock that succeeded in extinguishing ongoing fibrillation can induce new fibrillation.
There are several theories of such induction. According to the virtual electrode-induced
phase singularity theory,18,23 defibrillation shock induces virtual electrode polarization,
which is characterized by the presence of shock-induced transmembrane polarization of both
positive and negative polarities. As a result, the proximity of the two oppositely polarized
regions can produce wavefronts of break-excitation and phase singularities, also known as
virtual electrode-induced phase singularity.23 Degeneration of such phase singularities into
sustained arrhythmia leads to defibrillation failure.23,28

Most likely these two theories of defibrillation, namely, the incapacitation theory and
the stimulation theory, are extreme in their assessment of the role of electroporation. One
places electroporation as the foundation of mechanisms of defibrillation, while the other
ignores its role in defibrillation. The truth is likely to be in the middle. Indeed, despite
significant improvement in defibrillation efficacy, which resulted in radical reduction of
defibrillation thresholds and myocardial damage, there is still extensive clinical and basic
electrophysiology data indicating that defibrillation shocks are accompanied with adverse
effects, which are likely to be associated with electroporation. These adverse effects are (1)
transient ectopy, tachycardia, or induction of ventricular fibrillation;8,29,30 (2) depression
of electrical and mechanical functions;6,31–34 (3) bradycardia, complete heart block, and
increased pacing thresholds;30,35,36 (4) atrial and ventricular mechanical dysfunction (stun-
ning), which is directly related to the strength of shocks;37–40 (5) significant elevation of
troponin I serum level in patients after spontaneous implantable cardioverter defibrillator
shocks;41 (6) decrease of the myocardial lactate extraction rate by mitochondria;10 and (7)
ST segment elevation.35,42

Profibrillatory effects of electroporation and tissue damage are supported by clinical
observations of postshock ectopy and arrhythmia, reviewed above, as well as by basic studies,
including classical studies of Gurvich9 as well as several recent studies.6,8,43 Antifibrillatory
effects of electroporation were made known with the seminal work of Prevost and Bat-
telli.1 Animal experimental data also support antifibrillatory effects of electroporation.33

Figures 1 and 2 show that strong electroporating shock reduces vulnerability to shock-
induced arrhythmia applied during a period of electroporation. Figure 1 shows an example
of preconditioning with strong electroporating shock in one heart. As seen in the upper
trace, a single test shock applied during the vulnerable phase of an action potential induces
a sustained arrhythmia (gray bar). Application of a preconditioning shock with the peak
voltage equal to the defibrillation threshold voltage (×1 DFT) creates the conditions for
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Figure 1: Preconditioning with electroporating shock reduces shock-induced vulnerability
(see text for detail). PS, preconditioning shock; DFT, defibrillation threshold. Traces show
optically recorded action potential from left ventricular epicardium

Figure 2: Inducibility of ventricular fibrillation by T-wave shock versus preconditioning
shock applied 1,200 or 1,500 ms prior to that shock. Preconditioning shock peak intensity
is expressed as 0×, 1×, 2×, and 3× defibrillation threshold voltages
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the induction of a short nonsustained arrhythmia by a subsequent test shock. Finally, an
application of a shock with a voltage three times larger then DFT (3 × DFT) prevented the
induction of the arrhythmia, allowing only one extra-beat posttest shock.

A summary of the statistics for these experiments33 is shown in Figure 2 test shock
applied during the T wave induces arrhythmias in 94.8% cases without a preconditioning
shock (left bar). Most of them are sustained (gray bar). Application of the preconditioning
shock with the peak voltage equal to DFT reduces inducibility to 70%. Application of the
electroporating preconditioning shock with the peak voltage equal to 3 × DFT completely
eliminates vulnerability.

Electroporation has a lesser effect on transthoracic defibrillation because of the relative
uniformity of voltage gradients inside the heart as compared to the intracardiac shocks.
There was no elevation in troponin T and only a slight increase in troponin I in a few patients
after transthoracic cardioversions with shocks up to 360 J.44 In other study troponin I did
not show any significant changes at all.45 Direct measurements of the electrical field inside
the heart during the delivery of 120–360 J shocks from external defibrillators in swine animal
model46 showed that the maximum voltage gradients are around 20V/cm−1. This is less
than 60–70V/cm−1 that caused conduction block in previous studies34 and consequently
should not cause significant electroporation effects in the ventricles (the recent data suggest
that the electroporation threshold for an atrial tissue can be two to five times smaller
than in the ventricle47). At the same time during intracardiac defibrillation the potential
gradient near the electrode had to be almost 200V/cm−1 to guarantee the electrical field
strength greater than 6–7V/cm−1 throughout the whole myocardium, which is necessary
for successful defibrillation.48 As a result an intracardiac defibrillation is likely to induce
electroporation of the endocardial structures located in the vicinity of the shock electrode.

Experiments on isolated rabbit heart showed that the endocardium is significantly more
susceptible to electroporation than the epicardium.49 Electroporation can selectively affect
small trabeculated structures and bundles of the conduction system of the heart while
sparing the bulk of the ventricular wall.33 This could result in transient suppression of
excitability and conduction block.34 Conduction in a small papillary muscle in the rabbit
heart can be transiently inhibited by a strong electric shock, and such transient block can
last from one beat to many seconds, depending on the shock strength.33,50 Potentially,
such transient inhibition of conduction in bundles of the heart can lead to initiation of a
reentrant or focal arrhythmia, or on the other hand, can have an antiarrhythmic effect
via isolation of ectopic foci and the reduction of tissue mass available for arrhythmia
maintenance. Recent study has shown that endocardial bundles may create focal sites of
abnormal automaticity or triggered activity during ventricular fibrillation.51 If such bundles,
being more prone to electroporation, are located close enough to the defibrillation electrode,
then the shock-induced electroporation could suppress ectopic foci or small-sized reentrant
cores that otherwise may lead to defibrillation failure.

In summary, both clinical and basic experimental evidence suggests that electroporation
is induced52 by defibrillation shocks and plays a role in defibrillation53 as well as in postshock
metabolism and electromechanical function of the heart. However, the antifibrillatory
role of electroporation remains controversial, since conflicting data suggest both pro- and
antiarrhythmic effects of electroporation.17,19
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Figure 3: Evidence of shock-induced electroporation. Optical recording of transmembrane
potential V (upper trace) shows time-dependent postshock reduction of resting potential
and action potential amplitude. Maximal upstroke rate of rise (dV/dt) is also reduced and
slowly recovers after shocks (lower trace)

Contribution of Electroporation to Optically Recorded
Cellular Responses

Direct real-time recording or visualization of electroporation for in vivo or in vitro tissue
or organ system remains to be developed. Presently, the information about electroporation
can be indirectly inferred from (1) the staining of the tissue with fluorescent dyes that
can penetrate the cells only through the pores and subsequent histological imaging of
intracellular space and (2) from electroporation-induced depression of excitability, resulting
in depolarization of cellular membrane during diastolic interval,6,7,32,33 reduction of ampli-
tude of action potentials and of the rate of rise of upstroke (dV/dt)max, and elevation
of intracellular calcium concentration.7 Understanding the effects of electroporation at the
cardiac tissue or whole heart level during application of an external electric field is much
less developed than for single cell experiments. One of the problems of such experiments is
related to the strong spatial heterogeneity of electroporation effects, which complicate their
interpretation.6,32,33,54

Optical mapping technique revealed evidence of diastolic depolarization in both ven-
tricles and atria in response to strong electric shocks. Figure 3 shows an example of
such reversible elevation of resting potential, reduction of dV/dt, and action potential
amplitude in ventricles of rabbit heart after shock of high intensity. Electroporation, which
is responsible for these effects in the rabbit model of defibrillation, manifests itself at shock
intensities above the defibrillation threshold.33
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Figure 4: Optical recording of transmembrane potential transients under the electrode
during stimulation with different current densities. (a, b) show the same data at small
and large time scales. Arrows mark stimulus onset and withdrawal. Current strength is
gray-scale coded. Electroporation is evident from saturation of ΔVm and elevation of the
postshock diastolic potential

Spatiotemporal patterns and voltage dependence of electroporation were studied in
several types of preparations, such as the whole, intact Langendorff-perfused heart,33,55 the
isolated endocardium and septum preparations,49 and 6-mm diameter areas of epicardium
under the stimulating electrode.56 In these studies it was found that electroporation
is dependent on shock intensity, tissue structure, and electrode configuration. Optically
recorded membrane potential transients were multiphasic, consisting of relatively slow (#2)
and fast (#1) components (Fig 4a.)

Such kinetics were reported earlier by several groups of investigators who interpreted
this morphology of shock response as evidence of existence of a hyperpolarization-activated
ionic channel.57,58 However, the shock-induced electroporation could be a more plausible
explanation because it induces diastolic depolarization, regardless of the polarity of the
shock and the shock-induced response. Figure 4 shows the responses to anodal and cathodal
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stimuli shown at different time scales, in order to illustrate shock response (Fig. 4a, at 10-
ms scale) and postshock resting potential elevation (Fig. 4b, at 100-ms scale). Shocks of
moderate intensity (light gray lines), which do not produce postshock elevation of resting
potential (Fig. 4b), result in depolarizing or hyperpolarizing exponential responses during
application of the shocks (Fig. 4a). Strong shocks resulting in reversal of depolarization or
hyperpolarization during shock application (dark lines in Fig. 4a) also show clear postshock
diastolic depolarization (dark lines in Fig. 4b).

Electroporation Assessment by Membrane
Impermeable Dye Diffusion

Previously mentioned results used the changes in optical action potentials as a surrogate
to estimate electroporation. However, a shock-induced facilitation of transport of macro-
molecules across the cell membrane is the most convincing indicator of electroporation.
The poration of the rabbit heart was assessed more directly by recording propidium iodide
(PI) uptake.56 In this study shocks were applied at the rabbit epicardium from 6-mm
diameter electrode. The upper panel of Fig. 5 shows PI fluorescence recorded inside the
stimulated area (solid line) and 3 mm outside the stimulated area (dashed line). At the
start of perfusion with 30μM PI there was an initial rapid increase of PI fluorescence. In
10–15 min it reached the plateau. After strong shock application (1, 600mA/cm−2, 20 ms,
marked with an arrow) there was an accelerated accumulation of fluorophore in the tissue
under the electrode but not outside the electrode. PI was allowed to accumulate for 10 min.
After that PI was washed out from the heart for 30 min, the heart was frozen in embedding
media and cryosectioned. The lower panel of Fig. 5 shows the low- and high-resolution
images of a 20-μm slice sectioned throughout the stimulated area. The electroporated region
is clearly demarcated by the PI stained nuclei.

To relate the changes in optical potentials to the PI uptake the heart was dual stained
with PI and voltage sensitive dye RH237. RH237 and PI fluorescence was collected at
the same spot beneath the electrode. Figure 6 shows that the 15V/cm−1 (300 mA/cm−2)
shocks caused neither diastolic optical potential elevation (gray traces on an upper graph)
nor PI fluorescence increase (nonrising trace on lower graph after ±15 V/cm−1 mark). The
35 V/cm−1 (700 mA/cm−2) shocks caused diastolic potential elevation (black traces on the
upper graph) and onset of PI fluorescence increase (rising trace after ±35 V/cm−1 mark
on lower graph). No shock-induced PI fluorescence increase was observed 3 mm outside the
electrode edge after 35 V/cm−1 shock. Histological evaluation of the same tissue slice cut
through the center of stimulated area (right panels) showed that PI staining was localized
at the cell nuclei near the epicardium in the area adjacent to the electrode, confirming
occurrence of electroporation.

Despite the fact that cell electropermeabilization is already a routine technique, the
complete understanding of its mechanisms remains to be formulated. The most fundamental
questions remain unknown: What is the size and density of pores created by the shock,
do pores grow after the shock, and what is the time of their resealing? In experiments
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Figure 5: Uptake of membrane impermeable dye propidium iodide after a strong shock.
Upper panel shows the initial increase of propidium iodide fluorescence after beginning of
perfusion recorded inside the stimulating hole and 3 mm outside the hole. After shock
application (1, 600mA/cm−2, 20 ms) there was an accelerated accumulation of fluorophore
in the tissue inside the hole. Lower panel shows the fluorescent images made with 4× and
40× lenses for a 20-μm slice sectioned throughout the stimulated area. Electroporated region
is clearly demarcated by the propidium iodide–stained cell nuclei

with propidium iodide there was no immediate PI fluorescence increase during the shock.56

It suggests that the amount of PI molecules that penetrated through the electroporation
holes during the 20-ms stimulus was undetectable in this protocol. This also explains why
there was no difference in PI uptake for shocks of different polarities despite the positive
charge of the PI molecule. Slow diffusion of PI into the cells takes place when the external
electrical field is already turned off, thus fluorescence is continuously rising after the shock
during dye perfusion in whole heart experiments,56 as it did in cell culture studies.59 These
data suggest that electroporated cells were repaired within minutes rather than seconds.
Potentially, optically recorded diastolic potential (DP) elevation might be a more sensitive
indicator of electroporation than PI uptake because DP elevation can be detected within 1 s
after shock application. However, this method cannot be used in depth of three-dimensional
tissues.

Although PI is used widely in electroporation research, these studies are usually con-
ducted on cell suspensions. There were concerns that this molecule may not be well suited
for studies in tissues with interconnected cells due to its relatively small molecular weight
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Figure 6: Manifestation of electroporation changes in optical potential recordings is associ-
ated with an increase of propidium iodide fluorescence under the stimulation electrode. No
increase was observed at sites not under the electrode. Histological images showed typical
pattern of nuclear stain at the thin layer of epicardium at the areas where optical potentials
had signs of electroporation

(668 Da) with a radius about 0.6 nm, which is smaller than the pore of the gap junction
channel (about 0.8 nm). Thus, it was suggested that PI may diffuse to neighboring cells,
creating an appearance of electroporation in intact cells. Experimental data show that the
area of electroporation, identified by PI staining, could be as narrow 0.1 mm, which means
that perhaps the diffusion of PI molecules does not occur over large distances due to rapid
binding of PI to the nuclei.

Modeling work has shown that electroporation occurs only in a very small region of
the tissue, perhaps only a one-cell layer adjacent to the electrode.60,61 In contrast the
experiments with PI uptake show that the extent of electroporation is much farther than
that spreading for many cell layers. However, PI accumulation during the strong shock could
be related to other factors (barotrauma, hyperthermia), leading to cell death. If such factors
are less dependant on proximity to the tissue boundaries then electroporation,60,61 it can
explain the much larger depth of affected tissue after the 1.6 A/cm−2 shock in comparison
to the 0.7 A/cm−2 shock. A single cell study showed that during 2 kV/cm−1, 20 μs shocks,
the cells with irreversible membrane electroporation accumulate a five times larger amount
of PI than cells that restored their membrane within 10 min after field exposure.59 It was
also shown that 1.8 A/cm−2 stimuli cause irreversible cell damage.62 It is also possible that
the different results obtained by modeling studies are due to limitations of the model, such
as lack of realistic representation of three-dimensional myofiber/fibroblast architecture and
behavior of ion channels at extreme transmembrane potentials.
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Role of Electroporation in Pacing

Traditionally, electroporation is not a concern during cardiac pacing. However, the current
density near the surface of the pacing electrode in implantable devices could be as high
as 0.5 A/cm−2 (0.06 cm2 electrode surface area, 6 V pacing amplitude, 200 Ω pacing
impedance) that is sufficient to cause electroporation in the surrounding myocytes. This
may be an additional factor that causes pacing electrode encapsulation and pacing threshold
increase. In the short term the electroporation causes an increase of virtual electrode
polarization in hyperpolarized regions near the electrode tip; however, the damage resulting
from electroporation might be the direct cause of subsequent virtual electrode polarization
elimination and pacing threshold increase.63

Irreversible Electroporation in Cardiac Surgery

Irreversible electroporation64 is a novel ablation modality that utilizes the bursts of short
20–1,000 μs high-voltage pulses ∼1–3 kV to induce nonthermal cell necrosis in a target
tissue. Irreversible electroporation does not cause the denaturation of proteins typical to
thermal ablation and spares the tissues scaffold. Thus it preserves the blood flow through
the ablated areas while it blocks arrhythmic pathways during atrial ablation procedure.65

Clinical devices that use this ablation technique have to generate fields above 800 V/cm−1

that requires the delivery of 50 A current pulses.66 The procedure takes only 1–4 s with no
local temperature change, and the shape of ablated tissue is not affected by the direction
of the blood flow. This facilitates the creation of transmural lesions on a beating heart
without the minute-long exposure and broadening of the lesion volumes, as occurs with the
radio-frequency ablation technique.67

Conclusion

Electroporation is the inevitable complement of the electrical therapy and can be an unde-
sirable drawback for cardiac pacing or a useful tool for ablation. In the case of defibrillation
therapy, its role is more obscure, suggesting that a moderate reversible electroporation,
especially in the case of intracardiac shocks, may help to suppress an arrhythmogenic
substrate. Yet electroporation may cause proarrhythmic effects in the heart as well. Elec-
troporation effects precede the immediate tissue damage that can be induced by extremely
high-intensity fields generated inside the cardiac tissue. Electroporation can be monitored
by changes in the morphology of the transmembrane polarization transients during anodal
and cathodal shocks from monotonic to nonmonotonic response, elevation of the resting
potential, and postshock action potential amplitude reduction. Electroporation changes
in transmembrane potential traces are present for hyperpolarized as well as depolarized
stimuli of a similar strength. Membrane impermeable dye (i.e., propidium iodide) uptake
signifies that recovery of membrane integrity in cardiac cells can take minutes after shock
termination. Partially this may be caused by a slow diffusion of the dye molecules to the



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 452 of 635 October 10, 2008 17:33

452 Vladimir P. Nikolski and Igor R. Efimov

nuclei. Further improvement of defibrillation therapy may be able to direct electroporation
power precisely to the reentry substrate in order to minimize the adverse effects on
contractile heart properties or for delivering gene therapy to the arrhythmogenic zones.
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Chapter 6.1

Lessons for the Clinical Implant∗

Mark W. Kroll and Charles D. Swerdlow

Our goal in this chapter is to provide a practical review for clinicians of how our under-
standing of defibrillation scientific results can help with their clinical practice. Some of the
typical implant practices are found to be driven by dogma and not by science.

Electrical Parameters of Defibrillation Waveforms

Parameters that Influence Defibrillation

Although no simple electrical descriptor provides a good measure of defibrillation efficacy,
the waveform parameters that most directly influence defibrillation are voltage and duration.
Voltage is a critical parameter for defibrillation because its spatial derivative defines the
electrical field that interacts with the heart (Fig. 1). Similarly, waveform duration is a
critical parameter because the shock interacts with the heart for the duration of the
waveform. Further, the heart’s response to a defibrillation pulse occurs over a period
that depends on the time constants of the cardiac cell membrane and possibly on other
ionic, intracellular, cellular, and tissue properties. Implantable cardioverter-defibrillator
(ICD) waveforms are most efficient when their phase durations are close to that of
cardiac cell membrane time constants.1–5 Thus the electrical measure of defibrillation
that is most relevant physiologically is voltage (or voltage gradient) as a function of
time.

Parameters that Influence ICD Design

Shock energy is the most often cited metric of shock strength and an ICD’s capacity to
defibrillate, but it is not a direct measure of shock effectiveness. For example, the maximum

Mark W. Kroll
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Figure 1: Shock potential with respect to the right hand electrode (a) and the spatial
derivative or electric field (b). The thick vertical bars symbolize electrodes and the oval the
heart. Note that most of the voltage drop and hence the highest fields occurs close to the
electrodes

shock strength of an ICD is typically in the range of 30 to 40 J. If energy were a good
descriptor of defibrillation efficacy, one could defibrillate with a 9 V battery by connecting
it to the heart for 20 s through large defibrillation electrodes to deliver 40 J

Energy =
Voltage2 × Time

Resistance
=

9V × 9V × 20 s
40Ω

= 40.5 J.

Although a 9 V battery may reliably induce fibrillation,6 it will never defibrillate.
However, the maximum energy stored in an ICD’s output capacitor is a major deter-

minant of the size of the battery and capacitor and thus of the overall size of the ICD’s
pulse generator. Since minimizing ICD size is an important clinical goal, designing ICDs
that defibrillate with minimum stored energy is an important engineering goal.
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The physics of capacitive-discharge waveforms link the energy stored in the ICD’s
capacitor to the voltage and duration of the delivered defibrillation waveform. For a
given capacitance, stored energy is proportional to the square of voltage. (See the section
on capacitive-discharge waveforms below.) Further, the time dependence of a capacitive-
discharge exponential waveform is given by the system time constant τs, (pronounced “tau,”
which is the product of capacitance and pathway resistance). Thus, in present ICDs, the
value of the shock output capacitance is a key intermediary in establishing the relationship
between stored energy – the key determinant of ICD size – and waveform voltage as a
function of time, which is the key determinant of defibrillation efficacy.

Principles of Capacitive Discharge Waveforms

A capacitor charged to a voltage V gives the following discharge voltage as a function of
time:

V (t) = e−t/τs ,

where t is the time since the start of the discharge and τs is the shock system time constant,
the time for voltage to decrease to 1−e−1 (about 37% of the initial value). Since

τs = RC (where R is the pathway resistance and C is the ICD capacitance),

voltage as a function of time is given by:

V (t) = e−t/RC .

Thus a large capacitance and large load resistance result in a long discharge time. A small
capacitance and small load resistance result in a short discharge time (Fig. 2a, b).

Larger electrodes have lower resistances,7 in relationship to their macroscopic dimen-
sions,8 as do systems in which the housing of the ICD generator (“can”) serves as a
defibrillation electrode.9 Lower voltages10 and large heart size11 both tend to increase the
resistance. The resistance tends to increase with time12,13 and with inspiration (assuming
an extracardiac electrode is involved)14 and also varies with a submuscular or subcutaneous
location of the can electrode.13

Truncation

The voltage of capacitive-discharge waveforms approach zero asymptotically, and the ear-
liest capacitive-discharge defibrillation waveforms were not truncated.15,16 Schuder and
Stoeckle17 first reported that transthoracic defibrillation was much more effective with
truncated waveforms. Subsequently, the effect of truncation on defibrillation efficacy of
ICD waveforms has been studied extensively.18–20 By definition, truncation of phase I is
required to produce a single capacitor biphasic waveform.
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a)

b)

Figure 2: (a) Effect of capacitance value on the discharge waveform. Note (horizontal double
arrow) that the time to decay to a given voltage is tripled for the 150 versus the 50μF
waveform. Capacitor is initially charged to 100 V and the pathway resistance is 50Ω. (b)
Effect of load resistance value on discharge waveform. Capacitor (110μ F) is initially charged
to 100 V. Note (horizontal double arrow) that the time to decay to a given voltage is tripled
for the 90 versus the 30Ω load. In both cases, the capacitor is initially charged to 100 V
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Stored Versus Delivered Energy

The energy stored in a capacitor is given by:

Estd =
1
2
CV 2.

This equation links stored energy, the key determinant of ICD size, to initial waveform
voltage. Delivered energy, another term used to characterize ICDs, has no direct influence on
either defibrillation or ICD design. Delivered energy is most simply calculated by subtracting
the final (residual) energy stored in the capacitor at the end of the capacitive-discharge
waveform from the initial stored energy:

Edel =
1
2
CV 2

i − 1
2
CV 2

f ,

where Vf is the “final” or trailing edge voltage. For accuracy, both Vi and Vf should be
measured at the ICD’s output, rather than directly from the capacitor, removing the effects
of internal resistance in the ICD. Delivered energy can also be calculated by integrating the
power output from the ICD:

Edel =
∫ End

0

V 2

R
dt.

The two expressions for delivered energy are equivalent if capacitance is constant. In
practice, the measured capacitance value tends to increase by roughly 10% or more from the
leading edge value during the pulse.21 For example, a 110μF capacitor may have 105μF of
capacitance at the beginning of the shock and 115μF at the end. This is due to charge stored
in the tunnels etched in the aluminum foil used in most ICD capacitors. Recruiting this
“hidden” charge for delivery to the output circuit takes a few milliseconds during discharge
of the capacitor. (There is another, less important, effect called dielectric absorption, which
contributes to this increasing capacitance effect.) As this charge is recruited, the ratio of
charge to voltage increases, resulting in an increased value of measured capacitance and a
proportional increase in the system time constant.

The discharge curve thus departs from a single exponential curve, analogous to a double-
compartment drug elimination model in physiology. Since the “C” is the effective average
value this variation has little net effect except to make the τs less at the leading edge and
greater at the trailing edge of a shock. This effect is partially offset by a possible decrease
in resistance during the shock.22

The clinical and marketing debate over the used of stored versus delivered energy is
clouded by another complication. The theoretical (ideal) stored energy discussed above is
actually quite close to the delivered energy, with differences less than 10%. However, real
world “delivered” energy is significantly lower due to the resistive losses in the semicon-
ductor switching circuitry, connections, and inside the capacitor itself. The advantages and
disadvantages of each measure of defibrillation efficacy are given in Table 1.
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Table 1: Clinical implications of using stored versus delivered energy ratings

Delivered energy Stored energy
Measurement

accuracy
Accurate Estimated

Relates to
safety margin

Not directly. Shortening the phase
durations will often reduce the voltage
defibrillation threshold. However, the
delivered energy (at this defibrillation
threshold voltage) is also reduced
significantly giving a false impression
of the safety margin as the maximum
delivered energy is also reduced

Yes. The maximum stored
energy is not affected by
changing phase durations

Encourages
good clinical
practice

No. Delivered energy ratings have
encouraged some manufacturers to
deliver excessive phase durations,
which are suboptimal, in order to
increase delivered energy claims

Yes. Does not encourage the
suboptimal lengthening of
phase durations

Optimizing Waveforms with the RC Network Model

A simple approach, developed in the 1930s models the heart as a passive resistor–capacitor
(RC) network (Fig. 3).23,24 It has subsequently been applied to modeling defibrillation
waveforms.5,26–29 The model’s parameters produce an estimate of the passive cell membrane
time constant τm. The latter may be conceptualized as an average value in regions where
defibrillation may fail because the shock field is weakest, ignoring time and voltage-
dependent effects.

The RC model has are two principal assumptions: (1) The goal of a monophasic shock
is to maximize the voltage change in the cardiac cell membrane at the end of the shock
for a given stored energy. The same assumption applies to the first phase of a biphasic
shock. (2) The goal of the second phase is to discharge the membrane potential back to the

Figure 3: Resistor–capacitor membrane model for cardiac tissue. The shock voltage is Vs(t)
and the membrane response is given as Vm(t). Cm represents the membrane capacitance
and R represents the Thevenin (composite single resistance) equivalent combination of the
intercellular and transmembrane resistance. The product of R and Cm gives the membrane
time constant τm. (Used with permission of Elsevier)25
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zero potential, removing the charge deposited by the first phase.29 This performs several
functions, with the most important probably being the discharge of the virtual electrodes.
This is sometimes referred to charge burping.30

The empirical RC model does not distinguish among theories of defibrillation. In each
of the major theories of biphasic waveform defibrillation – progressive depolarization,31

upper limit of vulnerability,32 and virtual electrode induced reexcitation33,34 – the role of
the first phase is to charge the cell membranes. Similarly, whatever the function of the
second phase – to remove residual charge from marginally stimulated cells,35–37 to heal
cell membranes temporarily damaged (electroporated)38 by the extreme current near the
electrodes,38–40 or to discharge the virtual electrodes41–43 – it must return the cell membrane
voltage to zero. It is not yet known if the RC model is consistent with break excitation
effects.41

The RC model is a first-order approximation. The passive charging of the cell membrane
is nonlinear, and the time constants vary depending on the local field and on the polarity of
the affecting electrode.44 It does not consider the critical roles played by tissue heterogeneity
and active ionic currents in cardiac electrical activity. Nevertheless, all major predictions
of this model have been verified in animal2,4,5,30,45 and human studies1,3,46 with impressive
concordance. To date, no other model has been clinically applied successfully. For this
reason, we focus on the predictions of this model; and we use the terms optimal and optimized
in relation to the predictions of RC model.

Minimizing Shock Energy Without
Electronic Constraints

Waveform optimization is most commonly considered as a problem in minimizing ICD
size, and thus a problem in minimizing stored energy for capacitive-discharge waveforms.
However, it is instructive to consider minimizing delivered energy in physiological terms
only, with no constraints on electronics technology.

The Predicted Optimal Monophasic Shock

Consider the membrane response to the square waveform in Fig. 4a. Although the initial
applied voltage is the maximum value for the waveform, the cell’s membrane time constant
(τm) limits the rate at which the cell membrane can respond.44 Thus some of the energy
associated with the high initial voltage is wasted. In contrast, the ascending waveform shown
in Fig. 4b initially applies only sufficient voltage to permit the cell to respond optimally.
Mathematical analysis shows that the theoretically optimal waveform begins at a nonzero
percentage of the peak voltage and then rises in an exponential upward curve as shown in
Fig. 4b.27

Unfortunately, such an ascending waveform is difficult to generate in a way that is both
volumetrically and energy efficient with electronic components used in present ICDs. Thus,
while an ascending waveform will minimize delivered energy,2,26,47 stored energy might not
be minimized. For the ascending waveform, an infinitely long duration does not increase
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its defibrillation threshold (DFT).27 (See the chapter by Kroll and Swerdlow for further
discussion.)

Now consider the capacitive-discharge waveform in Fig. 4c. The initial portion of this
waveform has the same energy inefficiency as the square waveform in Fig. 2a. Further,
as the pulse duration of the applied waveform increases, the membrane response voltage
reaches a maximum and then decreases. The model predicts that voltage (and energy)
applied after the time of maximum membrane response is wasted and may be counterpro-
ductive. For capacitive-discharge waveforms, delivering more energy by increasing waveform
duration can paradoxically reduce defibrillation efficacy.17,48 Thus, truncation is critical for
capacitive-discharge exponential waveforms to achieve the first model goal of maximizing cell

a)

Figure 4: (a) Membrane response to square waveform of 10 J with duration of 43.75 ms,
which is equal to the optimal duration of 1.25τm. Impedances for Fig. 6a–c are 40Ω, and
the assumed membrane time constant is 35 ms. However, the membrane response is typically
on the order of 20–100 mV, and thus the scale on the left does not apply. In all three cases the
energy shown is that required to generate an equivalent membrane response of 200 arbitrary
units. (b) Membrane response to ascending waveform of 10 J with duration of 7 ms. Note
the decreased energy, but increased peak voltage, required compared to the square wave of
Fig. 6a. (c) Membrane response to descending waveform from the optimally sized 875μF
capacitor and a 40Ω load. Note that this clinical waveform requires more energy and voltage
than both the square wave and ascending waveform. If the truncation is not at the peak
(which is a common clinical problem), then the performance is further attenuated. Also,
with different capacitances and resistances, this waveform is even less efficient
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b)

c)

Figure 4: (Continued)
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membrane voltage at the end of the shock. Even with predicted optimal truncation,
capacitive-discharge waveforms require more voltage and energy to achieve the same mem-
brane voltage as do square waves and ascending waveforms.

The Predicted Optimal Biphasic Shock

The charge burping hypothesis and the RC network model apply fewer constraints to phase
two than to phase one. The second model assumption requires only that the second phase
returns the cell membrane voltage to zero; the precise shape of phase two is unimportant.
How returning the cell membrane voltage to zero facilitates defibrillation is unknown. The
most likely candidates are discharge of the virtual electrodes, reducing electroporation, and
discharging marginally stimulated cells in the excitable gaps.

However, unlike phase one, there is no single predicted optimal phase two for a given cell
membrane and pathway resistance. Instead, the predicted optimal phase two size depends
on phase one, specifically on the cell membrane voltage at the end of phase one. Phase
two needs to include sufficient charge to discharge the residual membrane voltage left by
phase one. The model makes no predictions regarding the benefit of optimizing the shape of
phase two; to date experimental data indicate that the shape of phase two does not strongly
influence defibrillation efficacy.

Optimizing Capacitive Discharge Waveforms

Optimizing Duration: Monophasic Shock and First Phase of
Biphasic Shock with a Fixed Capacitance

The simplest analysis applies to a fixed capacitance. Minimizing stored energy is equivalent
to minimizing leading edge (initial) voltage because the only variable is truncation of pulse
duration. Figure 4c shows that predicted optimal truncation occurs at the pulse duration
associated with maximal cell membrane response. This pulse duration lies between 3 and
5 ms for most present ICDs used for transvenous defibrillation.

The plot of shock strength as a function of pulse duration is known as a strength-duration
curve (Fig. 5). The concept of a strength-duration curve has been applied empirically
to bioelectric stimulation for over a century. The first one, Hoorweg50 in 1892, gave the
stimulation capacitor voltage required as a function of capacitance value for untruncated
pulses. In 1901 Weiss51 used truncated pulses to generate a plot of electrical charge versus
duration. For her PhD thesis (1905) Marcelle Lapicque approximately duplicated Hoorweg’s
work. Her husband, Louis, then defined the term “chronaxie” and showed how the various
formulations were essentially equivalent in 1909. The most common strength-duration curve
is based on the Weiss hyperbolic equation that expresses the average current required for
defibrillation (Iavg) in terms of pulse duration (d):

Iavg = Ir(1 + dc/d),
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Figure 5: The plot of shock strength as a function of pulse duration is known as a
strength-duration curve. The resistor–capacitor (RC) network (exponential) model predicts
a strength-duration curve for capacitive-discharge waveforms as shown. The Weiss-Lapicque
(hyperbolic) strength-duration curve is also shown and seen to match the exponential curve
closely. The rheobase current (5 A) is that which will defibrillate for an infinitely long pulse.
For capacitive-discharge shocks, the current for the hyperbolic model would refer to the
average current. The hyperbolic model curve applies directly only for low tilt waveforms

where Ir is the long-duration asymptote or “rheobase” and dc is the Lapicque “chronaxie”
duration at which the required average current is twice the rheobase. For a square wave
pulse, the minimum energy occurs at a pulse duration equal to the chronaxie (dc). For a
capacitive-discharge waveform, the predicted optimum duration is a weighted average of the
chronaxie and the shock time constant and is given by:

d = 0.58dc + 0.58RC.

This is a compromise between the optimal physiological duration for (square wave) defib-
rillation efficacy (chronaxie) and the optimal duration for the capacitor to deliver its
charge (shock time constant τs = RC).28 Such a truncation approach has proved clinically
efficacious.3
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The chronaxie and membrane time constant for defibrillation have each been found to
be in the range of 2 to 5 ms in animal18,52–56 and in human studies.57 The most commonly
used value of membrane time constant is 3.5 ms. Theoretically:60

dc = 0.7τm.

The dependence of the predicted optimal duration on capacitance is illustrated by the
comparison shown in Fig. 6. With a resistance of 50 Ω, the capacitances of 140 and 40μF
give shock system time constants of 7 and 2 ms, respectively. The corresponding predicted
optimal durations of phase one are 5 and 2.5 ms. For any given chronaxie (or membrane time
constant) and pathway resistance, there is an optimal capacitance that permits defibrillation
with the lowest possible energy, provided duration is optimized for that capacitance. The

Figure 6: Interaction of the capacitance and phase durations. (The membrane response
is modeled for both an assumed 3 and 4.2 ms membrane time constant.) Note that the
optimal durations increase with increasing capacitance values. Note that the optimal first
phase duration only changes from 5 down to 2.5 ms. (Used with permission of American
Heart Association)30
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predicted optimal pulse duration for a optimal capacitance is equal to the membrane time
constant τm.27,57

Optimizing Capacitance

The RC model predicts that stored energy is minimized for capacitive-discharge waveforms
by differentiating stored energy (or leading edge voltage) as a function of capacitance,
assuming an optimal duration for capacitance. The derivative is then set equal to zero and
the equation solved algebraically. This analysis shows that stored energy is minimized when
the ICD’s system time constant τs equals the cell membrane time constant τm. Since τs

is the product of capacitance and shock pathway resistance, the model predicts that the
capacitance that defibrillates with the lowest stored energy is inversely related to pathway
resistance.28 This has been verified in both animal and human experiments.29,61–66 If we
assume τm = 3.5ms, the predicted optimal capacitance ranges from 117 μF for a 30 Ω
pathway to 58μF for a 60 Ω pathway.

Figure 7 shows the model’s predicted effect on the stored-energy DFT of varying
capacitances. The curve has a steep descending limb for lower than optimal capacitance,
a relatively flat valley with a nadir at the optimal capacitance, and a gradually sloping
ascending limb for higher values. These stored-energy penalty curves have important

Figure 7: Effect of capacitance value on the defibrillation threshold for the most popular
phase one tilts. Assumes a resistance of 50Ω and a membrane time constant of 3.5 ms.
This is based on phase one membrane charging and assumes optimal phase two truncation,
which may be generous in some cases. Included are the St. Jude AtlasR© (110μF), Medtronic
MarquisR© (113μF), tantalum Boston Scientific VitalityR© (155μ F), and the ELA Medical
OvatioTM (177μF)
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implications for the design of ICDs since stored energy is a critical determinant of the
pulse generator size and present ICD capacitors limit maximum voltage to approximately
800 V. A modern ICD with a capacitance near 110μF pays only a minimum energy penalty
compared to the predicted optimal capacitance value of 87.5μV.

Further, if the population mean DFT is 10.6 ± 5.2 J,67 then the 95% percentile DFT
should be 19.2 J for an assumed normal distribution. With the 110μF capacitance value
this corresponds to a voltage of about 590 V. The maximum ICD output (800 V) provides a
26% voltage and a 45% energy safety margin over this 95th percentile DFT (calculated from
the maximum output down). Although the predicted optimal capacitance (87.5 μ F) will
reduce the stored energy DFT by 2%, the maximum output is reduced by 20%, and hence it
provides a smaller stored energy safety margin (assuming that we are technology limited at
800 V). The model predicts that the energy penalty for 130–180μ F capacitors used in most
earlier ICDs and some present ICDs68 is in the range of 5–10%, depending on resistance.
For example, a 30 Ω electrode system would be well served by a higher capacitance ICD.
However, for a 70 Ω patient, higher capacitance devices are suboptimal.

Optimizing Phase Two of the Biphasic Waveform

The second model assumption is that the goal of the optimal second phase is to remove the
charge deposited on myocardial cells by phase one, returning the membrane voltage to zero.
The benefit of phase two can be seen in Fig. 8. The closer phase two discharges the residual
membrane to zero voltage, the lower the predicted amplitude required for defibrillation in
phase one. Retrospective metaanalysis29 and prospective30 data indicate that defibrillation
efficacy is inversely related to the residual membrane voltage at the end of phase two. The
phase one current required correlates with the square of the calculated residual membrane
potential after phase two.

The major predictions of this theory have been supported by animal2,4,30 and human
studies.1,46 One such prediction is that the optimal ratio of phase one to phase two is higher
for larger values of τs (capacitance, pathway resistance, or both) and lower for lower values
of τs.

Figure 6 illustrates the differences in predicted cell membrane responses to the electrical
fields of 140 and 40μF waveforms of equal stored energy. Phase one of the 140μF waveform
produces a weaker, but longer-lasting, field than phase one of the 40μF waveform. The cell
response to the applied 140 μ F waveform is slower and continues longer. For phase two, the
leading-edge voltage is a greater fraction of the phase one, leading-edge voltage, resulting in
more rapid charge burping for this waveform. In addition, the phase two, negative applied
voltage exceeds a minimal absolute value longer for the 140 μF waveform, resulting in a
persistent negative residual membrane voltage for high ratios of phase two to phase one.
The cell-response curves appear underdamped. In contrast, because the negative applied
voltage decays rapidly for the 40μF waveform, the cell response does not decrease below
the relative zero value. The cell-response curves appear overdamped.

The experimentally measured effect on cell response and DFT of changing the ratio
of phase one to phase two is shown in Fig. 9. For the 40μF waveform the charge-burping
hypothesis predicts that phase-duration ratios of 0.5 and 1.0 fail to return the cell membrane
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Figure 8: The closer phase two discharges the residual membrane to zero voltage, the lower
the amplitude required for defibrillation in phase one. The phase one current required
correlates with the square of the calculated residual membrane potential after phase two.
(Used with permission of Blackwell Publishing)29

voltage to the preshock level and thereby leave substantial residual charge on the membrane.
In contrast, there is a broad range of phase-duration ratios of 2 : 1–3 : 1 that provide
comparable and near-complete charge burping for either value of tm. For 140μF waveforms,
the predictions of charge-burping theory depend strongly on the unknown value of τm.
For τm of 3.0 and 4.2 ms, the predicted optimal phase-duration ratios are 0.5 and 0.75,
respectively. These predictions have been confirmed experimentally.30

Since the goal of phase two is to reverse the membrane charging effect of phase one,
there is no advantage to additional waveform phases. A methodical search of 140 different
waveforms demonstrated that optimized biphasic waveforms have the lowest DFTs, and
that waveforms with three or more phases had higher DFTs.

Truncation by Duration Versus Truncation by Tilt

Truncation may be defined either by waveform duration or “tilt.” Tilt is defined by the
expression:

Tilt ≡ 1 − VF

Vi
,
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Figure 9: A fixed phase duration ratio gives highly inconsistent defibrillation thresholds
(DFTs) for different capacitances. For phase two duration = 2 × phase one, the DFT varies
from < 6 J to about 12 J when going from a 40 (dashed line) to a 140 μF capacitor (solid
line). (Used with permission of the American Heart Association)30

where VF is the final (“trailing edge”) voltage and Vi is the initial (“leading edge”) voltage.
Consider a capacitive-discharge waveform that is truncated after one time constant (ts) so
that the final voltage is 37% of the leading edge voltage. This corresponds to a tilt of 63%
(Fig. 10).

Historically, waveform truncation was first performed by tilt for engineering reasons. In
Schuder’s initial report by Schuder and Stoeckle,17 transthoracic defibrillation waveforms
were most effective if they were truncated after a duration equal to approximately τs.

Commercial ICDs use either tilt or duration for truncation, depending on the manu-
facturer. Medtronic, Boston Scientific, and ELA Medical devices use tilt. St. Jude Medical
devices offer a choice of fixed durations and tilts. Intermedics devices (no longer sold) had
a choice of fixed durations for both phases. Biotronik uses tilt for phase one and a choice of
a tilt or a fixed 2 ms duration for phase two. These approaches result in different waveform
durations and different changes in waveforms for varying pathway resistance.

By definition, the duration-based approach results in waveform durations predicted to
be optimal by the RC network model for the assumed value of average membrane time
constant (τm). One limitation is that, in practice, the value of τm is not verified. Thus
the individual patient’s values of τm, which may have a substantial effect on the predicted
optimal waveform, is unknown. A second limitation is that the RC network model is a first
approximation that neglects major physiological variables.

In this approach, the implanter makes an assumption about τm and measures the
resistance of the defibrillation pathway to select the predicted optimal duration for each
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Figure 10: Fixed tilt waveforms result in a pulse width proportional to the resistance and
capacitance. It provides an indirect method for determining pulse width. The delivered
energy is proportional to the difference of the voltages (initial and final) squared

phase of a biphasic waveform. Typically, acute and chronic high-voltage lead resistances are
stable within about 10%.12,13 This sets the waveform on an individual patient basis, and
the waveform is optimized to the extent that both the RC network model applies and that
the value of τm is accurate. This approach could be automated by setting durations for each
phase based on the measured resistance. Since acute ischemia may alter the membrane time
constant,71 a further refinement may be needed to adjust phase durations when ischemia is
detected.

The tilt-based approach uses the same fixed predetermined values for phase one and
phase two tilts in each patient, independent of pathway resistance. There is no theoretical
basis to the use of tilt.

Figure 11 shows the disparate effect of changing pathway resistance on fixed-duration
and fixed-tilt waveforms. Figure 11a shows that the effect of changing pathway resistance
on a fixed-duration waveform is to change the trailing-edge voltage and tilt. In contrast,
Fig. 11b shows that, for a tilt-based waveform, the trailing edge voltage is fixed but the
durations change proportionately to the resistance.

Consider the effect of these differences on waveform optimization as predicted by the
RC network model. Figure 12a shows that fixed tilt waveforms change the duration of
phase one in the right direction for increasing pathway resistance, but the increase is more
than theoretically required to optimize the waveform. According to the RC network model,
this may leave insufficient charge on the capacitor to permit phase two to return the cell
membrane voltage to 0 V. Further, Fig. 12b shows that the predicted optimal duration of
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Figure 11: The effect of changing pathway resistance on a fixed-duration (a) waveform is
to change the trailing edge voltage and tilt. For a tilt-based (b) waveform, the trailing edge
voltage is fixed but the durations change proportionately to the resistance. The effect of
these differences on waveform optimization is described in text
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Figure 12: (a) Optimal durations for phase one of a biphasic shock assuming a 3.5 ms
membrane time constant and a 110μF capacitor. The durations given by the popular 50
and 60% tilts are also shown. Note the narrow range of optimal durations, for typical
resistances of 30–70Ω, compared to the broad swings of the tilt denominated waveforms. (b)
Optimal durations for phase two as a function of resistance. These durations are compared
to those produced by 50% tilt, as that is the phase two tilt used by the best-selling devices.
(The Boston Scientific waveform calculates the phase two duration as two thirds of that
of the first phase, giving a resulting effective tilt of 50%.) This is also based on a typical
implantable cardioverter-defibrillator capacitance (110μF) and membrane time constant
of 3.5 ms. Note that the tilt-based duration adjusts to resistance changes in the opposite
direction of optimal. Again, note the narrow range of the optimal durations
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Figure 13: Defibrillation thresholds with tilt-based and millisecond (fixed) durations for
each of 13 patients whose tilt-based defibrillation threshold was ≥ 15 J. (Used with permis-
sion of Elsevier)1

phase two decreases with increasing resistance, exactly opposite the response of fixed tilt
waveforms.

Presently, the clinical significance of differences between tilt-based truncation and
duration-based truncation is an area of controversy. Three clinical studies (two of which
were funded by the manufacturer of ICDs that use duration-based truncation), reported
lower DFTs using duration-based truncation than tilt-based truncation.1,46,72 But these
studies used tilt-based waveforms that are either known3,35 or suspected73 to be less efficient
that clinically used tilt-based waveforms. One study reported that the greatest benefit for
duration-based waveforms occurred in high DFT patients (Fig. 13). All three studies used
capacitance values around 90–100μF; modeling suggests that the benefit would be even
greater with extremely large capacitance waveforms, which may be considered for new
ICDs that utilize only subcutaneous electrodes.

Waveform Polarity

The effect of waveform polarity has been studied for transvenous defibrillation using both
monophasic and biphasic waveforms. For monophasic waveforms, the right ventricular
electrode should be the anode (positive), while the ICD pulse generator’s housing should be
the cathode.74–76 Clinical results for biphasic waveforms are summarized in Table 2.77 They
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Table 2: Metaanalysis of studies comparing anodal versus cathodal right ventricle coils in
implantable cardioverter-defibrillator therapy

Study Can N
Anodal
DFT

Cathodal
DFT

Anodal
reduction

(%)
Anodal
better

Polarity
neutral

Cathodal
better

Schauerte None 27 11.1 13.3 17 10 14 3
Shorofsky Hot 26 11.1 12.2 9 12 6 8
Natale None 20 16.3 21.5 24 12 6 2
Strickberger None 15 9.9 9.5 −4 3 9 3
Keelan Mixed 10 9.5 13.8 39 14 6 2
Olsovsky Hot 60 7.2 8.5 15 23 26 10
Neuzner None 32 9.38 10 6 13 11 8
Narasimhan Mixed 22 10.5 11.05 5 7 11 2
Grouped 224 9.98 11.72 14.8 93 91 38
Taken from PACE77

(15% DFT reduction, p = .00001) show that the right ventricular electrode should be the
anode for phase one of biphasic waveforms and the cathode for phase two. For biphasic
waveforms, reversing polarity (right ventricle as anode) does not improve defibrillation
efficacy within the measurement error of clinical DFT testing.78

These results are predicted by the virtual electrode hypothesis of defibrillation.33 It
predicts that postshock virtual electrodes launch new wavefronts toward the anode. Thus, a
cathodal shock produces “expanding” wavefronts that propagate away from a physical right
ventricular cathode, but an anodal shock produces “collapsing” wavefronts that propagate
toward a physical right ventricular anode.79 Thus a right ventricular cathode produces
expanding and potentially proarrhythmic wavefronts, whereas a right ventricular anode
produces collapsing, self-extinguishing wavefronts (Fig. 14). The effect of optimal polarity
is greater for monophasic waveforms and less efficient biphasic waveforms than it is for
more efficient biphasic waveforms, possibly because charge burping of efficient biphasic
waveforms discharges the virtual electrodes.74,80 An additional effect of anodal shocks may
be to increase the homogeneity of membrane time constants in comparison with cathodal
shocks.81 This may, in theory, reduce the risk of refibrillation. In today’s ICDs, the right
ventricular coil should be the anode for phase one of biphasic shocks.

If the DFT is high for this electrode configuration, experts differ in opinion regarding the
clinical utility of “reversing polarity.” Some say that the 10–20% percent of cases in which
anodal DFTs are higher than cathodal DFTs reflects the limited reproducibility of clinical
DFTs rather than a true electrophysiological effect. These experts, the authors included,
recommend maintaining the right ventricle as the anode for phase one and altering other
components of the defibrillation system. Other experts empirically recommend reversing
polarity if the anodal DFT is high, despite the lack of a conceptual framework or supporting
data that exceeds the known variability of clinical DFT testing.
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Figure 14: Cathodal shocks (top) produce expanding wavefronts that propagate away from
the physical right ventricle (RV) coil, while anodal shocks (bottom) produce collapsing wave-
fronts that propagate toward the RV coil.(Used with permission of Blackwell Publishing)77

In the rare case where two epicardial patches are required, only data from older
monophasic studies are available.75,76 This suggest that the left ventricular patch should
be the anode, perhaps since it directly affects more myocardium than the right ventricular
patch.

Waveforms in Commercially Available ICDs

The voltages and capacitances used in commercial ICDs vary widely.68 There are substantial
disparities among their parameters, but it has been over a decade since a direct comparison
of commercial waveforms has been published.82

Figure 15 shows the model response with τm = 3.5ms to waveforms with stored energy
of 20 J delivered into a 40Ω defibrillation pathway. The plots show waveform voltage and
predicted cell membrane voltage (in arbitrary units) on the ordinate as a function of duration
on the abscissa.

Figure 15a shows a St. Jude AtlasR© waveform with durations programmed to result
in optimal response of the model, assuming the patient’s membrane time constant is
estimated accurately. Phase one is truncated at the maximum membrane response. Phase
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(a)

(b)

Figure 15: Various waveforms and their calculated membrane responses. The x axis is in
milliseconds. This should not be relied upon for any specific patient as it is based on the
mean 3.5 ms cardiac membrane τ and this is not known for a particular patient. (a) Shows
a St. Jude AtlasR© waveform with duration programmed to result in optimal response of
the model. (b) Shows the longer St. Jude Atlas waveform with 65% tilt. (c, d) Show the
Medtronic MarquisR© (50% tilt) and GemR© (65% tilt) waveforms, respectively. The Boston
Scientific VitalityR© waveform (60/50% tilt) is shown in (e) for devices shipped with tantalum
capacitors. (Used with permission of Elsevier Publishing)83
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Figure 15: (Continued)
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two is truncated when the membrane voltage returns to baseline. Figure 15b shows the
longer St. Jude Atlas waveform with 65% tilt. The membrane reaches 99% of its maximum
response to phase one at 4 ms, but phase one continues ineffectively for an additional 1.5 ms.
The membrane voltage is below zero at the end of phase two. Recall that retrospective
metaanalysis29 and prospective30 data indicate that defibrillation efficacy is inversely related
to the residual membrane voltage at the end of phase two. In practice, the value of τm in an
individual patient is not known and is unlikely to coincide exactly with an ICD’s nominal
value, as shown in Fig. 15a. However, a clinical comparison reported superior defibrillation
for an estimated, “optimized” waveform (Fig. 15a) than the 65% tilt waveform that delivers
a higher fraction of stored energy (Fig. 15b).1

Figure 15c and d show the Medtronic MarquisR© (50/50% tilt) and GemR© (65/65%
tilt) waveforms, respectively. In Fig. 15c, phase one is truncated just before the membrane
reaches its maximum response. In contrast, Fig. 15d shows that phase one of the longer
waveform continues for 2.0 ms after the membrane reaches 99% of its maximum response
at 3.6 ms. A clinical comparison of 50/50% tilt and 65/65% tilt waveforms showed superior
defibrillation for the 50/50% tilt waveform, which delivers a lower fraction of stored energy.

The Boston Scientific VitalityR© waveform in Fig. 15e has the highest capacitance and
thus the lowest leading-edge voltage for a given stored energy. It uses a 60/50% tilt waveform.
Boston Scientific refers to this as a “60/40” waveform based on the percentage of time
spent in each phase. Phase one continues for 1.4 ms after the membrane reaches 99% of its
maximum response at 4.3 ms. The model predicts that the energy delivered after the peak
is wasted. There is substantial residual voltage at the end of phase two. This waveform has
not been compared clinically to any of the other waveforms; the model predicts it to be
inefficient. The Vitality waveform shown is for the tantalum capacitor version. This ICD is
also shipped with higher voltage aluminum capacitors predicted to result in more efficient
waveforms; but details of this waveform have not been published.

The ELA Medical’s OvatioTM ICD uses a 177 μF capacitance with a 50/50% tilt
waveform. Biotronik uses a 60% tilt for phase one and a choice of 50% tilt or a fixed
2 ms for phase two. Biotronik does not disclose the capacitance value for its ICDs.

Other Considerations in Optimizing Waveforms

Because ICD size reduction has been a priority, waveform optimization is often viewed as an
energy minimization problem subject to constraints: higher voltage, shorter waveforms may
defibrillate with lower energy, but extreme voltages may produce myocardial depression84,85

and may exceed voltage and current limitations of semiconductor components. However,
monophasic waveforms with voltages 1,540 V have been used successfully with catheters
in humans.86 And, biphasic waveforms produce less electroporation than monophasic
waveforms,38 hence the safe voltage limits have not been established for biphasic waveform
transvenous defibrillation. The volumetric energy density of higher voltage capacitors allows
this reduced energy to be packed in a disproportionately smaller package. If higher voltage
biphasic waveform defibrillation proves safe, technology under development may permit
ICDs to operate at over 1,000 V.
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Presently used biphasic waveforms are substantially more effective than monophasic
waveforms than the less-efficient biphasic waveforms used in the early 1990s.82 Present
ICDs and leads allow implantation without system modification more than 90% of the
time.,Nevertheless, ICDs prevent only approximately 60% of sudden cardiac deaths,89 and
approximately 25% of sudden deaths in ICD patients are due to failed defibrillation.90,91

Further advances in waveform optimization may both reduce the number of difficult implants
and the incidence of sudden death from failed defibrillation in ICD patients. Further,
improved defibrillation efficacy may permit ICD size reduction. Finally, strong shocks
delay postshock hemodynamic recovery92 in a voltage dependent manner.93 Postshock
electromechanical dissociation is a fatal consequence of defibrillation and an important
cause of sudden death in ICD patients.90 We do not know if defibrillation waveforms can
be optimized to minimize the risk of postshock electromechanical dissociation.

Waveform optimization has different priorities for external defibrillators than ICDs.
For example, a sufficiently effective waveform generated by inexpensive components could
facilitate distribution of automatic external defibrillators for public access defibrillation.

Shock pain correlates with peak voltage. To minimize pain, the peak voltage should be
reduced94 at the expense of delivering a long first phase. However, with first phase dura-
tions beyond 10 ms, defibrillation efficacy is reduced sufficiently that voltage requirements
increase, defeating the purpose of the long waveform.95

With a subcutaneous or percuntaneous ICD system (see the chapter by Kroll and
Swerdlow) polarity is probably less relevant as there are no electrodes in direct contact
with the ventricular tissue to launch new proarrhythmic wavefronts. The other waveform
optimization considerations such as voltage, capacitance, and durations should all apply.

The Misunderstood Superior Vena Cava Coil

Studies of active can lead configurations96,97 showed that the addition of the superior vena
cava (SVC) coil decreases the voltage DFT, but paradoxically increases peak current more
than can be explained by the reduction in DFT alone. This suggests that the vector for
defibrillation is worsened with an SVC coil, but this adverse effect is more than offset by a
large reduction of shock resistance.

The effect of the addition of an SVC coil on DFTs with an active can has been studied in
several prospective randomized studies. Two studies by Gold et al.98,99 showed a significant
benefit with the SVC coil. Libero et al.100 also found a significant reduction in the delivered
energy DFT with the addition of an SVC coil.

Adding an SVC coil to the defibrillation pathway changes the vector, resistance, and
phase durations (as they are proportional to the resistance). However, early studies all used
fixed tilt waveforms, which are problematic due to the confounding effects on phase dura-
tions. As discussed previously, a limitation of fixed tilt waveforms is that they excessively
increase their durations with high resistance lead systems. With a fixed duration waveform,
the effect of suboptimal waveform phase durations can be neutralized by independently
adjusting the durations of each phase. This isolates the phase duration effect from the
effects on the resistance and electrical field (vector) in these earlier studies.
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Table 3: Modeling and data driven recommendations for superior vena cava coil usage

Devices
Suggested superior vena cava usage for

typical patient Rationale
Medtronic Begin without The 50% tilt and capacitance

values used favor a higher
impedance

St. Jude Medical With single coil impedance ≥ 60Ω add
superior vena cava coil. With < 60Ω
single coil impedance the superior
vena cava will help and hurt the
defibrillation threshold in equal
fractions of patients

Applies only to fixed pulse
widths

Boston Scientific Begin with The 60% tilt and higher
capacitance values used
favor a lower impedance

A study designed to test the effect of an SVC coil on DFTs with fixed duration waveforms
had complex findings.101 This is not surprising since the addition of the SVC coil has
competing and potentially offsetting effects on defibrillation. A benefit is the pulling of
some current in a posterior direction to compete with the left pectoral can pulling current
anteriorly. A negative is that current is preferably directed through the right atrium toward
the SVC coil at the expense of going through the left ventricle toward the can. When
the SVC coil was located in the “high” position (innominate vein–SVC junction), DFT
peak voltage decreased from 430 ± 119.3 to 391.7 ± 129.4V (p = .01) and stored energy was
reduced from 9.9 ± 5.4 to 8.5 ± 5.8 J (p = .03) by programming SVC coil ON. In contrast,
there was no significant benefit of the SVC coil on DFTs when the center of the coil was
in the right atrial wall to SVC junction position. When the single coil shock resistance
was < 60Ω, there were no significant changes in the DFT peak voltage or stored energy
with SVC coil ON. Thus, the effect of the SVC coil effect depends on waveform parameters
and coil position. It should typically be used with higher resistance single-coil pathways.
Suggested SVC usage is given in Table 3.

Conclusion

The electrical parameter most directly related to defibrillation is shock voltage (or voltage
gradient) as a function of time. The parameter most directly related to the size of an
ICD pulse generator is stored energy. The characteristics of an ICD’s capacitive-discharge
waveform link the electrical parameters related to physiology to those related to engineering.
A simple RC network model has proved useful for designing efficient, biphasic capacitive-
discharge waveforms. The right ventricular electrode should be the anode for phase one of
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transvenous defibrillation waveforms. Guidance can now be given for the optimal usage of
the SVC coil.
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Chapter 6.2

Resonance and Feedback Strategies
for Low-Voltage Defibrillation

Vadim N. Biktashev

Introduction

Early experiments on defibrillation revealed that it is sometimes possible to achieve defib-
rillation by lower voltage pulses, if they are applied several times and are properly timed.1

This chapter will review some ideas about detailed mechanisms and how this method may
work. Most of these ideas are theoretical and tested only in numerical simulations or in a
chemical model of the cardiac tissue, the Belousov–Zhabotinsky (BZ) reaction medium; only
in some cases have experimentalists attempted a direct verification in cardiac preparations.
The literature on the subject is vast; as the space allocated for this review is limited, the
focus here will be on a few cornerstone ideas and somewhat arbitrarily selected examples.

Localized Stimulation: Induced Drift of Spiral Waves

Multiple wave sources in an excitable medium compete with one another. During such
competition, the fastest source entrains increasingly more of the tissue. If the faster source
is the stimulating electrode and it entrains the whole of the cardiac tissue, it would have
expelled the reentrant circuits and perhaps stopped the fibrillation. However, the success of
that depends on what happens to the reentry source when the high-frequency waves reach it.

This was first investigated in the chemical model of excitable tissues, the BZ reaction
medium,2 and then subsequently in more details in numerical simulations of a variant of
the FitzHugh–Nagumo model.3 Figure 1 illustrates the main concept. The first panels show
the process of entrainment of the medium by the faster source, which in this particular
case is the electrode located at the lower boundary of the model medium. When the
entrained region reaches the spiral wave, the latter changes its nature: it is no longer
a rotating source of waves, but is a dislocation in the otherwise regular field of waves
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Figure 1: Enslaving (panels 1–4), drift (panels 4–6), and recovery (panels 6–10) of a spiral
wave in the field of externally induced plane waves, in numerical experiments (schematic,
similar to Ermakova et al.3). For comparison, the original position of the spiral rotation
center is shown by a cross on panels 6–9

emitted by the fast source. Notice that it cannot disappear completely for topological
reasons, as it carries a topological charge. When the approximately periodic waves are
passing through a certain point in the medium, one observes oscillations of the dynamic
variables at that point and can assign a phase to those oscillations. The increment of change
of the phase of oscillations around a contour encircling the spiral or that is the dislocation
is the same for both of them, as it cannot change as long as the oscillations persist, which
they do unless the contour is crossed by the dislocation. Hence the dislocation carries this
topological charge of the spiral wave. Typically it does not stay but drifts; this is sometimes
called high-frequency induced drift of spirals, to distinguish it from drift caused by other
mechanisms. The direction of drift depends on the parameters of the problem, in particular
on the frequency of the entraining source. When the entraining source stops, the dislocation
immediately turns back into a spiral wave, which locates in a new place. If the duration
and direction of the induced drift are such that the dislocation reaches the place where the
regular oscillations are not observed (e.g., the inexcitable border or a Wenckebach block
zone), then the topological restriction is lifted and the dislocation may be eliminated, so
when the high-frequency source stops, the spiral wave does not resume, and the reentry is
stopped.

So the success of this method depends on the time factor: if the inexcitable border
is far from the initial location of the spiral core and the induced drift speed is low,
it could take a long time to expel the spiral, and if the stimulation stops earlier, it
fails. Notably the amplitude of the stimulation plays a secondary role here: it should
only be enough to initiate the entraining wave train; further increase of that amplitude
does not enhance (at least within this particular mechanism) the chances of success.
One can, however, control other parameters, such as the speed of the drift, through
stimulation frequency, and its direction, through location of the stimulating electrode(s).
If one uses a “grid” of synchronously working electrodes instead of a point electrode,
then the distance required for the induced drift is limited by the size of the cell of this
grid.4,5
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Delocalized Stimulation: Resonant Drift
of Spiral Waves

Another approach is based on an alternative idealization of the action of the electric current
on cardiac tissue. Suppose, for simplicity and in the first approximation, that a reasonably
spatially uniform electric field (say as produced by a transthoracic defibrillator) acts simulta-
neously and similarly on all cells in the tissue. Mathematically, that is equivalent to introduc-
tion into the model of a parameter that explicitly depends on time. Davydov et al.6 consid-
ered a simplified “kinematic” description of spiral waves and predicted that if the parameters
of the model are changed periodically with a period close to the rotation period of the spiral
wave, then the spiral exhibits large-scale wandering, which, in the case of a precise resonance,
degenerates into a drift along a straight line (Fig. 2). This theoretical prediction was
supported by numerical simulations of a piecewise linear FitzHugh–Nagumo model and then
immediately confirmed by experiments in BZ reaction.7 Subsequent studies have demon-
strated that this resonant drift phenomenon is not restricted to the two particular cases but
can be reproduced in a wide variety of spiral wave models, including cardiac models.9

Following the same logic as with the high-frequency induced drift, if the excursion of
the resonantly drifting vortex is large enough to bring it into an inexcitable boundary,
this can lead to extermination of the spiral wave, and thus can be thought of as another
low-voltage defibrillation strategy. Some difficulties in practical application of this idea are
immediately obvious. As with the case of the high-frequency induced drift, one needs to
know the appropriate frequency of the stimulation: the further it is from the resonance, the
more compact is the trajectory of the drift. The theory proposed in Davydov et al.6 gives the
following expression for the radius of the drift trajectory Rd (up to a choice of notations):

Rd =
∣∣∣∣ cd

ωs − ωf

∣∣∣∣ , (1)

where cd is the resonant drift speed depending on the forcing mode and magnitude, ωf

is the angular frequency of the forcing, and ωs is the angular frequency of the spiral. So
the lower the stimulation amplitude, the lower the drift speed cd and the more precise the
resonance to achieve needed Rd should be.

However, even if the resonant frequency is found, it is still not enough to eliminate the
spiral. Figure 3 illustrates a simulation in a variant FitzHugh–Nagumo model in which
a spiral wave drifting in a straight line reaches the vicinity of an inexcitable boundary.
However, the spiral does not annihilate there, but instead turns around and drifts away from
the boundary. The mechanism of such resonant repulsion has been considered in Biktashev
and Holden,10,11 where it was shown that the resonant drift can be approximately described
by a system of ordinary differential equations of the form

dΦ
dt

= ωs(R) − ωf ,

dR

dt
= cd(R)eiΦ + (Cx(R) + iCy(R)), (2)
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Figure 2: Resonant drift of spiral waves. (a–c) Snapshots of a spiral wave in a Belousov–
Zhabotinsky (BZ) experiment at a precise resonance; black cross is reference. (Reprinted
with permission from Agladze et al.,7 c© 1987, IEEE) (d) In a piecewise variant of
FitzHugh–Nagumo system at a precise resonance. (Reprinted from Davydov et al.6 with
kind permission of Springer Science and Business Media) (e) In a kinematic model of a
generic excitable medium without refractoriness, away from a precise resonance. (Reprinted
with permission from Mikhailov et al.,8 c© 1994, Elsevier) (f) In the reaction-diffusion
model with OXSOFT rabbit atrium kinetics, away from a precise resonance. (Reprinted
with permission from Biktashev and Holden,9 c© 1995, Royal Society)

where R = R(t) = X(r) + iY (t) is the complex coordinate of the instant center of rotation
of the spiral, Φ = Φ(t) is the phase difference between the spiral rotation and the periodic
forcing, ωs and cd are, as before, respectively the spiral’s frequency and the speed of the
resonant drift, and (Cx, Cy) is the vector of the spontaneous drift of the spiral that would
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Figure 3: Mechanism of repulsion of resonantly drifting vortex from an inexcitable bound-
ary. (Reprinted with permission from Biktashev and Holden,10 c© 1993, Elsevier) Shown
are successive positions of the vortex in exactly three periods of stimulation. Black dots
at each picture denote the positions of the vortex tip at the instant of stimulation. (a–
c) The stimuli occur in the same rotation phase, and the trajectory is straight. (c, d)
The natural frequency of the vortex increases near the boundary, each successive stimulus
occurring at a later phase, and the direction of the drift turns. (d–f) The vortex goes away
from the boundary, it resumes its original natural frequency, and the trajectory is again
straight

happen without external perturbation, say due to spatial gradients of tissue properties or
in proximity to inexcitable obstacles. If Cx = Cy = 0 and ωs, cd = const, then system (2)
is easily solved leading to (1). In terms of system (2), the explanation of the resonant
repulsion is in the dependence of its key parameters on the spatial position of the spiral,
particularly ωs = ωs(R). In Fig. 3, the closer the spiral is to the boundary, the higher its
frequency will be. That destroys the resonance ωs = ωf , which by the first equation leads
to an increase in Φ which means a change of the direction of the resonant drift given by
cdeiΦ. Such change continues until the spiral is sufficiently far from the boundary. Then
ωs = ωf again, and the spiral drifts along a different straight line, now away from the
boundary.
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Feedback-Controlled Resonant Drift

The phenomenon of resonant repulsion makes it clear that it may not be the best strategy
to keep stimulation frequency constant or to change it according to a prescribed program,
but this change should be determined by actual events via feedback. The feedback may be
realized by monitoring activity at a point in the medium with a recording electrode. Since
the frequency of real rotation of a drifting vortex is close to and changes together with
the resonant frequency, the simplest control strategy is to stimulate synchronously with the
monitoring of an action potential spike by recording electrode or after a fixed delay. The
recorded frequency differs from the vortex frequency in the frame of reference of its core
due to its motion (a Doppler effect), and, therefore, the induced motion of the vortex will
not be strictly along a straight line.

The mechanism of feedback-driven resonant drift is illustrated in Fig. 4. In contrast to
the case of constant frequency stimulation, the trajectory of the vortex core far from its
boundaries is a curve, not a straight line, since with motion of the vortex, the phase distance
from its core to the recording point changes. Close to the boundary there is no resonant
repulsion. The trajectory deviates from what it would be in the absence of boundary,
seemingly due to the terms Cx, Cy in the phenomenological model (2). As a result, the
vortex reaches the boundary and annihilates, at a stimulation amplitude, at which constant
frequency stimulation fails. Numerical simulation shows that the stimulation amplitude
necessary for extinguishing the vortex by feedback-driven resonant drift can be by an order
of magnitude less than that required for single-pulse defibrillation.12

The feedback-driven motion of the spiral can be described by an appropriate modification
of the phenomenological model (2). The phase difference Φ between the spiral wave and the
stimulation depends on the phase delay, required for the excitation wave emitted by the
spiral rotating around a point R to reach the registration electrode location. If we denote
this dependence as Φ = Φfb(R), the third-order system (2) reduces to a second-order system:

dX

dt
= Cx(X,Y ) + cd(X,Y ) cos(Φfb(X,Y )),

(3)
dY

dt
= Cy(X,Y ) + cd(X,Y ) sin(Φfb(X,Y )).

An analytical expression for the function Φfb can be obtained by approximating the
shape of the spiral wave by an Archimedean spiral, which allows system (3) to describe
very well the behavior of the feedback-driven spirals.11,12 Moreover, this approach can be
extended to the cases when the electrode used for detection of the feedback signal is not
pointlike but is spatially extended over a certain domain; variation of this domain shape
and location can be a very effective tool in controlling the trajectories of the resonant
drift.13,14 System3 is an autonomous second-order system of equations, and it is convenient
to study its behavior using phase-plane analysis (Fig. 5). As it would be expected in a
generic ordinary differential equation (ODE) system, there are attracting trajectories, which
could be compact (i.e., attracting stationary points or limit cycles, known as resonant
attractors),13–15 or noncompact, which run away from the medium. Naturally, from the
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Figure 4: Mechanism of feedback-driven resonant drift, numerical experiment. Excitation
patterns are shown synchronously with stimuli beginnings, which are issued synchronously
with arriving wavefront to the left top corner of the preparation. Due to the feedback,
each stimulus occurs at the same rotation phase, up to the phase distance from the
registration point to the vortex core. Therefore, the trajectory is affected only by the usual
attraction/repulsion from boundary, without resonant repulsion taking place. As a result,
the vortex annihilates at the boundary. (Reprinted with permission from Biktashev and
Holden,11 c© 1995, Elsevier)

practical viewpoint a resonant attractor within the tissue boundaries signifies a failure of
the low-voltage defibrillation attempt, so it is preferred to avoid it.

Fibrillation, at least in some cases, is associated with multiple reentrant sources, hence
the question of whether the above described feedback control strategy can cope with that.
Simple simulations demonstrate that multiplicity of reentrant sources in itself is not a
significant impediment to their elimination.11 Say, for the case of point registering electrode,
the feedback signal will come from the one spiral whose waves reach the electrode site, which
ensures a directed drift of that spiral (Fig. 6). Cores of such “leading” spirals are circled on
the figure. Other spirals may or may not annihilate during this stage. Upon reaching the
boundary, the leading spiral is extinguished, and the electrode monitors the wavefront from
another one, which in turn is extinguished, and so on. As a result, all the spiral waves are
progressively extinguished in a time not much longer than that needed for extinguishing one.
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Figure 5: Resonant attractors. (a) Phase portrait for resonantly drifting spirals as predicted
by the theory. (Reprinted with permission from Biktashev and Holden,11 c© 1995, Elsevier)
(b) Tip trajectory computed in light-sensitive variant of the Oregonator model, with the
point registering electrode (the cross). (Reprinted with permission from Grill et al.,15 c©
1995, American Physical Society) (c) Tip trajectory measured in an experiment with light-
sensitive variant of the Belousov–Zhabotinsky (BZ) reaction with the registered electrode
in the form of a straight line (vertical dashed line). (Reprinted with permission from Zykov
et al.,14 c© 2007, World Scientific)

Figure 6: Evolution of multiple vortices under feedback-driven stimulation. The “leading”
vortex is circled on each panel, traces of annihilated vortices are marked by digits in
parentheses. (a) Vortex 1 leads, vortex 2 repulses from boundary. (b) Vortices 1, 2, 5,
and 6 have annihilated vortex 3 leads. (c) Vortices 3, 8, and 9 have annihilated the only
alive vortex 4 leads. Further evolution results in annihilation of vortex 4. (Reprinted with
permission from Biktashev and Holden,11 c© 1995, Elsevier)
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In reality, the number of spiral waves may not be fixed, and they may “multiply” via
wave breakups when the resonant drift forces them out. The chances of success in that case
seem to heavily depend on concrete parameters, such as the size of the medium, the rate of
multiplication of spirals, and the rate of their elimination.16

Three-Dimensional Aspects

Another important feature of fibrillation is its three-dimensionality. Although available
experimental evidence is not conclusive, there are theoretical concepts about possible
specifically three-dimensional mechanisms that can contribute to fibrillation. Here the focus
is on scroll wave turbulence, an essentially three-dimensional mechanism of multiplication of
vortices, observed even in cases when a two-dimensional medium with the same properties
has stable spiral waves.

Early numerical simulations of scroll waves have revealed that the scroll rings are not
stationary but can contract as well as expand.17 It was soon realized that if this behavior
were extrapolated for an arbitrary shape of scroll filament, it would mean that the straight
shape was unstable in favor of some more complicated behavior.18 The earliest asymptotic
theory of evolution of scroll waves with arbitrary shapes did not cover expanding rings,19

and the first that did20 was too complicated to clarify this question unequivocally, as the
filament motion equations were linked to the evolution of scroll twist and depended on many
parameters. However, it has been subsequently noted that with account of the symmetry
of the problem, some of the terms in fact vanish and the dynamics of the filament shapes
decouple in the main order from the dynamics of the twist. These dynamics designate
a property of an excitable medium, the filament tension, which is positive if scroll rings
collapse and negative rings expand.21 This happens to be the most important parameter
for the behavior of scrolls. Straight filaments with negative tension are indeed unstable,
which could lead to self-supporting complicated behavior, where the filaments curve and
extend, and then multiply when their segments annihilate on medium boundaries or with
one another. It has been speculated that such complicated behavior could be relevant to
fibrillation.21,22 The first definitive observation of scroll wave turbulence as a persistent self-
supporting activity mediated by negative filament tension was in the FitzHugh–Nagumo
model23 (Fig. 7a) and then in other models, including Barkley variant of the FitzHugh–
Nagumo model24 (Fig. 7b), the Oregonator model of the BZ reaction,25 and Luo–Rudy
model of ventricular tissue.26

An alternative mechanism with similar phenomenology was discovered by Fenton and
Karma.27,28 It is also related to curving and multiplication of scroll filaments, but it is
only observed in simulations with spatially nonuniform anisotropy of the diffusion tensor,
mimicking the twisted fiber structure of ventricular walls. This has been observed in the
FitzHugh–Nagumo model as well as in a simplified cardiac excitation model developed by
the authors for this particular purpose, since then known as the Fenton–Karma model. At
the time of writing this review, its author is unaware of detailed theoretical explanation
of this phenomenon, although there are theoretical developments promising that such an
explanation could be obtained soon.29
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Figure 7: Three-dimensional scroll wave turbulence, (a, b) due to negative filament tension,
(c) due to twisted anisotropy. (a) FitzHugh–Nagumo model: wavefronts are gray semitrans-
parent, their edges, representing the filaments, are dark and nontransparent (same data as
in Biktashev23). (b, c) Fenton–Karma model: shown are surface voltage distribution (top
surface semitransparent), and the scroll filament between them. (Reprinted with permission
from Fenton et al.,24 c© 2002, American Institute of Physics)

Although these particular mechanisms are difficult to identify in real experiments
with cardiac tissue, the essentially three-dimensional nature of fibrillation, particularly
ventricular fibrillation, is well known. So the question whether these or other complications
caused by three-dimensionality can be overcome by low-voltage defibrillation techniques is
very important. Theoretical progress here is limited but nonzero:

� Three-dimensional aspects of the high-frequency induced drift have been numerically
investigated for gridlike stimulating electrodes in the already mentioned work.4 The
advantage of a gridlike stimulation extends to three dimensions, although the grid of
the electrodes stays on the surface as long as the tissue is not too thick. In that case
the third dimension adds little to the distance the forced vortices must travel before
expulsion.

� Resonant stimulation has been studied for the negative-tension mediated scroll wave
turbulence (Fig. 8) in Barkley’s model.30,31 It has been demonstrated that small
oscillations of one of the parameters with a near-resonant frequency can successfully
exterminate all scroll wave activity. The optimal frequency for achieving this is shifted
from the solitary spiral frequency, and the decisive mechanism involved may be not
resonant drift as such but inversion of the filament tension from negative to positive.

Pinning and Unpinning

The theoretical mechanisms considered above all ignored an important property of cardiac
tissue, its heterogeneity. One important effect this can have on spiral and scroll waves is
their “pinning” to localized inhomogeneities. This has been observed both for high-frequency
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Figure 8: (A–E) Development of a scroll wave turbulence and (F–I) its suppression by
delocalized periodic external forcing. Numerical simulations with Barkley model with
parameters giving negative scroll filament tension, the external forcing is implemented
by time-dependent modulations of the excitability, with frequency close to the fre-
quency of free spiral waves. (Reprinted with permission from Alonso et al.,30 c© 2003,
AAAS)

induced drift2 and for “soft” drift caused by the gradient of tissue properties32 or resonant
drift with or without feedback,33 in two as well as in three spatial dimensions (Fig. 9). The
mechanism of the pinning to small and/or weak local inhomogeneities can be understood
in terms of attracting, or centripetal, force by means of perturbation theory,34 including,
in three dimensions, the filament tension.32 When the inhomogeneity is strong (e.g., an
inexcitable hole), the pinning is evident for topological reasons (Fig. 9b). Obviously, if the
drift was induced with the aim of expelling the vortex from the tissue, its pinning inside the
tissue indicates a failure. Hence there is a question of whether it is possible to “unpin” such
a pinned vortex by a low-energy intervention. If that is achieved, then it will be possible
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Figure 9: Pinning to an obstacle. (a–c) Pinning of high-frequency induced drift in two
dimensions. Spiral wave in Belousov–Zhabotinsky (BZ) reaction rotating around an inex-
citable hole (seen as a black spot in the middle frame) is entrained by a higher frequency wave
train, but resumes the rotation as soon as the wave train is over. (Reprinted with permission
from Krinsky et al.,2 c©1983, Elsevier) (d) Pinning of gradient-induced drift in three dimen-
sions. Scroll wave in FitzHugh–Nagumo model drifting due to spatial gradient of medium
parameters is “anchored” to a localized inhomogeneity near the bottom and stops drifting.
“1” is the initial position of the scroll, “∞” is the anchored stationary position in which the
filament stops drifting. (Reprinted with permission from Vinson et al.,32 c©1994, Elsevier)

to eliminate this vortex by either of the induced drifts, or it may even self-terminate via
spontaneous drift.

Figure 10 gives three clues as to how unpinning could be achieved. Figure 10a illustrates
that as far as small perturbations are concerned, a spiral wave is only sensitive to perturba-
tions near its core. This is well known phenomenologically and is mathematically formalized
as localization of response functions of the spiral wave.21,35,36 Figure 10b illustrates one of
the effects a bidomain structure of cardiac tissue has on the interaction of the external
electric field and the spatial distribution of the transmembrane potential.37 Despite the fact
that the electrode is a point shape, the virtual electrode it produces is spread in space, has
a nontrivial shape, and in some places the sign of the induced potential is opposite to the
sign of the potential at the electrode. Figure 10c shows how the bidomain structure of the
tissue manifests itself around an obstacle in a uniform external field.38 The disturbance in
the ohmic properties of the intracellular and extracellular domains distorts the electric field
around the obstacle and creates a depolarized zone to one side of it and a hyperpolarized
zone to the other side.

So if a spiral wave rotates around such an obstacle, we observe that:

� To move this spiral wave, we need to apply a stimulus in a properly chosen zone near
its core which coincides with the obstacle.

� A delocalized, nearly homogeneous external electric field, by virtue of its interaction
with the heterogeneity itself, produces a localized stimulus to the tissue just where it
is needed, near the obstacle.
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Figure 10: Localization of spiral sensitivity and of electric field action. (a) Response func-
tions of a spiral wave. Elevation represents the activator variable, and the surface shade of
gray represents the sum of absolute values of rotational and translational response functions
(FitzHugh–Nagumo model). (Same data as in Biktasheva et al.35) (b) “Dog-bone” shape
“virtual electrode” near a point electrode. Shade of gray represents instant distribution
of transmembrane voltage, white is for positive and black is for negative (Bidomain Luo–
Rudy model). (Reprinted with permission from Sambelashvili et al.,37 c©2003, American
Physiological Society) (c) “Weidmann zones” near an anatomical obstacle. Voltage distri-
bution around a circular inexcitable hole caused by homogeneous external electric field
(bidomain passive membrane model). (Reprinted with permission from Takagi et al.,38

c©2004, American Physical Society)

That is, the stimulus is automatically delivered near to where it is needed, and one only
needs to choose the timing for the Weidmann zone to superimpose with the maximum
of the translational response function and to achieve a displacement of the spiral. If the
displacement is large enough to get away from the zone of attraction of the inhomogeneity,
this is considered unpinning.

The reasoning of referring to response functions is valid in the case when the hetero-
geneity is weak so a perturbation theory applies. When the heterogeneity is strong (e.g.,
an inexcitable hole), the reasoning is different but the result is qualitatively the same. The
top row of Fig. 11 illustrates the idea qualitatively. A localized stimulus near to the core
of the spiral, issued in the excitable gap, can initiate a circular wave (left panel). This
circular wave breaks around the refractory zone, and one of the new wave breaks joins and
annihilates with the spiral (middle panel). The other newly generated wave break curls into
a spiral in another place, away from the hole (right panel). The net result is that the spiral
is unpinned. To achieve that, the stimulus should be in the correct place, sufficiently close
to the hole, and at the right time, in the excitable gap.

The second and third rows of Fig. 11 show numerical simulation of unpinning of a spiral
by a properly timed homogeneous external electric field in a bidomain model. One can see
the Weidmann zones D+ and D− on the panel t = 40. The D+ zone serves as the localized
stimulus initiating a new circular wave W (panel t = 80). The circular wave breaks about
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Figure 11: Top row: A localized stimulus issued in an appropriate phase of the spiral can
shift the spiral core. If the original location was around an inexcitable hole, the new location
can be away from it (i.e., the spiral gets unpinned; Piecewise-linear FitzHugh–Nagumo
model). (Reprinted with permission from Krinsky et al.,39 c© 1990, Wiley–Blackwell
Publishing Ltd) Second and third rows: Unpinning of a spiral from an inexcitable hole
(bidomain FitzHugh–Nagumo model). (Reprinted with permission from Takagi et al.,38

c© 2004, American Physical Society)

the refractory tail (t = 200). One of the new wave breaks annihilates with the original spiral
(t = 280). The other wave break creates a new spiral, which is unpinned from the obstacle
(t = 360).

The possibility of unpinning a spiral wave from an obstacle using a localized stimulus
close to it was recognized early.39 It was relatively straightforward to verify it in an
experiment with BZ reaction.40 The crucial step was the idea of using a Weidmann zone
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as the localized stimulus.41 It was first investigated in simulations with relatively simple
models41 and then extended to more detailed and realistic models38,42 and verified in
experiments with rabbit heart preparations.43

“Black-Box” Approaches

For the sake of completeness, it should be mentioned that there have been attempts to
approach the problem of control of cardiac arrhythmia using generic methods of control of
dynamical systems, regardless of detailed mechanisms of how the control actually works.
We consider two such lines of inquiries.

Alekseev and Loskutov44 observed that a weak parametric periodic perturbation can
stabilize the chaotic behavior of a nonlinear system and turn chaos into periodic oscillations.
That was done for a mathematical model of phytoplankton–zooplankton community, a
system of four ordinary differential equations. This idea has been applied to a number
of other model systems. In particular, its application to a two-dimensional spiral wave
turbulence in a piecewise-linear FitzHugh–Nagumo model45,46 allowed elimination of all
spiral wave activity. This application involved point stimulation with a frequency small
enough so waves could propagate, but larger than the frequency of the spirals. Note this
is precisely the condition that is required for high-frequency induced drift of spirals. Data
available do not allow us to conclude whether the detailed mechanism was indeed the high-
frequency resonant drift or something different.

Ott et al.47 have proposed that a small modification of a chaotic dynamical system can
change chaos to stable periodic motion. Unlike the Alekseev and Loskutov method, their
approach required that changes do not depend on time explicitly, but rather on the current
state of the system (i.e., feedback). This idea was hugely popular and applied to a great
variety of dynamical systems. Cardiac arrhythmias were not an exception: for example,
application of this technique to ouabain-induced ventricular arrhythmia in rabbit ventricle
allowed conversion of chaotic to period behavior.48 Again, data available in their report
do not allow identification of detailed mechanism; however, the proportional perturbation
feedback protocol used there, although quite complicated, could have produced a nearly
resonant perturbation that could cause a resonant drift.

Conclusion

A striking picture emerges from the above review. Although a wide variety of theoretical
mechanisms are considered, the resulting experimental protocols required to exploit these
mechanisms are not so varied. So implementation of the idea of unpinning involves a
correct choice of the phase of the stimuli with respect to the spiral rotation around the
hole, say to ensure that the depolarizing Weidmann zone falls within the excitable gap.
A practical way to achieve that is by using some kind of feedback, and the protocol for
that feedback may be close or indistinguishable from that required for resonant drift.
Moreover, scanning through the phases may lead to a series of stimuli of the sort that
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would be needed to arrange a high-frequency resonant drift. The stimulation protocol to
implement the Alekseev–Loskutov chaos control strategy seems to be indistinguishable
from the one needed for high-frequency resonant drift, and the protocol for the Ott–
Grebogy–Yorke strategy could produce feedback-driven resonant drift. Application of the
sufficiently homogeneous external electric field, which is important for classical single-shock
fibrillation, is crucial for the success of the resonant-drift approach and is also required for
unpinning. Even successful experiments with low-voltage defibrillation may be interpreted in
different ways; for example, the results of Pak et al.49 are, in principle, consistent with such
scenarios as high-frequency induced drift, feedback-driven resonant drift, and unpinning. So,
although experimental testing of theoretical ideas as always remains a priority, there are
still theoretical challenges, such as formulation of unequivocal experimental protocols and
criteria that would allow us to distinguish between different mechanisms. Such a distinction
hopefully will allow us to suggest possible ways to improve the efficiency of the low-voltage
defibrillation.
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Chapter 6.3

Pacing Control of Local Cardiac
Dynamics

Robert F. Gilmour Jr, David J. Christini, and
Alain Karma

Introduction

One approach to preventing or suppressing cardiac fibrillation is to control local cardiac
electrical dynamics using externally applied electrical stimuli. This approach is predicated
on the expectation that appropriate control of local dynamics will affect global dynamics
and thereby prevent the initiation of reentrant excitation or terminate existing reentry.
Initial efforts in this area were directed toward suppression of spatiotemporal chaos,
with the objective of suppressing existing fibrillation. More recently, attempts have been
made to control less complex dynamics, such as electrical alternans, with the objective
of preventing fibrillation. The following sections will briefly review the strategies used to
control cardiac chaos and lower dimensional dynamical behavior and discuss some potential
future directions for these approaches.

Chaos Control

A number of studies1–17 have attempted to determine whether the seemingly complex elec-
trical activity associated with atrial and ventricular fibrillation arises from the same type of
simple deterministic mechanism that gives rise to complex behavior in a variety of nonlinear
dynamical systems.18–23 In particular, investigators have asked whether key features of
cardiac electrical activity may, under the appropriate experimental circumstances, undergo
period doubling bifurcations that culminate in chaotic dynamics.2,7,8,13,17 In this context,
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chaos is defined as aperiodic activity that arises in a nonlinear dynamical system as a result
of a deterministic mechanism that has sensitive dependence on initial conditions.18,23

Several of these studies demonstrated that progressively increasing the pacing frequency
induced period doubling bifurcations in isolated preparations of cardiac tissue, where a 1:1
correspondence between the pacing stimulus and the duration of the action potential was
replaced by a 2:2 pattern, and subsequently by a 4:4 pattern, and so on, until at a critical
frequency the periodic behavior was replaced by aperiodic (chaotic) dynamics (Fig. 1).
The periodic and aperiodic dynamics were explained using a simple analytical model, in
which action potential duration (APD) was a nonlinear function of the preceding rest, or
diastolic, interval. For higher order period doubling and chaos to occur, it was necessary
for the relationship between diastolic interval and APD, as characterized by the restitution
relation, to have a region of steep slope, where APD changed rapidly with small changes in
diastolic interval, and a critical point (i.e., a maxima or minima). The nature of the critical
point differed according to the tissue studied and the experimental conditions.

One of the motivations for looking for a low-dimensional deterministic mechanism to
explain complex dynamics is that if such a mechanism is found, then the future behavior of
the system can be predicted, at least in the short term, from current behavior. In addition,
altering current behavior is expected to produce predictable alterations of future behavior.
Using this approach, it has been possible to control chaotic dynamics in a number of physical
systems by introducing properly timed perturbations.24–27 Control of chaos also has been
demonstrated in isolated pieces of rabbit ventricular muscle by Garfinkel et al.,5 using the
chaos control strategy of Ott et al.27

In the latter study, cellular activation underwent period doubling bifurcations that
culminated in aperiodic behavior. Poincaré maps suggested that the aperiodic behavior
was chaotic, rather than random, and that the spontaneous cycle lengths during chaos
fluctuated about an unstable fixed point. By determining the sequence of spontaneous cycle
lengths in real time, it was possible to estimate whether the cycle lengths were approaching
or diverging from the fixed point (along stable or unstable manifolds, respectively). If the
cycle lengths were diverging from the fixed point, they were perturbed back into the stable
manifold using an appropriately timed stimulus, whereas if the cycle lengths were converging
toward the fixed point, no intervention occurred. To successfully control chaos, therefore,
it was necessary to know the location of the unstable fixed point, the current spontaneous
cycle length, and the most likely succeeding cycle length. This information was available
because the aperiodic behavior arose from a low-dimensional deterministic system.

One limitation of the approach used by Garfinkel et al.5 was that they could only intro-
duce premature stimuli (postmature stimuli would have been preempted by the spontaneous
activity of the preparations). Perhaps because of this limitation, or as a result of error in
the fixed-point estimation,28,29 they were not able to restore 1:1 dynamics; the best control
achieved was a period 3. A similar limitation with respect to the inability to use postmature
stimuli for control applied to a strategy to control low-dimensional chaos in periodically
forced cardiac Purkinje fibers.7

To address the premature-stimulus limitation, Watanabe and Gilmour30 subsequently
developed a strategy that exploited the refractory period of cardiac tissue to permit
1:1 control of chaotic dynamics in paced ventricular muscle using both premature and
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Figure 1: Action potentials recorded from an isolated canine Purkinje fiber during pacing at
progressively shorter cycle lengths. Stimulus–response ratios are given above each trace and
illustrate the progression from 1:1 locking through period doubling bifurcations to higher
order periods, culminating in irregular (aperiodic) dynamics. Vertical calibration equals
50 mV. Horizontal calibration equals 250 ms for 1:1, 2:2, and 4:4 locking, 500 ms for 8:8
locking, and 800 ms for 16:16 locking and irregular dynamics

postmature stimuli. The control algorithm contained a learning routine, which constructed
the relationship between pacing cycle length and APD as these data were acquired during
simulated ventricular fibrillation. From these data, fixed points were identified. This infor-
mation was then fed to an implementation routine, which delivered a brief electrical stimulus
at the appropriate time (Fig. 2). The effect of the stimulus on the behavior of the system was
evaluated by the learning routine, and the implementation routine was updated as needed
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Figure 2: The timing of perturbing stimulus placement with respect to the intrinsic stimuli
(S). In vivo, the intrinsic stimuli are provided by the pacemaker, and the intervals (T )
between such intrinsic stimuli are nearly constant. A perturbing stimulus given at interval Ts

produces an action potential a1. Because of this action potential, the intrinsic stimulus Sn+1

arriving at interval T as usual finds the ventricular tissue already activated and inexcitable
(i.e., refractory). Sn+1 is annulled and the SnSn+2 interval is partitioned into Ts and T1

to perturb the system to the vicinity of a fixed point. The control algorithm typically
established control within 1.2 s of the onset of the implementation routine (Fig. 3). Thus,
it was possible to characterize the dynamics and intervene within a short enough period of
time so that tissue viability would be preserved if this were an actual fibrillating ventricle.

Although the studies described above have demonstrated the feasibility of chaos control,
it is uncertain whether strategies that control the local dynamics in small pieces of cardiac
tissue would be capable of controlling aperiodic behavior in the whole heart, where the
spatial degrees of freedom are many. Studies of ventricular fibrillation in whole hearts have
suggested that the sequence of spontaneous cycle lengths during fibrillation is random,
rather than deterministic.31 Accordingly, one might question whether it is possible to
identify a fixed point or to predict the sequence of cycle lengths. However, some evidence
for determinism in the local dynamics during fibrillation has been reported.6,7,31,32 In
particular, Garfinkel et al.6 have presented evidence that ventricular fibrillation results
from a transition from quasiperiodicity to chaos. Nevertheless, the application of pacing-
induced control of local dynamics to the termination of fibrillation in patients has yet to be
demonstrated.
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Figure 3: Bifurcation diagrams produced by iteration of the restitution function f in the
unperturbed state (upper panel) and with control (lower panel). The 16th–25th iterations
at T = 120–140ms are shown

Alternans Control

APD Alternans

Given the substantial limitations to the control of cardiac chaos using externally applied
stimuli, as discussed above, more recent efforts have focused on controlling lower dimen-
sional electrical behavior, in particular 2:2 phase-response locking, also known as cardiac
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Figure 4: (a, b) show the spatial distribution of action potential durations (APDs) for two
consecutive excitation waves – first is in (a), second in (b) – that originated from the lower
left corner in a simulated 6 × 6 cm2 cardiac monolayer. APD discordance is apparent for
both waves; the inversion, from (a) to (b), of this discordance reflects alternans. (c–l) depict
transmembrane potential (shown without units; white is peak amplitude, black is resting
potential), starting 120 ms following the initiation of the wave represented by (b). (c) shows
the same wave that was used for (b) as its wavefront (white) and its trailing gray refractory
region move toward the upper right corner. Another wave, occurring at a premature time
(relative to the interexcitation interval of the preceding wave sequence), appears in the
lower-left corner of (d). In (g), this premature wavefront encroaches on the refractory tail
of the preceding wave near the spatial location of the preceding wave’s lengthened APD (as
seen in (b)). This encroachment causes functional conduction block that leads to reentry
into the previously excited area (h), and the redevelopment of a full excitation wave in the
opposite direction (i–j) and sustained reentrant propagation (l)

alternans. Several types of alternans exist, including mechanical alternans, where the force
of contraction alternates from beat to beat, and electrical alternans, where the amplitude,
upstroke velocity, or duration of the action potential alternates. In addition, both mechanical
and electrical alternans may be associated with alternans of intracellular calcium transients.
Thus far, attempts to control alternans as an antiarrhythmic strategy have been developed
primarily to suppress APD alternans.

Several studies have demonstrated that as the heart rate increases, APD first alternates
concordantly (i.e., all regions of tissue exhibit the same long-short APD pattern) and
then becomes spatially discordant, with areas of long-short APD alternation adjacent to
areas of short-long APD alternation.33–37 Discordant alternans produces steep gradients of
repolarization that can provide the substrate for unidirectional conduction block and the
initiation of reentrant excitation. This mechanism (as illustrated in Fig. 4) is the basis for
the hypothesis that APD alternans is causally linked to the onset of electrical turbulence,
as manifest by atrial and ventricular fibrillation.

Given that APD alternans can trigger cardiac turbulence, its elimination could be an
effective means of preventing the onset of arrhythmias. In that regard, it has been shown that
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Figure 5: (a) Action potential duration (APD) restitution curve showing that APD shortens
as the diastolic interval (DI) shortens. (b) Pacing a single cell at a short constant interval
T∗ causes the APD to alternate between short (AS) and long (AL); these are also shown
in (a), with corresponding diastolic intervals DS and DL. After the third action potential,
control was activated such that the next pacing interval was T∗ + ΔT (as dictated by
(1), with ΔT < 0). As seen in (a), the control-shortened diastolic interval DC causes the
next action potential to have APD AC, rather than the expected AL if DI had equaled DL
(without control). In (b), the premature action potential is clearly shorter than that which
would have occurred for an uncontrolled pacing interval T∗ (dotted action potential in (b))

nonlinear dynamical control methods can terminate APD alternans in small preparations
of frog ventricle in vitro.38,39 In those studies, the preparations were paced initially at a
constant cycle length that induced alternans. APD was monitored continuously and the
difference between consecutive APDs was calculated. That difference was multiplied by a
gain factor, and the resulting product was either added to or subtracted from the pacing
cycle length to produce small perturbations in the pacing interval. The pacing intervals were
varied until the difference in consecutive APDs was zero (i.e., alternans was eliminated).
Using such an approach, APD alternans was suppressed reliably in a system that did not
have spatiotemporally varying repolarization and wave propagation dynamics (the frog
preparations were small enough that all cells behaved synchronously).

Nonlinear dynamical control of this type utilizes premature electrical stimulation to
eliminate APD alternans by exploiting the dependence of APD on the preceding diastolic
interval.40 This property, known as restitution, is illustrated in Fig. 5a. To exploit restitution
to eliminate APD alternans, a premature stimulus is given after a short APD, as in Fig. 5b.
By shortening the diastolic interval, the stimulus shortens the next APD, relative to its value
without the premature stimulus. Because that APD has been shortened, the subsequent
diastolic interval will be longer than without the premature stimulus, thereby lengthening
the next expected APD. Thus, through every-second-beat delivery of premature stimuli (i.e.,
only after the short APDs), the natural dynamics of cardiac tissue causes the long APDs
to be shortened, and the short APDs to be lengthened, thereby eliminating alternans.
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The precise timing of the stimulus perturbation is given by:

Tn =
{

T∗ + ΔTn if ΔTn < 0,
T∗ if ΔTn ≥ 0,

(1)

where

ΔTn = (λ/2)(APDn − APDn−1), (2)

T∗ is the pacing period without control, λ is the feedback gain, which is a function of the
nonlinearity of the system (the method of determining λ is discussed in Hall and Christini41),
and n is the beat number.

The “if” condition in (1) dictates that the pacing period can only be shortened, which is
the only way that a device can intervene in a real heart (i.e., stimulation can shorten, but
not lengthen, interbeat intervals). Thus, if ΔTn < 0, a preemptive stimulus is delivered by
the device (top condition of (1)); whereas if ΔTn ≥ 0, a native excitation is delivered at
time T∗ (bottom condition of (1)). Note that in these experiments (as in Hall and Gauthier38

and Christini et al.42), all native and control stimuli were delivered from the same stimulus
site.

A theoretical study has suggested that the application of this method of control to larger
tissues might require stimulation from multiple sites because of the complex spatiotemporal
dynamics of electrophysiological repolarization.43 This prediction has been confirmed by an
analytical and modeling study of a cardiac Purkinje fiber, where control of alternans from
a single pacing site was possible at sites near the pacing electrode, but ineffective at sites
more than 1 cm from the stimulating electrode.44

The predictions from the theoretical model recently were largely confirmed in a series
of studies in isolated Purkinje fibers.42 In these studies, pacing stimuli were delivered at a
period T∗ to one end of an isolated canine Purkinje fiber (1.5–2.5 cm long). Transmembrane
voltage signals were sampled from up to six glass microelectrodes equally spaced along the
length of the fiber. Control was applied by perturbing T∗ according to (1) and (2) using a
real-time control system.

Quantitative results varied between fibers, but qualitative features were common to
all trials. For any given fiber, the extent to which control was achieved correlated with the
pacing period T∗. Specifically, for longer T∗, successful control (i.e., elimination of alternans)
typically could be achieved for the entire length of the fiber (Fig. 6, T∗ = 200ms). For
shorter T∗, successful control extended beyond the proximal end of the fiber, but not all the
way to the distal end of the fiber (Fig. 6, T∗ = 190ms).

Thus, spatially uniform control of alternans was possible if alternans magnitude was
small. However, as alternans magnitude increased, control became attenuated spatially.
Although the prediction regarding spatial attenuation of control was correct qualitatively,
it remains unclear to what quantitative extent control is limited in Purkinje fibers. This
uncertainty is due to the short fiber lengths used in these experiments, which made it
difficult to test the upper limits of controllable length. Furthermore, the spatial extent of
such attenuation in atrial or ventricular myocardium remains to be determined.
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Figure 6: Data from two consecutive action potentials recorded from six microelectrodes
spaced along the length of a canine Purkinje fiber. Stimulation was applied to the proximal
end of the fiber near microelectrode 1. For both T∗ = 190ms and T∗ = 200ms, voltage
versus time from microelectrodes 1–6 are shown in the left column (before control) and
middle column (during control), and APD values computed from the six microelectrodes
for the same alternate beats (as the left and middle columns) before (top panels) and
during (bottom panels) control are shown in the right column. During control, stimulation
was adapted according to (1)
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Figure 7: (a) Atrioventricular-nodal conduction time (AV) and (b) control pacing interval
(VA) for a segment of a human alternans control trial. Periods of control and no control are
annotated above (b). Nonlinear dynamical control perturbations applied to VA terminated
the alternans in each of the control attempts shown here

Conduction Velocity Alternans

Control of other types of period-2 behavior also is possible using properly timed elec-
trical stimuli. For example, Christini and Collins45 have used such an approach to
control atrioventricular-nodal conduction alternans, which is a period-2 alternation in
atrioventricular-nodal conduction time. They used mathematical models of alternans to
develop a nonlinear dynamical feedback control algorithm for electrical stimulus termination
of alternans. This technique subsequently was applied to in vitro rabbit heart experiments,
where it effectively controlled atrioventricular-nodal dynamics.46 The approach was then
applied successfully in the control of alternans in humans during clinical cardiac electrophys-
iology studies (Fig. 7).47 A nonlinear dynamical analysis was used to adaptively compute
perturbations to the timing of electrical stimuli applied to the endocardial surface of the
right atrium.
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Chapter 6.4

Advanced Methods for Assessing the
Stability and Control of Alternans

Niels F. Otani, Didier Allexandre, and Mingyi Li

Introduction

It is now widely accepted that rotating action potential waves propagating within the heart
cause several types of abnormal rapid cardiac rhythm patterns. Many of these rotating
waves are sustained purely through the electrical dynamics of the cardiac tissue, without
the benefit of a clear anatomical obstacle around which to rotate, a phenomenon known as
functional reentry. There have been several types of functional reentry described as possible
causes of rapid cardiac rhythm, including leading circle reentry,1 spiral wave reentry,32

anisotropic reentry,8 and figure-of-eight reentry.10

The onset of ventricular fibrillation (VF) may well be linked to factors that tend to break
up these functionally reentrant waves into additional waves. One major theory suggests
that a strong dependence of the action potential duration (APD) on the preceding diastolic
interval (DI),18 a phenomenon called steep electrical restitution, is closely correlated with the
tendency for a reentrant wave to experience breakup.38 In this theory, the steep restitution
creates alternans, the beat-to-beat alternation of action potential parameters such as the
APD or DI. When alternans is present during spiral wave rotation, the DI out in front of the
rotating wave can become very short during every other rotation. As illustrated in Fig. 1,
this short DI can cause a portion of the wave to block, allowing remaining segments of
the wave to form additional spiral waves. The first studies of alternans on reentrant action
potential waves took place in one-dimensional ring geometry.7,14,24 This system exhibited
a variation of alternans behavior called the oscillating pulse instability, which was found to
be caused by an interaction between the dynamics associated with electrical restitution and
variations in the conduction velocity, which was also assumed to depend on DI. Such was also
the case when alternans was studied in finite length fibers subjected to rapid pacing.13 In

Niels F. Otani
Department of Biomedical Sciences, College of Veterinary Medicine, Cornell University, Ithaca, NY, USA,
nfo1@cornell.edu

I. R. Efimov et al. (eds.), Cardiac Bioelectric Therapy: Mechanisms and Practical Implications.
c© Springer Science+Business Media, LLC 2009

525



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 526 of 635 October 10, 2008 17:33

526 Niels F. Otani et al.

new
spiral
wave

time = 1560 ms

time = 1470 mstime = 1450 mstime = 1340 ms(a) (b) (c)

(f)(e)(d) time = 1530 ms

0 70 7 0 7

time = 1500 ms

0

5

0

5

cm

cm
cm

cm cm

Figure 1: An example of spiral wave breakup due to steep electrical restitution (from a
computer simulation). Lighter shades represent depolarized tissue. (a) A rotating spiral
wave moves into a region of long diastolic interval (DI). (b) One rotation period later, the
same spiral wave encounters a region of short DI. A portion of the wave blocks at the
location indicated by the double white lines in (b), as shown in (c) and (d). In (e), the
propagating portion of the wave forms a new spiral wave, which rotates in the opposite
direction from the original wave, as shown in (f)

this case, in both simulation and Purkinje fiber experiments, constant rapid pacing applied
to one end of the fiber resulted in alternans behavior that was either in phase throughout
the system (concordant alternans) or arranged into regions that were out of phase with
one another (discordant alternans). The latter were often seen to lead subsequently to
block of some of the propagating action potentials. A hypothesis was subsequently put
forward that the presence of discordant alternans leaves the tissue open to the block of
segments of propagating wavefronts, leading to the formation of reentrant waves, subsequent
block of those waves, electrical turbulence, and finally self-sustaining rapid cardiac rhythm.
Substantial evidence for this theory exists; for example, it has been shown that the induction
of VF can be prevented or converted into a periodic rhythm when drugs that flatten the
restitution function are administered.16,35 Pastore et al.31 have also observed that discordant
alternans degenerates into VF upon slight acceleration of the pacing frequency in guinea
pig ventricular muscle.

This apparent connection between alternans and wave breakup has prompted a number
of researchers to look for techniques for controlling alternans as a method for preventing VF.
The vast majority of these investigations have naturally been based on these same dynamics,
that is, on the dynamics of APD, DI, and conduction velocity. For example, drug-induced
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arrhythmias in isolated rabbit ventricular cells were stabilized by means of dynamically
timed electrical stimulation based on the observed interbeat intervals.15 Later, Hall et al.20

showed that by adjusting the time delay of activation alternans in atrioventricular (AV)
nodal conduction time could be eliminated. In this experiment, the perturbation in the time
delay was chosen proportional to the difference of the conduction times for the previous two
cycles. A similar control algorithm was also able to stabilize the same type of alternans in
human patients.5 In analogous fashion, if the restitution relationship between APD and DI of
a small cardiac preparation is known, Watanabe and Gilmour37 showed that alternans could
be eliminated by such adjustments. Recently, a control algorithm that requires no a priori
knowledge of the restitution curve was demonstrated to successfully suppress alternans.19

All these control algorithms operated through the monitoring and then control of the various
time intervals associated with the action potential.

These algorithms have exhibited a measure of success, demonstrating the importance of
the concept of electrical restitution. However, they also have been plagued by the presence of
stability of rhythm, or lack thereof, when restitution theory would predict the opposite, and
by the inability of the underlying phenomenological model to predict when control should
be successful and when it should not.19 A number of groups have suggested that various
departures from the restitution dynamics, often collectively referred to as memory effects,
are important.17,29,36 But even when memory is included, dynamical models have not been
entirely successful in predicting behavior.19 Another difficulty is that these methods tend
not to work in tissues large enough to support discordant alternans, which is the primary
target. As discovered by Echebarria and Karma,9 methods that operate on the level of APD
and DI dynamics can only control regions that have size commensurate with the size of the
regions that contain in-phase alternations. This theoretical prediction is supported by the
computer simulations of Rappel et al.34 and the experiments of Christini et al.6

These difficulties suggest that the problem might be better examined at the level at
which the fundamental dynamics occurs – that is, at the ion channel level. Treatment of
the problem at this level conveys some distinct advantages. Any memory that might be
present in the system is automatically included in the dynamics, and the limit on the size
of the system that can be controlled is not restricted, as far as we know. Finally, operating
at the ion channel level means it is possible to also take advantage of favorable features of
ion channel dynamics that are not available at the APD-DI level.

Previously, study of the problem at the ion channel level was difficult due to technological
limitations. The time is now right to conduct such a study. As described below, ion channel
currents are now readily measured during action potentials using the current-clamped
version of the perforated patch clamp technique. Several mathematical ion channel models
now exist (e.g., the Luo–Rudy ion channel models,23,28,39 the canine ventricular myocyte
[CVM] model,12 etc.) that represent a substantial improvement over their predecessors
and are now able to reasonably reproduce the form and much of the dynamics of the
cardiac action potential. Furthermore, with the computational power now available, it is
practical to apply advanced mathematical methods to the task of unraveling the complicated
interrelated dynamics of the ion channels, allowing us to extract a clear physiological,
step-by-step picture of the mechanism underlying alternans and its control and other
characteristics of the dynamics of action potential morphology and propagation.
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What Is an Eigenmode?

An important key to this approach for studying and controlling alternans at the ion channel
level lies in a mathematical construct called eigenmodes. Eigenmode theory is common in
applied math, physics, and engineering, but is seldom seen in cardiac electrophysiology.
In brief, the theory provides us with a method for separating the complicated behavior of
certain types of systems into a set of simpler, characteristic behaviors called eigenmodes.
Each of these eigenmodes then provides a complete description of the corresponding
characteristic behavior in pure form. One ordinary example of eigenmodes comes from
the theory of electromagnetic waves. Electromagnetic waves come in all frequencies, from
radio waves to X-rays and beyond. Each of these frequencies is a separate eigenmode. These
eigenmodes have vastly different properties from one another – radio waves, microwaves,
visible light, and X-rays have different wavelengths and differ widely in the degree to which
they are absorbed, scattered, reflected by, and/or propagate through various materials.
These properties may all be diagnosed once the structure of the eigenmode in the given
material is known. Other examples of eigenmodes include sound waves of every frequency,
the vibrational modes of entities as diverse as stars, bridges, and molecules, and the quantum
wave functions of electron orbitals in atoms.

In order for eigenmode theory to be applicable, the behavior of the system under
study must generally be divisible into two components: a steady state component, and a
perturbation, which is the term that generally refers to any disturbance to the steady state.
Each of these two components must have certain properties. The steady state component,
as the name suggests, must be unchanged when viewed at regularly spaced time intervals.
There are two variations here: either this time interval is infinitesimal, meaning that the
state may be viewed at any time, which requires that the steady state be exactly the same
all the time, or the time interval is finite, in which case the state of the system is allowed
to change, provided it then changes back in time for the next viewing time. The condition
on the perturbation is simply that it must be small in some sense.

If the behavior of the system is divisible in this way, it can be shown mathematically
(with a couple of extra technical conditions not discussed here) that there always exists a
set of special perturbations, each of which grows, decays, and/or oscillates by a constant
factor from one viewing time to the next, and each of which is, apart from this factor,
identical from one viewing time to the next. These special perturbations are the eigenmodes,
and the constant factor associated with each of these eigenmodes is called its eigenvalue.
These eigenvalues each have two components: one that gives the frequency at which the
corresponding eigenmode oscillates, and one that gives the exponential rate of growth or
decay of the eigenmode in time. When the eigenvalue indicates decay, the corresponding
eigenmode is called stable. It will thus effectively disappear over time. If the eigenmode
is growing exponentially, it is called unstable. These are the modes that are normally of
concern.

As an example, consider the case of sound waves bouncing around inside a room. The
steady state for this case is simply the room with no sound in it. The perturbations are
the sound waves. All sound waves of normal listening volume are small enough to satisfy
the “smallness” condition for the perturbation. The eigenmodes are then simply the sound
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waves at each frequency. The eigenvalues are the frequencies themselves together with the
rate at which each eigenmode wave exponentially decreases in amplitude. The eigenmode
itself consists of the special set of changes, at every point in space, in air pressure,
density, and fluid velocity relative to their steady state values, which together embody
the propagating sound wave at the given frequency. Each of these quantities oscillates with
this same (eigenvalue) frequency and decreases exponentially in amplitude with the same
(eigenvalue) decay rate. Consequently, the proportionality of the amplitude of all these
quantities with one another remains identical for all times, thus satisfying the requirement
that the eigenmode remains unchanged apart from an overall scaling factor given by the
eigenvalue.

There exists a nice, geometric method for visualizing the workings of the eigenmode
formulation. The idea is to represent any general perturbation as a single vector living
in a very high dimensional space. This vector is the sum of component vectors, each of
which represents the amplitude of one of the dynamical variables, as shown schematically
in Fig. 2a. (The two component vectors shown in each panel are meant to represent the
usually much larger number of dynamical variables actually present.) Examples of dynamical
variables are the variations in density, pressure, and fluid velocity at every point in space,
as in the sound wave example, or variations in the membrane potential, gating variables,
and ion concentrations and/or ion currents, for the case discussed later in this chapter. For
most perturbations, this vector continuously changes length and direction as time passes,
as illustrated by the successive panels in Fig. 2a. Eigenmode theory says that any general
perturbation that is small enough may be written as the vector sum of so-called eigenvectors,
as illustrated in Fig. 2b. Again, the number of eigenvectors is usually much larger than two;
but only two are shown here for clarity. As depicted in Fig. 2b–d, each of these eigenvectors
has the properties that (1) its direction remains unchanged and (2) its length increases
or decreases by a constant factor given by the eigenvalue, from one viewing time to the
next. From Fig. 2c, d, we see that this invariance in direction forces the amplitudes of the
dynamical variables to maintain the same proportionality relative to one another at every
viewing time and also forces each of the dynamical variables associated with the eigenmode
to grow or decay with same constant factor as the eigenvector itself.

The usefulness of the eigenmode technique should be clear from Fig. 2. The behavior
of the dynamical variables and vector representation of a typical perturbation can appear
to be very complicated, with the dynamical variables changing sign and fluctuating in
a complicated way, and the vector changing direction, and shortening and lengthening
seemingly at random, as suggested by Fig. 2a. In contrast, as shown in Fig. 2b–d, when
the perturbation is decomposed into eigenmodes, arbitrary perturbations are seen to be
composed of a set of very simple behaviors, each of which grows or decays exponentially in
amplitude and whose dynamical variables maintain constant proportionality to one another.

In particular, the eigenmode decomposition makes it clear that, in order to control
arbitrary perturbations, it suffices to control the unstable eigenmodes, either by modifying
the system so that all modes are rendered stable, or by adding a “control” disturbance that
zeroes out the unstable mode(s). Both of these approaches are potentially relevant to the
problem; thus both are currently under study. The former falls within the discipline of
control theory and is used extensively in several areas of engineering. When applied to the
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Figure 2: Graphical description of the eigenmode technique. Each panel shows the decom-
position of the vector with two small lines cutting across its length into the other two
vectors displayed. (a) Representation of a general perturbation as the sum of vectors (two
shown) whose amplitudes are those of the constituent disturbances to individual dynamical
variables, at four regularly spaced viewing times. (b) Representation of the same general
perturbation as a vector sum of eigenvectors, at the same viewing times. (c, d) The first
and second eigenvectors for the same general perturbation and their decompositions into
vectors representing the dynamical variables. (e) The decomposition into eigenvectors of
the perturbations created when control is applied at the first viewing time
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cardiac electrophysiology problem, it has the potential for providing a rigorous basis on
which to develop drug, electrical, and gene therapies that yield inherent modifications to
the tissue that render it resistant to the development of alternans.

This chapter will concentrate on the other technique, which has been more extensively
studied. Specifically, the chapter focuses on a method of electrical intervention that, when
combined with an existing disturbance, zeroes out the amplitude of the unstable alternans
eigenmode(s). The method by which this may be achieved is illustrated in Fig. 2e. In this
case, the goal is to eliminate eigenmode perturbation 1, which as shown in Fig. 2c is the
unstable mode. We are usually not free to apply control disturbances to any particular
dynamical variable; for example, for the case of electrical intervention, it is possible to
directly modify the membrane potential, but modification of the gating variables, ion
concentrations, and so forth can only occur indirectly through the effect of the modifi-
cation of the membrane potential on these quantities. Suppose, in the illustrated example,
disturbances to the membrane potential are represented by horizontal vectors. As with any
other vector, a horizontal vector may be decomposed into eigenvectors, as shown in the first
panel of Fig. 2e. Suppose that the magnitude of the control disturbance to the membrane
potential is chosen so that its eigenvector 1 component is exactly equal and opposite to the
corresponding existing eigenvector component at viewing time 1 (compare eigenvector 1 in
Fig. 2c, e). We observe that, not only will the two exactly cancel at viewing time 1, but they
will cancel at all subsequent viewing times, since both the previously existing eigenvector
1 and that resulting from the control disturbance grow at the same rate. Thus we see that
eigenmode theory may be used to determine the proper amplitude for a control disturbance
that will completely eliminate an unwanted, unstable mode. Note that this disturbance
does not, in general, cancel other eigenvectors. In the example shown, eigenvector 2 is not
zeroed out. However, it is the nature of eigenmode 2, as determined by its eigenvalue, that
this mode damps out. Thus, for this example, eigenmode 1 is zeroed out, and eigenmode 2
damps out; thus arbitrary disturbances may be controlled.

It is important to note that the eigenmode formulation is technically only valid for small
perturbations. In practice, however, the technique often tells us a lot about larger amplitude
disturbances as well. For example, sonic booms or blast waves created by explosions are
sound waves that are too large in amplitude for the eigenmode theory to be strictly valid,
yet these waves still propagate via essentially the same mechanism as their smaller amplitude
counterparts. In both cases, they propagate through the imbalance between regions of higher
and lower density, with variations of pressure acting as the restoring force.

Characterization and Control of Alterans
in Isolated Cardiac Myocytes

Application of the Eigenmode Method

We now show how the eigenmode formulation may be applied to the task of diagnosing the
mechanism responsible for alternans in action potential morphology when isolated cardiac
cells are subjected to constant external electrical pacing. In this case, the steady state
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consists of action potentials generated by the pacing that are identical to one another
(often called 1:1 or period-1 behavior). The membrane potential trace and the traces of all
other dynamical quantities are identical from one action potential to the next in this state.
The perturbation then consists of the departure of the membrane potential and all other
dynamical quantities (i.e., the currents, concentrations, gating variables, and so forth) from
their steady state counterparts.

An example of this separation of the behavior into a steady state and a perturbation is
shown in Fig. 3 using data obtained from a computer simulation that employs the CVM
model developed by Fox et al.12 The figure shows the special case in which the perturbation
is the alternans eigenmode. Two successive action potentials are shown, with the assumption
that the behavior continues over a much longer series of action potentials. Figure 3a shows
both the steady-state behavior of the membrane potential, and the membrane potential
when the alternans eigenmode has been added as a perturbation to the steady state. The
membrane potential perturbation δV (t) associated the alternans eigenmode is then just the
difference between the two traces in Fig. 3a. It is plotted separately in Fig. 3b. Note that
the steady state action potentials are identical, as they must be, to be considered a steady
state. The traces of all the other dynamical variables are also identical from one action
potential to the next during steady state behavior (not shown). The other feature of note is
that the alternans eigenmode membrane potential perturbation shown in Fig. 3b is identical
from one action potential to the next, apart from a negative scaling factor. Thus the trace
associated with the second action potential has the same shape as the trace associated with
the first, except that the former is upside down and has an amplitude slightly larger than the
latter. Any other dynamical quantity from the alternans eigenmode will also show the same
kind of behavior. For example, Fig. 3c shows the perturbation to the potassium-delayed
rectifier current δIKr associated with the alternans perturbation. Its trace for the second
action potential is also a flipped over, slightly amplified version of its trace for the first
action potential.

Figure 3d shows how this behavior is consistent with the vector-based graphical
description of eigenmodes just presented. The eight gray vectors shown are the alternans
eigenvectors corresponding to the eight times indicated. Each eigenvector was constructed
by summing two vectors of (signed) length equal to the alternans eigenmode perturbations
δV and δIKr at the given time. (As before, the eigenvectors shown are two-dimensional
representations of the actual eigenvectors, which exist in a much higher dimensional space.
The actual eigenvector is the vector sum of all the vectors representing perturbations to all
the dynamical variables.) Each of the last four eigenvectors shown were constructed exactly
one pacing period after the times for the first four eigenvectors. If the viewing times are also
chosen to be separated by exactly one pacing period, the eigenvectors behave as expected.
For example, if the viewing times are chosen to coincide with the times of the first and
fifth eigenvector insets, shown in Figure 3d, we see that the eigenvector in this fifth inset
points in exactly the same (actually in exactly the opposite) direction as the eigenvector
in the first inset. This is therefore the first eigenvector multiplied by a negative constant
(which is given by the eigenvalue), as advertised. Similar statements could also have been
made about the eigenvectors shown in the second and sixth insets, or the third and seventh
insets, and so on, if the viewing times had been chosen to coincide with the times of those
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Figure 3: Relationship between perturbations to a steady state action potential trace and
vectors for the alternans eigenmode for an isolated cell using the canine ventricular myocyte
(CVM) model. (a) Membrane potential versus time for the steady state case (solid line) and
the steady state to which has been added a pure alternans eigenmode perturbation (dashed
line). The perturbation has been exaggerated for purposes of visibility. (b) Perturbation to
the membrane potential versus time for the alternans eigenmode. This perturbation is the
difference between the traces in (a). Thus, the darker portion of the trace is the perturbation
to the first action potential shown in (a); the lighter portion is the perturbation to the
second action potential. The arrows indicate the perturbation from the steady state at
eight different times and would be proportional to the arrows appearing in (a) if the trace
in the latter had not been exaggerated. (c) Perturbation to the IKr current in the alternans
eigenmode. (d) Vector representation of the alternans eigenmode at eight times during
the two action potentials. The arrows pointing horizontally represent perturbations of the
membrane potential (δV ); arrows that point vertically represent perturbations to IKr. These
arrows are equal in length to their counterparts in (b) and (c). The gray arrows represent
the alternans eigenmode as a function of time and, in each case are the vector sum of the
other two arrows (modified from Li and Otani, Fig. 2)26
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pairs of insets. The steady state values of the membrane potential (cf. Fig. 3a) and all other
dynamical variables (not shown) also turn out to be identical from one viewing time to the
next, since all steady state action potentials are identical.

We note that the eigenvector can in general change direction in between viewing times.
This motion is, in fact, very useful – it provides detailed information about the dynamics
of the eigenmode. For example, a detailed study of how perturbations in the dynamical
variables that comprise the alternans eigenmode ebb and flow yields the full mechanism by
which alternans maintains itself. This study may be conducted through an examination of
the plots of the perturbations to all the dynamical variables, two examples of which are
shown in Fig. 3b, c.

The Ion Channel Mechanism Underlying Alternans

So far, our group has conducted this type of study on two ion channel models: the Beeler–
Reuter model4 and the CVM model12 used to create Fig. 3. Here we present a brief
description of the alternans mechanism found in the CVM model,30 which is the more
modern, detailed, and realistic model of the two. A detailed description of the alternans
mechanism found in the Beeler–Reuter model appears elsewhere.25

The primary mechanism involved in producing alternans in the CVM model resides
within the calcium cycling subsystem of the cell, depicted schematically by the portion of
the flow diagram below the dashed line in Fig. 4. Briefly, at the beginning of every other
action potential, the level of calcium-dependent inactivation is lower than average (i.e., lower
than its steady state value). This causes the influx of calcium through the L-type calcium
channel to be higher than average, triggering a larger than average calcium-induced calcium
release from the sarcoplasmic reticulum. The enhanced calcium influx and release together
result in a higher-than-average concentration of calcium in the intracellular space, which
increases calcium-dependent inactivation to a higher-than-average value by the beginning
of the next action potential. The entire mechanism can then repeat itself with opposite
polarity during the next action potential. Thus, the dynamics of calcium cycling has the
ability to create the alternation of all the dynamical quantities that is consistent with
alternans behavior. This observation is consistent with the views of other researchers.12,33

The eigenmode analysis, however, has more to say about the alternans mechanism.
Careful study shows that the alternation would decay exponentially with time were this the
only operative mechanism. The decay is due to a negative feedback mechanism within the
calcium cycling dynamics. Specifically, the elevated level of calcium-dependent inactivation
present toward the end of the first action potential acts to reduce the L-type calcium
current, which in turn reduces the degree of inactivation that is presented to the next
action potential. The analysis then shows that this damping mechanism is counteracted by
additional dynamics associated with the membrane potential, as shown in the portion of
Fig. 4 above the dashed line. In this additional mechanism, the enhanced L-type calcium
current elevates the plateau membrane potential above its steady state value. This higher-
than-average membrane potential results in a lower-than-average inward rectifier potassium
current (IK1) due to a negatively sloped I–V curve. A lower-than-average rapid delayed
rectifier current (IKr) is generated as well. The reduction of these two repolarizing currents
tends to reinforce the elevation of the membrane potential above its steady state value. This
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Figure 4: The mechanism responsible for alternans in the canine ventricular myocyte
(CVM) model as diagnosed by eigenmode theory (modified from Otani et al., Fig. 1, with
permission from Elsevier)30

is therefore an amplification mechanism, whereby a small disturbance in the membrane
potential early in the plateau phase is amplified through most of the remainder of the
action potential. The higher membrane potential increases the activation of the L-type
calcium channel (the d gate), which increases calcium influx and props up the calcium
concentration, counteracting the effects produced by the previously mentioned negative
feedback in the calcium cycling dynamics. Thus, alternans in the CVM model originates in
the calcium cycling subsystem, but is sustained with help from the membrane ion channel
dynamics.

The eigenmode formulation defines not only the behavior of the membrane potential as
a function of time for each mode, but that of all the other dynamical variables as well. Thus,
these other variables should behave as predicted by the eigenmode method in experiments.
One example of this agreement can be demonstrated by comparing the results of recent
experiments of Hua and Gilmour22 to the theory. In these experiments, the action potential
clamp method was used to determine the behavior of IKr during APD alternans. Specifically,
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Figure 5: Left panels: (a) Membrane potential and (b) IKr current on for the eleventh and
twelfth beats (labeled beats 1 and 2) obtained experimentally using the action potential
clamp method. Right panels: perturbations in the (c) membrane potential and (d) IKr,
versus time obtained computationally for the alternans eigenmode in the canine ventricular
myocyte (CVM) ion channel model. The theory predicts that the traces in (c) and (d) should
be proportional to the difference between beat 2 and beat 1 in (a) and (b), respectively
(modified with permission from Hua and Gilmour, Fig. 2)22

the membrane potential was recorded from regularly paced (cycle length equals 170 ms)
isolated cells exhibiting alternans behavior. These recordings were then used as command
potentials in the presence and absence of the IKr blocker E-4031 (5 μM). The subtraction
current, presumed to be the IKr current, for two consecutive action potentials is shown in
Fig. 5b, along with the command membrane potentials for those beats (Fig. 5a). The current
is seen to be smaller for the longer duration action potential (beat 1) through the early
portion of the action potential (t = 20–120 ms), but is larger after that (t = 120–170 ms).
This result is consistent with the perturbation IKr current associated with the alternans
eigenmode obtained for the CVM model, shown in Fig. 5d. As expected, the perturbation
current is approximately proportional to the difference between the traces shown in Fig. 5b,
being positive for t = 20–120 ms, and negative thereafter (t = 120–170 ms). The observed
behavior is also consistent with the alternans mechanism just described. For example, in
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the beat 1 trace in Fig. 5b, the IKr current during the plateau is seen to be smaller than
during beat 1. In an unclamped cell, this would tend to elevate the membrane potential in
the later stages of the plateau and during repolarization, consistent with the higher beat 1
membrane potential appearing in Fig. 5a, and consistent with the positive feedback loop of
the alternans mechanism appearing in the upper right corner of Fig. 4.

Development and Testing of a Control Algorithm

We next turn our attention to the problem of how to control the alternans dynamics just
described through the application of small amplitude electrical stimuli. Technical details of
these ideas appear in the Appendix and in Li and Otani,26 here a conceptual description is
provided. The approach is to employ the eigenvector-canceling technique depicted in Fig. 2e
as described above. For this specific case, the goal is to cancel the alternans eigenmode
shown in Fig. 3 using an externally applied electrical stimulus. We are free to apply the
stimulus at any time during the action potential. Whenever the stimulus is applied, the
goal is always to cancel the alternans eigenvector present at the given time. For example,
if the stimulus were applied at any of the eight times illustrated in Fig. 3d, the goal would
be to cancel the eigenvector shown in the inset corresponding to the chosen time. In patch-
clamp experiments, the application of a brief current pulse through the pipette effectively
discontinuously changes the membrane potential by an amount approximately equal to
–I0Δt/Cm, where I0 and Δt are the amplitude and duration of the current pulse, and
Cm is the capacitance of the cell membrane. Thus, application of a current stimulus is
approximately equivalent to introducing a membrane potential perturbation.

Since the alternans eigenvector changes direction and magnitude throughout the action
potential (as illustrated in Fig. 3d), as do all the other eigenvectors, it is obvious that
the current needed to cancel the alternans eigenvector at different times during the action
potential will also change. When this current is plotted as a function of time through the
action potential, a surprising result is obtained. We might have expected that, since the
APD is determined largely by when repolarization occurs, the APD might be most easily
adjusted by applying the stimulus during the repolarization phase (phase 3). However, Fig. 6
shows that the best time to deliver the stimulus (that is, the time when the current required
is the smallest) is actually early in the plateau phase. Additional analysis reveals that the
positive feedback mechanism shown in the upper right-hand corner of Fig. 4 is responsible
for this paradoxical result. The positive feedback loop amplifies the effect of any stimulus
applied early in the plateau phase, which thereby reduces the current required to make
changes in repolarization later in the action potential. The amplification is, in fact, quite
dramatic for the CVM model: as is evident from Fig. 6b, the stimulus charge requirement
is hundreds of times smaller than the charge required late in phase 3.

These predictions were tested by applying the calculated stimuli to the CVM model.
When a small amplitude alternans mode was initiated in the system with pacing interval
170 ms, a single stimulus applied in the early plateau (at 17 ms after the pacing stimulus)
with amplitude given by the theory completely eliminated alternans, as expected. We were
also interested to see whether these stimuli would be effective for the large amplitude
alternans. Accordingly, in another simulation, alternans was allowed to grow until its
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Figure 6: (b) The charge per unit membrane surface area q = I0Δt/(Surface area)
(μA ms cm−2) required to eliminate alternans of a given amplitude versus stimulus appli-
cation time during the action potential in the canine ventricular myocyte (CVM) model.
(a) shows the membrane potential, V , as a function of time, for reference (modified from
Li and Otani, Fig. 4)26

amplitude stabilized. A stimulus was then applied on every other action potential, 16 ms
after the pacing stimulus, with the amplitude predicted by the theory. We found that the
perturbation associated with alternans was nearly eliminated by the first stimulus. Since any
remaining perturbations were then small, they were effectively controlled by the application
of the next two to three control stimuli.

These tests suggested a control stimulus algorithm that could be effective in experiments,
even if knowledge of the ion channel dynamics for a given cell was incomplete. The membrane
potential was first recorded during the repolarization phase (specifically, 135 ms after the
pacing stimulus for the case shown) of two successive action potentials, as illustrated by
Fig. 7. The difference between these membrane potentials, V1 – V2, was considered to be a
measure of the amplitude of the alternans mode. A stimulus proportional to V1 – V2 was then
applied to the early plateau phase of the following membrane potential. In simulations, the
control stimulus was applied as a fixed current of 10 μA μF−1 with a duration of 0.12(V1 – V2)
ms (with the membrane potential given in mV). This protocol was very effective against
alternans in the CVM model, effectively eliminating them almost immediately. (Note the
evenness of the last two action potentials in Fig. 7 compared to the first two.) The mechanism



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 539 of 635 October 10, 2008 17:33

Advanced Methods for Assessing the Stability and Control of Alternans 539

0 170 340 510 680 850

M
em

br
an

e 
P

ot
en

tia
l

Time(ms)

Apply control 
current

Apply control 
current        

Measure V1

Measure V 2

Measure V1 Measure V1

Measure V2

#1 #2 #3 #4 #5

Figure 7: The control stimulus protocol. The membrane potential trace shown is the actual
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Fig. 3)26

by which alternans was eliminated was found to be similar to that observed in the tests
described above, and similar to that predicted by the theory.

Note that the control stimulus produces almost no immediate change to the membrane
potential itself in these studies – the disturbance to the membrane potential is barely visible
on the third and fifth action potentials shown in Fig. 7. The effect is far from insignificant,
however. Many of the dynamic variables (e.g., d and XKr) are markedly changed when
the stimulus is applied. This in turn results in substantial changes in the perturbation
dynamics compared to the controlled case, eventually resulting in a strong modification to
the membrane potential much later in time, in the repolarization phase.

To determine whether current pulses applied during the early plateau phase of the action
potential have the ability to suppress electrical alternans, as predicted by the eigenmode
analysis described above, a small number of experiments were conducted (n = 4) in small
preparations of canine endocardial muscle and Purkinje fibers.27 Small preparations (2–
3 mm long × 1–2 mm wide × 1 mm thick) were used to allow approximately simultaneous
delivery of current to the entire preparation. Both pacing and control stimuli were delivered
using a bipolar electrode having an interelectrode spacing of 3 mm. The constant pacing
interval was chosen short enough to generate APD alternans in the absence of control
stimuli. Figure 8 shows a case in which hyperpolarizing 100 μA constant-current pulses
of 1.0 ms duration were delivered 15 ms after the upstroke of every other action potential
during alternans activity. Delivery of the current pulse during action potentials with shorter-
than-normal APDs tended to increase the alternans magnitude, as was the case between
times 1 and 2 in Fig. 8, whereas delivery of the current pulse during action potentials with
long APDs markedly reduced the alternans magnitude (between times 2 and 3 in the figure).
When the control stimulus was turned off, alternans reappeared, but the magnitude of the
alternans was smaller than before delivery of the control stimulus (following time 3). The
behavior was found to be repeatable after a period of equilibration.
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Figure 8: Effect of control stimuli on alternans of action potential duration (APD) in canine
ventricular muscle. Left panel: APD plotted as a function of time during pacing at a cycle
length (CL) of 150 ms. In the absence of a control stimulus, APD alternans occurred at
this CL (beginning of record). At 1, a hyperpolarizing control stimulus was delivered to
the short duration action potential of the short-long pairs. At 2, the control stimulus was
switched to the long duration action potential. The control stimulus was turned off at 3
(reproduced from Li et al., Fig. 5, copyright IEEE, 2003)27

Characterization and Control of Spiral
Wave Instabilities

Nature of Spiral Wave Instabilities

The eigenmode method can also be applied to the case of rotating action potential waves
(spiral waves) in two spatial dimensions by employing the version of eigenmode theory that
assumes the viewing time interval is infinitesimal (as described above). Technical details
have been published previously2 and also appear in abbreviated form in the Appendix. To
find the steady state and eigenmodes, the theoretical approach, as described by Barkley,3

for a spiral wave system was applied. The three-variable Fenton–Karma model11 was used
as the underlying ion channel model. It was modified so that it exhibited both unstable
alternans eigenmodes and also eigenmodes that characterize the tendency of the spiral
wave to meander. The model was then used to study the control of these unstable modes.

The steady state for this case was simply a rigidly rotating spiral wave (i.e., a wave
that rotates with constant angular velocity without changing form). If viewed in the frame
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Figure 9: Eigenvalues for the two-dimensional, modified three-variable Fenton–Karma
model. The solid dots, the asterisk, the open square, and the open circle denote the alternans
eigenvalues, the meandering mode eigenvalue, the eigenvalue associated with the trans-
lational symmetry, and the eigenvalue associated with rotational symmetry, respectively
(modified from Allexandre and Otani, Fig. 2, copyright American Physical Society)2

of reference rotating with the wave, such a wave appears to be completely stationary
and unchanging at all times, thus satisfying the requirement for a steady state previously
discussed when the viewing time interval is infinitesimal.

The role of perturbations in this case was then to modify this rigid waveform. Inclusion
of perturbations thus allowed the wave to widen and/or narrow, and speed up and/or slow
down, as it rotated. Furthermore, these alterations did not necessarily apply to the wave
as a whole; it was possible for some portions of the wave to widen while others narrowed,
for example. Addition of perturbations also made it possible for the spiral wave tip to
simultaneously move toward or away from the center of rotation, creating a meandering
pattern commonly seen in spiral wave computer simulations. The profile of the wave could
also be changed by the presence of perturbations.

When the eigenmode theory was applied, it was found that the total number of
eigenmodes was tremendous – equal to the total number of points in the system times the
number of variables. In fact, the former is technically infinite; but remains finite although
large in the computer calculation due to the spatial discretization scheme used in the
analysis. Fortunately, only a small number of these modes are unstable. The eigenvalues
of these unstable modes (along with a few of the most prominent stable modes) are shown
in Fig. 9. Of all the alternans eigenmodes (represented by the solid dots), four were found
to be unstable, those lying to the right of the dashed vertical line. There was also one
unstable meandering eigenmode (represented by the asterisk). All the alternans modes had
one property in common: at every point in the tissue through which the spiral wave rotated,
the APD of the wave alternated between being slightly longer and slightly shorter than
the steady state APD, each time the wave came around, consistent with the definition of
alternans. The alternans modes differed from one another through their spatial structure –
that is, the size, shape, and locations of the regions that differed in phase relative to one
another were different for each of the different modes.
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Elimination of Alternans in a Rotating Spiral Wave

As with the single cell case, eigenmode theory also provided us with information about when
and where control stimuli might best be applied. Most of the eigenmodes were found to be
most sensitive to modification when the stimulus was situated close to the center of rotation,
in the recovery phase of the spiral wave. The stimulus location and timing were chosen
accordingly. To simplify the study, the initial perturbation to the steadily rotating wave was
chosen in a special way – it was calculated so that a single stimulus would eliminate all the
unstable alternans modes. The development of a plan to kill all the alternans modes when
an arbitrary perturbation is present is somewhat more complicated, and is a topic currently
under investigation. The results for the case of the specially chosen initial conditions are
shown in Fig. 10. The upper panels show that the alternans modes are indeed unstable,
leading to increasingly large perturbations as shown in Fig. 10c, d. In contrast, when a
single stimulus is applied at the location outlined by the small circle in Fig. 10e with the
timing and amplitude provided by the theory to a simulation that is otherwise identical,
the result is the near-complete suppression of alternans for four rotational periods of the
spiral wave, as shown in the four lower panels of Fig. 10.

3 a

e f g h

b c d

−3

0

3

12.0 ms
0.09 rot.

60.0 ms
0.46 rot.

380.0 ms
2.90 rot.

510.0 ms
3.89 rot.

12.0 ms
0.09 rot.

60.0 ms
0.46 rot.

380.0 ms
2.90 rot.

510.0 ms
3.89 rot.

−3−3 0 3 −3 0 3 −3 0 3 −3
−1

−0.5

0.5

0

1

0 3

0

Figure 10: Snapshots of the membrane potential perturbation at several selected times, for
the case where no control stimulus is applied (top panels) and for the case in which a control
stimulus is applied at time t = 10 ms (bottom panels). The two cases were initialized with
specially chosen, identical perturbations. Viewed in color, the color shading gives amplitude
of the perturbation. Viewed in black and white, the darker shades correspond to the larger
perturbations. Level contours of the total membrane potential (steady state plus linearized
perturbation) are shown as black lines. A small black circle was drawn in each of the lower
subplots to highlight the region in which the stimulus was applied (from Allexandre and
Otani, Fig. 8, copyright American Physical Society)2
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Perhaps the most surprising aspect of these studies is that a single stimulus at a single
location can affect the dynamics over such a large region. This assertion stands despite the
fact that the initial conditions are specially chosen – the simulation still represents a clear
example of how a point stimulus can influence an area of linear dimension much larger than
the space constant, which is the usual decay length associated with perturbations in the
membrane potential in excitable tissue. The preliminary explanation for this phenomenon
is that the effect of the stimulus must use the dynamics of the spiral wave itself to spread its
influence, effectively “surfing” on the wave to propagate across the system. Further study
of this effect is ongoing.

Summary and Implications for Treatment
of Cardiac Arrhythmias

This chapter has demonstrated that eigenmode methods can be used to diagnose the ion
channel basis for alternans and other disturbances to action potential behavior, once a
mathematical model representative of the functioning of the ion channels is provided. When
applied to isolated cells, the method provides a complete picture of which quantities play
the important roles in generating and sustaining behavior such as electrical alternans, and
when during the course of the action potential they are involved. Among the quantities
available for analysis are the membrane potential, the ion channel gates and currents, and
the ion concentrations in both buffered and free forms, in both the intracellular space and
compartments of the sarcoplasmic reticulum. We have shown that, for the two ion channel
models studied, a complete, step-by-step description of the mechanism responsible for alter-
nans may be extracted from the analysis. For the CVM ion channel model, the mechanism
is primarily tied to calcium handling, but requires help from the dynamics of other channels
in the cell membrane in order to be sustainable. Since many cardiac drugs work at the
ion channel level, this type of understanding should allow for improved pharmacological
therapies that are based on the actual mechanism involved in alternans, that, for example,
can target one of the key steps involved in creating and/or sustaining alternans.

The eigenmode method also allows us to determine how best to control phenomena such
as alternans through electrical means. For example, for the CVM model, the best time
to apply control stimuli is early in the plateau phase of the action potential, a surprising
result. This case thus demonstrates the usefulness of the eigenmode method in providing
guidance regarding the amplitude, sign, and timing of the control stimulus that, at times,
can run counter to intuition. The method has the potential for guiding research toward new
strategies for control algorithms. For example, the analysis of the CVM model has shown
the possibility that the cardiac cells’ own internal dynamics can contain an amplification
mechanism, which might allow creation of new algorithms that require less energy.

Not only can the eigenmode method be applied to individual cells, but it can also be
applied to cardiac tissue of finite size on which propagate various action potential waveforms
of relevance to many tachyarrhythmias. This chapter has demonstrated the application of
these methods to rotating spiral waves, which are thought to be present in some form in
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both ventricular tachycardia and VF. The method revealed that, when the underlying ion
channel model was a modification of the Fenton–Karma three-variable model, spiral waves
exhibit several unstable modes, including four alternans modes, each with its own spatial
structure of the alternans phase, and a spiral wave meandering mode. The analysis also
showed that most of these modes were most easily modified through stimuli applied close
to the center of spiral wave rotation, during the recovery phase. When a single stimulus
of amplitude and timing calculated from the theory was applied in this region, it was
found that, at least for a special case, alternans were almost completely eliminated over
the entire spiral wave. These results lead to two conclusions: (1) Spiral waves are more
easily controlled using stimuli close to their centers of rotation, and most interestingly, (2)
it appears possible to control alternans over a very large region (e.g., over a region much
larger than the space constant) using properly placed and timed stimuli. The latter may
be due to dynamics at the ion channel level, which again demonstrates the usefulness of
operating at this level. Of course, both of these conclusions require additional testing, in
both experiments and computer simulations employing more realistic ion channel models
and more general initial conditions. Nevertheless, these two results can be viewed with some
optimism, as the first is likely to be generic to spiral waves in general, while the second may
be cautiously hypothesized to be is caused by the ability of perturbations to propagate
across the face of action potential wavefronts, the essential dynamics of which is handled
well in the current model.

Appendix: Mathematical Details

This appendix provides a summary of the mathematics on which the descriptions in this
chapter are based. For more information, please see Li and Otani25,26 for a description of
the theory in isolated cells, and Allexandre and Otani2 for additional details on the methods
used for the two-dimensional spiral wave.

Theory of alternans control in isolated cells. The mathematics of the eigenmode method
used for the single cell case was fairly straightforward. Consider an isolated cell to which
identical electrical stimuli are applied with regular time interval T . This system may be
assumed to be described by differential equations of the form,

du(t)/dt = f(u(t)) + i(t), (1)

where u(t) is a vector of the dynamical variables at time t, i(t) accounts for the applied
stimuli, and f(u) is a vector-valued function. Define M(t) to be an operator that returns
a vector u(t + T ) of dynamical variables as a function of these same dynamical variables
u(t) a time T earlier. Thus,

u(t + T ) = M(t)(u(t)). (2)

The steady state solution u0(t) to this mapping, defined as the function satisfying u0(t) =
M(t)(u0(t)) for all t, may be obtained in two steps. First, we solve for u0(t0) at some
particular time t0 by applying the Broyden method, a root solver similar to the secant
method, to the function, F(u0(t0), t0)) ≡ u0(t0) −M(t0)(u0(t0)). The entire steady state
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solution, u0(t) can then be obtained by integrating the differential equation (1) forward
starting from initial conditions u0(t0).

We next construct the linear mapping that relates small perturbations δu(t + T ) of
the steady state at time t + T to perturbations δu(t) at a time T earlier. Specifically, the
elements of the matrix M in the formula,

δu(t + T ) = M(t) · δu(t) (3)

are obtained by perturbing each of the components of u(t) very slightly away from the
steady state u0(t), one at a time, and observing what perturbations to u0(t) result a time T
later. We then calculate the eigenvalues λi and eigenvectors vi (t0), i = 1, . . . , N of the N -
dimensional matrix M(t0) at some particular time, t0. The eigenmodes vi (t), i = 1, . . . , N
are then constructed using u(t0) = u0(t0) + εvi(t0) as the initial conditions in (1), where ε
is chosen very small, and then solving for vi(t) = (u(t) – u0(t))/ε.

To find the amplitude of the control stimulus required to cancel the alternans eigenmode
at any particular time t, we begin by noting that, generally, any vector may be written as
a linear combination of eigenmodes, so that, in particular, the perturbation vector may be
written as,

δu(t) = c1v1(t) + c2v(t) + · · · , (4)

where v1(t) is defined to be the alternans eigenmode, v2(t), v3(t), . . . are the remaining
eigenmodes, and c1, c2, . . . are constants. Similarly, the effect of an applied control stimulus
on all the dynamical variables may be expressed as another vector perturbation function
δs(t), which can also be expressed as a sum of eigenvectors:

δs(t) = s1v1(t) + s2v2(t) + · · · . (5)

The alternans eigenmode may then be eliminated by simply choosing the control stimulus
so that s1 = −c1. Applying the control stimulus would then add δs(t) to δu(t), zeroing
out the coefficient of the alternans mode, v1(t), completely killing it, as suggested by the
sum of vectors in Fig. 2c, e. A very short duration control stimulus applied at time t
may be approximated as discontinuous jump ΔV = I0Δt/C in the membrane potential,
where I0/C is the applied current per unit capacitance (positive inward), and Δt is the
stimulus duration. Defining the first component in these vectors to be the one containing
the membrane potential, the control stimulus perturbation at time t is then:

δs(t) = [I0Δt/C, 0, 0, . . .]T . (6)

Dotting the left alternans eigenmode, w1(t), into both (4) and (5), using the fact that
wi(t) · vj(t) = 0 except when i = j, and setting s1 = −c1, yields

I0Δt = −C
w1(t) · δu(t)

w11(t)
(7)

as the charge delivered by the stimulus that will exactly annihilate the alternans mode if
delivered at time t, where w11(t) is the first component of w1(t).

Characterization and control of unstable eigenmodes of rotating spiral waves. To apply
eigenmode methods to the problem of spiral wave instability and control, we begin by



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 546 of 635 October 10, 2008 17:33

546 Niels F. Otani et al.

transforming the governing partial differential equations to the rotating frame:

∂u/∂t = Ω∂u/∂θ + D · ∇2u + f(u) ≡ G(u), (8)

where u(x, y, t) is now a vector containing the dynamical variables as functions of both
time and space, θ = tan−1(y/x) is the azimuthal direction, Ω is the angular frequency of
the rotating frame, which is set equal to the steady state spiral wave rotation frequency, D
is a matrix containing the gap junction conductances, and f(u) now contains the Fenton–
Karma model ion channel dynamics. A typical spiral wave will appear to be approximately
stationary in this frame of reference; thus, it is reasonable to expect that a steady state
solution exists. We can iteratively solve for this solution, u0(x, y), by setting the right-hand
side of (8) equal to zero and using the Newton–Raphson method. There exists rotational
symmetry in the problem, implying that any solution rotated around the origin by any
angle is also a solution. We take advantage of this symmetry by choosing the value of one
variable at one point, effectively selecting one of these redundant solutions, and in its place,
treat Ω as an unknown. This enables us to find a steady state solution and the angular
frequency at the same time. If (8) is then linearized about this steady state, the following
equation is obtained:

∂δu/∂t = (∂G(u0)/∂u) · δu, (9)

where ∂G(u0)/∂u is the Jacobian of the function G, defined in (8) and evaluated at the steady
state u0. The desired eigenmodes are then just the eigenvectors of this Jacobian. When
discretized, this Jacobian is in general a very large sparse matrix. Fortunately, it suffices to
calculate the fastest growing 100 or so eigenvectors and eigenvalues. This is accomplished
through the use of the method described by Henry and Hakim.21 This method approximates
the subspace spanned by the M fastest growing eigenmodes by repeatedly integrating the
perturbation equations from specially chosen initial conditions. A coordinate system is then
defined for the subspace, and the eigenvector problem is then solved in this space. This
calculation is fast, since the relevant matrix is only M × M.

The calculation yielded four unstable alternans modes (Re(λ) > 0), as shown in Fig. 9,
together with their complex conjugates (not shown). In the rotating frame, these modes had
eigenfrequencies that were approximate half-integer multiples of the wave rotation angular
frequency (±0.5Ω, ±1.5Ω, ±2.5 Ω, etc.). This was to be expected: the frequencies must be
approximately half-integer to re-create an alternans pattern – that is, a pattern that repeats
once every two times the wave rotates. When the eigenmodes were plotted, they were found
to be consistent with alternans dynamics, in that the morphology of the action potential
width alternated between narrow and wide (not shown).

The best location in which to apply the control stimulus was obtained by calculating
the left eigenmodes of the Jacobian, which were obtained in a manner analogous to the
right eigenmodes. This location varied from one eigenmode to the next, but for most of the
unstable eigenmodes, the optimal location was in the recovery region of the spiral wave,
close to the center of rotation. The stimulus location was therefore chosen in this region.
The canceling of the four unstable alternans eigenmodes, plus one unstable meandering
mode, together with their complex conjugates, requires, in general, five separate stimuli.
The optimal timing for all these stimuli is a somewhat complex calculation, which is
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reserved for future study. To simplify the current investigation, we elected instead to
choose amplitudes for the eigenmodes that would allow simultaneous annihilation of all
the unstable eigenmodes using a single stimulus. This was, admittedly a specialized case,
which, nevertheless illustrated that it is possible for a single stimulus to affect alternans
behavior over the very large region (relative to the space constant) typically covered by a
rotating spiral wave.
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Chapter 6.5

The Future of the Implantable
Defibrillator

Mark W. Kroll and Charles D. Swerdlow

As successful as the implantable cardioverter-defibrillator (ICD) has been, the therapy
is far from perfect. The device implantations are nontrivial and implant testing still has
some morbidity and a relatively rare mortality associated with it. Partly due to the high
effectiveness of ICDs, the largest morbidity associated with this therapy is psychiatric due
to the pain of shocks especially – but not exclusively – due to inappropriate shocks. In spite
of the dramatic positive impact on sudden death, patients with ICDs can still die from
sudden death because of high defibrillation threshold fibrillation or nonshockable rhythms
such as pulseless electrical activity. This chapter will discuss possibilities for addressing
these therapy limitations.

Sensing and Detection

Reduction of Ventricular Oversensing

Oversensing is defined as sensing of unintended nonphysiological signals or physiological
signals that do not accurately reflect local depolarization.1 Nonphysiological signals usually
arise from extracardiac electromagnetic interference. Electrical artifacts are a common
cause of oversensing from leads with insulation failure or intermittent fracture resulting
in “make-break” potentials. Physiological signals may be intracardiac (P, R, or T waves) or
extracardiac (myopotentials). Oversensing often results in characteristic patterns of near-
field (pace-sense) and far-field (shock) electrograms (EGMs).2,3 In ICD patients, most
oversensing results in detection of sufficiently rapid signals that inappropriate detection
of ventricular fibrillation (VF) occurs. Oversensing accounts for approximately one third of
inappropriate shocks in studies of chronic ICD systems.4
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Two strategies may permit reduction of inappropriate shocks caused by oversensing. The
first relates to comparison of the sensing EGM and far-field EGMs. R waves sensed on the
near-field EGM that are not present on the far-field EGM likely represent oversensing (e.g.,
T waves, diaphragmatic myopotentials, pace-sense lead failure).

The second requires use of digital signal processing technology to discriminate true
R waves from oversensed events. For example, digital signal processing has been used
successfully to discriminate far-field R waves from P waves.5 Similar algorithms could be
developed to discriminate R waves from T waves and 60 Hz electromagnetic interference,
based on signal frequency content.1

Digital signal processing methods may also identify signals related to insulation or
conductor failure in electrodes. These are the most serious causes of oversensing because a
shock into a faulty electrode may achieve sufficient voltage at the heart to induce VF (if
applied in the vulnerable period), but not sufficient voltage to defibrillate. An algorithm that
predicts subclinical lead failures has been validated.6–8 ICD manufacturers should design
pulse generators that detect lead failures reliably and protect patients against their adverse
consequences.

Active SVT-VT Discrimination

Presently, ICD algorithms that discriminate ventricular tachycardia/ventricular fibrillation
(VT/VF) from supraventricular tachycardia (SVT) passively analyze information derived
from a sequence of sensed atrial and ventricular EGMs, including rate, regularity, atrioven-
tricular (AV) association and patterns, and ventricular EGM morphology. Active pacing
maneuvers provide unique advantages for SVT–VT discrimination and are commonly
applied in the electrophysiology lab. They were not incorporated into early detection
algorithms because of concerns regarding proarrhythmia and the complexity of interpreting
responses. It is now recognized that conservative burst ventricular pacing at ∼90% of the
tachycardia cycle length has a low (1–2%) risk of proarrhythmia.

In addition to terminating most monomorphic VTs, burst ventricular pacing terminates
more than 50% of inappropriately detected pathological SVTs with a 1:1 AV relationship.9

During other SVTs, concealed retrograde conduction of ventricular antitachycardia pacing
may slow the ventricular response by causing AV conduction delay or block. Active discrim-
ination represents a paradigm shift in design of detection algorithms from “diagnose before
intervening” to “treat first; analyze only those tachycardias that persist after treatment.” In
dual chamber algorithms, the principal value of active discrimination applies to tachycardias
with 1:1 AV association. Atrial, ventricular, or combined atrial and ventricular pacing may
be applied. The latter may be most useful.10,11

Hemodynamic Sensors for ICDs

Presently, ICDs do not differentiate directly between hemodynamically stable and unsta-
ble tachycardias. Historically, detection durations and therapy sequences have been
programmed aggressively to minimize potential for syncope, but this results in delivery of
unnecessary shocks. Implantable hemodynamic sensors integrated with the detection and
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therapy decision process may reduce unnecessary shocks for hemodynamically stable VT and
SVT. They may also be useful to prevent inappropriate shocks in response to oversensing
or to ensure appropriate shocks in rare cases of undersensing of VF. A reliable measure of
hemodynamic stability would obviate the need for duration-based “safety-net” features that
override SVT–VT discriminators. Presently, these programmable features deliver therapy if
an arrhythmia satisfies the ventricular rate criterion for a sufficiently long duration even if
discriminators indicate SVT.

Mixed venous oxygen saturation, right atrial pressure, right ventricular pressure, sub-
cutaneous photoplethysmography, endocardial accelerometers, and impedance measure-
ments have been proposed as methods for discrimination of hemodynamically stable ver-
sus unstable tachycardias (Fig. 1).12–21 Subcutaneous photoplethysmography technology
has been described and tested in acute and chronic animal models. These studies have
found a good correlation between mean arterial pressure and photoplethysmography pulse
amplitude and demonstrated the feasibility of discriminating perfusing (stable) from non-
perfusing (unstable) tachycardias.22,23 Implantable systems for ambulatory hemodynamic
monitoring using right ventricular pressure and mixed venous oxygen sensors has been
described.24

A recent prospective clinical study with right ventricle (RV) pressure monitoring using
the Medtronic Chronicle BTM have reported the utility of the sensor for heart failure
monitoring.25 This device has the capability of recording RV pressure waveforms during
tachycardias detected using rate combined with interval analysis. Episodes of recorded
spontaneous VF demonstrate substantial changes in RV pressure waveforms (Fig. 2). Many
factors influence the hemodynamic stability of a tachyarrhythmia. Developing reliable
metrics that discriminate stable versus unstable tachyarrhythmias for integration into ICD
algorithms remains a major challenge.

Implant Testing

For 25 years the accepted method for ICD implantation has included induction of VF
to ensure that the ICD will sense, detect, and defibrillate VF. Occasionally, it causes
complications, and rarely it causes death. In the early era of less efficient ICDs, the value
of defibrillation testing seemed self-evident. Today, better understanding of defibrillation,
improved technology, and use of ICDs for primary prevention of VT or VF have led some to
question the need for either defibrillation testing or any assessment of defibrillation efficacy
at ICD implantation.26,27

The goal of implant testing is to determine the optimal balance between implant safety
and long-term benefits of ICD therapy. Experts consider testing less critical for left pectoral
ICDs than they did 10 years ago. Sensing of VF is reliable if the R wave ≥5–7 mV.28–32

ICD generator failures are rare. Defibrillation is judged adequate by commonly used safety
margin implant criteria in ∼95% of patients. Low programmed first shock strength (intended
to minimize risk of syncope) is less important because the incidence of spontaneous VT/VF
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is lower, antitachycardia pacing terminates most episodes of rapid VT, and charge times
are faster in most ICDs.

Conventional testing probably rejects less than 3–5% of prophylactic ICD patients
correctly (true negative).33 Rigorous testing increases the fraction of true negative test
results, but also increases implant complexity and risk. But most implanters, patients, and
families have near zero tolerance for sudden cardiac death caused by preventable, failed
defibrillation. Experts disagree about optimal implant testing because data are insufficient
to define the optimal trade-off between accuracy and risk. Implant testing is in a state of
evolution. The major trend is away from rigorous defibrillation threshold (DFT) testing and
toward limited safety margin testing or no testing. A minor trend is toward substitution
of vulnerability testing based on the upper limit of vulnerability (ULV) for defibrillation
testing. Implantation of ICDs without testing of defibrillation efficacy has been proposed
but is not an accepted standard.

Vulnerability Testing

The ULV Hypothesis of Defibrillation

The ULV is the weakest shock strength at or above which VF is not induced when the
shock is delivered during the vulnerable period. The ULV hypothesis of defibrillation34–38

postulates both that local vulnerable periods exist during VF and that the ULV in
VF is (approximately) equal to the ULV in normal rhythm. It proposes that successful
defibrillation must fulfill two sequential requirements: First the shock must interrupt all VF
wavefronts. Then it must not reinitiate VF. The ULV hypothesis also requires that the ULV
during VF exceeds the shock strength required to stop all VF wavefronts.

According to the ULV hypothesis, a shock always defibrillates if it terminates all VF
wavefronts and prevents reinitiation of VF. The latter requirement implicitly includes both
spatial and temporal components: The shock must not reinitiate VF even if the spatial
region of weakest field strength (lowest voltage gradient) is temporally coincident with the
local vulnerable period. The minimum required shock strength is the ULV during VF. The
response to a shock that stops all wavefronts but is weaker than the ULV varies depending

←
Figure 1: Investigational photoplethysmography sensor. Recordings are made from an
investigational sensor during electrophysiology laboratory testing. The sensor is mounted
on the housing of an ICD emulator and placed in the pocket during implant testing.
Each panel shows surface ECG (upper tracing), arterial pressure (middle tracing), and
photoplethysmographic oxygen (O2) index of tissue perfusion (lower tracing). The first
panel shows the onset of atrial pacing at cycle length 400 ms. The arterial pressure remains
stable, and the O2 index retains its phasic component with a mean value near the baseline
normalized value of zero. The second panel shows the onset of VF induced by 50 Hz current.
With the onset of 50 Hz stimulation, the arterial pressure drops abruptly and the O2 index
loses its phasic component. About two seconds later, the O2 index begins a steep monotonic
decline
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Figure 2: Right ventricular pressure waveform during ventricular fibrillation. Stored EGM
and pressure tracing from investigational ICD with hemodynamic sensor (Medtronic
“Chronicle ICD”). In each panel, the upper tracing shows the shock electrogram recorded
between the right ventricular (RV) coil and left pectoral ICD housing. The marker channel
below it shows the interval classification and interval duration in milliseconds. The lower
tracing shows RV pressure recorded from the implanted hemodynamic sensor in millimeters
of mercury. Horizontal axis shows time in seconds. Intervals are labeled VS (sinus zone),
TS (VT zone), TF (Fast VT zone). (a) Onset of VT at cycle length 300 ms. The patient
was asymptomatic prior to antitachycardia pacing. RV systolic pressure falls by less than
half. (b) Onset of VT at cycle length 250 ms. The patient presented with syncope. RV
systolic pressure drops abruptly and remains below a third of the baseline value. (c) Rapidly
conducted atrial fibrillation at cycle length 260 ms. Inappropriate antitachycardia pacing
(TP markers) occurs for the last four beats. There is only a slight reduction in RV systolic
pressure at shorter cycle lengths. The patient had no alteration of consciousness. Tracings
provided by Dr. Michael Sweeney
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on the unpredictable fibrillatory pattern of preshock activation and repolarization in the
region of weakest field strength. If the shock occurs in the local vulnerable period, it
reinitiates VF and is unsuccessful. Otherwise it terminates VF and is successful. Thus the
ULV hypothesis predicts that defibrillation will be probabilistic on a macroscopic level. The
ULV hypothesis of defibrillation does not depend on a specific cellular or tissue mechanism
for defibrillation, but rather on a class of possible mechanisms that result in shock-initiated
refibrillation.

The ULV and Vulnerability Safety Margin

The ULV–DFT correlation has been validated in multiple animal34,39,40 and human stud-
ies.41–46 It remains strong and invariant, within experimental error, over a wide range
of conditions.47 Clinically, vulnerability testing can be applied to either a patient-specific
strategy (which requires initiation of one VF episode) or to a safety margin strategy. The
latter strategy has attracted interest because it permits assessment of defibrillation efficacy
without inducing VF in 75–90% of ICD recipients31,48,49 It has been validated in a large,
prospective multicenter study.32

Clinical vulnerability safety margin testing has been reviewed for details.47 Briefly, T-
wave shocks are delivered at several coupling intervals to ensure that the most vulnerable
part of the cardiac cycle is scanned.50 If VF is not induced, the shock strength exceeds
the ULV, which approximates the shock strength associated with a 90% probability of
defibrillation (E90).51 Because the ULV is more reproducible than the DFT, determination
of the ULV (which requires one induction of VF) provides greater statistical power for
clinical research with fewer episodes of VF.52,53

Limitations of vulnerability testing. Vulnerability testing reduces those risks of implant
testing related to VF or circulatory arrest, cerebral hypoperfusion,54–57 and post-VF fatal
electromechanical dissociation. There is a higher probability of significant hypotension
after a single fibrillation-defibrillation episode than after three T-wave shocks that do not
induce VF (8% vs. 2%, p=.006).58 However, the vulnerability method does not reduce
risks caused by shocks alone. Both defibrillation and vulnerability testing can cardiovert
atrial fibrillation, resulting in thromboembolism. The principal limitations of vulnerability
testing are that (1) it requires general anesthesia or deep sedation for 3–4 min, (2) VF is
induced in 5–25% of patients, depending on the safety margin required,59 and (3) it does
not assess sensing of VF. However, sensing of VF is reliable if the baseline R wave exceeds
5–7 mV.28–32

State of the Art

Evidence-Based Implant Testing

VF should be induced to assess sensing in ∼5% of ICD recipients. Defibrillation or vul-
nerability testing is indicated in 20–40% of recipients who can be identified as having
a higher than usual probability of an inadequate defibrillation safety margin based on
patient-specific factors. At least one high output shock should usually be delivered at the
time of generator replacement to identify lead failure modes that cannot be identified with
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Figure 3: Housecall� remote follow-up system. The newest remote follow-up system com-
municates with an RF link to the patient’s ICD. Gathered data are then automatically
transmitted over a phone line to a database for analysis by trained professionals and stored
in the clinic’s electronic health records

low-output pulses.60 On the other hand, implant testing is too risky in ∼5% of ICD recipients
and may not be worth the risks in 10–30% more. In 25–50% of ICD recipients, implant
testing cannot presently be identified as either critical or contraindicated.33 Prospective data
are needed to address this important clinical issue. Introduction of ICDs with subcutaneous
electrodes will further increase the need for objective data, as these ICDs lack an efficient
method for inducing VF.

Legal, regulatory, and training considerations. Assessing defibrillation efficacy at implan-
tation of ICDs is now the legal standard of practice. Labeling on all U.S. manufactured ICDs
recommends assessment of defibrillation efficacy at implant and programming the first VF
shock with a 10 J safety margin. The Heart Rhythm Society also recommends implant
defibrillation testing.61

Training requirements for ICD implantation attract great interest because they may sub-
stantively affect whether, in the future, ICDs are implanted primarily by electrophysiologists
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with extensive training in defibrillation testing or primarily by cardiologists with limited
or no training in defibrillation testing. Thus training requirements may have a substantial
influence on the number and qualifications of implanters. To the extent that more implanters
results in more implants, training requirements may impact sales of ICDs. And to the extent
that methods of implant testing (or no testing) influence training requirements, there is an
implicit link between implant testing, who implants ICDs, and the economics of the medical
device industry.62

After the Implant

A wireless remote patient monitoring system significantly lowers the follow-up burden on the
patient and physician. The system enables a physician to quickly evaluate and communicate
with an ICD patient, even if the two are thousands of miles apart. Programmable alerts allow
the physician to be notified quickly over the telephone or internet in the event of a issue that
requires medical attention. The transtelephonic ICD follow-up provided by the Merlin.netTM

internet-based remote monitoring system (Fig. 3) appears to be more comprehensive, less
intrusive, and more desirable than routine follow-up visits. Patients consider this follow-up
more than acceptable and indicated high degrees of satisfaction with the convenience, ease
of use, and reliability of transtelephonic monitoring. All ICD manufacturers now offer some
type of remote follow-up system. Impedances, R-wave amplitudes, and battery levels can
be easily monitored. Obviously, DFTs are not checked, but those are almost never checked
in clinic visits anyway.

Novel Waveform Strategies

The conventional clinical wisdom is that the introduction of the biphasic waveform in 1990
was the ultimate triumph of defibrillation waveform research. However, recent work has
demonstrated the potential of novel waveforms to significantly reduce the DFT even further,
reduce shock pain, and even to possibly treat pulseless electrical activity.

Defibrillation Threshold Reduction

The single-capacitor, biphasic direct discharge waveform has been optimized sufficiently
that further reductions in DFT will likely require major changes in defibrillation waveforms.
The predicted optimal monophasic waveform for delivered energy is an ascending waveform
beginning at a nonzero fraction of the peak voltage. An ascending ramp beginning at zero
volts is not optimal as it wastes some energy at the lowest voltages without substantially
charging the cell membranes. Nevertheless, such a waveform has been demonstrated to
improve defibrillation in comparison with an efficient, clinically used waveform.63 This type
of waveform can be achieved by adding a high-frequency chopping circuit with a smoothing
inductor to the shock output circuit. It is not yet known if the inefficiency incurred by
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Figure 4: Stepped waveform and predicted membrane response. The stepped waveform
(black tracing) has two positive phases that more efficiently charge the cardiac myocyte
membranes. The predicted membrane response is shown in the gray tracing. The first step
is formed by partially discharging two capacitors in parallel followed by the second step
with the capacitors in series. The negative phase is conventional

the circuitry required to generate this waveform justifies the improvement in defibrillation
efficacy.

However, the predicted optimal ascending waveform for delivered energy can be approx-
imated by a three-part “stepped” waveform using only capacitors in parallel and series:
The first portion is positive with two capacitors in parallel, the second is positive with the
capacitors in series, and the last portion is negative, also with the capacitors in series. Such
a waveform is shown in a recent study that reported a 40% reduction in DFT for a stepped
waveform in comparison with an efficient, clinically used waveform when used with lower
impedance lead systems (Fig. 4).64

Another possibility for lowering the DFT is the use of a left-sided auxiliary pulse.65,66

The possibility of combining auxiliary pulses and the stepped waveform have yet been
investigated. However, the probability of the DFT being cut by 50% from present levels
is high. This could allow very small devices of 15 J output to compete with the present
“lower” energy 30 J devices. Perhaps more exciting is the possibility of an ICD with the
present 35 J “high energy” output having the equivalent of a 70 J performance. This could
essentially eliminate the high DFT problem patients and make it far easier to rationalize
implants with no threshold testing.
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Figure 5: Plateau waveform for pain reduction. The plateau waveform (black tracing)
reduces pain by significantly lowering the peak voltage. The efficient membrane response
(gray tracing) also correctly predicts low defibrillation thresholds

Cardioversion Pain Reduction

It appears that the pain of a defibrillation shock could be significantly reduced. This would
be beneficial for making atrial cardioversion more acceptable, thus reducing the false shocks
delivered to the ventricle. But, besides that, the actual ventricular-delivered shock could be
made much more tolerable. Shock pain appears to be primarily (but not exclusively) due
to the peak voltage of the shock.67 This inspired the testing of a “plateau” or flat-topped
waveform, which has been shown to increase the energy tolerance by a factor of nearly 4:1,
at least in low-energy shocks.68 The plateau waveforms are predicted to have low DFTs
based on their modeled membrane response, as seen in Fig. 5. These energy efficiency
predictions have been confirmed for cardioversion whether performed externally69–71 or
internally.72–74

The prepulse inhibition approach appears to offer a significant opportunity for pain
reduction.75,76 For a gross oversimplification one can state that the human pain detection
system has a refractory period of approximately 100 ms. Thus, a small, noticeable but
tolerable, shock delivered 100 ms before the main shock will significantly reduce pain.
This is obviously a very tempting approach to combine with the plateau waveforms for
overall pain reduction. Such a combination has not yet been clinically evaluated. Were
such a combination to work synergistically, one could predict a pain threshold shift of
approximately an order of magnitude. Thus a patient who would tolerate a 2 J (conventional
waveform) shock for cardioversion might be willing to tolerate a 20 J shock. More modestly,
a patient might have the toleration limit moved from 1 up to 10 J.
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Medium Voltage Therapy

The use of voltages between those for pacing therapy and defibrillation therapy is relatively
unexplored. These “medium” voltages are in the range of 20–200 V and are delivered between
large electrodes such as the RV coil and the can. Such voltages, along with fairly complex
long waveforms, have been demonstrated to give cardiac output even in the presence of
VF.77,78 Although the relative contribution of the contractions of the skeletal muscles and
of the cardiac myocytes has not been well delineated, it does appear that this could allow
patients to survive temporarily without defibrillation. This presents an opportunity for a
prophylactic “super pacemaker” as well as methods for maintaining cardiac output in the
presence of a “nonshockable” rhythm such as asystole.

The use of medium voltage therapy has also demonstrated, in an animal model, the
ability to convert pulseless electrical activity into sinus rhythm.79 Thus medium voltage
therapy presents a tantalizing, if minimally demonstrated, approach to rhythms presently
considered untreatable.

Novel Packaging Strategies

Reducing device-related morbidity and simplifying the implant procedure as well as patient
follow-up have been and remain the major goals of ICD therapy. Two novel designs are
currently being investigated that may aid in achieving these goals. The first utilizes a
subcutaneous approach without transvenous electrodes. The second device is implanted
percutaneously and the entire system resides in the vasculature. Ironically, both have at
least a portion of the generator located in the abdomen. The irony of these novel approaches
is that one eschews the veins while the other is purely venous, including the generator.

Subcutaneous ICDs

Much of the morbidity associated with the present ICD systems is related to the presence
of transvenous defibrillation and sensing leads. An ICD that uses sensing and shock elec-
trodes only in the subcutaneous (or submuscular) tissue would eliminate specific problems
associated with transvenous leads. Further, such an ICD might be implanted without
fluoroscopy in any surgical suite, thus simplifying the implant procedure. Early studies
indicate that defibrillation can be achieved in pediatric patients80–83 and the majority of
adults84,85 using subcutaneous electrodes with shock strengths that are in the range of
present technology. To date, this has been achieved by using high-capacitance waveforms
with maximum voltages near 800 V, although higher voltage/lower capacitance waveforms
would likely be more efficient for high-resistance defibrillation pathways. Subcutaneous ICDs
must rely on subcutaneous EGMs for sensing and detection of VF. In one version, correlation
waveform analysis, using two different channels of subcutaneous EGMs, is used to detect
fast VT/VF and avoid inappropriate detection of myopotential noise and electromagnetic
interference.86 There are no published data on sensing and detection performance of
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algorithms in subcutaneous ICDs under investigation, but there is a substantial literature
on subcutaneous EGMs based on implantable loop recorders.87,88

It is too early to know what fraction of patients will be defibrillated reliably by subcu-
taneous ICDs or how well long-term sensing and detection will perform using subcutaneous
electrodes. Such ICDs also have important inherent limitations: They cannot perform
bradycardia pacing or antitachycardia pacing. In contrast to transvenous ICD, which treat
more than 70% of ventricular tachyarrhythmias with painless pacing, all therapies for
subcutaneous ICDs are shocks. The reliability with which VF can be induced to test
defibrillation efficacy is unknown. If induction of VF requires a temporary transvenous
electrode, fluoroscopy will be required for the implant.

Percutaneous, Fully Transvenous ICD

One new company has engineered an ICD that leverages familiar percutaneous interven-
tional techniques for a time-efficient implant of this catheter-like device. The ICD is a
series of thin titanium cylinders, each containing either batteries, capacitors, or circuitry,
all connected by flexible couplers allowing low-impact maneuvering of anatomical angles.
Positioned within the vena cava and anchored distally, the ICD also utilizes a fully integrated
RV ICD lead. Early testing indicates efficient defibrillation and reliable sensing through
both conventional and novel vectors. Advantages of this device in addition to the implant
simplicity include that it is invisible to the patient, leaves no scar, has safety pacing and ATP
capabilities, simplified follow-up capabilities tuned to the needs of the primary prevention
patient, and, due to the modular design, can be readily iterated to a broader cardiac rhythm
management platform.

Conclusion

Implantable defibrillator technology has achieved major successes in the therapy of
patients with ventricular arrhythmias. However, major challenges with psychiatric mor-
bidity, implant complications, and residual mortality remain to be conquered. With newer
technologies on the horizon, we are confident that many of these challenges will be met.
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Chapter 6.6

Lessons Learned from Implantable
Cardioverter-Defibrillators Recordings

Jeff Gillberg, Troy Jackson, and Paul Ziegler

Introduction

The diagnostic capability of the implantable cardioverter-defibrillator (ICD) has undergone
substantial changes since the first devices were designed in the 1980s. The earliest ICDs
provided only counters to confirm the number of shocks delivered and had no diagnostics
that could be used to confirm the ventricular rate or rhythm of treated episodes.1 The
availability of simple diagnostic information, such as ventricular rate and patterns of
ventricular intervals, in the few seconds surrounding delivered therapy was a major step
forward in providing information necessary to understand the nature of the rhythms being
treated. However, the addition of stored cardiac electrogram (EGM) signals to complement
and confirm ventricular rate and interval pattern information has been the crucial advance
that has allowed clinicians, scientists, and engineers to confirm appropriate ICD function and
to improve their understanding of the cardiac rhythms treated by ICDs in the ambulatory
setting.

The memory capacity of ICDs has increased dramatically since the initial introduction
of stored electrograms. The first ICDs with stored EGM had minimal capacity for storing a
total of <1min of ventricular electrogram data, with ≤ 5s for each treated episode. Today’s
modern ICDs have capacity for recording ≥ 20 min of EGMs spanning several treated
episodes, each with 2–5 min of electrogram recording.2 Other clinically important diagnostics
in modern ICDs include programmed detection and therapy parameters, time/date for
detected episodes to help correlate ICD therapy with clinical symptoms, long-term trends
of arrhythmia episodes, therapy success counters, EGMs for nonsustained tachycardias,
episodes that the ICD classified as supraventricular tachycardia (SVT) and withheld
therapy, and logs of up to several hundred episodes to capture episodes when the stored
EGM memory capacity of the device is exceeded. In addition to the information stored

Jeff Gillberg
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directly related to cardiac tachyarrhythmias and ICD therapies, ICDs may store important
diagnostics such as patient’s activity, heart rate variability, atrial and ventricular EGM
amplitude, and information on device self-checks such as pacing thresholds, lead impedance,
and battery voltage.

The rich information available in ICD recordings has provided clinicians, scientists,
and engineers with a wealth of knowledge that continues to result in improvements to
ICD therapy. This chapter presents some of the lessons learned from ICD recordings
regarding cardiac tachyarrhythmias and ICD therapies over the past decade. In the first
section, we present some additional background information to familiarize the reader with
ICD recordings, and in particular, the cardiac electrogram. In the remaining sections,
we discuss lessons learned using ICD recordings from appropriately treated ventricular
tachyarrhythmia episodes, inappropriately treated ICD episodes (including supraventricular
tachyarrhythmias), and appropriately treated atrial tachyarrhythmia episodes.

ICD Electrograms

EGMs are recordings of the potential difference between two implanted electrodes over time.
This is analogous to the surface electrocardiogram (ECG), but because EGMs are recorded
from implanted electrodes, their appearance can be quite different depending on the location
of the implanted electrodes and their proximity to cardiac tissue. An implanted ICD system
will have multiple electrodes located in several positions in the heart, with EGMs measured
between various pairs of electrodes or between individual electrodes and the ICD housing or
“can.” Near-field EGMs are measured between closely spaced bipolar pairs of electrodes on
leads in the heart. Typical amplitudes of near-field EGMs are approximately ten times the
amplitude of surface ECG signals (5–20 mV for ventricular near-field EGMs and 1–3 mV
for atrial near-field EGMs). Near-field EGMs tend to have higher frequency content and
accentuate the local wavefronts of depolarization and repolarization that pass the electrode
at the tip of the lead, and thus are relatively immune to non-local cardiac or extracardiac
signals. Exceptions to this may occur due to several factors, including wider bipolar electrode
spacing, unfavorable electrode locations, and large non-local potentials that may increase
the relative amplitude of non-local activity seen on the near-field EGM (e.g., ventricular
depolarizations on the atrial near-field EGM and diaphragmatic myopotentials on ven-
tricular near-field EGM).3,4 Because of their relative immunity to non-cardiac potentials,
ICD circuits process near-field EGMs to perform sensing (i.e., to determine the timing of
cardiac depolarizations) in order to provide the most accurate rate estimates for automatic
therapy decisions.5 Far-field EGMs in an ICD system are measured from the defibrillation
electrodes and are recorded for diagnostic purposes or for automatic morphology analysis
during the tachyarrhythmia detection process.6,7 The amplitude of far-field ventricular
EGMs is typically 2–15 mV when one of the electrodes is the right ventricular coil. When
both electrodes are relatively distant from the ventricular chamber (e.g., superior vena cava
(SVC) coil to can), signal amplitudes are dramatically reduced and more similar to the
amplitudes of surface ECGs (i.e., 0.5–2 mV). Far-field EGMs tend to have lower frequency
content than near-field signals and are more similar in appearance to the surface ECG
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since they provide a more global view of cardiac depolarization/repolarization. Far-field
EGMs are also more susceptible to recording extracardiac potentials (e.g., myopotentials
are frequently apparent on far-field EGMs in signals with the ICD housing as one of the
electrodes).8 Figure 1 presents an X-ray of a typical single chamber ICD with example
near-field and far-field EGM recordings during spontaneous tachycardia.

Interpretation of ICD Recordings

The interpretation of ICD recordings is ideally done in conjunction with patient-specific
clinical data (e.g., age, cardiovascular history, arrhythmia history), along with knowledge
of patient activities and symptoms at the time of the ICD recorded event. Although there
are still circumstances where patient-specific clinical information is helpful, the addition of
EGM signals to ICD recordings provides valuable information to allow for highly accurate
interpretations of proper device function as well as arrhythmia diagnosis. In one of the
earliest reports on the use of ICD recordings to diagnose arrhythmias leading to ICD
shock, Hook and Marchlinski9 analyzed ventricular rate, regularity, and EGM morphology
compared to baseline to determine the cause of ambulatory shocks in three patients. A study
of 241 ICD patients demonstrated that unnecessary ICD shocks could be diagnosed more
often with ICDs having stored EGM capability than by Holter or telemetry monitoring in
patients having devices without stored EGMs.10 Using the criteria described by Hook,
Callans et al.11 demonstrated that qualitative analysis of near-field and far-field EGM
recordings can discriminate between ventricular tachycardia (VT) and SVT for 91–94%
of VT episodes. The errors in rhythm diagnosis using EGMs can be attributed to several
factors, including changes in cardiac conduction (e.g., bundle branch block),12 idiopathic
changes in EGM morphology during normally conducted SVT,13 lack of EGM morphology
change during VT, and EGM morphology changes after ICD shock.14 Despite these potential
limitations, the analysis of ICD recordings is used to adjust medical therapy or ICD
programming to achieve significant reductions of inappropriate ICD therapy.15 The atrial
EGM information in dual chamber and cardiac resynchronization ICDs has further improved
the diagnostic accuracy of ICD recordings by providing a direct measurement of atrial
activation for rhythm interpretation.16,17

Figure 2 depicts the decision process for analyzing a typical ICD recording from a
detected tachycardia episode. Since patient-specific clinical data are often not complete,
experts rely heavily on the ICD recording to determine the rhythm diagnosis. All tachycardia
detection algorithms utilize the measured rate (or cardiac intervals) as a foundation;
therefore, the first step is to verify appropriate sensing by the device to ensure the rhythm
detected was truly a tachycardia and not caused by oversensing of physiologic or non-
physiologic signals, causing the measured heart rate to be higher than the actual heart rate.
The EGMs are inspected and correlated with the sensing markers and/or the measured
rate. As shown in Fig. 2, appropriate sensing can be confirmed by ensuring the device
marker is associated with only true cardiac depolarizations (Fig. 2a) and that no extra
sensing markers are associated with non-depolarization EGM waveforms (as in Fig. 2b
which shows oversensing due to a compromise in the right ventricle (RV) tip or RV ring
conductor in the ICD lead). Once the presence of a tachycardia is confirmed, the EGMs,
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ICD Recording

• Electrograms
• Intervals/markers
• Time/date
• Long term trends

Clinical Data

• Clinical History
• Spontaneous arrhythmia history
• Activity/Symptoms (time/date)

Tachycardia No Tachycardia

(atrial or ventricular

oversensing)

RV tip-

RV ring

RV coil-

Can

RV tip-

RV ring

RV coil-

Can

a b

Classify the tachycardia

(see Table 1)Marker Marker

200 ms 200 ms

Figure 2: The decision process for analyzing a typical implantable cardioverter-defibrillator
(ICD) recording from a detected tachycardia episode. (a) shows appropriate sensing is
confirmed by correlating the depolarizations in the EGM with the sensing markers. (b)
shows an event recording during oversensing (extra sensing markers not associated with
true ventricular depolarizations) due to a compromise in the right ventricle (RV) tip or RV
ring conductor in the ICD lead

device markers, and measured intervals are analyzed to “classify” the tachycardia according
to established criteria. Since no single criteria alone is definitive, experts will weigh the
evidence from several different criteria including EGM morphology, rate, regularity, and atri-
oventricular association to make a final determination of tachycardia classification.15,18,19

Table 1 presents a summary of the published criteria for EGM analysis for the purpose of
adjudicating ICD detected tachycardia episodes.

Lessons Learned from ICD Treatment of
Ventricular Tachyarrhythmias

Incidence of Ventricular Tachyarrhythmias

The application of ICD therapy for reducing sudden cardiac death has also allowed the
characterization of tachyarrhythmias in a large number of subjects. Examining ICD record-
ings from treated arrhythmias illustrates the therapeutic role played by the device. Because
the characteristics of patients receiving ICDs have undergone dramatic shifts over time,
the incidence of various tachyarrhythmias cannot be captured by any one study. The initial
patients who received ICDs were survivors of sudden cardiac death who were unresponsive to
drug treatment. ICDs were a therapy of last resort. The current patient population comprises
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a combination of indications for ICD therapy, and a large number have no history of cardiac
arrest or ventricular tachyarrhythmia. Examining the tachyarrhythmia incidence in studies
that led to major changes in ICD indications provides a sense of what ICDs encounter in
the most common clinical applications.

The Antiarrhythmics Versus Implantable Defibrillators (AVID) trial established ICDs as
superior to antiarrhythmic drugs for improving survival in patients with documented serious
arrhythmias.20 This result changed ICDs from a therapy of last resort to a first-line therapy
against sudden cardiac death. The patients in the AVID trial are currently described as
“secondary prevention” patients. These are patients for whom the ICD is prescribed for
ventricular fibrillation (VF) or for ventricular tachycardia (VT) and syncope or for VT in
the setting of depressed cardiac function and symptoms. There were 216 patients with prior
VF and 276 patients with VT-related reasons for therapy who were studied for an average
of 31 months.21

These two groups (VF or VT history) in the study exhibited different distributions of VT
and VF, but VT rhythms were encountered in a significant portion of the VF group. Eighty-
nine subjects (20%) had at least one episode of VF treated, and 230 subjects (54%) had
at least one treated VT episode. Thus, monomorphic VT (MVT) was the most commonly
treated rhythm both in the number of patients treated for it and in the total number of
episodes observed during the study. Arrhythmia history predicted differences in arrhythmia
incidence. Patients were more likely to be treated for the tachyarrhythmia that caused them
to receive their ICD. Subjects from the non-VF group were more than twice as likely to
have subsequent VT (74% vs. 30%), while the group with prior VF was more likely to have
VF (28% vs. 18%). Surprisingly the proportion of patients in both groups that were treated
for both VT and VF was not significantly different (∼ 18%).

After AVID, ICD usage was further expanded to a new class of patients determined
for the purpose of “primary prevention”. These patients are treated with ICD therapy
because of clinical characteristics that place them at high risk of sustained tachyarrhythmias
and sudden death. The role of the ICD is to stop the first occurrence of a serious
tachyarrhythmia. This is in contrast to secondary prevention patients for whom a significant
tachyarrhythmia has already been observed. The primary prevention patient profile evolved
through a series of studies that applied ICD therapy for increasingly expanded clinical
conditions. A key condition of all primary prevention indications is reduced ventricular
function. This is determined by measuring the left-ventricular ejection fraction (LVEF).
LVEF is the volume of blood ejected from the left ventricle by a contraction divided by
the volume just prior to contraction expressed as a percentage. The LVEF that defined
reduced function in primary prevention studies ranged from 30 to 40%. Reduced function
in conjunction with other clinical aspects has been used to identify patients who could
benefit from prophylactic ICD therapy.

Two key primary prevention trials are the Multicenter Automatic Defibrillator Implan-
tation Trial (MADIT) and the Multicenter Unsustained Tachycardia Trial (MUSTT). There
are subtle differences in the details between the patient populations, but both studies
found ICD therapy significantly improved survival in their populations. These patients
all had coronary artery disease, reduced ventricular function, asymptomatic, unsustained
ventricular tachycardia, and had VT or VF induced during an electrophysiology study. After
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the success of ICD therapy in MADIT and MUSTT, an additional trial, the Multicenter
Automatic Defibrillator Implantation Trial II (MADIT-II) established a further expansion
of the primary prevention indication. The patients in MADIT-II received ICDs on the basis
of having a prior myocardial infarction and an LVEF ≤ 30%, removing the requirement to
demonstrate that VT or VF can be induced during an electrophysiology study. MADIT-II
ICD diagnostic data demonstrated that as patient populations had expanded, VT had
remained the most commonly treated tachyarrhythmia.22 In the MADIT-II ICD cohort,
169 patients of 719 received an appropriate ICD therapy. The first appropriate therapy in
the population was dominated by VT, with 82% of patients having the first appropriate
therapy for VT. The remaining 18% had a first therapy for VF.

The PainFREE Rx II study, roughly 4 years after AVID, enrolled both primary and
secondary prevention patients and provided an example of arrhythmia incidence in a
combined population.23 There were 334 secondary prevention patients and 248 primary
prevention patients enrolled in the study. There was no significant difference in the distrib-
ution of VT, Fast VT (FVT, VT with cycle length < 320ms), and VF between the primary
and secondary prevention groups based on episode classification from 191 patients with
true ventricular arrhythmias. In the primary prevention population, 14% of the detected
ventricular arrhythmias were VF, while 10% of the secondary prevention arrhythmias were
VF. The FVT rhythms accounted for 35% of the ventricular arrhythmias in both populations
while the remainder was VT.

The most recent expansion in primary prevention patients resulted from the Sudden
Cardiac Death in Heart Failure Trial (SCD-HeFT). There were 829 subjects in the ICD
therapy arm and the only criteria for ICD therapy were New York Heart Association
(NYHA) class II or III; chronic, stable congestive heart failure; and an LVEF ≤ 35%.24

There were 177 patients who received shock therapy for VT and/or VF: 109 patients had
therapy for VT, and 68 patients received VF therapy.25 In this expansive new primary
prevention patient population VT is still a dominant rhythm, but the gap between VT and
VF rates in terms of number of patients is less than in prior studies. It remains to be seen
in reports of the episode incidence if the gap also narrows between the rates of VT and VF
episodes.

Consistently across the general ICD patient populations, the device is more likely to
treat VT than VF. This has held up across all of the expansions of the main indications
for ICD therapy. The most recent expansion of ICD indication, the SCD-HeFT population,
showed a greater percentage of patients with VF than prior studies. Despite this shift, VT
still represents a majority of episodes. There are other less common indications for ICD
therapy, such as long QT syndrome, that do have different arrhythmia distributions. But
in a general ICD population, VT remains the most common tachyarrhythmia.

Therapy Efficacy and Failure Modes

ICDs are the practical embodiment of many aspects of electrotherapy. They combine low-
energy pacing stimulation and high-energy countershock therapy in the treatment of VF and
VT. The ICD has provided successful therapy for the reduction of sudden cardiac death
in a number of different patient populations.20,24,26 It was not obvious that implanted



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 579 of 635 October 10, 2008 17:33

Lessons Learned from Implantable Cardioverter-Defibrillators Recordings 579

devices capable of automatically delivering electrical therapy would be an effective mode of
treatment. ICD diagnostic information has been used to establish the role of ICDs in clinical
medicine and has guided improvements in the practical application of electrotherapy. It has
illustrated how electrotherapies fail in ambulatory use and highlighted where those failure
modes agree or differ with laboratory evaluations. In some cases ICD diagnostics have
revealed aspects of therapy that cannot be observed in the laboratory.

Therapy Efficacy: Defibrillation

The defibrillation shocks delivered by ICDs were optimized through acute experiments, while
diagnostics had an insignificant role. The most important improvement in ICD therapy
was the development of the biphasic defibrillation shock waveform. Biphasic waveforms
reduced the energy requirements for successful defibrillation, allowing pectoral implant of
the ICD and the use of transvenous shocking electrodes. This was a vast improvement over
abdominally implanted ICDs with epicardial patch electrodes. ICD diagnostics confirmed
the system’s defibrillation efficacy during ambulatory use.

The first pectoral-endocardial ICD system delivered successful defibrillation therapy
in the ambulatory setting for 99% of the detected spontaneous fibrillation episodes.27

The high rate of successful defibrillation has been maintained across the different patient
populations, including the typical ICD patient population, comprising both primary and
secondary prevention patients.28 Although the overall efficacy of defibrillation by ICDs is
high, reviewing ICD recordings shows that the ability to provide multiple shocks in an
episode of VF is of vital importance for overall defibrillation efficacy. For example, in the
PainFREE Rx II trial the first defibrillation shock was set to 10 J more than the defibrillation
threshold measured at implant. This shock energy succeeded in 87% of the first shocks for
VF.29 The subsequent shocks were at the full output capability of the device; an example
of a multiple-shock episode is shown in Fig. 3. None of the episodes where the first shock
failed required more than three additional shocks to convert. The overall shock efficacy was
100%. The most recent shock performance reporting is from the Low Energy Safety Study
(LESS).28 The full-output capability of the device resulted in a first shock defibrillation
success rate of 97%. This was compared to programming the first shock of the device to a
rigorous defibrillation threshold measurement (DFT++). DFT++ also resulted in 97% first
shock success. In LESS, the overall efficacy of defibrillation, including multiple attempts,
was 100%.

In addition to verifying programming strategies and corroborating acute study results,
ICD diagnostics motivated important improvements for automatic shock delivery algo-
rithms. Initial ICD designs were committed to shock delivery once VF was identified
because of concerns that EGM amplitude during VF might become too small for accurate
device detection. However, diagnostic data showed high rates of spontaneous termination of
detected episodes during the capacitor-charging phase of therapy delivery.30 EGM amplitude
was also robust enough for accurate device rhythm classification during extended durations
of VF. This combination of factors has lead to extending the amount of time required for
tachycardia detection before classifying a rhythm and changing shock delivery algorithms
to reconfirm the presence of the tachyarrhythmia after charging.
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Figure 3: Example of multiple shocks to convert spontaneous ventricular fibrillation (VF).
The three sections proceed from top to bottom. The upper electrogram (EGM) trace is
measured from the shocking coil to the implantable cardioverter-defibrillator (ICD) can;
the lower trace is the near-field sensing EGM. The intervals measured by the device from
the Vtip-Vring EGM are given in milliseconds. “CD” markers indicate shock delivery with
delivered energy measured by the device below the marker. The successful second shock
was at the 30 J full-output capability of the device
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When it comes to the survival of patients with ICDs, its high efficacy makes it difficult
for any single study to reflect aspects of ICD therapy needing improvement. An analysis by
Mitchell et al.31 used patient data from a number of trials over a 5-year period to determine
why some ICD patients still suffer sudden cardiac death. There were 90 deaths categorized
as “sudden cardiac,” of which the cause could be assigned for 68. The majority (81%) of
these sudden deaths began with VT or VF. The reasons for therapy failure were a mix
of technical failures or clinical conditions. Technical failures were VT or VF falling into
the therapeutic programming of the device but with no device response or persistence of
VT/VF after a therapy delivery that was not recognized by the device. The clinical scenarios
included exhaustion of the maximum number of shocks without terminating VT/VF or
incessant VT/VF that was appropriately detected and effectively treated by the ICD but
immediately returned to arrhythmia (Fig. 4 is an example). A unique clinical failure is post-
shock electromechanical dissociation (EMD), in which the device restores a normal electrical
rhythm but not sufficient mechanical function. The dominant mode of sudden cardiac death
was post-shock EMD (20 cases), followed by the inability to terminate the arrhythmia (17
cases), and incessantly recurring VT/VF (9 cases). It may be just as important for future
device therapies to avoid or correct post-shock EMD as it is for improved shock efficacy
when looking to increase the ability of devices to reduce sudden cardiac death.32

Therapy Efficacy: Cardioversion

The use of cardioversion therapy, where the shock is synchronized to the depolarization of
the ventricles, to terminate ventricular tachycardia provides efficacy similar to defibrillation
therapy.33 There are notable differences in the factors affecting efficacy. During fibrillation or
polymorphic VT (PVT) the preshock state of the heart is more complex than in tachycardia.
This deemphasizes the role that synchronization of shock delivery plays in defibrillation
efficacy and increases the amount of energy required for effective therapy. However, for
monomorphic VT, the state of the heart is simpler, and timing effects influence both
the necessary energy to terminate the rhythm and the incidence of unfavorable shock
failures such as acceleration or disruption of the VT to VF (shown in Fig. 4).34,35 Shocks
delivered late in relation to the onset of the surface ECG R wave have a better efficacy and
lower acceleration rate than those delivered early.36 This pronounced role for timing may
explain the inability to terminate VT with full-output cardioversion observed in some cases.
Cardioversion shock delivery by ICDs is synchronized to an intracardiac bipolar EGM. This
will have a variable relationship to ECG-based shock timing and will not be the optimal
time for all VTs.

Shock therapy in the ambulatory setting, where patient circumstances are uncontrollable,
can have other unexpected results. Energy-dependent effects have also included a situation
where higher energy shocks (24 J) would consistently convert a fast VT to a slower VT,
but treating the fast rhythm with a 3 J shock reproducibly converted to sinus rhythm.37

Additionally, high-energy shocks will sometimes result in either a brief self-terminating
tachycardia or a new sustained ventricular tachycardia.38–40
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Figure 4: Patient death recorded by implantable cardioverter-defibrillator (ICD) diagnos-
tics. The top signal is the atrial near-field electrogram (EGM). Atrial intervals for intrinsic
events (“AS” or “AR”) and paces “AP” are above the marker line. The second signal is
the shock coil to ICD can EGM. Ventricular intervals are measured from the rate-sensing
bipolar EGM (not shown) and are below the marker line. Markers ending in “P” are pace
events, while the remainder are intrinsic events except for “CE” for end of charging, and
“CD” for charge delivered (i.e., a shock). A number of individual episodes were recorded by
the device, which demonstrates continued reinitiation of the tachyarrhythmia. In this series,
a cardioversion therapy accelerates ventricular tachycardia (VT) to ventricular fibrillation
(VF) (a). The VF was successfully terminated, but arrhythmias continued to reinitiate after
successful therapies. In (b) a spontaneous VF is converted but resumes after a few pacing
cycles. The recording ends, as the EGM amplitude is too small to be detected by the device.
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Therapy Efficacy: Antitachycardia Pacing

In addition to terminating rhythms by high-voltage shocks, ICDs are also capable of ter-
minating tachyarrhythmias by pacing-strength stimulation. Antitachycardia pacing (ATP)
works through the extinguishing of reentrant activity by overdrive pacing. By pacing faster
than the tachycardia rate, the activations driven from the pacing site capture increasing
areas of the ventricles. If the reentrant circuit is entered by paced activations and is driven
to an unsustainable rate, the resulting conduction block terminates the tachycardia.41

However, ATP is ineffective for polymorphic tachycardias and fibrillation.42 ATP therapy
can be applied using many different algorithmic methods that set the timing of each pacing
pulse.43,44 ICD diagnostics have played a vital role in understanding the different aspects
of ATP therapy and in broadening its application.

Specialized pacemakers, not ICDs, were the first devices to apply automatic ATP.45

However, like shock therapies, ATP has a number of possible failure modes. It can fail to
terminate the tachyarrhythmia or only slow the tachycardia rate. ATP can also accelerate
the rhythm to a faster tachycardia or fibrillation (see Fig. 5 for an example). Acceleration
failures resulting in lethal rhythms indicated that shock backup was needed for automatic
ATP devices. Thus, ATP for ventricular tachyarrhythmias is now exclusively delivered by
ICDs.

The efficacy of ATP for monomorphic ventricular tachycardia (MVT), the predominant
rhythm treated by ICDs, is the same as low-energy cardioversion.46 In recent large studies,
ATP efficacy for MVT was approximately 90%.35,47 The rate of ATP failures that result
in acceleration of the rhythm is related to ATP aggressiveness, the amount by which the
tachycardia is overdriven.44 In studies using predominantly burst pacing (single-cycle length
stimulation trains) at 88% of the tachycardia cycle length, acceleration ranged from 2 to
3% of treated episodes.

The initial ICD trials proved ATP was a reliable therapy option and established that
ATP success in the laboratory setting carried over to the ambulatory setting.48 Many of the
major events that drove increased ATP utilization would not have been possible without
ICD diagnostic data. The first major expansion in ATP use was triggered by findings that
ATP efficacy was not completely predicted by induced tachycardia efficacy. A patient could
benefit from ATP without having demonstrated successful ATP in the laboratory. This
also meant that tailoring ATP parameters based on laboratory testing was not required,
and empirically programmed parameters were sufficient.49 Another limitation of laboratory
studies of ATP was demonstrated by the discovery that ATP efficacy for spontaneous MVT
exceeds the efficacy for induced MVT in the laboratory.50,51 A partial explanation for these
findings came from examination of ICD electrograms of both induced and spontaneous
episodes. It was found that the MVT induced in the laboratory for a patient was often
different from the tachycardia EGM morphology of the ambulatory episodes (see examples
in Fig. 6).52

The large proportion of rapid MVT (> 200 bpm) observed in ICD diagnostics, coupled
with the efficacy of empirically programmed ATP, motivated an investigation of the applica-
tion of ATP for rapid MVT.42 Prior programming strategies reflected concerns that syncope
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and related morbidity would increase if ATP was attempted for rapid tachyarrhythmias,
either due to greater acceleration or a cycle-length dependent efficacy. Therefore, cardiover-
sion was considered the appropriate first therapy for rapid tachyarrhythmias.33 To develop a
new strategy, previous ICD studies of ATP were analyzed, and a conservative ATP algorithm
was developed that attempted to balance efficacy with acceleration risk. The algorithm used
88% of the tachycardia cycle length as the pacing cycle and delivered an eight-pulse train.
The efficacy of this ATP algorithm for rapid VT was about 75% (an example episode
is shown in Fig. 7) and carried no additional risk of syncope or acceleration compared to
using cardioversion for the initial therapy.35,42 As ICD indications have expanded, this ATP
algorithm has continued to demonstrate 75% efficacy for rapid MVT.47

The ability of ATP to successfully terminate so many of the rhythms encountered by
ICDs is encouraging for painless treatment of patients. However, given the high incidence
of MVT over the course of a patient’s life with ICD therapy, even an average efficacy of
90% will not eliminate painful shock therapy for MVT. This should motivate the continued
evolution of ATP. Other ICD advancements have targeted increasing the overall utilization
of ATP. Devices that attempt ATP during the charging phase of high-voltage therapies have
been introduced.53 Beyond the technical considerations, additional evolution of ATP will
require addressing factors discovered through ICD diagnostics, such as the reduced efficacy
of ATP linked to elevated heart rates prior to tachycardia.54 From a utilization and impact
perspective, the painless termination of ventricular tachycardia must be considered the most
successful electrical therapy developed for these arrhythmias.

Investigating the Causes of Tachyarrhythmia

The data from continuous rhythm monitoring provided by ICDs added a new tool for
investigating how spontaneous arrhythmias occur. Prior to ICDs, data on spontaneous
arrhythmias came from wearable ECG systems. Holter monitors, worn for a day or two,
provided continuous recordings, but capturing a tachyarrhythmia was rare. ICDs have
substantially increased the longitudinal observation of arrhythmia incidence. Additionally,
the population of ICD patients has significantly increased over time, providing a large pool
of subjects. Many diagnostic evaluations were first performed on Holter data, and then
the same techniques were applied to ICD data. As ICD memory capacity increased, novel
analyses have been developed.

A simple piece of information about a tachyarrhythmia is when it occurs. Analyses of
sudden cardiac death patterns illustrated a circadian variation, with more deaths reported
in the morning and during the rest of the day.55 These findings were considered strong, but
limited by the bias from having observers reliably relate the time of death. A number of ICD
studies have demonstrated similar circadian variation in the genesis of tachyarrhythmias in
different patient populations.56–63 Each analysis documented a circadian variation in the
occurrence of ventricular tachyarrhythmias where arrhythmia incidence was significantly
higher during the day than at night. Many reports point to the hours between 6:00 A.M.
and 12:00 P.M. as the region of peak arrhythmia density.56,58–60,62,64,65 The nonuniform
distribution of arrhythmias favoring the waking hours confirmed a strong relationship
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between sympathetic autonomic activity and the initiation of tachyarrhythmia, potentially
leading to sudden cardiac death.

The link between sympathetic autonomic tone and tachyarrhythmia has also been
suggested as an important contributor to the annual variation in the occurrence rate of
tachycardia recorded by ICDs.66 Winter had the highest mortality rate. Treatment with
ICD therapy significantly lowers mortality during the highest-risk season of the year. An
analysis using temperature effects showed that thermal extremes also increase the detected
arrhythmia rate.57 Taken together, these studies again demonstrate the link between periods
of high sympathetic excitation and an increased rate of arrhythmia. These investigations
have provided strong evidence for the theory that the bulk of sudden cardiac deaths are
caused by tachyarrhythmias.

The transition from normal rhythm to tachyarrhythmia is often captured by ICDs,
providing a view into what happens in the 10–20s prior to the arrhythmia. The stored EGM
and cardiac interval information allows the identification of premature ventricular complexes
(PVCs) and other rhythm abnormalities. Additionally, the type of tachyarrhythmia (such as
MVT or PVT or VF) can often be identified, including cases where the rhythm transitions
between types. The bulk of the analyses on patterns of initiation have been performed
using data from single-chamber ICDs. Without information on the atrial activity it can be
challenging to determine whether a premature complex is a PVC or a conducted premature
atrial complex. Another challenging aspect to the analysis of initiation is identifying if
the complex at the initiation of a tachycardia has the same or different morphology
as the rest of the tachycardia. Despite these limitations the large number of subjects
with ICD diagnostics allows statistical analyses to characterize how tachyarrhythmias
start.

PVCs, pauses, and short-long-short (SLS) sequences were associated with the onset of
arrhythmias by a number of analyses of the initiation of tachyarrhythmias.58,67–70 The most
common initiation pattern is a late-coupled PVC (i.e., a PVC with a cycle length greater
than half of the preceding normal cycle). Late-coupled PVCs have been reported for up to
85% of episode initiations.70 The SLS sequence was thought to be associated with PVT, but
ICD studies showed it was prevalent in the initiation of both MVT and PVT. SLS initiation
ranged from as little as 2% to as much as 25% of the recorded episodes.67,70 Methodologies
and classifications are not uniform between studies, making comparisons difficult. Studies
that use an additional category of “sudden onset” give different results. Sudden onset is
defined as the first beat of a tachyarrhythmia having the same EGM morphology and cycle
length for the initial late-coupled beat as the rest of the tachycardia. Examples of all of
these patterns are shown in Fig. 8. Sudden onset is the initiation in about one quarter
of the episodes in these studies. SLS remains similar in proportion, but the extrasystolic
initiations, while still dominant, are reduced.58,69 The relative proportions are found to
vary little across different disease states, although PVT has been associated with more
early coupled PVCs and SLS sequences than MVT. Within each patient, a common finding
across studies is that the initiation sequence is very consistent. Roughly 80% of patients
have an exclusive mode of tachyarrhythmia onset.
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Figure 8: Examples of ventricular tachyarrhythmia onset patterns. Each frame is identified
by letter, and the layout is the same for all frames: near-field sensing electrogram (EGM) is
the top trace, shock coil to can is the second trace, and each square pulse is 2-mV high and
200-ms wide. The annotations ending with “P” are pacing, all other events are intrinsic. (a)
Short-coupled premature ventricular complex (PVC) at 330 ms (0.47 prematurity) initiates
ventricular tachycardia (VT) at 230 ms. The complex immediately before the PVC is
identical to sinus rhythm and is at the sinus cycle length of 700 ms. (b) A pause started
by a PVC is terminated by a rate-smoothing pace followed by ventricular fibrillation (VF).
(c) Late-coupled PVC at 540 ms (0.81 prematurity) initiates VT. (d) Sudden onset of VT,
unlike the late-coupled initiation, the first complex is very similar to the VT and the first to
second VT complex interval of 270 ms is nearly identical to the 260 ms VT cycle length. (e)
Short-long-short initiation of PVT by a short coupled PVC at 410 ms followed by 940 ms
pause and a short interval of 390 ms.
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Devices themselves introduced new types of arrhythmia onset into analyses. The brady-
cardia pacing support functionality of ICDs interacts with the intrinsic rhythm at the onset
of some tachycardias, as shown in Fig. 8b. Sometimes the pacing delivered by the device is
inappropriate due to failure to sense intrinsic activity. Inappropriate pacing has the ability
to initiate both VF and VT,69 but pacing that is appropriate to provide heart rate support
has also been associated with the initiation of tachycardia.69,71 Regardless of the mode used,
pacing can produce (or at least allow) the same SLS sequence seen prior to tachycardia.72

In addition to activation patterns created by pacing, a subject could be vulnerable to pace
stimulation itself. Although pacing as a cause of arrhythmia can only be inferred from
the retrospective view provided by ICD diagnostics, there has been at least one controlled
study that found that in a cohort of 150 consecutive patients, 13 (8.6%) had arrhythmias
where the onset was only pacing related. Using a crossover trial design where subjects were
randomized between 60 bpm and pacing deactivated, it was shown that arrhythmias in these
patients only occurred during the active pacing periods.73

Despite extensive review of patterns of onset, the findings of ICDs have been strong
confirmation of prior knowledge from Holter studies, not new observations. The dominance
of PVC-initiated arrhythmias demonstrates the potential for these events to cause arrhyth-
mias. However, the same coupling intervals and morphologies are observed in nonarrhythmic
recordings as well. The initiation of tachycardia is multifactorial, and short-term triggers are
only a part. Additional work that moves beyond the immediate rhythm aspects is needed.

As ICD memory increased, the ability to store thousands of cardiac intervals prior to the
detection of a tachyarrhythmia added to the available data. This opened up the evaluation
of the autonomic system with heart-rate variability (HRV) analysis. A number of different
HRV measures have been applied to ICD interval recordings. The results of standard linear
system measures of HRV, both frequency and time domain, have been mixed. Some studies
report significant changes in the HRV signals suggestive of sympathetic dominance prior to
tachycardia,74–76 while others have reported no changes in the HRV signal.77–80 Evidence
for increased sympathetic modulation, while inconsistent in HRV analysis, is supported by
the consistent appearance of increased heart rates prior to many tachyarrhythmias.81,82

The introduction of nonlinear methods for analyzing HRV, such as symbolic dynamics,
detrended fluctuation analysis, and fractal self-similarity measures,74,80 are less thoroughly
reported, but have shown significant initial results. Some of the new techniques are capable of
using shorter time series than the traditional HRV measures and focus on different aspects
of heart rhythm modulation. This may make them better suited to tracking arrhythmia
risk in more detail. None of these methods have yet to undergo prospective evaluation in
an ICD-based study and therefore their performance as predictors of tachycardia remains
unknown.

As ICD EGM storage continues to increase, analysis of the EGM, rather than cardiac
intervals, is expected to provide more information regarding the genesis of arrhythmias.
ICD EGMs have already demonstrated QT interval changes prior to tachycardias.83 Addi-
tionally, ICD EGMs have been shown to provide sufficient information for T-wave alternans
analysis.84,85 The ability to combine EGM-derived information with heart rate dynamics
may increase the ability to identify the periods where arrhythmia risk is highest. In the
future sufficient information may provide for the guidance of preventative therapies.
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Lessons Learned from Inappropriately
Treated ICD Episodes

The fundamental clinical goal for an ICD is to prevent sudden cardiac death. This requires
ICD sensing and detection algorithms to achieve high sensitivity for VT/VF detection,
often at the expense of rhythm misclassification and therapy being delivered for non-
VT/VF events. Investigators have reported that 10–40% of patients in clinical studies
experience inappropriate ICD therapy, depending on patient population, study duration,
and ICD detection programming.23,34,86–89 The clinical consequences of inappropriate ICD
therapy vary, but in the worst cases can result in proarrhythmia,90,91 reduced patient
quality of life, and significant psychological consequences. Reduced quality of life is espe-
cially associated with frequent appropriate or inappropriate ICD shocks.92–94 Analyses
of inappropriately treated ICD episodes have revealed that the most common reasons
include rapidly conducted SVT, such as atrial fibrillation and sinus tachycardia, detection
of nonsustained VT, and ventricular oversensing.89,95,96 Clinicians have a variety of options
for reducing the likelihood of inappropriate ICD therapy, including reprogramming the
detection and therapy parameters available in the ICD, prescribing adjunctive medical
therapy (e.g., beta-blockers to control rate during SVT), and invasive procedures to modify
ICD system hardware (as a last resort).19 The sections that follow present more detail
on each of the three major causes of inappropriately treated episodes observed from ICD
recordings.

Inappropriate Detection Due to Oversensing

ICD sensing circuits are designed to be highly sensitive so that low amplitude EGM
waveforms during fibrillation can be sensed adequately.5 As a result, oversensing of cardiac
and noncardiac signals in ICDs occurs and is one of the major sources of inappropriate ICD
therapy. Oversensing on the ventricular sensing channel of an ICD (ventricular oversensing)
causes inappropriate VT/VF detection due to overestimation of the true cardiac rate.
Oversensing on the atrial sensing channel (atrial oversensing) may lead to failures of dual
chamber SVT discriminators to properly withhold VT/VF detection during SVT. Ventric-
ular oversensing is generally a much more serious clinical concern than atrial oversensing,
as it is more likely to result in inappropriate ICD therapy. Analyses of long-term studies of
chronically implanted ICDs have reported that 7–11% of all ICD-detected VF episodes were
due to ventricular oversensing of the intrinsic rhythm.95,97 The most commonly reported
sources of ventricular oversensing include T-waves, sensing lead fractures, diaphragmatic
myopotentials, and electromagnetic interference, with P-wave oversensing and double-
counting of R-waves reported less frequently.4,19,95,97–105 Figure 9a shows an example of
an ICD recording with T-wave oversensing resulting in inappropriate detection and ATP
therapy. In this case, the T-wave oversensing resulted in inappropriate ICD therapy that
was proarrhythmic, inducing polymorphic VT that was promptly terminated by the device.
Figure 9b–d present ICD recordings from ventricular oversensing episodes caused by lead
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Vtip-Vring

Marker

(1mV)

(1mV)
RV coil-can
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Anti-Tachycardia Pacing

200 ms

Figure 9: Implantable cardioverter-defibrillator (ICD) recordings from ventricular oversens-
ing episodes. Tracings are Vtip-Vring (top), right ventricle (RV) coil-can (middle), and
device markers for all panels. Numbers are measured intervals in milliseconds. (a) T-wave
oversensing with inappropriate therapy and proarrhythmia (see text). (b) Ventricular over-
sensing due to lead fracture. (c)Ventricular oversensing due to electromagnetic interference.
(d) Ventricular oversensing due to myopotential noise

fracture (Fig. 9b), electromagnetic interference (Fig. 9c), and myopotential oversensing (Fig.
9d). Device reprogramming can sometimes correct ventricular oversensing due to T-waves,
P-waves, diaphragmatic myopotentials, or R-wave double-counting. However, in all cases of
sensing lead fracture and in some cases of oversensing caused by small R-waves, an invasive
procedure to replace/reposition the sensing lead is required.19
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Inappropriate Detection and Therapy Due to
Nonsustained VT/VF

ICDs detect tachyarrhythmias based on rate and duration. Detection durations are program-
mable in number of beats or in duration, depending on ICD manufacturer, with typical
nominal values ranging from 12 beats up to 3 s. If a detected tachycardia spontaneously
terminates during ICD reconfirmation (typically during or just after the device charges its
capacitors for high-voltage therapy), the ICD may or may not recognize that the tachycardia
has terminated. In some cases, PVCs, oversensing, and/or high intrinsic rates may “fool” the
ICD into believing that the tachycardia is still present, resulting in an inappropriate shock.
In a preliminary analysis of the shocks in the SCD-HeFT, Poole reported that nearly 3% of
all shocks delivered were for nonsustained VT.51 Wathen et al.35 reported that 34% of all
VTs faster than 320 ms terminated spontaneously after being detected using a programmed
detection duration of 18 beats, and Gunderson et al.30 has suggested that longer detection
durations may provide reduction in inappropriate detection and therapy for self-terminating
VT. ICD manufacturers have made some improvements to reconfirmation algorithms over
the years, including analysis of intervals during capacitor charging, to make algorithms
less prone to confirm the presence of tachyarrhythmia based on one or two fast intervals.
Figure 10 presents examples of two spontaneously terminating VT episodes, one that
received a shock due to premature ventricular contractions during the VT reconfirmation
period and one where an improved reconfirmation algorithm aborted therapy successfully.

Inappropriate Detection Due to Supraventricular Tachycardia

Special algorithms for discrimination of VT/VF and SVT with rapid ventricular rate are
incorporated into ICDs with the aim of reducing inappropriate detection and therapy.5,19,106

Clinically optimized combinations of ventricular rate, regularity, and onset information
initially formed the basis for single chamber ICD detection with the best SVT discrimi-
nation capability107,108 and are now combined with EGM morphology analysis methods
to further improve discrimination.7,109–111 Dual-chamber and cardiac resynchronization
therapy devices also incorporate information from the atrial EGM to improve the specificity
and sensitivity of VT detection. Explicit or implicit calculation of atrial rate relative to
ventricular rate, measures of atrioventricular association, and atrioventricular patterns
derived from the atrial timing measured relative to the ventricular timing can provide
additional detection specificity. Sensitivity for VT detection is improved by applying the
ventricular regularity or EGM morphology discriminators only when the atrial rate is
confirmed to be equal to or higher than the ventricular rate, eliminating false-negative
detection of obvious VT (when the ventricular rate is faster than the atrial rate).112,113

The high level of sophistication in discrimination algorithms is driven by the need for
ICDs to detect and treat life-threatening VT or VF under all circumstances, including
the challenging scenario of double tachycardia (simultaneous atrial and ventricular tach-
yarrhythmia), VT with 1:1 retrograde conduction, and sinus tachycardia that arises during
VT. Figure 11 presents examples of two challenging spontaneous tachyarrhythmias that
are appropriately detected despite SVT discriminators being enabled. The fact that SVT
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discrimination algorithms in ICDs maintain high sensitivity for VT/VF detection even in
these challenging scenarios leads to less-than-perfect performance in withholding unneces-
sary therapy for true SVT episodes. Studies have demonstrated that these algorithms can
reduce the number of inappropriately detected VT/VF episodes by 50–90% compared to
rate-detection alone, with negligible loss in sensitivity for VT and no loss in sensitivity
for VF.107,109–111,114–118 Analysis of ICD recordings has revealed that failures of SVT
discriminators for reducing inappropriate therapies can be caused by nonoptimal parameter
settings, implicit or explicit rate override criteria that do not allow discriminators to be
applied for very rapid SVT (typically faster than 180 bpm), and failures that are inherent
in a particular algorithm design.114,115,117,119 Figure 12 presents examples of successful and
unsuccessful operation of SVT discriminators.

Inappropriate ICD Therapies and Changing Patient Population

The high proportion of primary prevention patients now receiving ICDs seems to be
causing a relative increase in the prevalence of SVT versus VT in ICD patients, thus
lowering the positive predictive value of VT/VF detection compared to earlier studies
with secondary prevention patients. This has resulted in renewed concern for inappropriate
therapy (especially shocks) in ICD patients, since the shift in patient population has resulted
in a relative increase of inappropriate shocks compared to appropriate shocks. Despite
improvements in the specificity of SVT discrimination algorithms, recent prospective studies
with spontaneous tachycardias in ICD patients have reported positive predictive values for
VT/VF detection of only 60–70% for modern, optimized ICD detection algorithms.114,119

Studies such as the Primary Prevention Parameters Evaluation (PREPARE) trial are being
conducted in an attempt to reduce ICD morbidity caused by shocks through selecting opti-
mal ICD detection and therapy parameters that reduce overtreatment of self-terminating
tachycardias, improving discrimination of SVTs from VT/VF and maximizing the use of
antitachycardia pacing therapy to terminate tachyarrhythmias.120

Lessons Learned from Appropriately Treated
AT/AF Episodes

Over the past decade, much has been learned about the treatment of atrial tachycardias and
atrial fibrillation (AT/AF) from data collected by implantable devices. This section presents
some of the lessons learned regarding the use of stored EGMs to assess the performance
of devices designed to treat AT/AF and the efficacy of device-based therapies for the
management of patients with AT/AF.

Atrial Tachyarrhythmia Detection and Termination Accuracy

The foundation for all device-based treatments of AT/AF and its associated diagnostic
information is the ability to accurately and reliably detect the arrhythmia. Algorithms
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for detecting AT/AF must be designed for high specificity to avoid overtreatment of
nonsustained atrial tachyarrhythmias. The desired time course for automatic therapy
for atrial tachyarrhythmias may vary from several minutes to several hours, depending
on patient symptoms and acceptance of the therapies. This is in contrast to automatic
detection and therapy for ventricular tachyarrhythmias, which must be performed with high
sensitivity and within several seconds to avoid loss of patient consciousness and arrhythmic
death.

High specificity for AT/AF detection has been achieved by use of more sophisticated
detection algorithms, which incorporate atrial rate estimations with pattern-based algo-
rithms to recognize atrial tachyarrhythmias with higher atrial rate than ventricular rate
(e.g., >1:1 A:V pattern) and reject far-field R-wave oversensing on the atrial sensing channel.
These algorithms also include methods for discrimination of AT (organized atrial tachycar-
dia) from AF (atrial fibrillation, or disorganized atrial tachycardia). AT/AF discrimination
algorithms are important for guiding therapies, since AT rhythms are more likely to respond
to atrial antitachycardia pacing.

Early research efforts were directed at quantifying the detection accuracy so physicians
could be confident that devices were treating true arrhythmias and that the diagnostic data
provided by the device were valid. The performance of this rate and pattern-based AT/AF
detection algorithm was prospectively evaluated in 58 patients using a custom telemetry
Holter device to simultaneously record ECG and device markers for 24 hours. The results
of this analysis validated the continuous detection of AT/AF with a sensitivity of 100%
and a specificity of 99.9% (116 hours of AT/AF, 1,290 hours of non-AT/AF).121 Further
evaluation of AT/AF detection performance has been performed in prospective evaluations
of implanted devices, providing AT/AF therapy by analyzing the portion of EGM data
that is automatically stored for a limited number of episodes at the time of detection.
The positive predictive value of AT/AF detection has been reported to range from 95
to 99%, depending on the population studied.122,123 Figure 13a presents an example of
continuous AT/AF detection with successful atrial antitachyarrhythmia pacing therapy,
and Fig. 13b presents an example of atrial undersensing that resulted in delayed AT/AF
detection.

Equally important to detecting the initiation of an atrial arrhythmia is the ability
to accurately and reliably detect its termination. This allows implantable devices to
accurately calculate the duration of specific episodes and to tabulate the cumulative
percentage of time spent in AT/AF (AT/AF burden). These metrics have important
clinical implications since a physician may classify a patient’s arrhythmia status as being
paroxysmal, persistent, or permanent based in part on the episode duration and AT/AF
burden reported by the device. Incorrect classification of the patient’s arrhythmia status
could lead to prescribing inappropriate therapies. Providing EGM information at the
termination of an episode allows physicians to verify that the device correctly identified
the end of the arrhythmia. Undersensing of the atrial signal is one of the primary causes
of inappropriate episode termination (Fig. 13b). The rate of appropriate detection of sinus
rhythm at the termination of an AT/AF episode has been shown to be 92% in an ICD
population.124
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Efficacy of Device-Based Therapies for AT/AF

Many modern implantable devices offer features that are designed to terminate ongoing
atrial arrhythmias. Some pacemakers and ICDs are capable of delivering low-voltage pacing
stimuli intended to interrupt the reentrant activation pattern of certain atrial arrhythmias.
This pacing strategy is known as antitachycardia pacing (ATP). In addition, ICDs are
capable of delivering high-voltage defibrillation shocks to terminate AT/AF episodes.
Clinical research has taught us several lessons on how to improve the efficacy and acceptance
of these device-based therapies.

AT/AF Therapy Efficacy: Impact of Early Recurrence
of Atrial Fibrillation

One of the challenges in device-based management of AT/AF is the issue of early recurrences
of atrial fibrillation (ERAF). ERAF occurs when an AT/AF episode terminates (either
spontaneously or in response to a therapy) and is shortly followed by another episode of
AT/AF. The time interval over which a recurrence may be classified as ERAF is somewhat
arbitrary. The incidence of ERAF following an atrial shock has been reported to be 17%
within 1 m, 30% within 1 h, and 43% within 1 day.125 Very sudden ERAF can confuse
the device into thinking that a therapy was unsuccessful when in fact it was effective in
terminating the arrhythmia (albeit briefly). The EGM tracing in Fig. 14a shows an AT/AF
episode that is treated with an ICD shock. The arrhythmia converts to sinus rhythm for two
beats and then quickly reverts to AT/AF. The device reported this as an unsuccessful shock
since the device-based definition for successful termination (five beats of sinus rhythm) was
not satisfied. Without an EGM tracing at the time of therapy delivery, the physician may
have incorrectly concluded that the shock energy was not sufficient to defibrillate the heart.
In actuality, the shock was successful in terminating the arrhythmia, but its effect was
short-lived due to almost instantaneous ERAF. The EGM tracing in Fig. 14b is from the
same patient and same episode. After waiting a longer period of time, a shock with identical
energy output is able to successfully terminate the episode without ERAF, and the device
declares that the episode was successfully terminated after five beats of sinus rhythm. This
example illustrates the findings of earlier studies that reported that the incidence of ERAF
could be decreased by delaying a shock for 24 h instead of shocking the arrhythmia within
a few hours of its initiation and that the most potent predictor of ERAF was an episode
duration less than 3 h.125,126 Another implication of ERAF is that the true efficacy of an
episode’s first shock may actually be higher than the ∼85% that has been reported based
on device classification alone.127

Atrial ATP Therapy Efficacy

The percentage of episodes that terminate after ATP is applied (ATP efficacy) has been
reported to range from 40 to 58% in AT/AF populations to as high as 67% in atrial flutter
populations.126–128 However, ATP efficacy by itself may not provide an accurate indication
of the success of the therapy for several reasons. First, ATP efficacy does not account
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a

b

c

200 ms

Figure 15: Examples of atrial electrogram tracings with (a) high, (b) intermediate, and (c)
low degrees of organization

for the potentially large percentage of episodes in which treatment is not attempted. It is
important to recognize that ATP is generally delivered to slower, more regular rhythms.
Therefore, a patient with predominantly fast, irregular rhythms may not receive many
attempts with ATP therapy. Even if those few ATP attempts were highly successful,
it is unlikely that it would have a clinically relevant impact on the overall arrhythmia
burden. A second reason that ATP efficacy may be a poor endpoint is that treating
arrhythmias early can give the illusion that efficacy is higher due to the increased likelihood
of spontaneous terminations that would be inadvertently attributed to the device therapy.
To differentiate between a true and spontaneous termination, the EGM tracing must be
examined and the ATP therapy should cleanly terminate the arrhythmia within 1 s of its
completion.

Despite the limitations of device-classified ATP efficacy as an endpoint, clinical research
has shown that individual patients who had high ATP efficacy (defined as ≥60%) were
found to have significant reductions in AT/AF burden when ATP was activated.129 In
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contrast, patients with low ATP efficacy had no change in AT/AF burden during the ATP
active phase of the trial. EGM data from implantable devices have also provided important
clues as to the types of rhythms in which ATP is effective. One study classified atrial
tachyarrhythmias into groups of high, intermediate, or low degrees of organization. Figure 15
presents EGM examples of rhythms with these different classifications. ATP was shown to be
effective in terminating 62% of highly organized rhythms, 34% of rhythms with intermediate
organization, and 0% of rhythms with low organization.130 Device manufacturers have
utilized this research to improve the delivery scheme for ATP therapies. Initially, atrial
ATP therapy sequencing mimicked the sequencing used for ventricular ATP. This resulted
in atrial ATP delivery schemes preferentially delivering therapies toward the beginning of
AT/AF episodes. Consequently, all scheduled therapies were frequently exhausted within
a few minutes of episode detection, leaving none available to treat the episode later if the
rhythm should become more organized. This observation led to the development of new
approaches for scheduling atrial ATP therapies. Medtronic’s Reactive ATP� algorithm
specifically looks for rhythms with high organization and delivers the therapy regardless of
when it occurs within the episode. Reactive ATP makes use of two lessons learned from
AT/AF diagnostic data. First, it provides an opportunity to treat rhythms later in the
chronology of the episode when the likelihood of ERAF is reduced. Second, it provides an
opportunity to treat the rhythm when the degree of organization is high, which has been
shown to result in greater efficacy.

Atrial Defibrillation Shock Efficacy

One of the most effective treatments for AT/AF is atrial defibrillation. This therapy has been
shown to terminate 76–87% of AT/AF episodes122,123 and has also resulted in a significant
reduction in AT/AF burden. One study showed that atrial therapies (including shocks)
significantly reduced AT/AF burden from 58.5 h per month to 7.8 h per month.131 Another
study demonstrated that the median duration of successfully treated episodes was 8.9 min
compared to 144 min for episodes where the therapy failed.123

The main limitation of atrial defibrillation is poor patient acceptance of the therapy since
it is usually painful and the arrhythmia is not immediately life threatening. However, since
the long-term detrimental effects of AT/AF on stroke risk, mortality, and hospitalization
are well documented,132 physicians and device manufacturers have spent considerable effort
in trying to improve the acceptance of this highly effective therapy.

One lesson learned from clinical research is that lower energy shocks are as painful as
higher energy shocks.133 This same study also indicated that a second shock is perceived
as more painful than the first shock regardless of the energy. Consequently, in order to
minimize shock discomfort, the number of shocks required to terminate AT/AF should be
minimized. Programming the device to deliver atrial shocks with full energy output begin-
ning with the first shock rather than successively increasing the energy output can facilitate
this.

Other approaches to minimize the discomfort associated with atrial defibrillation shocks
are to sedate the patient prior to delivering the shock or program the device to deliver
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the shock automatically at night while the patient is sleeping. One study showed that
nitrous oxide significantly reduced preshock anxiety by 48%, shock-related intensity by
45%, pain by 60%, and discomfort by 78% compared to control shocks.134 In contrast,
night shocks resulted in no change in these parameters. A separate study demonstrated
that atrial cardioversion with oral sedation significantly reduced shock recall by 77%,
therapy dissatisfaction by 57–71%, shock discomfort by 61–73%, shock pain by 79–83%, and
shock intensity by 73–77% compared to automatic night cardioversion without sedation.135

These studies indicate that sedation significantly improves atrial shock acceptability, and
that shocks without sedation are significantly less acceptable, even when performed while
sleeping. Additional studies are required to determine if widespread use of these tech-
niques to minimize shock discomfort will significantly improve clinical outcomes in AT/AF
patients.

Conclusion

In this chapter we have seen that the rich information available in ICD recordings has
enabled clinicians, scientists, and engineers to gain a wealth of knowledge. The impor-
tance of various aspects of ICD recordings, including sensed cardiac intervals, mark-
ers, and electrogram signals, has been illustrated through examples and findings pre-
sented from widespread clinical investigations. Important discoveries about arrhythmias
in ambulatory patients, the performance of tachyarrhythmia detection algorithms, and
the efficacy of device-delivered therapies have provided the impetus for evolutionary
improvements to the ICD and to improvements in the medical management of ICD
patients.

Despite the vast knowledge gained over the past decade, there is more to discover about
arrhythmias and their treatment. As technology evolves, ICD data capacity will grow and
devices will likely incorporate information from various sensors (implanted and external) to
further elucidate the nature of cardiac arrhythmias and allow the development of improved
strategies for their management. Discoveries regarding the genesis of cardiac arrhythmias
in ambulatory patients may some day lead to the development of algorithms to monitor
an individual patient’s arrhythmic risk over time and to automatically invoke preventative
therapies as needed.
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truncated waveforms and, 461

type B successful, 180, 212
postshock and, 212

ULV for, 165–185, 194, 198, 389
for VF, 381
from VF, 443
virtual electrodes and, 301–305, 331–351

clinical implications of, 344–347
voltage and, 459
waveforms of, 383

parameters of, 459
wavefronts and, 166

Defibrillation threshold (DFT), 97
anodal defibrillation and, 344
ascending waveforms and, 465–466
of biphasic shocks, 176
of biphasic waveform, 442, 473
capacitance and, 471
duration-based truncation and, 478
ICDs and, 193
IT and, 442
left-sided auxiliary pulse and, 560
potential gradient and, 176, 178, 180
reduction of, 559–561
refractoriness and, 176
shock strength and, 165
STCD and, 391
stored energy and, 471
SVC and, 484–485
testing with, 555
tilt-based truncation and, 478
ULV and, 166, 182, 193, 195, 208
VF and, 193
waveforms and, 181, 442

Delirium cordis, 43, 46, 49
Delivered energy, ICDs and, 463–464
Delocalized stimulation, 495–497
De Motu Cordis (Harvey), 42
Depolarization

Ca2+ and, 242
cathodes and, 182, 184

dog-bone effect and, 284
ED, 203, 204
fibrillation and, 443
GR and, 201
Vm and, 182
of myocardium, 443
optical phase zero, 358
postshock and, 448
shock-induced nonregenerative,

189–212
shock strength and, 448
sodium and, 231
virtual anodes and, 76
virtual cathodes and, 76
virtual electrodes and, 182

Depressor nerve, 48
Descending defibrillation, 347
DFT. See Defibrillation threshold
DI. See Diastolic interval
di-4-ANEPPS, 289, 333, 358, 360
Diastolic interval (DI), APD and, 525
Diastolic potential (DP), 447–449
Diastolic shocks, 274

break excitation and, 292
Dichroic mirror (DM), 227
Differential equations. See Ordinary

differential equations; Partial
differential equation

Diffusion, 137–138, 292
Direct current (DC), 332

defibrillation from, 26, 28–34
Discontinuous view, 411
DNA

electroporation and, 153
shock strength and, 151

Dofetilide, 264
Do not resuscitate, 20
DP. See Diastolic potential
Drug-induced arrhythmia, 526–527
Dual-chamber pacemaker (DDD),

9–10
Dual-chamber pacemaker rate-responsive

(DDDR), 10
du Bois-Reymond, Emil, 44–45
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Duration-based truncation, 473–478
DFT and, 478

dV/dt. See Time derivative

Early recurrences of atrial fibrillation
(ERAF), 600–601

Ebers, George, 4
ECG. See Electrocardiogram
ECM. See Extracellular matrix
Ectopy

postshock, 443
transient, 443

Effective refractory period (ERP), 198,
208

biphasic shock and, 210, 211
GR and, 202, 211

Eigenmodes, 528–531
for alternans control, 531–534
graphical description of, 530
mathematics of, 544
stable, 528
unstable, 528

Eigenvalues, 528
for Fenton-Karma model, 541

Eigenvectors, 529
construction of, 532–534

Einstein formula, 138
Einthoven, Willem, 42, 46
ELA Medical, 483
Electrical restitution, 382, 527
Electric Light Association, 23–24
Electrocardiogram (ECG), 22, 46, 192, 417,

581
Electrodes. See also Multielectrode

mapping; Virtual electrode
biphasic waveforms and, 479
bipolar recording, 424
electroporation near, 445, 450
epicardial, 286
microelectrodes, 426–429

double-barrel, 239
Vm under, 367, 447
plunge, 286

Vm and, 306–307

unipolar, 424
unipolar stimulation under, 365–368

Electrodyne, 6, 32
Electrograms, 551

far-field effects and, 572–573
NSR and, 585
VT and, 585

with ICDs, 571–575
interpretation of, 573–575

near-field effects and, 572
Electromechanical dissociation (EMD),

postshock and, 581–582
sudden cardiac death from, 581

Electrometer, 45–46
Electrooptical mapping, 357–378

of epicardially paced beats, 370–375
of fibrillation, 375–378
method of, 369–370
of sinus beats, 370–375

Electroporation, 133–156, 441–452
asymptotic model of, 141–142

numerical implementation of, 155–156
averaging over depth and, 312
biphasic waveform and, 483
break excitation and, 295
from defibrillation, 133, 441–446
DNA and, 153
dyes for, 448–450
example of, 144–151
irreversible, 451
lipid bilayers and, 152
macromolecules and, 153
mathematical modeling of, 140–144
near electrodes, 445, 450
optical mapping and, 446–448
pacing and, 451
parameters of, 154
PDE and, 140–141
phases of, 145
postshock and, 445

arrhythmia and, 267
of sea urchin eggs, 152
from shock, 446
shock strength and, 149–151, 447
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Electroporation (cont.)
threshold for, 137
transthoracic defibrillation and, 445
virtual electrodes and, 344

Electrotonic depolarization (ED), 203, 204
Elmqvist, Rune, 7
Endocardial accelerometers, 553
Endocardium, 416
Energy barrier, 143
Engelmann, Theodor Wilhelm, 45, 48, 50
Enzymes, Ca2+ and, 243
Epicardial electrodes, 286
Epicardially paced beats, electrooptical

mapping of, 370–375
Epicardium, 416
ERAF. See Early recurrences of atrial

fibrillation
ERP. See Effective refractory period
Essay on the Recovery of the Apparently

Dead (Kite), 19
Evidence-based testing, of ICDs, 557–559
Excitable gap pacing, 383
Excitation threshold, 70
Excitatory hypothesis, of defibrillation, 274
Expansion step, 153
Extracellular conductance, spatial variation

in, 364–365
Extracellular matrix (ECM), 402
Extracellular potential, 88

anisotropy and, 314
field stimulation and, 360–363
ITO and, 360
Laplace equations and, 361, 403
Vm and, 368–369
second spatial derivative and, 360–363
shock response and, 125
during VF, 376

Extracellular space, 63, 86, 114, 403
bidomain model and, 411

Faradization, 441
Far-field effects, 87, 364, 551–552, 572–573,

585
Fast ventricular tachycardia, 578, 587

Feedback
Ca2+ and, 534
low-energy defibrillation and, 493–508
resonant drift and, 498–501

Feedback pacing (FBP), 383–386
Fenton-Karma model, 501, 540, 541, 544
Fiber conductivity, 111, 124
Fiber curvature, 86, 111, 122, 124, 285

Vm and, 311
polarization and, 285, 307–310

Fiber orientation, 417
Fiber rotation, 86, 111, 124, 272, 373
Fibrillar contractions, 191
Fibrillation

critical mass hypothesis for, 197
depolarization and, 443
electrooptical mapping of, 375–378
graded response and, 199
myocardium and, 443
OETD during, 376–377
reentry and, 499
refractory period and, 443
shocks and, 195–196, 443
shock strength and, 198
three-dimensionality of, 501–502

Field stimulation, 286
Ca2+ and, 244–247
extracellular potential and, 360–363
of isolated cells, 221–227
sawtooth effect and, 237–238
second spatial derivative and, 360–363

Figure-8 waves, 195
critical points and, 297
reentry and, 296, 525

Filament tension, 501
FitzHugh-Nagumo model, 493, 495, 501,

507
Fixed-duration waveforms, 475–476
Fixed-tilt waveforms, 475–476
Flack, Martin, 47
Flimmern, 47
Fontana, Felice, 18
Foster, Michael, 44, 48
Frankenstein (Shelley), 5, 20
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Franklin, Benjamin, 17, 190
Fremissement fibrillaire, 48
Functional block

optical recording-guided pacing for,
during VF, 387–389

from SyncP, 388
Functional reentry, 525
Furman, S., 6

Galen, 42
Galvani, Luigi, 5
Gap junctions, 114, 237, 401, 414–415
Garrey, Walter, 51
Gaskel, Walter, 48, 49
Gem. See Medtronic Gem waveform
Generalized activating function, 111–130
Gilgamesh, 189
Graded response, 185, 189–212
Greatbatch, William, 6–7
Greenhill, Sophia, 18
Green light, 358, 367
Gridding, 433
Ground substance, 402
Gurvich, Naum, 27–28

Harvey, William, 42
HCl, 359
Heart-rate variability, 590
Helmholtz, Hermann, 44
Hemodynamic sensors, for ICDs, 552–553
Hering, Heinrich, 46
Herophilus, 43
Heyard, Richard, 30
High-frequency pacing, 384–385
Hippocrates, 42
HNO3, 359
Hodgkin-Huxley formalism, 333
Homogenization, 406–409
Hooker, Donald, 24
Hopps, John, 6
Housecall, 558
Huang Ti, 189
Human, Albert, 6
Humboldt, Alexander von, 18

Humphrey, Hubert H., 29
Hund-Rudy dynamic model, 333
Hydrophilic pores, 134–139
Hydrophobic pores, 134–139
Hyperpolarization

anode break and, 76
anode make and, 65
anodes and, 182, 184
by biphasic shocks, 209–210
break excitation and, 292
of Vm, 182
shock strength and, 448
sodium and, 230
virtual anodes and, 289
virtual electrodes and, 182

ICDs. See Implantable
cardioverter-defibrillators

IEW. See Isoelectric window
Impedance measurements, 553
Implantable cardioverter-defibrillators

(ICDs)
arrhythmia from, 590
for AT/AF, 600–604
batteries in, 460–461
biphasic shock in, 211
biventricular defibrillation and, 389
capacitance in, 460–461, 480
defibrillation and, 579–581
delivered energy and, 463–464
development of, 34, 332
DFT and, 193
efficacy of, 578–586
EGMs with, 571–575

interpretation of, 573–575
evidence-based testing of, 557–559
failure of, 578–579
future of, 551–563
hemodynamic sensors for, 552–553
history of, 10–12
inappropriate treatment with, 591–597
lessons from, 571–604
low-energy defibrillation of, 381
medium voltage therapy with, 561



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 624 of 635 October 10, 2008 17:33

624 Index

Implantable . . . (cont.)
oversensing with, 551–552, 591–593
percutaneous, fully transvenous,

563
remote monitoring of, 559
right ventricle coils in, 479
shock and, 221
shock strength and, 459–460
stored energy and, 463–464
stored energy penalty curves and,

471–472
subcutaneous, 561–562
sudden cardiac death and, 484, 581
survival with, 581
SVT and, 593–597
testing of, 553–555
training for, 558–559
trauma from, 85
ULV and, 166
VF and, 192, 332, 577
voltage in, 480
for VT, 575–590
VT/VF and, 332, 593
waveforms of, 459, 480–483
X-ray of, 574

Incapacitation theory, 443
Incomplete LU (ILU), 92–93
Indium tin oxide (ITO), 307, 358–365
Induction step, 153
Injury threshold, 442
Input resistance, 143
Intercalated disc, 401
Intercellular clefts, 111, 120

shocks and, 261–263
Intercellular gap junctions. See Gap

junctions
Interfacial current, 367
Interfacial resistance, 359
Interstitium, 86
Intracellular potential, 88, 401–402

anisotropy and, 309
gap junctions and, 410
Laplace equations and, 403

Intracellular space, 63, 114, 261, 270,
402–403, 411

anisotropy of, 417
bidomain model and, 411

Intracellular volume fraction,
heterogeneities in, 124

Intramural polarizations, 270–275
Irreversible electroporation, in cardiac

surgery, 451
Ischemia, 259, 301
Isochrone maps, 183, 293, 358, 384
Isoelectric window (IEW), 201, 301, 392
Isopotential mapping, 424
ITO. See Indium tin oxide

J shocks, 445

Katz, Louis N., 192
Keith, Arthur, 47
Kirchoff, Gustav, 46
Kite, Charles, 19–20
Kölliker, Rudolf A., 45
Kouwenhoven, William, 24, 30–31, 32
Kronecker, Hugo, 46, 48, 50
Krylov subspace methods, 91
Kymograph, 45, 191

Langendorff, Oskar, 48
Langendorff perfused hearts, 241
Langworthy, Orthello, 24
Laplace equations, 88, 361, 403
Laser scanners, 359
Lateral averaging, 259
Launching, of pores, 155
Leading circle, 53

reentry and, 525
Leading edge, 474
LEDs. See Light emitting diodes
Leeds, Sanford, 30
Left-ventricular ejection fraction (LVEF),

577
Leighninger, David, 32
Lewis, Thomas, 42, 46
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Leyden jar, 17, 191
Light emitting diodes (LEDs), 333
Lillehei, C. Walton, 3
Linear solvers, bidomain model and, 91–93
Lipid bilayers, 142

electroporation and, 152
Lippmann, Gabriel, 46
Littleford, P., 7–8
LLV. See Lower limit of vulnerability
Local cardiac dynamics, pacing control of,

511–520
Lombard, W.P., 24–25
Long QT syndrome, 578
Low-energy defibrillation, 347–351

bidomain model and, 349
feedback and, 493–508
of ICDs, 381
resonance and, 493–508

Low Energy Safety Study, 579
Lower limit of vulnerability (LLV), 97,

100–101
reentry and, 205
for VF, 194

Lown, Bernard, 33
LRd. See Luo-Rudy dynamic
L-type calcium, 199, 221, 236, 243

alternans control and, 534–535
inhibition of, 265
SR and, 243

Ludwig, Carl Friedrich Wilhelm, 15, 22, 41,
44, 47

Luo-Rudy dynamic (LRd), 95, 227–228,
230, 333, 501

LVEF. See Left-ventricular ejection fraction

MacKay, R. Stuart, 30
MacKenzie, James, 46
MacWilliam John A., 49–50
MADIT. See Multicenter Automatic

Defibrillator Implantation Trial
Magnetic field, 285, 313–315
Magnetic resonance imaging (MRI),

416

Make/break excitation, 285, 290–293,
551

Make excitation, 64–65, 67, 290–291
Mapping. See also Electrooptical mapping;

Optical mapping
activation, 424
computerized cardiac, 194–212
isopotential, 424
multielectrode, 423–438
ratiometric optical, 359–360

Marey, Étienne Jules, 41, 45
Marquis. See Medtronic Marquis waveform
Mayer, Alfred, 50
McWilliam, John A., 15, 22
MD. See Molecular dynamics
Medium voltage therapy, with ICDs, 561
Medtronic Chronicle B, 553
Medtronic Gem waveform, 481–483
Medtronic Marquis waveform, 481–483
Medtronic Reactive ATP, 603
Membrane capacitance, 144
Membrane charging, 145
Membrane tension, drift velocity and, 138
Memory effect, 153, 527
Mercuariale, Geronimo, 4
Microelectrodes, 426–429

double-barrel, 239
Microscopic tissue structure, defibrillation

and, 255–277
Microscopy

confocal, 416
fluorescence, 239, 333

Ca2+ and, 244
with ITO, 365
ratiometric optical mapping and, 359

two-photon, 416
Mines, George Ralph, 50–51
Mirowski, Michel, 10–12, 34
Mixed venous oxygen saturation, 553
Molecular dynamics (MD), 151
Monodomain model, 417
Monomorphic ventricular tachycardia

(MVT), 577, 583
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Monophasic shock, 95
vs. biphasic shock, 381
critical points and, 174
GR and, 209–210
optimization of, 465–468
polarization and, 338, 345–346
RC and, 464
ULV and, 345
for VF, 195, 198, 199

Monte Carlo models, 378
Morgagni, Giovanni, 5
Mother ring, 51
Mother rotor, 382
MRI. See Magnetic resonance imaging
MSC Patran, 94
MsFEM. See Multiscale finite elements
Müller, Henrich, 45
Müller, Johannes, 44
Multicenter Automatic Defibrillator

Implantation Trial (MADIT),
577–578

Multicenter Unsustained Tachycardia Trial
(MUSTT), 577–578

Multielectrode mapping, of heart, 423–438
contour generation and, 432–437
methods of, 424–431

Multiple wavelet hypothesis, 52–54
Multiscale finite elements (MsFEM), 418
Multisite pacing, 387–388
Musschenbroek, van Pieter, 17
MUSTT. See Multicenter Unsustained

Tachycardia Trial
Myocardial lactate extraction rate, 443
Myocardium, 118–122, 416

bidomain model and, 86
deexcitation of, 443
defibrillation and, 256, 441–442
depolarization of, 443
fiber architecture of, 94–96
fibrillation and, 443
geometry of, 94–96
reexcitation of, 443
refractory period of, 443

Myocytes, 401

Myogenic theory, 48
Myopotentials, 551

Na-Ca exchanger (NCX), 234
NCX. See Na-Ca exchanger
Nearest data point, 433
Near-field effects, 86, 551–552, 572
Negovsky, Vladimir, 28
Neurotransmitters, Ca2+ and, 243
Newton-Raphson method, 546
New York Heart Association (NYHA), 578
Nifedipine, 265, 266
Normal sinus rhythm (NSR), 167, 585
NSR. See Normal sinus rhythm
NYHA. See New York Heart Association

ODE. See Ordinary differential equations
ODP. See Overdrive pacing
Optical mapping. See also Electrooptical

mapping
averaging over depth during, 311–312
electroporation and, 446–448
for Vm, 225–227, 284
of multisite VF, synchronization of,

381–393
Optical phase zero depolarization, 358
Optical recording-guided pacing, for

functional block, during VF,
387–389

Optical transmembrane potential, 376
Ordinary differential equations (ODE),

89–92, 134, 498
Oregonator model, 501
Oscillating pulse instability, 525
Osler, William, 43
Ovatio, 483
Overdrive pacing (ODP), 383–384
Oversensing, 551–552, 591–593

Pacemaker-mediated tachycardia (PMT),
10

Pacemakers, 3–12, 283, 295, 417. See also
Implantable
cardioverter-defibrillators



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 627 of 635 October 10, 2008 17:33

Index 627

Pacesetter Systems, 8
Pacing

ATP
efficacy of, 583–586
VF and, 584
VT and, 584

AV, 9
batteries for, 8
burst, 286
control of, of local cardiac dynamics,

511–520
electroporation and, 451
excitable gap, 383
FBP, 383–386
with feedback control, 383–386
HFP, 384–385
history of, 3–12
multisite

orientation of, 387
wavefront synchronization from, 388

ODP, 383–384
optical recording-guided, 387–389
potassium and, 78–79
programming for, 8–9
QT interval and, 10
RV, 9
SyncP, 385–387

functional block from, 388
postshock, 391–393
for VF, 390

for VF, 382
virtual electrodes and, 283–317
for VT, 382

PainFREE Rx II s, 578, 579
Pain reduction, plateau waveform for, 561
Parallelepiped cells, 415
Paralysis of the heart, 191
Partial differential equation (PDE), 90–92

advection-diffusion equation and, 140
electroporation and, 140–141
ODE and, 141, 142

Passive cells, 232, 241, 431
Vm of, 222–224
RC and, 464

Patient population, 597
PDA. See Photodiode array
PDE. See Partial differential equation
Peleška, Bohumil, 28
Perturbation, 505, 528

mathematics of, 545
smallness for, 528
spiral waves and, 541

Phase singularity, 102, 196, 198, 300, 303,
337–342, 443

Phase two, of biphasic waveform,
optimization of, 472–473

Phase-zero depolarization, 368
Photodiode array (PDA), 225, 333
Photoplethysmography, 553
PI. See Propidium iodide
Pinning, 502–507
Pinwheel experiment, 301

virtual electrodes and, 286
Planar wavefront, magnetic field of, 285,

314
Plateau waveform, for pain reduction, 561
Plunge electrodes, 286

Vm and, 306–307
PMT. See Pacemaker-mediated tachycardia
Poincaré maps, 512
Polarity, of waveforms, 478–480
Polarization. See also Depolarization;

Hyperpolarization; Virtual
electrode polarization

biphasic shocks and, 345–346
conduction velocity and, 339
fiber angle and, 286
fiber curvature and, 285, 307–310
monophasic shocks and, 338, 345–346
sawtooth effect and, 237–238, 242
shock strength and, 270, 339
surface, 97, 111, 124

interface and, 285
of virtual electrodes, 195, 196, 205

critical point and, 198
Polygraph, 46–47
Polymorphic ventricular tachycardia

(PVT), 581
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Pore energy, 134–136, 154
Pores. See also Electroporation

coarsening of, postshock and, 138–139
creation of, 136–137, 145–146, 154

Vm and, 146
ODE and, 152

current-voltage relationship of, 142–144,
154

evolution of, 137–138, 146–148
launching of, 155
matter flow through, 151–152
radii of, 142, 147–148, 151

distribution of, 148
resealing of, 139–140, 149, 154
shrinkage of, postshock and, 138–139,

148–149
water and, 152

Postrepolarization refractoriness, 79
Postshock

arrhythmia and
electroporation and, 267
localization of, 269

CI and, 198
conduction velocity and, 337
defibrillation and, 181
depolarization and, 448
ectopy, 443
electroporation and, 445
EMD and, 581–582

sudden cardiac death from, 581
pore coarsening and, 138–139
pore shrinkage and, 138–139, 148–149
Purkinje fibers and, 185, 211
of reentry, 173
reexcitation and, 339
sudden cardiac death and, 484
SyncP, 391–393
3D ventricle volume and, 99
type B successful defibrillation and, 212
ULV for, 103
ventricles and, 97–99
VEP and, 337–338
virtual electrodes and, anodes and,

479

Potassium, 78–79, 234, 236, 264–265, 292,
294, 534, 536

Potential gradient, 175, 176, 178, 180–182
Potentiometric dyes, 152
Preconditioning shock, 443–444
Premature beat in the ventricle (PVC), 10

arrhythmia from, 590
Premature ventricular complexes (PVCs),

588
PREPARE. See Primary Prevention

Parameters Evaluation
Prevost, Jean Louis, 22–23
Primary Prevention Parameters Evaluation

(PREPARE), 597
Propidium iodide (PI), 448–450
Pulse caprizans, 43
Pulse theory, 4–5
Purkinje fibers, 185, 211, 512–513, 518–520
Purkinje, Jan, 22
PVCs. See Premature ventricular

complexes
PVT. See Polymorphic ventricular

tachycardia
P waves, 551–552, 591
Pyridinium, 225

QT interval, pacing and, 10
Quatrefoil reentry, 81, 285–286, 296–303

Rapid resealing, 148
Ratiometric optical mapping, 359–360
RC. See Resistor-capacitor network
Reactive ATP. See Medtronic Reactive

ATP
Reentry. See also Quatrefoil reentry

anisotropy and, 525
biphasic shock and, 345
chirality and, 340–342
circus movement, 42, 51–52
critical points and, 174, 178, 296
defibrillation and, 198
fibrillation and, 499
figure-8 waves and, 296, 525
functional, 525



BOOK SNW001-Efimov (Typeset by SPi, Delhi) 629 of 635 October 10, 2008 17:33

Index 629

leading circle and, 525
LLV and, 205
postshock of, 173
protective zones and, 389
quatrefoil, 285
sawtooth effect and, 242
shock strength and, 196, 209
single-loop, 197
spiral waves and, 296, 525
ULV and, 205, 208
VF and, 195, 196–197, 525
VT and, 192
vulnerability and, 198

GR and, 205
virtual electrodes and, 205

Reexcitation, 336–337, 339, 443
Refractoriness, 71, 79, 168, 176, 192,

197–198, 210, 301
Refractory period, 79–80

activation sequence and, 173
anodes and, time and, 79–80
cathodes and, time and, 79–80
critical periods and, 176
ERP, 198, 208

biphasic shock and, 210, 211
GR and, 202, 211

fibrillation and, 443
of myocardium, 443
shocks in, 196
time and, 79–80, 285
during VF, 166
wavefront and, 174

Regenerative response, 201
GR and, 204

Repolarization, synchronization of, 390
Resealing step, 153
Resistivity, 359
Resistor-capacitor network (RC), 464–469
Resonance, low-energy defibrillation and,

493–508
Resonant attractors, 500
Resonant drift, 495–501
Resonant repulsion, 498
Resting potential, potassium and, 79

Restitution function, 515
RH-421, 333
Richmann, Georg, 17
Right atrial pressure, 553
Right ventricle (RV), 9, 479, 553, 561, 573
Robinovitch, Louise, 23
Robinson, Canby, 50
Rotational anisotropy, 417
Rothberger, Carl, 46, 50
Rotor formation, 197
RV. See Right ventricle
R waves, 551–552

monitoring of, 559
oversensing and, 591
VF and, 557

Sanford, John, 8
Serafin, Catharina, 5–6
Sarcolemma, 243
Sarcoplasmic reticulum (SR), 243

Ca2+ and, 243
Sawtooth amplitude (STA), 238–242
Sawtooth effect, 111, 118–119, 182, 237–243
SCD-HeFT, 578, 593
Schmitt, Otto, 284
Schtern, Lina Solomonovna, 26–28
Schuder, John, 34
Scroll waves, 195, 311

turbulence of, 501
development of, 503
three-dimensionality of, 502

Sealed boundary, 286
Sea urchin eggs, electroporation of, 152
Secondary sources, 124–125, 257, 259, 261
Sée, Germain, 48
Sénac, Jean Baptiste de, 43
Senning, Ake, 7
Shelley, Mary, 5, 20
Shock. See also Biphasic shock;

Monophasic shock; Postshock
AED and, 221
for arrhythmia, 443
boundary effects and, 313
Ca2+ and, 211, 212, 265
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Shock (cont.)
cell boundaries and, 259–260
cell strands and, 263–269
defibrillation and, 96–97

failure and, 343–344
diastolic, 274

break excitation and, 292
electroporation from, 446
fibrillation and, 195–196, 443
ICDs and, 221
intercellular clefts and, 261–263
J, 445
Vm and, 256
phase singularity and, 102
preconditioning, 443–444
in refractory period, 196
sync, 390
truncated-exponential, 95
VEP and, 97–99
VF from, 167–168, 194, 195–196
VT and, 343

Shock electrodes, waveforms and, 95–96
Shock-induced nonregenerative

depolarizations
in defibrillation, 189–212
in VF, 189–212

Shock potential gradient. See Potential
gradient

Shock response, extracellular potential and,
125

Shock strength
arrhythmia and, 267
break excitation and, 306
cardiac death and, 194
critical points and, 197
defibrillation and, 267
depolarization and, 448
DFT and, 165
DNA and, 151
electroporation and, 149–151, 447
fibrillation and, 198
GR and, 209
hyperpolarization and, 448
ICDs and, 459–460

macromolecules and, 151
polarization and, 270, 339
potential gradient and, 181–182
reentry and, 196, 209
secondary sources and, 261
ULV and, 165
VF and, 165, 196
VT and, 581
vulnerability and, 196

Sinus beats, electrooptical mapping of,
370–375

Smallness, for perturbation, 528
Smoluchowski equation, 140
Sodium, 171, 199

anodes and, 229–230
cardiac tissue and, 65
cathodes and, 229
depolarization and, 231
hyperpolarization and, 230

Spatial autocorrelation function, 436–437
Spatial variation, in extracellular

conductance, 364–365
Spatiotemporally controlled defibrillation

(STCD), 390–391
Sphygmograph, 45
Spiral waves, 102, 104, 195, 285, 297,

493–497, 540–542
SQUID. See Superconducting quantum

interference device
SR. See Sarcoplasmic reticulum
Steady state, 528, 532, 544–545
Steiner, F., 5
Stepped waveform, 560
Steric hindrance of ions, 143
Stimulatory theory, of defibrillation, 335,

442
Stimulus-induced critical point, 335
St. Jude Atlas waveform, 481–483
Stokes-Adams seizures, 6, 31–32
Stokes, William, 5
Stored energy, 463–464, 471, 485
Stored energy penalty curves, ICDs and,

471–472
Strength-duration curve, 468–469
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Strength-interval curves, 71–76, 293–295,
285

ST segment elevation, 443
Stunning, 443
Styryl dyes, 333
Subcutaneous photoplethysmography, 553
Subthreshold pulse train, 383
Success curve, for defibrillation, 166, 178
Sudden cardiac death, 189, 255, 442, 484,

581, 588
Sunao Tawara, 47
Superconducting quantum interference

device (SQUID), 314
Superior vena cava (SVC) coil, 484–485, 572
Supraventricular tachycardia (SVT), 552,

571, 573, 593–597
Surface polarization, 97, 111, 124, 285
Surface VEP, 86, 118
SVC. See Superior vena cava coil
SVT. See Supraventricular tachycardia
Synchronization, 381–393
Synchronized pacing (SyncP), 385–388,

390–393
Syncope, bradycardia and, 4–5
Sync shock, 390
Syncytium, 114

Tachyarrhythmia. See also Ventricular
fibrillation; Ventricular tachycardia

causes of, 586–590
sudden cardiac death by, 588
sympathetic autonomic tone and, 588

Tachycardia, 443. See also Atrial
tachycardia/atrial fibrillation;
Ventricular tachycardia

PMT, 10
SVT, 552, 571

ICDs and, 593–597
VT and, 552, 573

Tachysystole, 42, 50, 192
Threshold of synchronous response, 335
Tilt-based truncation, 473–478
Tissue clefts, 124
Trailing edge, 474

Transient ectopy, 443
Transmembrane potential (Vm), 65

of active cells, 222–227
amplitude and, 233–234
anisotropy and, 258
anode break and, 69
anodes and, 345
AP and, 261
averaging over depth and, 312
calcium and, 304
cathode break and, 65–69
cell boundaries and, 259
cell cultures and, 258–269
cell strands and, 263–269
defibrillation and, 95
depolarization of, 182
under electrodes, 367, 447
extracellular potential and, 368–369
fiber curvature and, 311
field-recovery critical point and, 182
governing equation for, 144–145
graded response and, 199
hydrophilic pores and, creation of, 141
hyperpolarization of, 182
of isolated cells, 222–237
ITO and, 364
Laplace equations and, 360
measurement of, microscopic vs.

macroscopic, 275–277
nifedipine and, 266
nonuniform dispersion and, 258
optical mapping for, 225–227, 284
of passive cells, 222–224
plunge electrodes and, 306–307
pore creation and, 146
secondary sources and, 257
second spatial derivative and, 363
shocks and, 256
unipolar stimulation and, 289
virtual electrodes and, 257–258
wedge preparations and, 270–275

Transthoracic defibrillation
electroporation and, 445
truncated waveforms and, 461
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Trauma, from ICDs, 85
Troponin T, 445
Truncated-exponential shocks, 95, 461
Truncation

for capacitance discharge waveforms, 466
by duration, 473–478
by tilt, 473–478
of waveforms, 473–478

T waves, 11, 166, 193
oversensing and, 551–552, 591
VF from, 444–445
vulnerable phase of, 194

ULV. See Upper limit of vulnerability
Unidirectional block, 174
Unipolar electrodes, 424
Unipolar extracellular recording

activation time from, 426
AP from, 427

Unipolar stimulation, 63–64
anisotropy and, 365
bidomain model and, 86
under electrodes, 365–368
ITO for, 365
Vm and, 289
strength-interval curves from, 295
virtual electrodes and, 284–289

Unit cell, 405
Unpinning, 349, 350, 502–507
Upper limit of vulnerability (ULV), 78, 97,

100–101, 335
critical points and, 178
for defibrillation, 165–185, 194, 198, 389
DFT and, 166, 182, 193, 195, 208
ICDs and, 166
monophasic shocks and, 345
no-response phenomenon and, 306
for postshock, 103
potential gradient and, 178
reentry and, 205, 208
shock strength and, 165
testing with, 555
VF and, 193, 194, 555–557
vulnerability safety margin and, 557

VEIPS. See Virtual electrode-induced
phase singularity

Ventricular fibrillation (VF), 97
from AC, 33
AP and, 166
ATP and, 584
biphasic shocks for, 195, 198, 199
catecholamine and, 166
critical mass and, 197
defibrillation for, 381
defibrillation from, 443
DFT and, 193
early experimental evidence on, 47–52
ECG of, 192
extracellular potential during, 376
history of, 41–54
ICDs and, 192, 332, 577
LLV for, 194
monophasic shocks for, 195, 198, 199
OETD during, 377
optical mapping of, 381–393
optical recording-guided pacing during,

for functional block, 387–389
oversensing and, 551
pacing for, 382
protective zones and, 389
reentry and, 195, 196–197, 525
refractoriness and, 168
refractory period during, 166
R waves and, 557
shock-induced nonregenerative

depolarizations in, 189–212
from shocks, 167–168, 194, 195–196
shock strength and, 165, 196
stages of, 192, 193
sudden cardiac death and, 255
SyncP for, 390
from T wave, 444–445
ULV and, 193, 194, 555–557
VT and, 194
vulnerability and, 194, 196
wavefronts and, 167–168

Ventricular fibrillation cycle length
(VFCL), 384, 391
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Ventricular fibrillation threshold (VFT),
165

Ventricular oversensing. See Oversensing
Ventricular tachycardia (VT)

ATP and, 584
circadian rhythm and, 586–588
ECG and, 581
far-field effects EGM and, 585
FVT, 578

termination of, 587
ICDs for, 575–590
incidence of, 575–578
MVT, 577, 583
onset of, 589
pacing for, 382
PVT, 581
reentry and, 192
shock and, 343
shock strength and, 581
SVT and, 552, 573
VF and, 194

Ventricular tachycardia/ventricular
tachycardia (VT/VF), 552

ICDs and, 593
ICDs for, 332

VEP. See Virtual electrode polarization
VF. See Ventricular fibrillation
Vierord, Karl, 45
Virtual anodes, 64, 124

anisotropy and, 289
depolarization and, 76
hyperpolarization and, 289

Virtual cathodes, 65, 116, 124, 288
depolarization and, 76
dog-bone effect of, 285

Virtual electrode, 365
activating function and, 334
anisotropy and, 289
bidomain model and, 182
critical point of, 168, 182–184

polarization of, 198
defibrillation and, 301–305, 331–351

clinical implications of, 344–347
depolarization and, 182

dog-bone effect of, 505
electroporation and, 344
hyperpolarization and, 182
Vm and, 257–258
pacing and, 283–317
phase singularity and, 198, 337–340,

443
pinwheel experiment and, 286
polarization of, 195, 196, 205
postshock and, anodes and, 479
RC and, 465
reentry vulnerability and, 205
unipolar stimulation and, 284–289

Virtual electrode-induced phase singularity
(VEIPS), 340–342

Virtual electrode polarization (VEP),
86–87, 124, 337

biphasic shocks and, 102, 346
break excitation and, 102
bulk, 86
chirality and, 340–342
conduction velocity and, 340
defibrillation failure and, 343–344
homogenization of, 346–347
postshock and, 337–338
shocks and, 97–99
surface, 86, 118

Vishnevsky, Alexander, 27
Vitality. See Boston Scientific Vitality

waveform
Vm. See Transmembrane potential
Volkmann, Alfred, 48
VT. See Ventricular tachycardia
VT/VF. See Ventricular

tachycardia/ventricular tachycardia
Vulnerability, 191, 193. See also Lower limit

of vulnerability; Upper limit of
vulnerability

GR and, 211
to reentry, 198

GR and, 205
virtual electrodes and, 205

shock strength and, 196
testing with, 555–557
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Vulnerability (cont.)
T waves and, 194
VF and, 194, 196

Vulnerability safety margin, ULV and,
557

Vulpian, Felix Édme Alfred, 22, 47–48

Waller, Desiré, 46
Wang Su-He, 4
Water, pores and, 152
Water wires, 151
Watkins, Levi, 11
Waveforms

Boston Scientific Vitality, 481–483
capacitance and, 462
critical points and, 181
defibrillation and, 383

parameters of, 459
DFT and, 181, 442
of ICDs, 459, 480–483
Medtronic Gem, 481–483
Medtronic Marquis, 481–483
optimization of, 345–347
polarity of, 478–480
RC and, 464–465
shock electrodes and, 95–96
stepped, 560

St. Jude Atlas, 481–483
truncation of, 473–478

Wavefronts
cathodes and, 479
defibrillation and, 166
quatrefoil reentry and, 296
of reexcitation, 337
refractory period and, 174
synchronization of, 390

from multisite pacing, 388
VF and, 167–168

Wedge preparations
boundary effects and, 312
Vm and, 270–275

Weidmann zones, 505–507
Whole-heart excitation, heterogeneities

and, 311
Wiggers, Carl, 20, 24–26, 33, 52–53, 192
Wiggers’s stage I VF, 389
Wiggers-Wégria model, 25
Winfree, Arthur T., 53
Winterberg, Heinrich, 47, 50

Ziemssen, Hugo von, 49
Ziesmann, Hugo von, 5–6
Z-lines, 402
Zoll, Paul, 6, 31–32
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