
   

Springer Theses
Recognizing Outstanding Ph.D. Research

Javier Montejo Berlingen

Search for New 
Physics in tt
Final States with 
Additional Heavy-
Flavor Jets with 
the ATLAS Detector



Springer Theses

Recognizing Outstanding Ph.D. Research



Aims and Scope

The series “Springer Theses” brings together a selection of the very best Ph.D.
theses from around the world and across the physical sciences. Nominated and
endorsed by two recognized specialists, each published volume has been selected
for its scientific excellence and the high impact of its contents for the pertinent field
of research. For greater accessibility to non-specialists, the published versions
include an extended introduction, as well as a foreword by the student’s supervisor
explaining the special relevance of the work for the field. As a whole, the series will
provide a valuable resource both for newcomers to the research fields described,
and for other scientists seeking detailed background information on special
questions. Finally, it provides an accredited documentation of the valuable
contributions made by today’s younger generation of scientists.

Theses are accepted into the series by invited nomination only
and must fulfill all of the following criteria

• They must be written in good English.
• The topic should fall within the confines of Chemistry, Physics, Earth Sciences,

Engineering and related interdisciplinary fields such as Materials, Nanoscience,
Chemical Engineering, Complex Systems and Biophysics.

• The work reported in the thesis must represent a significant scientific advance.
• If the thesis includes previously published material, permission to reproduce this

must be gained from the respective copyright holder.
• They must have been examined and passed during the 12 months prior to

nomination.
• Each thesis should include a foreword by the supervisor outlining the signifi-

cance of its content.
• The theses should have a clearly defined structure including an introduction

accessible to scientists not expert in that particular field.

More information about this series at http://www.springer.com/series/8790

http://www.springer.com/series/8790


Javier Montejo Berlingen

Search for New Physics in t�t
Final States with Additional
Heavy-Flavor Jets
with the ATLAS Detector
Doctoral Thesis accepted by
the Autonomous University of Barcelona, Spain

123



Author
Dr. Javier Montejo Berlingen
Instituto de Física de Altas Energías
Universitat Autónoma de Barcelona
Bellaterra, Barcelona
Spain

Supervisor
Prof. Aurelio Juste Rozas
Instituto de Física de Altas Energías
Universitat Autònoma de Barcelona
Bellaterra, Barcelona
Spain

ISSN 2190-5053 ISSN 2190-5061 (electronic)
Springer Theses
ISBN 978-3-319-41050-0 ISBN 978-3-319-41051-7 (eBook)
DOI 10.1007/978-3-319-41051-7

Library of Congress Control Number: 2016942898

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Supervisor’s Foreword

This Ph.D. thesis is focused on the search for new phenomena in top–antitop quark
(t�t) final states with additional b-quark jets at the LHC. It uses the full Run 1 dataset
collected by the ATLAS experiment in proton–proton collisions at

ffiffi

s
p ¼ 8 TeV.

The final state of interest consists of an isolated lepton, a neutrino, and at least six
jets with at least four b-tagged jets, a challenging experimental signature owing to
the large background from t�t+heavy-flavor production. This final state is charac-
teristic of t�tH production, with the Higgs boson decaying into b�b, a process that
allows directly probing the top-Higgs Yukawa coupling. This signature is also
present in many extensions of the Standard Model that have been proposed as
solutions to the hierarchy problem, such as Supersymmetry or Composite Higgs
models, which predict the pair production of bosonic or fermionic top quark
partners, or the anomalous production of four top quark events. All these physics
processes have been searched for. An ambitious search strategy has been devel-
oped, building on a combination of state-of-the-art theoretical predictions and a
sophisticated statistical analysis to constrain in situ the large background uncer-
tainties. As a result, some of the most restrictive bounds to date on the above
physics processes have been obtained.

Bellaterra Prof. Aurelio Juste Rozas
January 2016
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Preamble

The discovery of the Higgs boson in July 2012 by the ATLAS and CMS experi-
ments was a milestone for high-energy physics, as the last missing piece of the
Standard Model (SM) was found. Nonetheless, the mass of the Higgs boson,
comparable to the electroweak energy scale, is still a puzzle difficult to explain.
Radiative corrections are expected to raise the Higgs boson mass by 16 orders of
magnitude, from the electroweak scale to the Planck scale. This issue, arising from
the huge difference between the electroweak and the Planck scale, is known as the
hierarchy problem. This dissertation presents three analyses that probe the stability
of the Higgs boson mass from different perspectives.

The largest contribution to the radiative corrections arises from the coupling to
the top quark. The large mass of the top quark and its coupling of order unity to the
Higgs boson make it a very special particle, or the only “natural” one. Since its
discovery at Tevatron, the top quark has been studied extensively and its properties
have been measured in detail. However, a measurement of the top-Higgs Yukawa
coupling is not yet available. The top Yukawa coupling is the only coupling to the
Higgs boson that can be accessed directly, in particular through the measurement
of the production of a Higgs boson in association with a top–antitop pair, t�tH. Its
production cross section is two orders of magnitude below the dominant gluon
fusion process, and no evidence for this process has been observed yet. The
dominant decay of the Higgs boson with a mass of 125 GeV is through a pair of
b-quarks, producing a final state of t�t with additional heavy-flavor jets. The first
of the analyses aims to study the t�tH process and to measure its production rate,
from which the top Yukawa coupling can be extracted. The corroboration of the SM
nature of the coupling would confirm that the Higgs boson mass is subject to large
corrections from the top quark, and a mechanism to restore the observed Higgs
mass has to be present.

One of the proposed solutions to the hierarchy problem is the introduction of
supersymmetry. The introduction of new partners for the SM particles, with spin
differing by 1=2, would cancel the radiative contributions to the Higgs mass, giving
an explanation for its value at the electroweak scale. At the same time,
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supersymmetric models can provide a good candidate for dark matter. Bosonic top
quark partners have been extensively searched for at the LHC, and although a wide
range of the allowed masses for supersymmetric partners’ masses was excluded,
some low-mass regions remain uncovered. A search for bosonic top partners is
presented targeting one of the “gaps” where supersymmetric particles have not been
excluded.

Although supersymmetry is a very elegant way of addressing the hierarchy
problem, it is definitely not the only one. Non-supersymmetric extensions of the
SM provide different ways of addressing the hierarchy problem. Some of the
options are the introduction of additional dimensions, compositeness, or new strong
sectors. A common feature arising from such models is the prediction of fermionic
top partners, which also stabilize the Higgs boson mass. Such partners, or
vector-like quarks, can decay through flavor-changing neutral-currents into a top
quark and a Higgs boson. Another signature that can arise from these models is the
production of four top quark final states. The decay of this t�tt�t state produces a
spectacular signature that is rarely produced in the SM.

The production of a top quark pair with additional heavy-flavor jets is a
promising final state where several models of new physics, which provide solutions
to the hierarchy problem, predict an enhancement. This is the final state targeted by
the analyses in this dissertation given its sensitivity to the models under scrutiny.

The chosen final state is a very challenging one, where SM backgrounds have
large uncertainties. A significant effort has been devoted to studying the modeling
of t�tþ b�b production, which is the main irreducible background. Measurements
of the overall cross section have been performed for this background, but no
differential measurement. Therefore, the analyses have to rely on Monte Carlo
simulation for the description of the t�tþ b�b process. The computation of such
2 ! 4 process, with massive and colored partons in the final state is incredibly
challenging, and predictions at NLO accuracy are essential to reduce the large scale
uncertainties.

In order to reduce the impact of the systematic uncertainties, both theoretical and
experimental, the analyses use a profile likelihood fit exploiting high-statistics
control regions to constrain in situ the leading uncertainties and improve the
background modeling. A detailed statistical analysis is performed in order to test for
the presence of a signal in the observed data.
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Chapter 1
Introduction and Theoretical Framework

The Standard Model (SM) of particle physics is the theoretical framework that so far
describes best the subatomic world. Since its development the 1960’s, it has been thor-
oughly tested and has been very successful in describing experimental observations.
In addition, all the predicted phenomena have found experimental confirmation, the
last one being the observation of the Higgs boson at the Large Hadron Collider in
July 2012 [1, 2].

This chapter introduces the building blocks of the SM, its experimental successes
and shortcomings, and a summary of theories beyond the SM. The phenomenology
of these theories is detailed, with emphasis on their collider signatures.

1.1 The Standard Model

The Standard Model (SM) of particle physics [3–5] is a renormalizable quantum
field theory based on the total invariance under the gauge group:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (1.1)

where SU(3)C is the symmetry group of the strong interaction and SU(2)L ⊗ U(1)Y
corresponds to the electroweak interaction.

The SM describes the interaction among the constituents of matter, fermions,
through the exchange of force mediators, bosons. More precisely, the SM describes
particles as field functions of space-time coordinates. Fermions are described as
spin-1/2 Dirac fields, satisfying the lagrangian:

L = ψ̄(iγμ∂μ − m)ψ, (1.2)

where ψ is the fermion field, γμ are the Dirac matrices and m is the mass of the
fermion.

© Springer International Publishing Switzerland 2016
J. Montejo Berlingen, Search for New Physics in tt̄ Final States
with Additional Heavy-Flavor Jets with the ATLAS Detector,
Springer Theses, DOI 10.1007/978-3-319-41051-7_1
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2 1 Introduction and Theoretical Framework

Imposing the lagrangian to be invariant under local transformations of a given
symmetry group requires the introduction of gauge fields (boson fields). The number
of associated boson fields is equal to the number of generators of the symmetry group.
In the SM, the gauge symmetry SU(3)C determines the strong interaction mediated
by gluons, while the SU(2)L ⊗ U(1)Y gauge symmetry governs the electroweak
interaction mediated by the photons, W± and Z bosons. Table 1.1 summarizes the
classification of bosons in the SM.

The bosonic sector of the SM is responsible for three of the four interactions in
Nature. Gravity can not be accommodated since a renormalizable formulation as a
quantum field theory is not known, thus being one of the motivations to look for
physics beyond the SM.

Fermions are classified in quarks and leptons, and subdivided in three families or
generations. Generations of quarks and leptons are copies with the same quantum
numbers except for their masses, having the 1st generation the lighter particles and
the 3rd the heavier. Table 1.2 provides a classification of the SM fermions.

Table 1.1 Table of gauge bosons in the SM with their mass and charge according to the particle
data group [6]

Mediator Mass (GeV) Interaction Electric charge

Gluon (×8) (g) 0 Strong 0

Photon (γ) 0 Electromagnetic 0

Z 91.19 Weak 0

W± 80.39 Weak ±1

Table 1.2 Table of quark and lepton families with their mass and charge according to the particle
data group [6]

Generation Name Symbol Mass Electric charge

Quarks

1st Up u 2.3 MeV +2/3

Down d 4.8 MeV −1/3

2nd Charm c 1.275 GeV +2/3

Strange s 95 MeV −1/3

3rd Top t 173.5 GeV +2/3

Bottom b 4.65 GeV −1/3

Leptons

1st Electron e 0.51 MeV −1

Electron neutrino νe <2 eV 0

2nd Muon μ 105.66 MeV −1

Muon neutrino νμ <2 eV 0

3rd Tau τ 1.77 GeV −1

Tau neutrino ντ <2 eV 0
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Additionally, for each quark and lepton exists an anti-particle, thus doubling the
number of fermions. The anti-particles are characterized by having the same masses
but opposite quantum numbers.

In order to study the SM lagrangian one can proceed by splitting the lagrangian
in two terms: one describing electroweak interactions, and a second one describing
quantum chromodynamics (QCD).

LSM = LEW + LQCD (1.3)

1.1.1 Electroweak Theory

The electroweak theory describes the weak and the electromagnetic interactions. It
unifies the forces in the symmetry group SU(2)L ⊗ U(1)Y . The symmetry group of
the weak interaction is the SU(2)L group, and a new quantum number, referred to
as weak isospin, T , is introduced. The generators of the group are the weak isospin
operators, T̂i = σi

2 (i = 1, 2, 3), where σi are the three Pauli matrices. The left- and
right-handed components of the fermion fields:

ψL = 1

2

(
1 − γ5) ψ

ψR = 1

2

(
1 + γ5

)
ψ,

(1.4)

transform differently under the operators of the weak symmetry group. Left-handed
fermions transform as doublets, whereas right-handed fermions transform as singlets:

f iL =
(

ν i
L

�iL

)
,

(
uiL
diL

)

f iR = �iR, uiR, diR,

(1.5)

where i = 1, 2, 3 is the family (generation) index. The subscript in SU(2)L refers to
the fact that only the left-handed fermions interact through the weak force.

The second part of the symmetry group, U(1)Y , introduces a new conserved
quantum number, Y , the hypercharge. The electric charge is related to the third
component of the weak isospinT3 and the hyperchargeY by the Gell-Mann Nishijima
formula:

Q̂ = T̂3 + Ŷ

2
. (1.6)

In order to respect local invariance under both symmetry groups, the covariant
derivative is introduced in Eq. 1.2:

Dμ ≡ ∂μ − ig �T · �Wμ − ig′ Y
2
Bμ, (1.7)
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where g and g′ are the coupling constants of the SU(2)L and U(1)Y gauge groups
respectively, and �Wμ, Bμ, are the gauge fields of the respective symmetry groups.

A kinetic term for the gauge fields has to be added to the lagrangian, in the form:

Lgauge = −1

4
Wi

μνW
μν
i − 1

4
BμνB

μν, (1.8)

where i = 1, 2, 3, and Wi
μν and Bμν are the field tensors for the SU(2)L and U(1)Y

gauge groups, defined as:

Wi
μν ≡ ∂μW

i
ν − ∂νW

i
μ + gεijkW j

μW
k
ν

Bμν ≡ ∂μBν − ∂νBμ,
(1.9)

where εijk is the totally antisymmetric Levi-Civita tensor, and the corresponding term
is the origin of the non-abelian nature of the weak interaction.

The electroweak lagrangian can finally be written as:

LEW =
∑

f=l,q

f̄ iγμDμ f + Lgauge. (1.10)

The introduction of a mass term for either the fermions or the gauge fields breaks
the local SU(2)L gauge invariance of the lagrangian, which is not in agreement with
experimental observations which point to massive vector bosons. Breaking gauge
invariance would spoil the renormalizability of the SM, therefore a mechanism for
generating non-zero masses while preserving the renormalizability of the theory
needs to be introduced.

1.1.2 The Higgs–Englert–Brout Mechanism

The apparent contradiction between massive particles and the requirement of gauge
invariance can be solved through a Spontaneous Symmetry Breaking (SSB), where
the symmetry group SU(2)L ⊗ U(1)Y breaks down to U(1)EM . In order to generate
the SSB, a new isospin doublet of complex scalar fields, also known as Higgs field,
is introduced:

� ≡
(

φ+
φ0

)
, (1.11)

where the “+” and “0” indices indicate the electric charge of the field.
Additional kinetic and potential terms for this new field can be added to the

electroweak lagrangian in Eq. 1.10:

L� = (Dμ�)†(Dμ�) − V (�), (1.12)
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where Dμ is defined in Eq. 1.7 and:

V (�) = μ2�†� + λ(�†�)2. (1.13)

The potential V (�) depends on two parameters, μ2 and λ. The case λ < 0 is
unphysical, leading to no stable minima. For λ > 0, two possibilities arise: μ2 > 0
and μ2 < 0, which are illustrated in Fig. 1.1. In the first case there is a single
solution to the minimization which corresponds to |�| = 0 and gives as vacuum
expectation value (VEV), 〈�〉0 ≡ 〈0|�|0〉 = 0. If λ > 0 and μ2 < 0, the minimum
of the potential V (�) is found in:

�†� = −μ2

2λ
≡ v2

2
, (1.14)

and therefore the field � has a non-zero vacuum expectation value 〈�〉0 ≡ 〈0|�|0〉 =
v√
2
, and there is no unique minimum. The fundamental vacuum state is no more

invariant underSU(2)L ⊗ U(1)Y , meaning that these two symmetries are now broken.
The Goldstone theorem states that massless scalars, referred to as Goldstone

bosons, occur whenever a continuous symmetry is broken [7]. They can be absorbed
by a gauge field as a longitudinal polarization component and the gauge field acquires
mass. Since the photon is the only electroweak boson known to be massless, the
minimum of the potential is chosen so that the Higgs field that acquires a VEV is the
one with zero electric charge:

�0 ≡ 1√
2

(
0
v

)
. (1.15)

Expanding the field around the true minimum of the theory, the complex field �

becomes:

Fig. 1.1 Vacuum potential for λ > 0 and μ2 > 0 (a) or μ2 < 0 (b), with the typical shape of a
Mexican hat
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�(x) = 1√
2

(
0

v + H(x)

)
, (1.16)

where H(x) represents ground state fluctuations around the vacuum state in the
direction perpendicular to the degenerate minima.

Additionally, nothing prevents the Higgs doublet to couple to the fermion fields.
Therefore, the interaction between the Higgs doublet and the fermion fields can be
added, in the form of the Yukawa lagrangian:

LY =
∑

f=l,q

yf
[
f̄L�fR + f̄R�̄fL

]
, (1.17)

where the matrices yf describe the Yukawa couplings between the Higgs doublet
and the fermions. The Yukawa lagrangian is gauge invariant since the combinations
f̄L�fR and f̄R�̄fL are SU(2)L singlets.

By introducing the expansion from Eq. 1.16 in the Yukawa lagrangian in Eq. 1.17,
the tree level predictions for the mass of the fermions can be obtained:

mf = yf
v√
2
, (1.18)

where f stands for the fermions of the theory. On the other hand, the tree level mass
of the Higgs boson can be computed from the Higgs lagrangian in Eq. 1.12, and it is
found to be:

mH =
√

−2μ2 = √
2λv. (1.19)

Since the value of λ is unknown, mH is not predicted by the theory and must be
determined experimentally.

From the same Higgs lagrangian, the electroweak boson masses can also be
obtained. The relevant term in Eq. 1.12 is:

∣∣
∣∣

(
−ig

σ

2
�Wμ − i

g′

2
Bμ

)
�

∣∣
∣∣

2

= 1

8

∣
∣∣∣

(
gW 3

μ + g′Bμ g(W 1
μ − iW 2

μ)

g(W 1
μ + iW 2

μ) −gW 3
μ + g′Bμ

)(
0
v

)∣
∣∣∣

2

= 1

8
v2g2 [

(W 1
μ)2 + (W 2

μ)2] + 1

8
v2(g′Bμ − gW 3

μ)(g′Bμ − gW 3μ)

=
(

1

2
vg

)2

W+
μ W−μ + 1

8
v2

(
W 3

μ ,Bμ

) (
g2 −gg′

−gg′ g′2

)(
W 3

μ

Bμ

)
, (1.20)

defining W± = (W 1 ∓ iW 2)/
√

2. The mass eigenstates can be obtained diagonaliz-
ing the mass matrix, and expressed as a function of W 3

μ and Bμ:
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1

8
v2

[
g2

(
W 3

μ

)2 − 2gg′W 3
μB

μ + g′2B2
μ

]
= 1

8
v2

[
gW 3

μ − g′Bμ

]2

+ 0
[
g′W 3

μ + gBμ

]2

= 1

2

(

v

√
g2 + g′2

2

)2

Z2
μ

+ 0 · A2
μ, (1.21)

where:

Zμ = gW 3
μ − g′Bμ

√
g2 + g′2 (1.22)

Aμ = g′W 3
μ + gBμ

√
g2 + g′2 , (1.23)

represent the fields associated with the Z boson and the photon respectively.
From Eqs. 1.20 and 1.21, the tree level predictions for masses of the gauge bosons

are:

mW = vg

2
,

mZ = v

√
g2 + g′2

2
,

mγ = 0.

1.1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) describes the strong interactions in the SM, being
SU(3)C the underlying symmetry. A new quantum number, color, is introduced to
refer to three different possible states of the quarks. The global gauge symmetry is
promoted to a local one by introducing the covariant derivative:

Dμ ≡ ∂μ − igsTaG
a
μ, (1.24)

where gs is the strong coupling constant (usually referred as αs ≡ g2
s /4π in the

literature), Ta are the SU(3)C generators with a = 1, . . . , 8, and Ga
μ are the gluon

fields. After introducing the covariant derivative and a kinematic term for the gluon
fields, the lagrangian of QCD is given by:
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LQCD = q̄
(
iγμDμ

)
q − 1

4
Ga

μνG
aμν, (1.25)

where γμ are the Dirac γ-matrices and q is a vector of three components correspond-
ing to the different colors of a given quark type. Gluons transform under the adjoint
representation, while quarks are in the fundamental representation of the SU(3)C
group. The interactions between quarks and gluons are enclosed in the definition of
the covariant derivative in Eq. 1.24. The field tensor Ga

μν is given by:

Ga
μν = ∂μG

a
ν − ∂νG

a
μ − gsfabcG

b
μG

c
ν, (1.26)

where fabc are the structure constants of the SU(3) group. The third term of the tensor
describes the gluon self-interaction and is responsible for the non-abelian nature of
QCD.

The presence of this self-interaction induces very particular features in the depen-
dence of the strong coupling constant with the scale of the interaction, which is
shown in Fig. 1.2. In the leading-order approximation [9] the coupling constant can
be expressed as:

αS(Q
2) = 12π

(33 − 2nf ) · log( Q2

�2
QCD

)
, (1.27)

where nf is the number of “active flavor” quarks (i.e. with mq < Q), and �QCD is an
infrared cut-off scale where the perturbative approximation is no longer valid.

From Eq. 1.27 two of the key features of QCD are derived. In the high energy
regime, αS is sufficiently small that observables can be computed using perturbation
theory, which gives very good mathematical properties and predictive power to the
theory. Since the coupling vanishes for Q2 → ∞, in the high energy limit the quarks
can propagate as if they were free, a property known as asymptotic freedom. On the
other hand, at low energies αS increases, to the point of diverging. This property is
known as confinement: quarks and gluons can not appear as free particles. When

Fig. 1.2 Summary of
measurements of αs as a
function of the energy scale
Q [8]

QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit 
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partons with colour charge start to separate from each other, the potential energy
increases to a point when it becomes energetically preferable to create a quark-
antiquark pair with opposite colour charge from the vacuum. This property has the
experimental consequence that coloured partons produced in high-energy interac-
tions will manifest themselves as collimated streams of hadrons referred to as “jets”.
The process through which a quark evolves into a jet is addressed in more detail in
Sect. 3.1.5.

1.1.4 Experimental Successes of the Standard Model

Throughout the years the SM has been tested in multiple experiments, and its validity
has been confirmed with precision measurements, sometimes with a precision better
than 0.1 %. Since its formulation in the 70’s, the SM has been able to describe
accurately most experimental observations and all the discovered particles have been
accommodated nicely into the model.

The existence of the charm quark was predicted in order to explain the absence
of flavor-changing neutral currents [10] and was later discovered simultaneously
by groups at SLAC [11] and MIT [12] in what became the start of the November
revolution. Subsequently, the bottom quark [13], the τ lepton [14] and its respective
neutrino [15], found a natural placement as a third generation of fermions. The
discovery of a third quark family provided a natural mechanism for CP violation
through the complex phase of the CKM matrix [16]. The vector gauge bosons, W
and Z , were discovered at the CERN Spp̄S collider in 1983 [17].

In 1989 experiments started at LEP, with e+e− collisions at
√
s ∼ MZ (LEP1) and

with an increasing energy of
√
s = 161 − 207, in the later years (LEP2). The SM

was thoroughly scrutinized with precision measurements of the W and Z bosons.
The combination of precision measurements and theoretical calculations of radiative
corrections allowed also to extract indirect constraints on the missing pieces of the
SM, such as the top quark which had not been discovered. The top quark mass was
precisely predicted from radiative corrections to the W boson mass and the Z → bb̄
branching ratio, and was discovered in 1995 [18, 19] at the Tevatron.

The consistency of the SM with the set of precision measurements was also
confirmed through the electroweak fit. The fundamental parameters of the SM can be
fitted to different data measurements and it was confirmed that all the observations
can be explained simultaneously from the SM predictions. Figure 1.3a shows the
differences between the predicted and the measured quantities for several observables
as obtained by the Gfitter Collaboration [20]. A good consistency between measured
and expected quantities is found and none of differences exceeds three standard
deviations. From this fit, the mass of the Higgs boson was predicted to be 94.1+25

−22
GeV as shown in Fig. 1.3b.

The last missing piece of the SM was found in 2012, when both the ATLAS and
CMS collaborations announced the observation of a new particle compatible with
the Higgs boson hypothesis [1, 2]. The mass of the new particle was found to be

http://dx.doi.org/10.1007/978-3-319-41051-7_3
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Fig. 1.3 Left pull values for the SM fit with and without inclusion of MH in the fit. The pull values
are defined as deviations between experimental measurements and theoretical calculations in units
of the experimental uncertainty. Right �χ2 as a function of Higgs boson mass MH , with (blue band)
and without the MH measurements (gray band)

∼125 GeV [21], well within the mass interval allowed by the indirect constraint of
the electroweak fit. Further measurements of the newly discovered particle confirmed
that it is a scalar and a positive CP eigenstate [22]. As of today, the couplings to the
rest of the SM particles have been found to be in agreement with those of the SM
Higgs boson.

1.1.5 Shortcomings of the Standard Model

Despite the remarkable successes of the SM, there are a number of theoretical and
experimental evidences that can not be accommodated into the framework. This leads
to the general conclusion that the SM has to be regarded as an effective theory, the
low energy realization of a more complete theory that would be able to explain the
whole spectrum of observations. While the detailed formulation of such “Theory of
Everything” is not yet available, the investigation of the aspects where the SM fails
to give a satisfactory answer can shed some light into the details of this more general
theory.
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• One of the few experimental observations that are not explained by the SM are
neutrino oscillations [23]. Although neutrino masses are not measured directly,
the measurement of oscillations requires that there is a mass difference between
the different neutrino generations. A mass term for neutrinos is not present in the
SM, although introducing right-handed neutrinos, or alternatives such as Majorana
neutrinos can be accommodated.

• Measurements of the rotation curves of galaxies [24] and gravitational lensing led
to the inference of the existence of non-luminous matter denominated dark matter
in the Universe. This was also verified in measurements of large-scale structures
and cosmic microwave background [25, 26]. Dark matter doesn’t interact through
the electromagnetic force and therefore can not be observed, but its presence is
made evident through gravitational effects. The SM has no candidate particle that
can account for the large measured fraction of dark matter, encompassing more
than 80 % of the total matter in the universe.

• The SM can not fully explain the matter/anti-matter asymmetry observed in the
Universe. Although CP-violation is described by the presence of a phase in the
CKM matrix, the amount of CP-violation is not big enough as to explain the current
asymmetry.

• The SM has 19 arbitrary parameters, out of them 9 fermion masses. The hier-
archical mass structure of the SM fermions, ranging from ∼1 MeV for the first
generation of fermions,1 to about 173 GeV of the top quark, is not understood. Also
the question of why exactly three families of fermions exist has no justification.
The arbitrariety of parameters in the SM, and in particular of the fermion masses,
introduces the naturalness problem. A “natural” theory is characterized by free
parameters with values of the same order of magnitude. This does not happen in
the SM, where the difference in masses spans five orders of magnitude. This is not
a problem to the theory itself, but such huge differences in arbitrary parameters are
usually considered as unnatural and a possible indication of unknown principles
underlying a more complete theory encompassing the SM.

• A very important missing piece towards a Theory of Everything is the introduc-
tion of a quantum field theory for gravity. At energies of the order of the Planck
scale, MP = (8πGNewton)

−1/2 = 1018 GeV, quantum gravitational effects are not
negligible and a new model should replace the SM. In the hypothetical absence
of new physics below this scale, the requirement that the SM has to be valid up to
the Planck scale introduces a new problem known as the “hierarchy problem”.

1.1.5.1 The Hierarchy Problem

A further argument pointing to the need for new theories beyond the SM is the
“hierarchy problem”, which can be defined as the fact that the difference between
the weak scale and the Planck scale, MP/MW , is so huge. This is not a fundamental

1If neutrino masses are considered, for which the current bounds are ∼ eV, this difference increases
by six more orders of magnitude.
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problem of the SM itself, but it introduces a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the SM. Unlike the
fermions and gauge bosons, elementary scalars as the Higgs boson are not protected
by chiral or gauge symmetries against large radiative corrections to their masses. For
this reason, the Higgs field receives enormous corrections from the virtual effects of
any SM particle it couples to.

Due to these corrections, the Higgs boson mass is:

m2
H = (mH)2

0 + �m2
H , (1.28)

where (mH)0 is the bare Higgs mass and �m2
H is the Higgs mass correction which,

for the case of a fermion loop as in Fig. 1.4a, is given by:

�m2
H = − |yf |2

16π2

[
2�2 + O

(
m2

f ln

(
�

mf

))]
, (1.29)

being yf the Yukawa coupling of the fermion f and being � a cutoff. The latter is
interpreted as the energy scale at which new physics enters and the SM ceases to be
valid. Similar corrections arise also from gauge-boson loops, as shown in Fig. 1.4b.
If the SM needs to describe Nature up to MP, then the quantum corrections to the
Higgs mass can be up to 30 orders of magnitude larger than the measured Higgs
boson mass squared. In order to recover the measured mass of the Higgs boson,
the value of the bare Higgs mass and the corrections have to exactly cancel to an
incredible precision. This precise cancellation is known as fine tuning.

Since this cancellation over 16 orders of magnitude, although not forbidden, seems
to be a too lucky coincidence, several extensions of the SM have been proposed where
different mechanisms are present to keep the Higgs boson mass at the electroweak
scale.

The largest correction to the Higgs boson mass comes from the top quark, since it
is the heaviest particle in the SM. The latest Tevatron–LHC combination for the top
mass yields: mt = 173.34 ± 0.76 GeV [27]. This value implies that the top quark is
the only particle in the SM to have a Yukawa coupling yt very close to unity:

yt =
√

2mt

v
= 0.996 ± 0.005. (1.30)

Fig. 1.4 Examples of
one-loop quantum
corrections to the Higgs
mass due to fermions (left)
and bosons (right)
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While in the SM yt is one of the free parameters of the theory, such particular value
suggests that the top quark might have a special role in the electroweak symmetry
breaking mechanism and the mass hierarchy pattern.

1.2 Beyond the Standard Model

Over the years, many theories have been proposed that try to extend the SM in
order to solve one or several of its shortcomings. Several of these theories provide
solutions for the hierarchy problem. In the following, some of these scenarios are
reviewed, highlighting the phenomenology of those models predicting tt̄ final states
with additional heavy-flavor jets, which is the signature explored in this dissertation.

1.2.1 Supersymmetry

The hierarchy problem can be solved if for each SM particle a new particle is intro-
duced with spin differing by 1/2, that also couples to the Higgs boson. In the example
of a SM fermion, a new boson S is introduced, and the correction to the Higgs mass
is given by:

�m2
H = y2

S

16π2

[
2�2 + O

(
m2

S ln

(
�

mS

))]
, (1.31)

where it has to be highlighted that this correction has opposite sign to the fermion
contribution in Eq. 1.29. If yS = |yf |, all the fermion terms have a counter term that
naturally cancels the quadratic divergence introduced. The residual correction terms
to the Higgs mass, ignoring the logarithmic contributions, would be:

�m2
H = y2

f

16π2
|m2

S − m2
f |. (1.32)

Invoking “naturalness” arguments, the size of the corrections is expected to be
smaller than mH , which leads to:

|m2
S − m2

f | � 1TeV2. (1.33)

This can be understood as the range of validity of the SM: at the TeVscale super-
partners of the SM particles can be produced and the SM is replaced by its supersym-
metric extension. This scale, derived from naturalness arguments, is not a strict upper
bound on supersymmetric extensions, but rather a desirable scale where supersym-
metry could stabilize the corrections to the Higgs mass before developing its own
hierarchy problem, as discussed below.
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Table 1.3 The predicted particle spectra in the MSSM (sfermion mixing for the first two families
is assumed to be negligible)

Names Spin PR Gauge eigenstates Mass eigenstates

Higgs bosons 0 +1 H0
u H0

d H+
u H−

d h0 H0 A0 H±

Squarks 0 −1 ũL ũR d̃L d̃R Same

s̃L s̃R c̃L c̃R Same

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

Sleptons 0 −1 ẽL ẽR ν̃e Same

μ̃L μ̃R ν̃μ Same

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

Neutralinos 1/2 −1 B̃0 W̃ 0 H̃0
u H̃0

d
χ̃0

1 χ̃0
2 χ̃0

3 χ̃0
4

Charginos 1/2 −1 W̃± H̃+
u H̃−

d
χ̃±

1 χ̃±
2

Gluino 1/2 −1 g̃ Same

The postulation of new particles canceling to first order all SM corrections to the
Higgs mass is done through the introduction a new symmetry: supersymmetry. In
fact, supersymmetry (SUSY) seems to be the last possible extension of the Lorentz
group [28]. A supersymmetry transformation turns a bosonic state into a fermionic
state and viceversa [29]. The mass of the superpartners is predicted to be the same
as the SM particles but, since no supersymmetric particle has been observed yet,
supersymmetry must be a broken symmetry and supersymmetric particles’ masses
have to be above the reach of current experiments.

The extension of the SM through a supersymmetry is not unique: the number of
generators in the symmetry group, as well as the composition and arrangement of the
SM particles into supermultiplets allow many possibilities. Supersymmetry is not a
fixed model but a framework from which many SM extensions can be derived.

The minimal supersymmetric Standard Model (MSSM) is a model that introduces
the minimal amount of new particles. It consists of one single operator in the sym-
metry group and every SM particle is paired with one single superpartner. Partners
of the fermions are denoted with the prefix “s”, for example the superpartner of the
top quark is referred to as stop, and partners of the SM bosons are labeled with
the suffix “ino”. The Higgs sector requires the introduction of an additional com-
plex doublet, therefore producing five particles after giving mass to the SM bosons.
Table 1.3 shows the arrangement and notation of the MSSM particle content.

The most general MSSM can contain operators that violate baryon and/or lepton
number, thus allowing proton decays. The non-observation of proton decays forbids
the existence of such terms.2 A possibility to avoid these operators is to introduce a
new discrete symmetry named R-parity. The conserved quantum number is defined
as:

PR = (−1)3(B−L)+2s, (1.34)

2Strictly speaking, it imposes very stringent upper limits on the coefficients of those operators.



1.2 Beyond the Standard Model 15

where B and L refer to the baryon and lepton quantum numbers respectively and s
is the spin of the particle. This definition sets all the SM particles to have PR = +1
while the SUSY partners have PR = −1.

1.2.1.1 Supersymmetry Phenomenology

The conservation of the R-parity has several phenomenological consequences:

• It prevents baryon and lepton quantum numbers to be violated, therefore removing
terms that allow proton decay.

• There can be no mixing between the SM particles and their supersymmetric part-
ners.

• SUSY particles can only be produced in pairs in the collisions of SM particles.
• The lightest SUSY particle (LSP) is stable, and therefore constitutes a good can-

didate for dark matter if electrically neutral.

After electroweak symmetry breaking, the supersymmetric partners mix giving
rise to the mass eigenstates. The neutral higgsinos (H̃0

u and H̃0
d ) and the neutral

gauginos (B̃ and W̃ 0) combine to form four mass eigenstates named neutralinos. The
charged higgsinos (H̃+

u and H̃−
d ) and the winos (W̃+ and W̃−) mix to form two mass

eigenstates with electric charge ±1, named charginos.
In the sfermion sector, mixing across generations can cause large contributions

to flavor changing neutral current processes [30] and is usually removed. However,
mixing between the left-handed and the right-handed sfermions3 of the same gener-
ation depends on the mass of the SM fermion, and therefore can’t be neglected for
the third generation superpartners. After mixing, the mass eigenstates are labeled as
q̃1, q̃2.

The MSSM, with the requirement of R-parity conservation, provides a solution
to the hierarchy problem and contains a good candidate for dark matter. However, it
also introduces 105 new parameters, to be added to the 19 parameters of the SM. In
order to reduce the number of parameters to be considered, several simplifications
and assumptions are introduced in collider searches. Usually, only the sparticles that
contribute to a particular final state are considered. The rest of the superpartners are
considered heavy enough so that they can be completely decoupled.

1.2.2 Extra Dimensions

The formulation of the SM assumes that our universe exists in a four-dimensional
space-time. However, some theories propose that our universe is a four-dimensional
“brane” embedded in a higher-dimensional space, referred to as “bulk”. The effect

3The “handedness” of the scalar superpartners does not refer to their helicity, but to that of their
SM partners.
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of gravity is therefore diluted in the extra dimensions, giving an explanation for the
apparent weakness of the gravitational force. A general feature of models with extra
dimensions is that particles propagating in the extra dimensions manifest in our four-
dimensional brane as Kaluza–Klein (KK) states. These are a series of infinite modes,
also referred to as “towers”, where the mass of each Kaluza–Klein mode corresponds
to the modulus of its momentum in the direction transverse to the four-dimensional
brane.

1.2.2.1 Large Extra Dimensions, ADD Model

In the Arkani-Hamed–Dimopoulos–Dvali (ADD) model [31], the only particle that
can propagate through the extra dimensions is the graviton, the hypothetical boson
of gravity. The extra spatial dimensions are compactified with a radius R, on a
scale which is small enough as to not have been probed yet. The “effective” four-
dimensional Planck scale is equivalent toM2

P ∼ M2+n
D Rn, whereMD is the fundamen-

tal Planck scale in 4 + n dimensions, and n is the number of extra spatial dimensions.
In the ADD model, the electroweak scale MEW is the only fundamental short scale
in nature. The equivalence MD ∼ MEW can be obtained for example if n = 2 and
R ∼ 100µm.

Experimentally, the limits on the MD scale for ADD models are in the range of
3–5 TeV for 2–6 extra dimensions [32], pushing MD away from the electroweak
scale.

1.2.2.2 Universal Extra Dimensions

Other models postulate universal extra dimensions (UED) [33], where all SM parti-
cles can propagate in the extra dimensions. The main challenge for these theories is
recovering the SM behavior after compactification of the extra dimensions. One of
the options is the existence of two extra dimensions, which are compactified under
the real projective plane geometry (RPP) [34, 35].

A distinctive feature of models with UED is that each KK vector mode is accom-
panied by a spin-0 particle in the adjoint representation of the corresponding gauge
group. The partner of the gluon is a massive coloured scalar that is generically referred
to as sgluon.

1.2.2.3 Randall–Sundrum Extra Dimensions

Another particularly interesting model is the Randall–Sundrum (RS) theory [36, 37].
Models with extra dimensions usually rely on a factorizable geometry, namely the
metric of the four familiar dimensions is independent of the coordinate in the extra
dimensions. In the RS theory this assumption is dropped. The universe is considered
a five-dimensional anti-de Sitter space (AdS5) described by a warped geometry and
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the background metric solves the hierarchy problem [38]. The background metric
contains a multiplicative factor that depends exponentially on the distance to the
“gravity-brane”. The 15 orders of magnitude between the weak and the Planck scale
could be explained by the distance from our brane to the gravity-brane.

1.2.3 Compositeness

Throughout the history of physics, several times a particle that was believed ele-
mentary revealed its composite nature when studied at higher energy scales. Pions,
protons and even atoms were considered elementary at some point. Several new
theories propose a similar situation for the SM, where particles that we consider ele-
mentary are made of yet unknown constituents which are strongly coupled through
new heavy resonances.

Models of partial compositeness are also possible, where elementary and compos-
ite particles mix, and the SM particles are in fact linear combinations of elementary
and composite states.

1.2.3.1 Higgs Boson Compositeness

The idea of a composite Higgs boson has its origin in the QCD sector where the pion
mass is naturally low. In a theory with spontaneous symmetry breaking, Goldstone
bosons arise as scalar, massless particles [7]. If the symmetry is not exact, and is
both spontaneously and explicitly broken, then the Goldstone bosons can acquire
mass. In this case the boson is called a pseudo-Goldstone boson (PGB). In QCD
the flavor chiral symmetry of the Lagrangian is broken spontaneously, generating
three massless scalar bosons. The further explicit symmetry breaking operated by
the quark masses gives mass also to the pseudo-Goldstone bosons which is, however,
much smaller than the other mesons’ masses. The three pseudo-Goldstone bosons are
the π± and π0 particles, which are not elementary but composed of a quark-antiquark
pair.

In a similar way, some theories propose a mechanism of strong electroweak sym-
metry breaking [39]. A new sector is added to the SM containing the Higgs field
and new strongly-interacting particles, usually named the composite sector. In the
composite sector a global symmetry is spontaneously broken and then, thanks to a
small mixing with the SM sector, it is also explicitly broken producing a pseudo-
Goldstone boson, the Higgs boson, which is much lighter than the scale of the new
sector. In this scenario the radiative corrections to the Higgs mass don’t have to reach
the Planck scale since it will reveal its composite nature at the energy scale of the
new strong sector.

Strongly interacting theories have usually difficulties to pass electroweak pre-
cision tests, or even to compute their contributions. Another problem of these
models is explaining the origin of fermion masses. In the past years, models of
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pseudo-Goldstone Higgs in the framework of a five-dimensional AdS5 theory
[40, 41] have received increasing attention since the theory is weakly coupled, mak-
ing it possible to perform calculations, and it can satisfy the bounds from electroweak
data.

1.2.3.2 Top Quark Compositeness

Certain models propose that the top quark is not an elementary particle, but rather
a composite or condensate state. In models with composite particles due to a new
strong sector, SM particles can get their masses by mixing with composite states.
Given the large mass of the top quark it would be natural to expect the top quark to
have a sizable admixture of the composite state and therefore to show properties of
compositeness [42, 43]. Electroweak precision data strongly constrains the possibil-
ity of a composite left-handed top. Therefore, most models focus on right-handed
composite top quarks [44, 45].

1.3 Signatures of BSM Theories

The new particles predicted by the different theories are generally short-lived, and
they can be detected by looking for their decay products. The analyses discussed in
this dissertation explore a final state compatible with the production of a top quark
pair with additional heavy-flavor jets. The different theories discussed in Sect. 1.2
can produce the targeted final state, and their phenomenology is described in the
following.

1.3.1 Fermionic Top Partners: Vector-Like Quarks

Several models predict the existence of vector-like quarks (VLQ), defined as color-
triplet spin-1/2 fermions whose left- and right-handed chiral components have the
same transformation properties under the weak-isospin gauge group [46, 47]. Vector-
like quarks are required if the Higgs boson is a pseudo-Goldstone boson, they also
arise as KK excitations of SM quarks propagating in the bulk and in grand unified
theories based on the E6 group [48, 49]. The introduction of vector-like quarks also
stabilizes the Higgs boson mass since the quadratic divergences cancel and only a
logarithmic divergence remains. The one-loop contributions to the Higgs boson mass
are shown in Fig. 1.5.

These new particles can appear as SU(2)L singlets, doublets or triplets. Their
naming and charges is shown in Table 1.4. A mass term for vector-like quarks can be
directly inserted into the Lagrangian without breaking the gauge symmetry, so these
quarks are also unique in that their coupling to the Higgs field is unrelated to their
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Fig. 1.5 One-loop contributions to the Higgs boson mass term from a the top quark and b, c a
vector-like top partner

Table 1.4 Charge and
hypercharge assignment for
vector-like quarks in different
SU(2) representations

VLQ Electric charge

X +5/3

T +2/3

B −1/3

Y −4/3

Multiplet Hypercharge

Singlets

(T) +2/3

(B) −1/3

Doublets

(X,T) +7/6

(T ,B) +1/6

(B,Y) −5/6

Triplets

(X,T ,B) +2/3

(T ,B,Y) −1/3

mass. Therefore there are no constraints on the existence of vector-like quarks arising
from the measured Higgs boson production cross section, since the contribution to
loop-induced Higgs boson couplings, ggH and γγH, is suppressed by the heavy
quark mass.

1.3.1.1 Production

Vector-like quarks can be pair-produced via QCD interactions, or singly produced
in association with SM quarks via electroweak interactions. The process of pair
production through QCD interactions is completely analogous to pair production of
SM top quarks, and only depends on αS and the mass of the heavy quark:

gg, qq̄ → QQ̄, with Q = T ,B,X,Y .
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Fig. 1.6 Example Feynman
diagrams for a pair
production of vector-like top
quarks and b single
production of a vector-like
top quark
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pp collisions at
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Single production via electroweak interaction is subdominant for masses below
mQ ∼ 800−1000 GeV, but becomes important for higher masses due to phase-space
suppression of pair production. It also depends on the couplings between the new
quarks and the W and Z bosons [50, 51]:

qq′ V ∗−→ qQ, with V = W,Z.

Example Feynman diagrams for pair and single production of vector-like quarks
are shown in Fig. 1.6. Figure 1.7 shows the cross section for pair production and
single production in the t-channel versus the mass of the vector-like quarks. For
a given value of the mass the coupling is set to the maximum allowed by indirect
constraints [51].

1.3.1.2 Decay

Vector-like quarks decay through electroweak interactions into SM particles. In a
general scenario the allowed decays are:
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T → W+b,Zt,Ht
B → W−t,Zb,Hb
X → W+t
Y → W−b .

Vector-like quarks can decay via flavor-changing neutral currents since they break
the GIM mechanism [10]. In order to be consistent with precision electroweak data,
a small mass splitting between vector-like quarks belonging to the same SU(2)

multiplet is required [51], which forbids cascade decays such as T → WB, and
leaves direct decays into SM particles as the only possibility. In general, the new
quarks are expected to couple mainly to the third generation since the mixing of
the vector-like quarks with SM quarks is of order m/M, where m and M are the
masses of the SM quarks and the new quarks respectively [46]. Couplings to lighter
generations, although not favored, are not excluded and can lead to flavor-changing
neutral top interactions [52].

For the isospin singletsT andB all three decays are possible. However, the scenario
is different for the isospin doublets. In the case of a (T ,B) doublet, the two quarks are
almost degenerate in mass and the decays strongly depend on the mixing factors of
the extended CKM matrix VTb and VtB. If VTb ∼ VtB then the T and B quarks have the
same decays as the corresponding singlets but different angular distributions since
only the right-handed component of (T ,B) couples to the SM quarks. In the most
natural case where VTb � VtB, then the mixing of the heavy quarks with the SM top
quark is much stronger, and the T → Wb decay is suppressed, as well as B → Hb
andB → Zb. This scenario, VTb � VtB, will be assumed throughout this dissertation.
Table 1.5 summarizes the possible decays of vector-like quarks.

The branching ratios of the vector-like quarks depend on the model but also on the
heavy quark mass. Figure 1.8 shows the decay branching ratios of the vector-like top
and bottom partners for isosinglets and isodoublets as a function of the heavy-quark
mass.

After pair production, the decay of at least one vector-like top into a Higgs boson
and a top quark produces, following the dominant H → bb̄ decay, a tt̄-like final state
with additional heavy-flavor jets, which is the final state targeted in this dissertation.

1.3.2 Bosonic Top Partners: Stops

The inclusion of bosonic partners of the top quark (t̃, stops) prevents the unnatural
fine-tuning of the Higgs mass, provided that the stops have masses not too far above
the weak scale and typically below 1 TeV.

Searches for t̃1 pair production are challenging because the cross section is signif-
icantly smaller than for tt̄ production (about a factor of six lower for mt̃1 ∼ mt) and
the cross section decreases rapidly with increasing mt̃1 . Direct searches for t̃1 pair
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Table 1.5 Allowed decay
modes for vector-like
singlets, doublets and triplets

Singlets Decay modes

X W+t
T W+b, Ht, Zt
B W−t, Hb, Zb
Y W−b
Doublets Decay modes
(
X

T

)
W+t
Ht, Zt

(
T

B

)
Ht, Zt

W−t
(
B

Y

)
Hb, Zb

W−b
Triplets Decay modes
⎛

⎜
⎝
X

T

B

⎞

⎟
⎠

W+t
W+b, Ht, Zt

Hb, Zb⎛
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⎞
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Fig. 1.8 Branching ratio of vector-like top (a) and bottom (b) partners as a function of the heavy
quark mass mT and mB respectively for isosinglets and isodoublets

production are particularly sensitive in the regime where mt̃1 � mt + mχ̃0
1
, giving

rise to signatures with large Emiss
T that allow to distinguish the signal from the tt̄

background. However, those searches have very limited sensitivity in the kinematic
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region wheremt̃1 ∼ mt + mχ̃0
1
, given the very similar kinematic features between sig-

nal and background. In this scenario, other strategies need to be pursued to identify
topologies with increased separation between signal and background. One possibil-
ity is to search for pair production of the heavier stop quark, t̃2, with subsequent
decay t̃2 → Zt̃1, Ht̃1 and tχ̃0

1. This decay chain results in final states with associated
production of tt̄ with one or more boson (Z or H),4 which provide additional handles
to suppress the background. In particular the decay through a Higgs boson, and the
subsequent H → bb̄ decay results in a tt̄ final state with additional heavy-flavor jets.

For the analysis described in this dissertation, a simplified SUSY model is con-
sidered where only the top quark partners and the lightest neutralino, t̃1, t̃2, χ̃

0
1, are

considered to be kinematically accessible at the LHC. The masses for the rest of the
SUSY spectrum are set arbitrarily high. Therefore, production and decay processes
involving other SUSY particles such as g̃ → t̃1t or t̃1 → χ̃±

1 b are not considered.

1.3.2.1 Production

At hadron colliders, stop pairs can be produced at leading order in quark-antiquark
annihilation and gluon-gluon fusion:

qq̄ → t̃1¯̃t1, t̃2 ¯̃t2,
gg → t̃1¯̃t1, t̃2 ¯̃t2,

(1.35)

and the relevant leading order diagrams for these processes are found in Fig. 1.9.
The production of t̃1 and t̃2 pairs is completely identical and depends only on αS

and the mass of the particle. Although the analysis presented in this dissertation
targets the pair production of t̃2, the process of t̃1 pair production is also present
in the simplified model and has to be taken into account. The production of mixed
t̃1¯̃t2 or t̃2 ¯̃t1 pairs is suppressed as the cross section is of order α4

S and will not be
considered [53].

1.3.2.2 Decay

The possible decays of the stop particles are limited within the simplified SUSY
model:

t̃1 → tχ̃
0
1

t̃2 → tχ̃
0
1, t̃1H, t̃1Z,

4For consistency with the other analyses, the capital letter H is used to denote the light Higgs
boson. In supersymmetric models the capital letter is commonly used to denote the heavier Higgs
boson, while the lowercase h is used to refer to the lighter mass eigenstate which is identified with
the 125 GeV state discovered at the LHC. Throughout the text, the 125 GeV Higgs boson will be
denoted by the capital letter H regardless of the model being studied.
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Fig. 1.9 Born diagrams for quark-antiquark annihilation and gluon fusion, leading to pairs of stop
pair production
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Fig. 1.10 Examples of decays of t̃1 and t̃2 particles in the different allowed decay channels

and the χ̃0
1 is considered the LSP and is therefore stable.

The branching fractions to the three possible decays of the t̃2 are not predicted
by the model and will be considered free parameters. In the parameter region where
mt̃2 < mt̃1 + mH , the decay through a Higgs boson is suppressed. If mt̃2 < mt̃1 + mZ ,
only the decay to a top quark and neutralino is possible. Figure 1.10 shows two
examples of t̃2 decays to the different allowed particles.

1.3.3 Four-top-quark Production

The production rate of four-top-quark events is very small in the SM, with a cross
section of σtt̄tt̄ ≈ 1 fb at

√
s = 8 TeV [54, 55]. However many BSM theories predict

an increase of this final state, usually through the pair production of a new particle
decaying to a top-antitop pair. The subsequent decay produces a spectacular final state
which, in the case of one leptonic W decay, produces up to ten jets with four of them
originating from b-quarks. Figure 1.11 depicts representative LO Feynman diagrams
for four-top-quark production within the SM and the BSM scenarios considered in
this dissertation.

The phenomenology of the different models predicting an increase of the four-
top-quarks final state is discussed in the following.
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Fig. 1.11 Representative leading-order Feynman diagrams for four-top-quark production within
a the SM and several BSM scenarios: b via an effective four-top-quark interaction in an effective
field theory model, c via scalar-gluon-pair production, and d via cascade decays from Kaluza–Klein
excitations in an universal extra dimensions model with two extra dimensions compactified under
the real projective plane

1.3.3.1 Kaluza–Klein Modes

In the model with two universal extra dimensions discussed in Sect. 1.2.2.2, gauge
bosons propagating in the extra dimensions produce a tower of KK vector modes. The
compactification of the two extra dimensions under the real projective plane geometry
(2UED/RPP) leads to the discretization of the momenta along these directions. The
set of solutions of the field equation are described by two integers (j, k), referred
to as KK numbers. A tier (j, k) is the set of particles with same KK numbers. At
leading-order the masses of the particles within a tier (j, k) are:

m2 = j2

R2
4

+ k2

R2
5

, (1.36)

where πR4 and πR5 are the size of the two extra dimensions. The model is parame-
terized by R4 and R5 or, alternatively, by mKK = 1/R4 and ξ = R4/R5. Particles from
the level-1 modes (j + k = 1) would decay into soft leptons and jets plus missing
energy [56], making their discovery challenging. However, level-2 modes can be
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produced at colliders, their decay into level-1 modes is kinematically forbidden and
have large branching fractions for decays into a pair of SM particles.

Four-top-quark production can arise from tier (1, 1), where particles from this tier
have to be pair produced because of symmetries of the model. Then they chain-decay
to the lightest particle of this tier, the heavy photon A(1,1), by emitting SM particles
(see Fig. 1.11d). The branching ratios of A(1,1) into SM particles are not predicted by
the model, although the decay into tt̄ is expected to be dominant [57]. Four-top-quark
events can also arise from tiers (2, 0) and (0, 2) via a similar mechanism. In this case
the expected cross section for four-top-quark production is reduced compared to that
from tier (1, 1) since each state in tiers (2, 0) and (0, 2) can decay directly into a pair
of SM particles or into a pair of states in tiers (1, 0) or (0, 1) via bulk interactions,
resulting into smaller branching ratios for decay into tt̄ [57]. In the following, when
considering four-top-quark production from a given tier, it will be assumed that the
A photon in that tier decays with 100 % branching ratio into tt̄ while A photons from
other tiers cannot decay into tt̄.

Due to the geometry of the space an SO(2) symmetry arises, usually referred to
as KK parity. This symmetry forbids the decay of the lightest particle from tier (1, 0)

(and tier (0, 1) in case of equal radii) to SM particles, thus allowing for a natural
dark matter candidate [58, 59]. Observations of dark matter relic abundance favor
values of mKK between 600 and 1200 GeV [60].

1.3.3.2 Sgluons

Scalar particles, which are color-octets, are predicted in several models and are
usually referred to as sgluons. Some supersymmetric models consider Dirac gauginos
[61, 62], which have a corresponding scalar in the adjoint representation of QCD,
and SM-like R-parity. Sgluon particles are also predicted in non-supersymmetric
models [34, 63–65] such as extra-dimension models and models with a new strong
sector leading to scalar pseudo-Goldstone bosons which can be identified with the
sgluons.

Once produced through standard strong interactions, a sgluon can decay either to
a quark pair or to a gluon pair. For sgluon masses above twice the top-quark mass, the
dominant decay mode is into tt̄, giving rise to a four-top-quark final state (Fig. 1.11c).
For the analysis described in this dissertation a 100 % branching ratio to top quarks
is considered.

1.3.3.3 Contact Interactions

The four-top-quarks signatures described in previous sections assume the pair-
production of a new particle that can be produced at the LHC. However when the
mass of the new particle is beyond the energy reach of the LHC, its effect on dif-
ferent observables can still be noticeable. An effective field theory (EFT) formalism
can be used, where the effect of new physics is described by non-renormalizable
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operators of higher order [66]. An operator for four-top-quarks contact interaction
(see Fig. 1.11b) can be considered:

L4t = C4t

�2
(t̄Rγ

μtR)(t̄RγμtR). (1.37)

Only the contact interaction operator with right-handed top quarks is considered
as left-handed top quark operators are already strongly constrained by electroweak
precision data [45].

This approach can be used to parameterize composite top quark scenarios
[42–44], with a new strongly interacting sector or new heavy vector particles pre-
dicted in Randall–Sundrum theories [67].
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Chapter 2
The ATLAS Experiment at the Large Hadron
Collider

The Large Hadron Collider (LHC) is the world’s highest-energy particle accelera-
tor, designed to collide protons at a center-of-mass energy of 14TeV. The ATLAS
experiment is one of the two multi-purpose experiments that take advantage of the
collisions provided by the LHC. It has been conceived to pursuit an ambitious physics
program, where the first milestone was the discovery of the Higgs boson, achieved
in 2012 [1, 2]. This chapter introduces CERN’s accelerator complex and describes
the main aspects of the ATLAS detector at the LHC.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [3] is a circular particle accelerator installed in
a 27km long underground tunnel, and designed to collide protons at a center-of-
mass energy of

√
s = 14 TeV. On the accelerator ring four detectors (ALICE [4],

ATLAS [5], CMS [6] and LHCb [7]) have been built around four different interaction
points, to record and study the collisions delivered by the LHC. ATLAS and CMS
are multipurpose experiments designed to study a broad range of physics processes.
The LHCb experiment is specialized in the detection of b-hadrons, while the ALICE
collaboration focuses on the study of heavy-ion collisions.

Since 2010, the LHC has delivered proton–proton (pp) collisions at a center-
of-mass energies of 7 and 8TeV (in 2011 and 2012, respectively), about half of
its nominal energy. The LHC has produced also lead-ion (Pb–Pb) collisions with
a per-nucleon center-of-mass energy of

√
sNN = 2.76TeV and proton–lead (p–Pb)

collisions with
√
sNN = 5.02 TeV.

The protons are accelerated to the desired energy through various steps. First,
protons are extracted from the ionization of hydrogen gas and injected in the linear
accelerator LINAC2, where they are accelerated to an energy of 50MeV. They are
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Fig. 2.1 Schematic view of the CERN accelerator complex. The four main LHC experiments are
shown at the interaction points

then transferred into the Proton Synchrotron Booster (PSB) and accelerated up to
an energy of 1.4GeV. A second circular accelerator, the Proton Synchrotron (PS)
brings the energy of the protons to 25GeV before injecting them into the Super
Proton Synchrotron (SPS). After being accelerated to 450GeV, the protons finally
enter the two LHC beam pipes where they are boosted to energies of up to 4TeV. A
schematic view of the acceleration chain is shown in Fig. 2.1.

Besides its high energy, the LHC also outperforms previous accelerators in the
delivered luminosity. The instantaneous luminosity L is defined as:

L = nb frn1n2
2π�x�y

, (2.1)

where n1 and n2 are the bunch populations (number of protons per bunch) in beams 1
and 2 respectively, fr is the revolution frequency of the LHC, nb are the number of
bunch pairs colliding in each revolution, and �x and �y characterize the horizontal
and vertical convolved beam widths.

The event rate of a certain process can be obtained as the product of the process
cross section and the instantaneous luminosity:

dN

dt
= L × σ . (2.2)
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Table 2.1 Overview of the parameters for the LHC performance comparing the design values with
their time evolution during the first long run operation in 2010–2013

Parameter Design value 2010 2011 2012

Beam energy (TeV) 7 3.5 3.5 4

Beta function β∗ (m) 0.55 2.0/3.5 1.5/1.0 0.6

Max. num. bunches/beam 2808 368 1380 1380

Max. num. protons/bunch 1.15 × 1011 1.2 × 1011 1.45 × 1011 1.7 × 1011

Bunch spacing (ns) 25 150 75/50 50

Peak luminosity (cm−2 s−1) 1 × 1034 2.1 × 1032 3.7 × 1033 7.7 × 1033

Emittance εn (μrad) 3.75 2.0 2.4 2.5

Max. 〈μ〉 19 4 17 37

The instantaneous luminosity at the ATLAS collision point is measured by dedi-
cated subdetectors that are described in Sect. 2.3. In 2012, the LHC reached a peak
luminosity of 7.7 × 1033 cm−2 s−1, which is more than half the design luminosity.
Table2.1 shows the relevant parameters for the accelerator performance.

Due to the high frequency of collisions and the high density of the bunches nec-
essary to achieve such a high luminosity, there is a non-zero probability that several
events, originating from different pp collisions, may occur simultaneously. These
events are referred to as pile-up and are categorized as in-time or out-of-time pile-
up. In-time pile-up events are caused by additional interactions of protons in the
same bunch collision. The out-of-time pile-up occurs when traces from an event in
a different bunch-crossing are recorded. The mean number of interactions per bunch
crossing 〈μ〉, which is taken as measure of the pile-up activity, is shown in Fig. 2.2a.
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Integrating the instantaneous luminosity over the accelerator active time (a “fill”,
when stable beams are kept colliding) the integrated luminosity is obtained, relating
the total number of produced events Ntot to the cross section:

Ntot = σ

∫
L dt . (2.3)

In 2010ATLAScollected about 45 pb−1 of pp collisiondata at
√
s = 7TeV, and in

2011 it reached about 5 fb−1 at the same center-of-mass energy. During 2012, the last
year of data taking before the long shutdown,1 ATLAS collected about 20 fb−1 of pp
collision data at

√
s = 8TeV. Figure2.2b shows the luminosity recorded by ATLAS

during stable beamconditions. The differencewith respect to the delivered luminosity
is due to Data AcQuisition (DAQ) inefficiencies. Of the recorded luminosity, only
a part is usable for analysis, which is referred to as “good data”, i.e. the data that
satisfy Data Quality (DQ) requirements assessed after reprocessing (see Sect. 2.5).

2.2 The ATLAS Experiment

ATLAS (A Toroidal LHC ApparatuS) [5] is a general purpose experiment aimed at
exploring a vast range of physics scenarios and designed to measure the particles
produced in pp collisions at the LHC at unprecedented energies and instantaneous
luminosities. It is the biggest detector of its kind ever built (about 46m long, 25m
wide and weights 7000t) and it is characterized by a full coverage of the space
around the pp interaction point and complete containment of the particles produced
in the collision. Different subsystems are layered concentrically one after the other,
as shown in Fig. 2.3, each devoted to the measurement of different properties for
different types of particles. The subdetectors are grouped into three main systems:

• The Inner Detector, immersed in a solenoidal magnetic field, constitutes a tracking
system used to identify and measure the momenta of charged particles and to
identify the interaction vertices and the displaced vertices.

• The Calorimeters are used to identify and measure the energy of neutral and
charged particles. They are designed to stop most types of particles, except for
muons and neutrinos.

• The Muon Spectrometer is used to detect and measure the properties of muons.
Because muons minimally interact with the other parts of the detector and have
long lifetimes, they are identified and measured in the outermost detector layer.

1LHC terminated the first phase of the pp program at the end of 2012, operated proton-heavy
ion collisions for two months at the beginning of 2013 and then stopped for what is called the first
“long shutdown”. During these two-years the accelerator and the experiments underwent substantial
maintenance and upgrade works, in order to be re-operated in 2015 with higher performance at a
higher center-of-mass energy for particle collisions.
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Fig. 2.3 Drawing of theATLASdetector showing the different subdetectors and themagnet systems

2.2.1 Coordinate System

The ATLAS reference system is a cartesian right-handed coordinate system with
origin at the nominal interaction point (IP) in the center of the detector. The X -axis
points from the IP to the center of the LHC ring, the Y -axis points upwards and the
positive Z -axis is defined along the anti-clockwise beam direction. The azimuthal
angle φ is measured around the beam axis, ranging between−π and+π with respect
to the X -axis. The polar angle θ is measured with respect to the Z -axis and ranges
between 0 and π. Since the momentum of the colliding partons along the Z -axis
is unknown, it is useful to define the transverse component of variables of interest,
like energy and momentum, defined as the projection on the XY plane, which are
boost-invariant along the Z -axis:

ET = E sin θ, pT = p sin θ. (2.4)

Another common variable used at hadron colliders to describe the polar distribution
and preferred to the simple polar angle θ is the rapidity y:

y ≡ 1

2
ln

(
E + pZ
E − pZ

)
, (2.5)

which, for vanishing particle mass, is equal to the pseudorapidity η:

η ≡ − ln

(
tan

θ

2

)
. (2.6)
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The advantage of both variables over θ is that rapidity differences �y are boost-
invariant along the Z -axis, as well as pseudorapidity differences �η for massless
particles. The pseudorapidity is usually preferred to the rapidity as it does not require
knowing the particle’s mass but only its polar position. The distance between two
particles is often referred to in terms of �R:

�R ≡
√

(�η)2 + (�φ)2 . (2.7)

ATLAS covers the pseudorapidity regions up to |η| < 4.9. However, physics
analyses typically consider objects restricted to the pseudorapidity region |η| < 2.5.

2.2.2 Magnet System

The measurement of charged particles’ momenta is based on their deflection in a
magnetic field. The magnet system [8] represents a particular characteristic of the
ATLAS experiment which sets it apart in the panorama of high energy physics. It is
composed of four large superconducting magnets designed to provide a field mostly
orthogonal to the particle trajectory: a central solenoid and three open-air toroids as
shown in Fig. 2.4.

The central solenoid surrounds the Inner Detector and provides a magnetic field
parallel to the beam axis bending charged particles in the φ direction. At the interac-
tion point the value of the magnetic field is 2T and it remains constant in the radial
direction. As the distance from the interaction point increases in the z direction, the
field strength decreases as a result of the finite size of the solenoid.

Fig. 2.4 Schematic view of
the ATLAS magnet system:
three external toroids and the
central solenoid enclosed by
the calorimeters
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The toroid system produces the field needed by the muon spectrometer to deflect
particles in the η direction: two end-cap toroids at the two extremes of the detector and
a barrel toroid centrally located around the calorimeters. Each toroid is composed
of eight independent coils equally distributed in the azimuthal plane. The barrel
toroid generates a magnetic field of 3.9T while the end-cap produces a field of 4.1T.
The choice of the “open air” toroid configuration was made to improve the muon
reconstruction performance without relying on the Inner Detector. The toroids allow
to efficiently generate the magnetic field over a large volume with a reduced amount
of material. This minimizes the amount of multiple scattering,2 which represents one
of the factors limiting the muon momentum resolution.

2.2.3 Inner Detector

The Inner Detector (ID) [9] is the subdetector closest to the IP. It provides tracking
of charged particles arising from collisions, allowing for vertex reconstruction and
measurement of track momenta in the range |η| < 2.5. The detector design required
fast response electronics, good radiation resistance and reducing to a minimum the
amount of material to be placed in front of the calorimeters to avoid degrading the
energy measurement. It is divided in three different concentric subdetectors, named
(increasing in distance with respect to the IP) pixel, semi-conductor tracker (SCT)
and transition radiation tracker (TRT). Figure2.5 shows a cut-away view of the
ATLAS ID.

2.2.3.1 Pixel

The pixel detector is the innermost part of the ID and measures charged particles
using radiation-hard silicon sensors (pixels). It covers the region |η| < 2.5 and is
composed of three cylindrical layers in the barrel region, and of three concentric
discs in the end-cap region. Each silicon pixel has a size of 50 × 400µm2 and is
250µm thick, resulting in total ≈80.4 million readout channels to achieve a very
fine granularity. The precision is of 10µm in the R − φ plane, and 115µm in Z
and R in the barrel and end-cap region, respectively. The very first layer is called
B-layer and, thanks to its position really close to the IP, 50.5mm away, allows for
the reconstruction of secondary vertices associated with the production of long-lived
particles such as b-hadrons. This information is very useful to identify jets originating
from the fragmentation of b-quarks.

2Multiple scattering is defined as the electromagnetic interaction of a charged particle with the
atomic structure of the medium. The result of the interaction with the very large number of nuclei
and electrons results into a random smearing of the momentum of the incoming particle.
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Fig. 2.5 Cut-away view of the ATLAS inner detector

2.2.3.2 Semiconductor Tracker

The Semiconductor Tracker (SCT) is the middle part of the ID and is a silicon
microstrip detector. It is composed of a barrel, with four layers of silicon microstrip
detectors, and two endcaps, each with nine disks, covering the range |η| < 2.5. The
minimal SCT unit, the module, is a pair of single-sided silicon microstrip sensors
mounted back-to-back, containing 768 microstrips. The back-to-back sensors are
mounted with a 40mrad “tilt” angle, so that the crossing point of the strips on both
sides is used to determine the space point position. In the barrel, silicon strips are
arranged parallel to the beam line, while in the disks, the strips are oriented radially.
The spatial resolution achieved is 17µm in R − φ and 580µm in Z (R) in the barrel
(end-cap) region.

2.2.3.3 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is the outermost part of the ID. It consists
of 4mm-diameter gaseous straw tubes interleaved with transition radiation material,
enabling tracking for |η| < 2. The space between the tubes is filled with plastic
material (polyethylene) in order to produce the transition radiation. The emission of
photons depends on the Lorentz boost γ (E/m) of the particles and, in the energy
range of interest, is present only for electrons. The TRT is only segmented in R − φ,
and it provides a resolution of 130µm per straw.
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2.2.3.4 Inner Detector Combined Performance

The relative precision of the three subdetectors is comparable so that no single mea-
surement dominates the momentum resolution.3 Using the combined information
from the three subdetectors, the transverse momentum resolution measured with
cosmic muons [10] is:

σpT

pT
= 1.6% ⊕ 0.053%

GeV
× pT, (2.8)

This translates in a resolution of 1.6% for tracks with pT ∼ 1GeV and of about
50% for pT ∼ 1TeV.

2.2.4 Calorimeters

The ATLAS calorimeters surround the ID, covering the full φ space and the range
|η| < 4.9. They are designed to stop and contain most of the particles from the inter-
action, except for muons and neutrinos. The calorimeters are divided into a central
barrel part and two symmetric end-caps, as shown in Fig. 2.6. In the acceptance

Fig. 2.6 Schematic view of the ATLAS calorimeter system

3The lower intrinsic resolution of the TRT is compensated by the higher number of hits per track
and by the possibility of analyzing a longer track segment.
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region covered by the ID the electromagnetic calorimeter has very fine segmenta-
tion for precise measurement of photons and electrons. The hadronic and forward
calorimeters have coarser segmentation but still allow a precise measurement of jet
kinematics as well as sufficient pseudorapidity coverage for the missing transverse
energy calculation.

2.2.4.1 Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) [11] is a sampling calorimeter that uses
liquid argon (LAr) as active material and lead plates as absorber. The liquid argon
solution was adopted for its intrinsic linear behavior, high ionization yield, stability
and resistance to radiation. The lead plates have a characteristic accordion shape
and are oriented in the radial direction. This allows a complete symmetric coverage
without cracks in the azimuthal direction. High voltage is applied between absorber
plates to collect the ionization electrons from the interaction in the liquid argon
as well as to produce the signal amplification. The ECAL barrel covers the range
|η| < 1.475, while the end-caps extend the reach to 1.375 < |η| < 3.2.

The ECAL barrel is segmented in order to create three longitudinal sections with
very different depths and cell structure in the η − φ plane. Figure2.7a shows the
geometry of one module of the calorimeter.

The first layer, with a thickness of 4.3 radiation lengths (X0), is finely segmented
in η with thin readout strips of �η × �φ = 0.0031 × 0.098, in order to measure
precisely thedirection inpseudorapidity of theparticles. The strip layer is of particular

(a) (b)

Fig. 2.7 Schema of different modules of the ATLAS calorimeters: a electromagnetic calorimeter
and b hadronic calorimeter
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importance for photon and electron identification and, combinedwith the information
from the second layer, can be used to obtain precise information on the photon’s
production vertex. The second layer, 16X0 thick, represents most of the thickness
of the calorimeter. It is divided in towers of size �η × �φ = 0.025 × 0.025 and
provides the position measurement of the cluster. About 95% of the energy of the
shower is deposited in a matrix of 3 × 7 towers in �η × �φ. The third layer, just
2X0 thick, has coarser granularity and it is used to estimate the amount of energy
lost beyond the ECAL. Towers in this region have a dimension of �η × �φ =
0.05 × 0.0245. In the central region an additional pre-sampler layer is present. The
information from this layer is exploited in the calibration to estimate the energy lost
by the electron or photon in the passive material of the solenoid.

The total thickness of the ECAL is at least 22 X0, increasing with η from 22 X0

to 33 X0 in the barrel and from 24 X0 to 38 X0 in the endcap. This guarantees a full
containment of electrons and photons up to energies of a few TeV.

The target energy resolution for the ATLAS electromagnetic calorimeters is [11]:

σE

E
= 10%√

E
⊕ 17%

E
⊕ 0.7% , (2.9)

with E measured in GeV.

2.2.4.2 Hadronic Calorimeter

TheATLAS hadronic calorimeter is composed of different independent sampling ca-
lorimeters, eachwith its own particular technology and choice ofmaterial. The choice
was dictated by the different conditions in terms of radiation flux and performance
requirements as a function of the pseudorapidity of the particles.

In the central region the Tile Calorimeter [12], referred to as TileCal, covers
the range |η| < 1.7. It consists of a sampling calorimeter employing steel tiles as
passive material (absorber) and plastic scintillators as active material. Figure2.7b
shows a schema of one TileCal module. TileCal is divided into a long barrel (LB,
|η| < 1.0) and two extended barrels (EB, 0.8 < |η| < 1.7). Both the LB and the EB
are segmented into 64modules inφ, corresponding to a�φ granularity of 0.1 radians.
Radially, each module is further segmented into three layers, with thicknesses of
approximately 1.5, 4.1 and 1.8 hadronic interaction lengths (λ) for the barrel and
1.5, 2.6 and 3.3λ for the extended barrel. The �η segmentation of each module is
0.1 in the first two radial layers and 0.2 in the third one.

Wavelength-shifting fibers coupled to the tiles on either φ edge of the cells collect
the light produced and are read out by two photomultiplier tubes (PMT), each linked
to one readout channel. The readout channels are grouped into cells forming a pseudo-
projective geometry in η, as shown in Fig. 2.8.

The transition region between the LB and the EB is supplemented with a set
of special cells: the gap scintillators cover the region of 1.0 < |η| < 1.2 while the
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Fig. 2.8 Layout and geometry of the cells and layers in the hadronic calorimeter

crack scintillators are located on the front of the LAr end-cap and cover the region
1.2 < |η| < 1.6.

The author has contributed to performance studies of the hadronic calorimeter,
and the work has been documented in Appendix A.

The Hadronic End-Cap calorimeter (HEC) uses copper as passive material and
liquid argon as active material, chosen for its radiation hardness in a region (1.5 <

|η| < 3.2) exposed to a significant particle flux. Each HEC is composed of two
independentwheelswith granularity varyingwith η. In 1.5 < |η| < 2.5,�η × �φ =
0.1 × 0.1 in the first two longitudinal layers, and 0.2 × 0.1 in the last one. In the range
2.5 < |η| < 3.2, the granularity is �η × �φ = 0.2 × 0.2 in all the three samples.

Finally, the ForwardCalorimeter (FCal) covers the very forward region of pseudo-
rapidity, 3.1 < |η| < 4.9, making the calorimeter system achieve its good hermetic-
ity and minimizing the energy losses. It is assembled with tungsten rod absorbers
embedded in a copper matrix. Between the two, a thin gap filled with liquid argon
provides the active material.

2.2.5 Muon Spectrometers

The most external detector system is the muon spectrometer [13], a combination of
toroidal superconducting magnets and precision chambers providing a measurement
of the momentum of muons for |η| < 2.7. It is also equipped with an independent
trigger system used for the first event triggering stage (see Sect. 2.4) active in the
pseudorapidity region |η| < 2.4. Four subdetectors compose themuon system:Mon-
itoredDrift-Tube (MDT) chambers, Cathode Strips Chambers (CSC), Resistive Plate
Chambers (RPC) and Thin Gap Chambers (TGC). The layout changes in the barrel
and end-cap regions, and is schematically shown in Fig. 2.9. In the barrel region,
chambers are arranged in three cylindrical layers around the beam axis, one layer
being inside the magnet. In the end-caps these three layers are placed perpendicular
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Fig. 2.9 Schematic view of the ATLAS muon spectrometer

to the beam axis. The variety of technologies used responds to the different needs
of the detector (precise position and momentum measurement versus triggering and
time measurement) and the large variation in particle flux from the central to the
forward region.

2.2.5.1 Detection Chambers

MDT (Monitored Drift Tube chambers): MDTs are proportional chambers based
on pressurized drift tubes filled with an argon and carbon dioxide mixture and
with a tungsten-rhenium wire producing a radial electric field. Each chamber is
composed of a group of six or eight tubes placed transverse to the beam axis. This
number of tubes allows for a very good track reconstruction and high reduction of
the fake tracks from random associations of background hits, providing a resolu-
tion on position of 80µm for an individual tube, 40µm for a chamber and 30µm
for the three layers of MDTs. Due to their reliability, mechanical robustness and
simpler operation, MDT chambers are employed to cover the larger area of the
spectrometer (|η| < 2.7, 2.0 for the innermost layer).

CSC (Cathode Strip Chambers): CSCs are multiwire proportional chambers with
wires oriented in the radial direction, spaced by 2.5mm, and using the same gas
mixture as the MDTs. CSCs are used at high pseudo-rapidities to help confront
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the demanding rate and background conditions. The spacial resolution of the four
layers of CSCs is 40µm in the bending plane and 5mm in the non-bending one.
The maximum drift time for signal collection is 40ns compared to the 700ns of
the MDTs, which gives the possibility to achieve higher acquisition rates. Due to
this capability, together with the high radiation resistance, CSCs are used in the
range 2.0 < |η| < 2.7.

2.2.5.2 Triggering Chambers

For trigger purposes detectorswith faster response thandrift tubes are needed,4 MDTs
and CSCs are therefore supplemented with special layers of trigger chambers.

RPC (Resistive Plate Chambers): RPCs are chambers with a gas mixture of C2H2F4
(94.7%), Iso-C4H10 (5%) and SF6 (0.3%) between two resistive Bakelite plates.
The avalanches are collected with two orthogonal sets of pick-up strips that pro-
vides a position resolution of 1cm in each plane and 1ns time resolution, allowing
for individual bunch crossing discrimination. RPCs provide also the φ coordinate
for the tracks in the final analysis, since MDTs only give the η coordinate.

TGC (Thin Gap Chamber): TGCs are multi-wire proportional chambers with the
characteristic that the wire-to-cathode distance is smaller than the wire-to-wire
distance for a fast collecting time. They are assembled in the end-cap wheels,
covering the region 1.05 < |η| < 2.7 (2.4 for triggering). The timing resolution
is comparable to the RPC’s one while the spatial resolution is in the range of
2–7mm for both coordinates.

2.3 Forward Subdetectors and Luminosity Measurement

Agood determination of the integrated luminosity is of particular importance to reach
the ultimate precision in measurement of processes of interest. The luminosity, L,
defined in Eq.2.1, can be rewritten as:

L = μvisnb fr
σvis

, (2.10)

where fr is the collider revolution frequency, nb the number of colliding bunches
and σvis the visible inelastic cross section (total inelastic cross section times the
detector acceptance and efficiency). The visible interaction rate per bunch crossing
is denoted as μvis. It is extracted mainly from the signals coming from specific
luminosity detectors. The simplest algorithm consists in “simple counting” of bunch

4Drift-time in tubes with a diameter of ∼10mm can be of ∼500 ns, too long with respect to the
25ns spacing of the bunch crossings.
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crossings where detectors reported a signal, but more refined algorithms [14] are
used, in particular when the pile-up contamination is no longer negligible.

In order to use the measured μvis for luminosity determination, each detector
and algorithm must be calibrated by determining its visible cross section σvis. The
calibration technique exploits the van der Meer scans [15]. These are special low-
intensity LHC runs where the beam separation in the transverse planes is varied
(scanned) in order to determine the beams’ overlap profile. Through the determination
of the beam lateral profile the absolute luminosity of the particular run can be inferred
using formula 2.1, and σvis can be determined for each subdetector.

ATLAS is supplemented with several detectors in the forward regions to per-
form luminosity measurements and monitoring. The main detectors for luminosity
measurement are listed below:

LUCID (LUminosity measurements using Cherenkov Integrating Detector): a
Cherenkov detector specifically designed for luminosity measurement. It consists
of 16 aluminum tubes surrounding the beam pipe at 17m from the interaction
point. Each tube is filled with C4F10 and is coupled to a photomultiplier in the
back-end.

BCM (BeamConditionsMonitor): 1 cm2 diamond detectors located at z = ±184 cm
around the beam pipe. Their fast readout and good time resolution (0.7ps) allow
them to provide luminosity information for each bunch crossing. At the same
time they are also employed to trigger on beam losses and induce the dump of the
beam, thus protecting the silicon detectors from damage that might result from
an uncontrolled beam.

ALFA (Absolute Luminosity For ATLAS): is a subdetector that is only activated
during special runs. It consists of 8 scintillating fibers detectors placed at 240m
from the interaction point inside roman pots, above and below the beam pipe.

In addition, cross-checks of the luminosity measurement have been performed
using information from other standard subdetectors: counting of primary vertices
reconstructed by the ID and integrated signals from the Tile and forward calorimeter.
The precision achieved is of a few % depending on the data-taking year.

2.4 Trigger System

Due to technical limitations, not every LHC collision can be recorded by the ATLAS
detector. The goal of the ATLAS trigger and data acquisition system is to select in
real time events with interesting characteristics for physics analyses.

The ATLAS trigger system [16], shown schematically in Fig. 2.10, has a three-
layer structure with increasingly detailed levels of information used in the recon-
struction, and hence refinement of the selection criteria at each stage.

At the first stage, Level 1 (L1), hardware triggers use coarse calorimeter and
muon information for the trigger decision. At this level the event rate is reduced
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Fig. 2.10 Schema of the
ATLAS trigger system

from 40MHz (the frequency of the beam crossing) to a maximum of 75kHz. In the
cases where the trigger is passed, the L1 trigger defines one or more regions-of-
interest (RoIs) in η and φ where the trigger has identified interesting features. The
raw event data is then sent to the readout stream for the next trigger level.

The Level 2 (L2) trigger is based on software. At this stage the information from
the trackers is incorporated to the RoI to build candidate objects (electrons, photons,
muons) and their position and energy are computed. A tighter selection on these
refined objects allows for a reduction of the throughput down to ≈3 kHz.

The final trigger level is the Event Filter (EF). The combination of the two software
steps, L2 and EF, is referred to as High Level Trigger (HLT). At this point the physics
objects are built using the same algorithms as the offline reconstruction. After the
selection, the EF reduces the output rate to 200Hz and the events are written to mass
storage. Events passing the EF are assigned to streams defined to separate the events
into different datasets for different analysis’ interests, e.g. electron streams, muon
streams, jet streams, etc.

Most of the trigger chains used for physics are un-scaled, meaning that all the
events passing the selection are kept. Other trigger chains that contain either too
many events or events considered not physically interesting are pre-scaled. These are
characterized by a prescaling value, P , meaning that of all the events that activated
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the trigger, only 1/P were accepted. These trigger chains are usually used for checks
or calibration rather than physics analysis.

The term “trigger chain” refers to the sequence of selections that define a certain
trigger object. The naming convention is:

[LEVEL][N][TYPE(S)][THRESHOLD][ISOLATION][QUALITY],

where the components, from left to right, are: the trigger level used, the multiplicity
of the type, the object candidate, the threshold applied to the transverse momentum
or energy of the object candidate, the object isolation and the severity of the final
algorithm requirements.

Trigger chains define a trigger menu, where they are associated to their prescale
value P , and which is chosen based on the physics program of the data-taking period,
taking into account the LHC luminosity.

2.5 Data Quality

Not all collision events recorded by ATLAS are used for data analysis. Each sub-
detector maintains a record of its performance across the run, and only the data
collected with the subdetectors meeting certain quality requirements are considered
for the analysis. Therefore, for each dataset Good Runs Lists (GRL) are compiled
recording for each lumiblock5 which subdetectors satisfied the requirements. For
the measurements presented in this dissertation, all ATLAS subsystems are needed,
as the physics objects used in the analyses are reconstructed using the information
from the full detector. The fraction of data considered as “good” is ∼95%, giving a
total integrated luminosity of 20.3 fb−1 satisfying data quality that is used for these
analyses.
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Chapter 3
Event Simulation

The precise comparison of observed data with the theoretical predictions is necessary
to quantify the consistency with the SM or some of its possible extensions. The
simulation of the physics processes and the interaction of particles with the detector
is therefore needed tomodel the expected contributions from different background or
signal sources. Computer programs known asMonteCarlo (MC) event generators are
able to simulate events from defined physics processes. Pseudo-random numbers are
used to simulate individual events reproducing on average the predicted distributions.
Finally MC techniques are also used to simulate the interaction of particles with the
detector materials and the read-out of the detector.

This chapter presents an overview of the simulation of pp collisions, followed by
a description of the MC generators used for the analyses in this dissertation and the
ATLAS detector simulation.

3.1 Simulation of pp Collisions

The simulation of pp collisions requires the description of physics processes in-
volving very different energy scales. From the high-energy scales present in the
deep-inelastic scattering between the partons in the protons, to the very low-energy
scales of the final state when the partons evolve into stable hadrons. In this soft
regime the physics involved can not be described by perturbative QCD, making a
full analytic description of the process impossible.

Fortunately, a key aspect in the simulation of pp collisions is the possibility of
factorizing the different energy scales involved in the process. The simulation of the
hard interaction can be computed up to a fixed order in perturbation theory, while
the description of the softer scales can be done with phenomenological models.
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The simulation of the full pp collision can be therefore factorized into different
steps. First, the modeling of the partons inside the proton can be separated from the
actual interaction. Two of these partons can then collide and undergo an interaction
with a largemomentum transfer. Given the high-energy scale of the interaction, it can
be computed at fixed order in perturbation theory. Since the partons involved in the
collision are color charged they will emit gluons, which in turn radiate further gluons
or split into quark/anti-quark pairs, leading to the formation of parton showers. The
radiation process continues until the partons reach an energy scale of Q ≈ 1 GeV. At
this stage hadronization takes place, and partons recombine into colorless hadrons.
Phenomenological models are used to describe the hadronization process as well as
the decay of hadrons into the final state particles that interact with the detector. The
different steps involved in the simulation are illustrated in Fig. 3.1.

3.1.1 Factorization Theorem

The cross section for a hadron collision producing a final state X , illustrated in
Fig. 3.2, can be factorized into short- and long-distance effects delimited by a fac-
torization scale, μF , according to the factorization theorem [1]:

Fig. 3.1 Representation of the different steps involved in the simulation of a pp collision
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Fig. 3.2 Diagram of a generic hard scattering process. The partons, extracted from the colliding pp
pair, carry a momentum fraction with respect to the proton energy described by a parton distribution
function. The scattering of the partons is computed perturbatively and hence the kinematic properties
of the final state object X are predicted
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∑
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(3.1)
where the sum runs over the parton types that can initiate the process. The parton
density function (PDF), fi

(
xi , μ2

F

)
, encodes the probability of finding a parton of

type i within the proton, carrying a fraction of the proton’s momentum xi . PDFs
are universal since they don’t depend on the particular process. They are usually
measured combining information from deep-inelastic scattering experiments and
hadron colliders.

The cross section for the partonic process σ̂ab→X
(
xa pa, xb pb, μ2

F , μ2
R

)
is com-

puted explicitly at a fixed order in perturbation theory,which introduces a dependence
on a renormalization scale μR , that is usually chosen to be equal to μF . This step
is also referred to as Matrix Element (ME) calculation, because it involves the cal-
culation of the scattering matrix relating the initial and final state particles of the
process.

3.1.2 Fixed Order QCD: Matrix Elements

Schematically, the all-orders cross section for the production of X + anything, (inclu-
sive X production, with X an arbitrary final state) can be expressed in the following
way:

σ̂ab→X ∼
∞∑

k=0

∫
d�X+k

︸ ︷︷ ︸
� legs

|
∞∑

�=0

M�
X+k

︸ ︷︷ ︸
� loops

|2 , (3.2)
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Fig. 3.3 Example Feynman diagrams of t t̄ production for a leading order, b first real emission and
c first virtual correction

where the sum over k represents the sum over additional “real emission” corrections
(legs), and the sum over � represents the sum over additional virtual corrections
(loops). �X+k represents the phase space of the configuration with k legs.

The various fixed-order truncations of a perturbative QCD calculation can be
recovered by limiting the nested sums in Eq.3.2 to include only specific values of
k + �:

• k = 0, � = 0: Leading order for inclusive X production.
• k = n, � = 0: Leading order for X + n jets.
• k + � ≤ n: NnLO for X (includes Nn−1LO for X + 1 jet, Nn−2LO for X + 2 jets,
and so on up to LO for X + n jets).

Figure3.3 shows an example of several Feynman diagrams for a t t̄ final state
at tree level (k = 0, � = 0), first emission (k = 1, � = 0) and including a virtual
correction (k = 0, � = 1).

The KLN theorem [2, 3] states that the divergences originated in the loops ex-
actly cancel against those from the real emissions, order by order in perturbation
theory. However, in a fixed-order calculation, e.g. leading order, in the situation for
which k ≥ 1, � = 0, the integration over the full momentum phase space will in-
clude configurations in which one or more of the k partons become collinear or soft,
thus leading to singularities in the integration region. For this reason, the integration
region needs to be modified to include only “hard, well-separated” momenta. The
remaining part of the phase space is then considered by the parton shower generators.

3.1.3 Parton Shower

Parton showers are included in the MC simulations to approximately account for
the rest of higher order contributions to emulate a complete final state. A parton
shower generator simulates the successive emission of quarks and gluons from the
partons in the final (or initial) state. This simulation is approximate, since it assumes
completely independent parton emissions and does not consider virtual corrections.
In the almost-collinear splitting of a parton, the n + 1-parton differential cross section
can be related to the n-parton cross section before splitting as:
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Fig. 3.4 Representation of an n + 1-parton process described as a splitting froman n-parton process

dσn+1 ≈ dσn d Pi (z, q
2) ≈ dσn

αS

2π

dq2

q2
dz Pji (z) , (3.3)

where dPi (z, q2) is the probability that parton i will split into two partons at a virtu-
ality scale or invariant mass q2, with parton j carrying a fraction z of the momentum
of parton i . An illustration of this process is given in Fig. 3.4. There are three pos-
sible processes for QCD emission (splitting): q → gq, g → gg and g → qq̄ . The
simulation algorithm develops the shower by applying Eq.3.3 iteratively, for each
parton involved in the hard interaction.

The implementation of the parton shower inMCprograms is done via the Sudakov
form factors:

�i (q
2
1 , q

2
2 ) = exp

⎛

⎝−
∑

j

∫ q2
1

q2
2

∫ zmax

zmin

dPi (z, q
2)

⎞

⎠ . (3.4)

The Sudakov form factors represent the probability that a parton evolves from an
initial scale q1 to a lower scale q2 without splitting.

In final-state showers, the branching algorithm operates in the following steps:

1. Given the initial scale Q2, partons emit radiation at a scale q2 determined by
sampling Eq.3.4.

2. If the scale q2
2 is below the hadronization scale, q2

2 < Q2
0 ≈ 1 GeV2, the shower

development is terminated and hadronization takes place.
3. Otherwise, the procedure is repeated for eachnewpartonproducedby the splitting,

taking q2
2 as initial scale.

In the case of initial-state showers, the radiation is emitted by the colliding partons,
and the final energy scale is the one entering the hard interaction. MC generators
implement a backward evolution that starts by setting the correct parton momentum
for the hard scatter, and then develops the shower backwards, with ancestor partons
gaining energy at each emission.
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3.1.4 Matrix Element and Parton Shower Matching

The simplest fixed-order ME calculation is the LO one, k = 0 and l = 0 as rep-
resented in Eq.3.2. However the precision of the pure LO calculation is often not
sufficient for an accurate description of the final state. In this case multi-leg LO
(k ≥ 1, l = 0) or NnLO calculations (k + l = n) can be used, although with an in-
frared cut-off to prevent divergences from soft and collinear emissions. A problem
arises when adding the parton shower evolution, since a double counting of certain
phase space regions is present. A given final state with one additional emission is
generated as both the ME term for X + 1 parton, and in the first radiation of the
parton shower starting from the X + 0 parton state.

To remove this overlap, the phase space covered by the ME calculation, and the
space covered by the parton-shower evolution needs to be separated. The procedure
to distinguish between hard and large-angle emissions, described by theME, and soft
and collinear emissions, described by the PS, is referred to as ME-PS matching. The
most widely-used matching schemes are the Catani-Krauss-Kuhn-Webber (CKKW
[4]) and the Michelangelo L. Mangano (MLM [5]) algorithms.

In the CKKW algorithm, a parton branching history is generated using the
kT algorithm [6], given a configuration with n partons in the final state. The val-
ues of αs in every vertex of the branching, and the Sudakov factor from every line
between the vertices, are used to reweight the ME. The initial conditions of the
shower are then set to have a smooth transition between the reweighted ME and
the parton shower, where the hard emissions in the shower evolution are vetoed if
they have enough transverse momentum to produce a separate jet, according to the
kT algorithm.

The MLM algorithm starts by separating the events in exclusive samples of n
partons in the final state, on which the parton shower is added. The parton con-
figuration after the showering is then processed with a cone jet algorithm, with a
radius Rjet. The original n partons are matched to the jets if �R(jet, parton) < Rjet.
If all the partons are matched to a jet and there are no extra jets, i.e. Njets = n, the
event is accepted. Otherwise, the event is rejected to avoid further hard emissions
that would lead to additional jets. Finally, the events with different jet multiplicities,
n = 0, 1, 2, . . . , k, are recombined in a single sample. The events in the sample with
highest parton multiplicity k are accepted if Njets ≥ k.

3.1.5 Hadronization

As the partons evolve and radiate, the values of the shower evolution scale Q2 de-
crease bringing the parton virtuality below the hadronization scale Q2

0 ≈ 1 GeV.
The confining effects of QCD become important and the dynamics enter a non-
perturbative phase which leads to the formation of the observed final-state hadrons.
Event generators have to rely on phenomenological models based on general features
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Fig. 3.5 Illustration of a the color flow in a given parton configuration and the models of b string
fragmentation and c cluster hadronization

of QCD. The most used hadronization models are the string fragmentation and the
cluster hadronization models, illustrated in Fig. 3.5.

In the string model [7, 8], the confinement between partons induced by the color
force is represented by a gluonic string. For a quark-antiquark pair, as the color
charges move apart, the string is stretched, and its potential energy grows. When the
energy becomes of the order of hadron masses, it becomes energetically favorable
for the string to break and create a new quark-antiquark pair. The two segments
of string will stretch and break again, until all the energy has been converted into
quark-antiquark pairs connected by short strings.

The cluster model [9, 10] relies on groupings of partons to form colorless clusters,
after forcing the final state gluons to split into quark-antiquark pairs. The heaviest
clusters can decay and split into smaller clusters. Most clusters will have masses
below 3GeV, and their decay into hadrons is simulated with three-body models with
intermediate resonances.

3.1.6 Underlying Event

The underlying event (UE) refers to the soft interactions involving spectator partons
from the colliding protons. Because of the low energy scale of these processes,
phenomenological models have to be used, where the parameters are tuned based on
experimental data [11], such as the charged particle density (see Fig. 3.6). The large
cross section for gluon-gluon scattering makes multiple gluon scatterings per proton
collision very likely. For this reason the generic soft scattering of partons is referred to
as multiple parton interactions (MPI). The color connection with the beam remnants
that are not interacting is also simulated with phenomenological models [12, 13].
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Fig. 3.6 Normalized
charged-particle pT sum
density distributions in
ATLAS data compared to
different underlying event
models. From Ref. [11]
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3.1.7 Pile-up

In-time pile-up events are originated from the scattering of protons in the same bunch
of the hadron generating the hard process of interest. They mainly consist of soft
QCD interactions and are modeled in a similar way as the UE. Out-of-time pile-up
is modeled with the same physics process, but considering interactions in past bunch
crossings and simulating the time response of the readout electronics.

3.2 Monte Carlo Generators

Different Monte Carlo generators are used for the description of different physics
processes of relevance. Generators can be classified as either multi-purpose genera-
tors, capable of performing the full simulation chain, or ME generators which have
to be interfaced with an additional parton shower.

3.2.1 General Purpose Monte Carlo Generators

Pythia [12] is a multi-purpose MC generator using LO calculations for 2 → n
(n ≤ 3) processes and PS with emissions ordered in transverse momentum. The
Lund string model is used for hadronization, and UE simulation is included.

Herwig [14] is a multi-purpose MC generator using LO calculations for 2 → 2
processes and PS with emissions ordered in opening angle. The cluster model is
used for hadronization and for the UE description.Herwig is typically interfaced
with the standalone software Jimmy [15] that simulates UE and MPI.



3.2 Monte Carlo Generators 57

3.2.2 Multi-leg Leading-Order Generators

Alpgen [16] is a MC generator providing LO calculations of 2 → n (n ≤ 9)
processes. It can be interfaced with either Pythia or Herwig for parton shower
evolution, hadronization and UE modeling. ME-PS matching is applied with the
MLM algorithm.

Madgraph [17] is a MC generator specialized in the computation of ME involving
2 → n (n ≤ 6) processes at LO. It is interfaced with Pythia for the parton shower
evolution and the ME-PS matching is performed with the MLM algorithm.

Sherpa [18] is aMC generator that can provide multi-leg leading-order calculations.
It contains its own parton shower algorithm based on the Catani-Seymour dipole
formalism [19]. The ME-PS matching is implemented with an improved version
of the CKKW algorithm [20].

3.2.3 NLO Generators

Powheg [21] is an event generator computing ME at NLO in perturbative QCD.
Powheg can be interfaced with either Pythia orHerwig for the modeling of the
parton shower, hadronization and UE.

Sherpa can also generate events at NLO after being interfaced with additional
libraries to compute the loop amplitudes. Sherpa in conjunction with Open-
Loops [22] is used to model the t t̄ + bb̄ process at NLO, which is the largest
background for the analyses discussed in this dissertation.

3.3 ATLAS Simulation

The final output of the MC generators is a list of four-vectors of all stable particles
produced in the event, after decay and hadronization of the intermediate unstable
particles. This output can be used in order to study the physics processes at the
particle level. In order to compare it with the recorded data, the MC has to be
analyzed after the reconstruction in the detector, i.e. at the reconstruction level. The
detector simulation software, Geant4 [23], models the interaction of the particles
with the detector. The simulation of the interaction converts the energy deposits into
electronic signals taking into account the geometry, materials and readout system of
theATLASdetector.A less refined simulation, knownasAtlfast-II orAF2 [24], is also
available. This reduces considerably the CPU time necessary to process the events
by applying a parameterized description of the particle showers in the calorimeters.

Figure3.7 shows the ATLAS simulation data flow with the different steps of the
MC and data processing.
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Fig. 3.7 The flow of the ATLAS simulation software, from event generators (top left) through
reconstruction (top right). The red path leads to particle level physics objects, the blue path to
reconstructed level physics objects, while the green path shows the real data flow to physics objects.
SDO stands for Simulated Data Object, ROD for Read Out Driver [25]

3.4 Monte Carlo Corrections

Monte Carlo samples are corrected to reproduce the best known theoretical cross
section, usually NLO or NNLO, even when they are produced with a lower order
MC generator. In addition to the normalization to the recorded luminosity, the events
are weighted to match the expected number of interactions per bunch crossing 〈μ〉
in real data-taking conditions.

To ensure an accurate modeling of the detector effects in the reconstruction and
identification efficiencies ε, the efficiencies in MC are corrected with multiplicative
scale factors. The scale factors are defined as:

SF = εdata

εMC
(3.5)

where εdata and εMC are measured in dedicated data calibration samples and in the
equivalent MC simulation, respectively. Analogously, energy scale and resolution of
the different physics objects in the simulation are corrected to match the correspond-
ing measurements in data.
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Chapter 4
Reconstruction of Physics Objects

This chapter describes the reconstruction of themain physics objects that are relevant
for the analyses presented in this dissertation. The identification, reconstruction and
calibration of electrons,muons, jets, b-jets andmissing transverse energy is discussed
in detail. A brief description of the systematic uncertainties associated with these
physics objects is also included.

4.1 Tracks

In the solenoidal magnetic field of the ID, a charged particle moves along a heli-
coidal trajectory with a curvature inversely proportional to its momentum. Tracks
are the reconstruction of these trajectories from the electric signals induced in the
detectors. Therefore, tracks are used to identify charged particles and measure their
momenta. In addition, the extrapolation of the trajectories allows the identification
of the interaction vertices and the reconstruction of decays of long-lived particles
such as b-hadrons.

Several pattern recognition algorithms [1] are used to find tracks in the ID. The
tracks typically used in physics analyses are found using an inside-out pattern recog-
nition algorithm, which starts building track “seeds” considering space points in
the silicon detectors and then extending the track candidate outwards to the TRT.
An outside-in sequence, also referred to as back-tracking, takes into account all the
hits not considered by the previous algorithm. It is seeded in the TRT and the track
candidate is then extrapolated to the silicon detectors.

A reconstructed track is fully specified by the following parameters:

(d0, z0, φ, θ, q/p) (4.1)
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where d0 and z0 represent the minimum distance to the center of the detector in the
transverse plane and in the longitudinal direction respectively. The azimutal and the
polar angle are denoted by φ and θ respectively, and q/p represents the charge over
momentum. Impact parameters and direction are often expressed with respect to the
main primary vertex in the event.

4.2 Primary Vertices

Due to the large number of protons per bunch crossing, multiple interaction vertices
can be reconstructed in the event. Primary vertices are reconstructed from the com-
bination of reconstructed tracks with an adaptive vertex fitting algorithm [2] and they
are constrained to lie within the estimated position of the beam spot.1

In order to improve the resolution on the vertex spatial position, only vertices that
have at least five tracks with pT > 500 MeV associated with them are considered.
The number of reconstructed primary vertices is used as a measure of the in-time
pile-up and several calibration parameters depend on it.

The vertex with the highest sum of the squared track pT is assumed to be the
main vertex of the event corresponding to the hardest pp interaction. The rest of the
primary vertices are considered pile-up interactions. Vertices incompatible with the
beam collision region are considered secondary vertices, also referred to as displaced
vertices. The reconstruction of secondary vertices is useful to identify b- and c-
hadrons, as it will be described in Sect. 4.5.

4.3 Leptons

The reconstruction and identification of electrons and muons will be discussed. Tau-
lepton reconstruction is not considered since they will not explicitly be used in
any of the analyses described in this dissertation. Although no attempt is made
to identify the tau-leptons, their decay products can still contribute to the object
reconstruction. Leptonic tau decays can be identified as isolated electrons or muons,
whereas hadronic tau decays are reconstructed as narrow jets in the detector.

4.3.1 Electrons

Electron candidates are built by searching for a narrow, localized cluster of energy in
the EM calorimeter, with at least one ID track associated to it [3]. A sliding-window

1The beam spot is defined as the spatial region around the interaction point where the profiles of
the two beams overlap.
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clustering algorithm [4] is used to identify electron clusters. The algorithm performs
a scan of the calorimeter, searching for local maxima of energy within a window of
dimensions 3 × 5 in units of 0.025 × 0.025 in �η × �φ space.

Tracks from the inner detector are extrapolated to the middle layer of the elec-
tromagnetic calorimeter and matched to the cluster seed. The absolute value of �η
between the cluster and the track, |�η|, has to be smaller than 0.05. The �φ must
satisfy the relationship −0.05 < q · �φ < 0.10. The sign-corrected �φ selection
takes into account the bending direction of the electron in the solenoidal magnetic
field. Matched clusters are then rebuilt with a slightly larger window, 3 × 7 or 5 × 5,
depending on whether they are located in the barrel or in the end-cap.

The electron four-momentum is built from the cluster energy and the direction
of the associated ID track. The final cluster energy is obtained by correcting for
the energy losses in the material in front of the calorimeter, the lateral leakage due
to the fixed cluster size and the longitudinal leakage in the hadronic calorimeter.
Such corrections are derived from detailed studies in MC simulation, test beams and
Z → e+e− data events [5].

Electron identification is performed on the candidate electrons in order to suppress
the mis-identification of other particles. Different conditions on cluster shape are
applied, using the fact that the shower development is narrower for electrons than
for hadrons, and the hadronic leakage is smaller. Track-quality requirements reduce
the impact of accidental track association with photons, energetic π0 or ρ mesons
with electromagnetic decays that can be reconstructed as a single energy cluster.

Three reference selections have been produced with increasing background rejec-
tion: loose, medium and tight. Figure4.1 shows the comparison of the efficiency for
each benchmark selection [6]. The identification efficiencies depend on the elec-
tron ET and pseudorapidity, while they are not strongly affected by pile-up. The
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Fig. 4.1 a Electron identification efficiency as a function on electron ET for the benchmark selec-
tions in data and MC. bMeasured electron identification efficiency in data for the different bench-
mark selection as a function of the number of reconstructed primary vertices in the event
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efficiencies are measured using the “tag-and-probe” method. This method selects a
clean and unbiased sample of leptons (probe) from Z boson decays using selection
cuts on one of the leptons in the decay (tag). The efficiency is determined by apply-
ing the selection to the probe lepton. The modeling in simulation differs slightly
from what is observed in data, therefore a calibration scale factor is applied in MC
samples.

Finally, an additional isolation requirement can be applied to reject electrons
from semi-leptonic decays of heavy hadrons. The track isolation variable pR

T is
defined as the sum of the transverse momenta of all the tracks in a cone of radius
R around the electron direction. Only tracks with pT > 1GeV and compatible with
being originated from the primary vertex are considered with the exception of the
track used to build the electron object. The calorimetric isolation variable called
ER
T represents the sum of the transverse energy of the calorimetric cells in the cone

of radius R around the electron with the deposit associated with the electron itself
subtracted. The variables E0.2

T and p0.3T have been chosen, with variable cut values
in order to obtain a constant efficiency of 90% as a function of pT and η for real
electrons already fulfilling the tight identification criteria.

The analyses presented in this dissertation use the tight electron definition since
they require the largest possible rejection of “fake” electrons frommis-identifications.
Electrons are required to have |ηcluster| < 2.47 and to be outside the transition region
between the barrel and end-cap EM calorimeter (1.37 < |ηcluster| < 1.52) since this
region shows worse reconstruction and energy resolution performance. Finally, elec-
tron isolation is required to reject electrons from semileptonic hadron decays.

A different electron definition, with looser selection criteria, will also be used
to estimate the contribution of multijet events where a jet is reconstructed as an
electron. This looser definition uses medium as identification criteria, no isolation
requirement, and a veto on the conversion of a photon into electrons by requiring a
hit in the innermost ID layer. The use of this looser electron set will be described in
detail in Sect. 5.4.4.

The efficiency of the reconstruction, identification and isolation selection has been
determined in data using the tag-and-probe method using Z → e+e− events, which
provide high-statistics and high-purity samples of electrons. Samples of selected
J/ψ → e+e− andW → eνe events are also used in order to collect sufficient statis-
tics for a two-dimensional pT − η identification efficiency determination.

Scale factors as a function of electron η and electron ET have been derived to
account for the discrepancies in the efficiencies between data and MC simulation.
These scale factors typically deviate from unity by only a few percentage. The com-
bined uncertainties on the reconstruction, identification and isolation requirement
scale factors are at the level of ∼2%. For t t̄-related analyses, an additional uncer-
tainty of 2% is assumed for the isolation efficiency, due to the extrapolation from the
Z → e+e− environment to the t t̄ environment, involving higher jet multiplicity and
therefore smaller angular separation between the electron and surrounding jets [7].

http://dx.doi.org/10.1007/978-3-319-41051-7_5
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4.3.1.1 Electron Energy Scale and Resolution

The electron energy scale has been measured in data using Z → e+e− and J/ψ →
e+e− events. Correction factors as a function of the electron η have been obtained
by fitting the dielectron invariant mass distributions of the two resonances. The
total uncertainty on the electron in-situ calibration is <1% in the central region and
increases up to a few percentage in the most forward region of the calorimeter. An
additional procedure, exploiting the combined measurement of the track momentum
in the inner detector and the energy in the calorimeter (E /p) has also been used,
profiting from the very large sample of collected W → eνe events.

The main way to probe the electron energy resolution is provided by the study of
the Z resonance width. It is found that the resolution in data is slightly worse than
that in simulation, and appropriate corrections are derived and applied to simulation
to match the data.

4.3.2 Muons

Several types of algorithms for reconstructing muons are available in ATLAS [8].
The analyses presented in this dissertation make use only of combined muons from
theMuId collection. The algorithm relies on the independent reconstruction of a track
in the Inner Detector and a track segment in the muon spectrometer. A combined
track is formed after re-fitting the hits of both tracks, taking into account the muon
energy loss in the calorimeter.

Additional selection criteria are applied to further improve the quality of themuon
and reduce the misidentification rate:

• Combined muons are required to have |η| < 2.5 in order to be confined to the
region with ID coverage.

• The longitudinal impact parameter relative to the primary vertex is required to be
less than 2mm.

• A minimal number of hits in the Pixel, SCT and TRT sub-detectors is required,
together with a hit in the innermost pixel layer when the track crosses an active
module.

A further separation between prompt muons arising from the hard interaction and
muons originating fromdecay chains of b/c-hadrons or kaons, is achieved through an
isolation requirement. The mini-isolation variable, Iμ

mini , is introduced. It is defined
as the sum of the transverse momentum of all the tracks satisfying the relation
�R(μ,track) < 10 GeV/pμ

T where pμ
T is the transverse momentum of the muon. A

selection cut on this variable is applied, corresponding to:

Iμ
mini/p

μ
T < 0.05. (4.2)
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With increasing lepton pT, the cut on the mini-isolation is relaxed, while at the
same time the size of the considered cone shrinks making the isolation cut less
susceptible to pile-up effects and more efficient when the real lepton is close to a
jet. Figure4.2 shows the signal efficiency vs fake rate curves for different isolation
definitions, extracted from Z → μ+μ− events and amultijet-enriched control region.
The relative mini isolation exhibits a superior performance with respect to the usual
isolation variables E0.2

T and p0.3T .
A second muon definition, with looser selection criteria, will also be used to

estimate the contribution from non-prompt muons arising from semi-leptonic hadron
decays. This looser definition removes the isolation requirement in order to increase

Fig. 4.2 Efficiency versus fake rate for different choices of muon isolation: E0.2
T with a fixed

value of p0.3T < 2.5GeV (red), p0.3T with a fixed value of E0.2
T < 4GeV (blue), Iμ

mini (yellow) and
Iμ
mini/p

μ
T (green). Typical working point choices used in 2011 analyses (cross: E0.2

T < 4GeV and
p0.3T < 2.5GeV) and 2012 analyses (star: Iμ

mini/p
μ
T < 0.05) are also indicated. From reference [9]
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Fig. 4.3 a Muon reconstruction + identification efficiency and scale factor as a function of muon
η. b Mini Isolation efficiency as a function of muon η for data and MC
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the contribution from multijet events. The use of this second set of muons will be
described in detail in Sect. 5.4.4.

The reconstruction, identification and isolation efficiencies have been measured
in data with the tag-and-probemethod using Z → μ+μ− and J/ψ → μ+μ− events.
Figure4.3 shows the data/MC comparison for the reconstruction plus identification
efficiency and the isolation efficiency. The level of agreement and the corresponding
uncertainties are ∼1% and found to be very stable versus other kinematic quantities
as well as versus the number of primary vertices in the event.

4.3.2.1 Muon Momentum Scale and Resolution

The large number of clean Z → μ+μ− and J/ψ → μ+μ− events collected allows a
simultaneous determination of themuonmomentum scale and resolution by perform-
ing a fit to the dimuon invariant mass distributions of the Z and J/ψ resonances [8].
Correction factors for the momentum scale and resolution are determined separately
for theMuon Spectrometer and Inner Detector. Figure4.4 illustrates the central value
and the uncertainty of the correction to themuonmomentum scale in theMuon Spec-
trometer. The amount of the correction, as well as the uncertainty, are at the few per
mille level.

These factors, and their relative uncertainties, are used to correct the MC scaling
themuon pT and introducing additional smearing tomatch the data. Figure4.5 shows
the di-muon invariant mass for data and MC, before and after such corrections have
been applied.

Fig. 4.4 Scale correction for the muon momentum in the muon spectrometer as a function of
muon η

http://dx.doi.org/10.1007/978-3-319-41051-7_5
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Fig. 4.5 Comparison of di-muon invariant mass in data, before a and after b MC smearing and
scale corrections are applied

4.4 Jets

One of the consequences of color confinement is that quarks and gluons produced
in the hard interactions can not be found isolated. Instead they evolve into a spray
of collimated particles, in a process called hadronization. A jet can be defined as a
grouping of the particles produced in the hadronization, in order to obtain a physics
object whose characteristics are as close as possible to those of the initial parton.

Different categories of jets can be defined based on the type of inputs and the
algorithm used to combine them and build a jet. Jets reconstructed from truth stable
particles in MC samples are denoted as particle jets. Jets built from reconstructed
tracks in the detector are called track jets. Finally, the jets most commonly used
in ATLAS analyses are built from energy deposits in the calorimeter called topo-
clusters [4] and are usually referred to as reconstructed jets or simply jets.

4.4.1 Cluster Formation

The topological clustering algorithm [4] reconstructs three-dimensional clusters of
energydeposits in the calorimeters. It is designed to follow the shower development of
a single particle interactingwith the calorimeter, taking advantageof the calorimeters’
fine granularity.

Seed cells are built by selecting cells with a significant signal-to-noise ratio of
|S/N | ≥ 4. The noise is defined as the expected RMS of the electronics noise for
the current gain and conditions plus the contribution of pile-up added in quadrature.
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Fig. 4.6 aGrid representing calorimeter cells, showing topo-cluster formation in the three hadronic
layers in the barrel. b Illustration of the clustering of jets with the anti-kT algorithm

Neighboring cells in the three dimensions are then added to the cluster if their signal
to noise ratio is |S/N | ≥ 2. Finally, cells with |S/N | ≥ 0 in the perimeter are added
to the cluster, to ensure that the tails of showers are not discarded. Figure4.6a shows
a schema of a topological cluster formation.

4.4.2 Jet-Finding Algorithm

A jet-finding algorithm is needed to decided which inputs are aggregated into indi-
vidual jets. The anti-kT algorithm [10] is a sequential recombination algorithm, and
is the default jet-finding algorithm at the LHC experiments. This algorithm has been
chosen for its theoretical properties of infrared and collinear safety [11], and for
the fact that it produces rather circular jets in the η − φ plane. For all the input
constituents, the anti-kT algorithm computes the quantities:

di j = min

(
1

k2T i
,

1

k2T j

)
�R2

i j

R2
, (4.3)

di B = 1

k2T i
, (4.4)

where �R2
i j = (ηi − η j )

2 + (φi − φ j )
2, R is a parameter of the algorithm that

approximately controls the size of the jet and kT i is the transverse momentum of
the constituent i . Here, di j is the “distance” between the constituents i and j , while
di B is the distance between the constituent i and the beam, introduced to separate
constituents coming from the hard-scatter interaction from those coming from proton
remnants.
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The anti-kT jet clustering algorithm proceeds by identifying the smallest of the
distances, which corresponds to clustering the most energetic particles first. If the
smallest distance is a di j , it recombines the constituents i and j , while if the smallest
distance is di B , the algorithm calls i a jet and removes it from the list of constituents.
After recombination, the distances are recalculated with the remaining constituents,
and the procedure is repeated until no constituents are left. Figure4.6b illustrates the
clustering of hard and soft particles into jets when the anti-kT algorithm is applied.

The analyses described in this dissertation use anti-kT jets with a radius of R =
0.4.

4.4.3 Jet Calibration

The goal of the jet calibration procedure is to correct the energy of the reconstructed
jets in the detector to correspond to the one of the truth particle jets. First the input
clusters are calibrated, then the reconstructed jet undergoes several corrections to
reduce the impact of pile-up contamination and recover the energy of the truth particle
jets on average.

Topo-clusters are initially reconstructed at theEMscale,which correctlymeasures
the energy in the calorimeter deposited by particles produced in an electromagnetic
shower. These clusters then need to be recalibrated to correctly measure the energy
deposited by particles produced in a hadronic shower. This is done with the local
cell signal weighting calibration scheme (LCW) [12]. The LCW calibration scheme
first classifies topo-clusters as either electromagnetic or hadronic based on the mea-
sured energy density and the longitudinal shower depth. Then, energy corrections
are derived according to this classification from single charged and neutral pion MC
simulations. Further dedicated corrections are introduced to correct for detector and
reconstruction effects, such as energy lost in uninstrumented regions (dead material)
or out-of-cluster leakage. The analyses described in this dissertation use jets built
from LCW-calibrated clusters, which are also referred to as LCW jets. Jets built from
non-calibrated clusters are usually named EM jets.

After jet reconstruction based on calibrated clusters, the calibration scheme for
calorimeter jets consists of four steps, illustrated in Fig. 4.7 and described in the
following sections.

Fig. 4.7 Overview of the ATLAS jet calibration scheme
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Fig. 4.8 Dependence of the reconstructed jet pT on in-time pile-up (left) and out-of-time pile-up
(right) at various correction stages

4.4.3.1 Pile-Up Correction

The presence of additional pile-up activity can distort the measured jet energy. A
first correction is performed to account for this, according to Eq.4.5:

pcorrT = pT − ρ · A − α · (NPV − 1) − β · 〈μ〉 , (4.5)

where ρ is the pile-up energy density of the event, α = ∂pT
∂NPV

and β = ∂pT
∂μ

. The
first term represents the jet-area correction which allows a jet-by-jet estimation and
subtraction of the energy added to the jet by the pile-up [13]. The pile-up energy
density of the event, ρ, is defined by the median of the distribution of pT/A for each
jet reconstructed in the central region of the detector. The jet area A is computed
with the ghost-matching method [14]. The additional terms in the formula represent
residual corrections that remove the remaining effects for both in-time (α) and out-of-
time (β) pile-up. Figure4.8 shows the dependence of jet pT on the number of primary
vertices (as a measure of in-time pile-up) and of 〈μ〉 (as a measure of out-of-time
pile-up) as a function of jet η, at each step of the correction process.

4.4.3.2 Origin Correction

A correction to the calorimeter jet direction is applied in order to make the jet point
to the primary event vertex instead of the center of the ATLAS detector. The energy
of the jet remains unchanged. This correction improves the angular resolution and
results in a small improvement in the jet pT response.
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Fig. 4.9 Average response for jets built from topoclusters at the EM scale (left) and at LCW scale
(right). The response is shown separately for various particle-jet energies as function of the jet
pseudo-rapidity |ηdet|. Also indicated are the different calorimeter regions

4.4.3.3 Jet Energy Calibration

After pile-up correction, the jet energy calibration restores the reconstructed jet
energy to the energy of the MC particle-level jets. It corrects for detector effects
due to the mis-measurement of the deposited energy, the energy lost in inactive
regions of the detector or the energy deposits of particles that are not clustered into
the reconstructed jet.

To derive this calibration, all the isolated2 calorimeter jets that have a matching
isolated particle-level jet at �R = 0.3 are considered. The jet energy response is
the ratio between the energy measured in the reconstructed jets, E j

LCW, and the
particle-jet energy, E j

truth. Since pile-up effects have already been corrected for, the
MC samples used to derive the calibration do not include multiple proton-proton
interactions. Figure4.9 shows the jet energy response as a function of the calibrated
jet transverse momentum for different η-intervals. The correction factor needed for
LCW jets is closer to unity than the EM jets since the input topo-clusters have already
been calibrated.

4.4.3.4 In-Situ Calibration

As the last step, the data-to-MC differences are assessed using in-situ techniques,
which exploit the transverse momentum balance between a jet and well-measured
photons, Z bosons or jets. This calibration is only applied to data, since it aims to
restore the energy of the jets reconstructed in data to that from the MC simulation.3

2A jet is considered isolated when no other jet with pT > 7GeV is found within a cone of radius
�R = 2.5R, where R = 0.4 is the jet radius.
3The reconstructed jets from theMC simulations are already calibrated with the LCW+JES scheme,
which restores the reconstructed jet energy to that of the particle-level jet in the simulation.
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Fig. 4.10 Ratio of the
average jet response
〈pjetT /prefT 〉 measured in data
to that measured in MC
simulations for jets within
|η| < 1.2 as a function of the
jet transverse momentum,
pjetT , shown separately for the
three in-situ techniques, used
in the combined calibration
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Central jets are calibrated combining in-situ techniques as Z+jets, γ+jets and
multi-jet balance calibration [15]. Figure4.10 shows the ratio of the jet response,
defined as pmeasured

T /preferenceT , between data andMC. Forward jets are calibrated using
the η-intercalibration technique. It exploits the pT-balance between jets in different
η regions where forward jets are calibrated against central jets whose energy scale
can be assessed in a more precise way.

4.4.3.5 Semileptonic b-jet Corrections

A further refinement, which is not part of the standard jet calibration, is the correction
for semileptonic decays of heavy-flavored hadrons. In cases when a b-hadron decays
semileptonically,4 the energy of the jet containing that hadron is underestimated
since both the muon and the neutrino can carry a substantial part of the hadron
energy and they are not considered in the jet clustering process. Since b-hadron
decays produce muons in ∼20% of the cases (including direct decays and cascade
decays via charm-hadrons and τ leptons), the effect is particularly important for
analyses with a large number of b-quarks in the final state. The jet four-momentum
is corrected by combining it with the muon:

pcorrjet = pjet +
muons∑

i

(pμi − Eloss(μi )) (4.6)

where pμi is the combined muon and Eloss(μi ) is the estimated energy loss of the
muon in the calorimeter which is subtracted to avoid double-counting. All muons

4The notation semileptonic is used to denote any decay chain of the type: B → X + μ + νμ. Decays
in the electron channel don’t require a special treatment since the electron energy is deposited in
the calorimeter and clustered into the jet.
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Fig. 4.11 Jet pT resolution (a) and reconstructed hadronic top mass (b) for an inclusive jet sample
in MC t t̄ events. The dotted line describes calibrated jets, the dashed line jets after the muon
correction and the solid line jets after both the muon and the neutrino corrections

passing the standard MuId selection cut with pT > 4GeV and within a distance
�R < 0.4 to the jet axis are considered in the correction term.

The correction is applied to all jets overlapping with muons, independently of
whether they are tagged as b-jets. The energy losses due to the escaping neutrino are
not considered since a correction term was derived based on a different category of
muons, Staco and notMuId, as used in this analysis. Figure4.11 shows the effect of
each correction on a sample of b-jets in simulated t t̄ events.

4.4.4 Jet Energy Scale Uncertainty

The determination of the jet energy scale uncertainty takes into account multiple
sources of systematic uncertainty:

• Uncertainties due to pile-up are assigned to the correction term in Eq.4.5, to
cover the residual mis-modeling of multiple interaction in MC. The impact of the
uncertainty rapidly reduces with increasing jet pT.

• For very high pT jets (pT > 2 TeV) in-situ techniques are limited in statistics.
Therefore, studies of detector response based on MC events and extrapolated
test-beam results from single-hadron response are used to assess the systematic
uncertainty [16]. In order to perform this extrapolation, jets are treated as a super-
position of energy deposits of single particles. The measurements of the calorime-
ter response to single pions in the combined test-beam are then extrapolated to
high-pT jets.

• η-intercalibration uncertainties are divided into a statistical component and a MC
modeling one. They are the dominant source of JESuncertainty at largeη (|η| > 3).
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Fig. 4.12 Relative jet
energy scale uncertainty as a
function of pT for central
jets in the detector
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• Uncertainties coming from in-situ techniques are divided in different categories
(statistical, detector, modeling, mixed) according to their origin. Particular atten-
tion has been paid to preserving the correlation information among the various
sources of uncertainty across the different pT bins. The “diagonalization and
reduction” method has been applied [15]. The method identifies the most rele-
vant sources of uncertainty and organizes them into uncorrelated variations which
can then be applied independently. The remaining (small) sources of uncertainty
are grouped together in a residual component.

• Flavor-related uncertainties: the response of the calorimeter differs for jets initiated
by quarks and jets initiated by gluons. In-situ techniques mainly measure quark-
initiated jets by the nature of the process involved. The baseline uncertainty is then
increased using the MC estimates of the response difference between quarks and
gluons [17].

• An additional source of uncertainty in the range of 1.5 to 3% is considered for
jets originating from b-quarks. The uncertainty has been obtained comparing the
jet calibration to an estimate of jet pT performed with track jets and evaluating
the difference between an inclusive jet sample and a sample enriched in jets from
b-quarks [18].

Figure4.12 shows the relative JES uncertainty as a function of jet pT. The con-
tribution from the different sub categories are also highlighted while the b-jet scale
uncertainty is not shown. The relative JES uncertainty is below 4% in the whole jet
pT range, reaching a precision below 2% in the range of 100–1000GeV.

4.4.5 Jet Energy Resolution

The jet energy resolution has been measured in dijet data with the dijet balance and
dijet bisector methods [19]. The dijet balance method uses the imbalance in jet pT:
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Fig. 4.13 Comparison of jet
energy resolution as a
function of jet pT for data
and MC in the region
0.0 ≤ |ηdet| < 0.8

T
p

) 
/ 

T
p(σ

0

0.05

0.1

0.15

0.2

 = 0.4, LCW+JESRtAnti-k
| < 0.8

det
η |≤0.0

ATLAS Preliminary -1 = 20 fbL dt∫ MC resolution

 = 8 TeVsData 2012, 
bisector
syst. uncertainty

dijet balance
syst. uncertainty

 [GeV]
T

avgp

40 50 210 210×2 310

da
ta

 / 
M

C
0.5

1

1.5

A = pprobeT − prefT

pavgT

, (4.7)

where prefT is the transverse momentum of a jet in a well-calibrated reference region,
pprobeT is the transverse momentum of the jet in the calorimeter region under investi-
gation, and pavgT = (pprobeT + prefT )/2. The jet energy resolution can be extracted with
a fit to the width of the asymmetry distribution, σ(A).

The dijet bisector method relies on the decomposition of the two leading jet
vectorial sum pT in orthogonal directions, one of them being the bi-section of the�φ
angles between the two jets in dijet events. The sensitivity to jet energy resolution
is different for the two since in the bisector direction the pT is the sum of two
small components while in the orthogonal direction a subtraction of the much larger
projection is performed.

The measured values are in reasonable agreement with the MC prediction, as
shown in Fig. 4.13, with some differences in particular regions of the phase space
(high η, high pT) where the resolution in data has been found to be larger than the
expectations. The effect has been considered as a source of systematic uncertainty
where additional smearing of the pT of the simulated jets is applied to cover the
difference with data. The resolution has been measured for dijet-pT down to 40GeV,
and the uncertainty is estimated for the lower pT region by performing a fit to the
measured resolution and extrapolating the uncertainty below the measured the range.

4.4.6 Jet Reconstruction Efficiency

The jet reconstruction efficiency for calorimeter jets has been derived relative to
track-jets, using a tag-and-probe technique. The reconstruction efficiency is defined
as the fraction of probe track-jets matched to a calorimeter jet. Small differences,



4.4 Jets 77

∼0.2%, are observed between data and MC in the range pT < 30GeV. As a source
of systematic uncertainty the difference is applied to MC events by discarding a
fraction of jets taken at random within the inefficiency range.

4.4.7 Jet Cleaning and Jet Vertex Fraction

Not all the jets that are reconstructed in detector have their origin in the pp colli-
sions. Transient problems in the calorimeter hardware, LHC beam-gas interactions
or showers induced by cosmic rays can create fake jets, also referred to as “bad jets”.
Quality criteria are applied to reject such jets:

• The shape of the electrical signal collected in every calorimeter cell is compared
to the reference (quality factor), and a jet quality factor is computed weighting the
cell quality with the cell energy squared. Jets with significant deviation from the
reference quality factor are rejected.

• The energy of the jet deposited in the electromagnetic calorimetermust be between
5 and 95%. This helps reducing noise effects from the EM calorimeter and from
non-collision backgrounds.

• Due to the larger noise in the hadronic endcap calorimeter, the fraction of the jet
energy in this subdetector has to be smaller than 50%.

• The energy fraction of a jet contained in one single layer of the calorimeter should
be smaller than 99%.

Pile-up activity can also produce jets which should not be considered as part of the
hard-scatter event. In order to identify and reject in-time pile-up, information from
the tracks associated to each jet is used. The jet vertex fraction (JVF) is a variable
aiming to identify the vertex from which a jet is originated [13]. It is defined as
the ratio of the sum of transverse momentum of matched tracks that originate from
a chosen PV to the sum of transverse momentum of all matched tracks in the jet,
independently of their origin. JVF can be defined for each jet with respect to each
PV, and therefore for a given jet i , its JVF with respect to the primary vertex j , PV j ,
is given by:

JVF(jeti ,PV j ) =
∑Ntracks

k=1 pT(track
jeti
k ,PV j )

∑NPV
n=1

∑Ntracks
k=1 pT(track

jeti
k ,PVn)

. (4.8)

The distribution of the JVF for jets originating from the primary (hard scatter) inter-
action and for pile-up originated jets is illustrated in Fig. 4.14a. The JVF variable
has a good separation power between hard-scatter jets (peaking at 1) and pile-up jets
(having substantially lower fraction of tracks from the primary vertex). A value of
–1 is attributed to jets with no associated tracks (mainly at large rapidities).

The cut to suppress pile-up jets is defined to be |JVF| > 0.50. This cut gives a
95% selection efficiency for jets from primary interaction while rejecting 75% of
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Fig. 4.14 a JVFdistribution for hard-scatter (blue) and pile-up (red) jetswith 20≤ pT≤ 50GeV and
|η| < 2.5 in simulated Z + jets events. b JVF distribution for jets well balanced against Z → e+e−
candidates in data and MC simulation. Plots are taken from reference [13]

the pile-up jets. The cut is applied only to jets with pT < 50GeV, since the pile-up
contribution at high pT is negligible, and with |η| < 2.4, since tracking information
is required.

The effect of the cut has been tested on data andMCusing Z → l+l− eventswhere
specific selections are applied to obtain a sample of hard-scatter jets and pile-up jets.
Figure4.14b displays the comparison between data and MC for a sample enriched in
hard-scatter jets.A systematic uncertainty associated to the JVF selection is estimated
by changing the cut values in MC by ±0.03.

4.5 b-tagging

The identification of jets resulting from the fragmentation of b-quarks, usually
referred to as b-tagging, is of uttermost importance for analyses with high num-
ber of b-quarks in the final state. In the energy regime above 10GeV, the long lived
b-hadrons (τ ∼ 1.5ps) produced in the hadronization of b-quarks can travel several
millimeters, decaying at a sufficiently large distance from the production vertex that
a secondary vertex can be resolved in the detector (see Fig. 4.15).

Several characteristics can be be exploited to identify this signature. If the sec-
ondary vertex can be identified within a jet, its distance to the primary vertex5 (decay
length) as well as the mass of all the particles associated to the vertex can be used
for the identification. Secondary vertices from b-hadron decays are expected to be
significantly displaced from the primary vertex and to have a vertex mass of up to
∼5GeV (due to neutral decay products not being included). Without the need to

5The decay length is divided by its error to obtain the decay length significance, L/σL , in order to
reduce the effect of poorly-measured vertices.
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Fig. 4.15 Most-relevant
variables for the
identification of a jet
originating from the
fragmentation of a b-quark

primary vertex

xy
decay length L

secondary vertex

jet axis

track
impact
parameter

reconstruct the secondary vertex, the impact parameter of each track in the jet can
also be analyzed. The longitudinal and transverse impact parameter are defined as the
minimum distance of the track to the primary vertex respectively in the z direction
and in the x-y plane. The sign of the impact parameter is positive if the track extrapo-
lation crosses the jet direction in front of the primary vertex, and negative otherwise.
For a jet originating from a b-quark, typically one or more tracks are expected to
show a large and positive impact parameter significance.

4.5.1 b-tagging Algorithms

Several algorithms have been developed in ATLAS to perform the b-tagging of jets
exploiting the properties described before. The most relevant are:

IP3D [20]: the longitudinal and transverse impact parameter of the tracks are used
in a 2D likelihood ratio discriminant. Input variables are compared to templates
for both the b-jet and light-jet hypotheses, obtained from MC simulation.

SV1 [20]: this algorithm relies on the reconstruction of a secondary vertex in the
jet.

JetFitter [21]: this algorithm attempts to reconstruct the decay chain inside the jet.
A Kalman-fitter approach is used to identify secondary and tertiary vertices with
the assumption that they lie on the flight direction of the b-hadron.

JetFitterCombNN: the output of the IP3D and JetFitter algorithms are combined
using a neural network in order to improve the discrimination. A different version
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Fig. 4.16 Light-jet rejection (a) and c-jet rejection (b) as a function of the b-jet efficiency for
different available b-tagging algorithms, based on simulated t t̄ events [23]

called JetFitterCombNNc is also available where the neural network is explicitly
trained to separate c-jets from b-jets.

MV1: the output of the IP3D, SV1 and JetFitterCombNN algorithms are used as
input to a neural network. TheMV1c algorithm is a particular version of theMV1
algorithm trained to achieve a better separation between jets originating from
b-quarks and jets originating from c-quarks.

The performance of the algorithms is characterized by their capability to correctly
identify jets coming from a real b-quark compared to the probability of mistakenly
b-tagging a jet originating from a c-quark or a light-flavor parton (u, d, s-quark or
gluon). These quantities are commonly referred to as the c-tagging efficiency6 and
mistag rate respectively.

The b-tagging efficiency compared to the light-jet and c-jet rejection, is summa-
rized in Fig. 4.16 for some of the algorithms discussed. The rejection is defined as the
inverse of the mistag or c-tag rate. The MV1 algorithm shows the best performance
in rejecting light quark jets and is therefore used as the b-tagging algorithm of choice
for the analyses presented in this dissertation.

Several operating points have been considered based on the average efficiency
of the algorithm on simulated t t̄ events. Some of them are listed in Table4.1. The
70% operating point has been chosen for most of the t t̄ based analyses given the
good compromise between efficiency and rejection. Figure4.17 shows the efficiency,
obtained from the simulation, of the 70% MV1 operating point for b-jet, c-jet and
light-jets as a function of the jet pT and |η|. The b-tagging efficiency increases at
high pT where the identification of displaced vertices is more efficient. The mistag
rate is more important for large |η| values due to the worse track resolution.

6Dedicated algorithms to identify c-jets are also available [22]. In the context of this dissertation,
c-tagging refers to mistakenly b-tagging a c-jet.
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Table 4.1 The MV1 algorithm operating points and their performance. The b-jet efficiency is the
average obtained for b-jets from a t t̄ sample

b-jet efficiency (%) c-jet rejection Light-jet rejection

50 13.7 2330

60 7.9 590

70 5.0 140

80 3.1 25

B
 e

ffi
ci

en
cy

 [%
]

30

40

50

60

70

80

|ηJet |
0 0.5 1 1.5 2 2.5

 [G
eV

]
T

Je
t p

50

100

150

200

250

300

350

400

450

500

C
ef

fic
ie

nc
y 

[%
]

0

5

10

15

20

25

30

|ηJet |

 [G
eV

]
T

Je
t p

50

100

150

200

250

300

350

400

450

500

Li
gh

t e
ffi

ci
en

cy
 [%

]

0

0.5

1

1.5

2

2.5

3

|ηJet |

 [G
eV

]
T

Je
t p

50

100

150

200

250

300

350

400

450

500

0 0.5 1 1.5 2 2.5

0 0.5 1 1.5 2 2.5

(a) (b)

(c)

Fig. 4.17 b-tagging efficiency for the MV1 70% operating point as a function of the jet pT and
|η|. Efficiencies are shown separately for a b-jets, b c-jets and c light-jets from simulated t t̄ events

4.5.2 b-tagging Calibration

The efficiency of each operating point has been calibrated in data using samples
enriched in b-jets, c-jets and light jets respectively. The result is presented in terms
of scale factors, SF= εdata/εMC. This allows correcting for mis-modeling in the input
variables used in the b-tagging algorithms. Different methods have been used to
derive the respective calibrations:

The b-jet calibration used for the analyses in this dissertation is derived on a high-
purity sample of b-jets that can be obtained from dileptonic t t̄ events. The calibration
is based on a likelihood approach which uses correlated information from multiple
jets in the event [24], and it achieves a precision of a few percentage for jet pT ranging
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between 30 and 200GeV. Since the calibration has been derived using a dileptonic t t̄
sample, no overlap of data events exists with analyses performed in the single-lepton
final state.

The tagging calibration on c-quarks has been derived by reconstructing D-mesons
within a jet from the decay chain D∗+ → D0(→ K−π+)π+ [25].

For themis-tag rate, the “negative tag”method is used [26]. Light-jets are expected
to have a rather symmetric track impact parameter or vertex decay length significance
distribution. The performance of the tagger is evaluated by using tracks (vertices)
with negative impact parameter (decay length significance) and reversing their sign
within the algorithm.

Scale factors as a function of jet pT for b-jet, c-jet and light-jets are reported
in Fig. 4.18. The scale factors are applied to MC samples as event weight cor-
rections. For each jet tagged by the b-tagging algorithm, a weight equal to the
b-tagging scale factor, SF, of the corresponding jet flavor is considered. If a jet
fails the b-tagging criterion, a weight corresponding to (1 − SF · εMC)/(1 − εMC) is
assumed. The individual jet weights for all the selected jets are multiplied in order
to obtain an event-level weight.
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Fig. 4.18 Data/MC scale factor for the tagging efficiency of (a) b-jets, (b) c-jets and (c) light jets
in the central and (d) forward region with the 70% MV1 operating point. The total uncertainty is
shown as well as the statistic components. Scale factors are measured as a function of jet pT and,
in the case of mistag rate, the result for the two |η| bins are shown
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The determination of the b-tagging scale factors is affected bymultiple systematic
uncertainties. In order to propagate those into the scale factors in a manageable way
the diagonalization method is used. The covariance matrix of the scale factors in the
different jet pT bins is diagonalized. The eigenvectors with their respective eigen-
values represent the variations which are needed to describe the b-tagging efficiency
uncertainty induced on the analysis. Since these variations result from the diagonal-
ization of the covariance matrix, they can be considered as independent variations
and are treated in the analysis as uncorrelated uncertainties. After diagonalization,
a total of six eigenvectors are considered to describe the systematic uncertainties
related to the b-tagging calibration. The same procedure is performed to derive four
(twelve) eigenvectors on the c-tagging (mistag) calibration.

The b-tagging calibration for b-jets and c-jets only extends to 300GeV in jet pT,
with the light-jet calibration extending to 750GeV. A MC-based analysis is used to
assess an extrapolation uncertainty on the b-tagging efficiency from the last calibrated
pT bin up to 1200GeV, to judge how systematic effects could impact the higher pT
jets compared to the last calibrated bin. An additional uncertainty is included for jets
with pT above the calibrated range.

4.6 Missing Transverse Energy

Particles like neutrinos and other neutral weakly-interacting particles predicted in
BSM scenarios escape ATLAS undetected, thus creating an apparent imbalance of
themeasuredmomentum in the transverse plane. Themissing transversemomentum,−→p miss

T , is obtained from the negative vector sum of the pT of all particles detected in
a pp collision. The magnitude of this vector is the missing transverse energy, Emiss

T .
The Emiss

T reconstruction [27] includes contributions from energy deposits in the
calorimeters and muons reconstructed in the muon spectrometer.

Emiss
x(y) = Emiss,calo

x(y) + Emiss,muon
x(y) (4.9)

Isolated muons are measured by combining the information in the muon spec-
trometer and the inner detector. In the case of non-isolated muons, the momentum
measurement is taken from the muon spectrometers only and an additional term for
the energy deposit in the calorimeter is considered.

Energy deposits in calorimeter cells are associated with identified physics objects
and are considered in the calculation with the calibration of these associated objects.
Double counting is avoided by considering physics objects in a specific order: elec-
trons, jets and muons.

Emiss,calo
x(y) = Emiss,e

x(y) + Emiss,jet
x(y) +

(
Emiss,muon−calo
x(y)

)
+ Emiss,soft−jet

x(y) + Emiss,cell−out
x(y)

(4.10)
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The Emiss,soft−jet
x(y) term is built considering jets with 10 GeV < pT < 20GeV, cal-

ibrated at the LCW scale without jet area correction. The Emiss,cell−out
x(y) term collects

all the deposits that are not associated with any physics object.
The effects of systematic uncertainties in the Emiss

T computation are divided into
two main sources: uncertainties affecting high-pT objects and uncertainties affecting
the soft-jet and the cell-out terms. For the former, systematic uncertainties on the
physics object calibrations are directly translated into the missing transverse energy
computation through Eq.4.9. The uncertainties on Emiss,soft−jet

T and Emiss,cell−out
T are

considered to be fully correlated, and they are evaluated in events with no real source
of Emiss

T such as Z → μ+μ− events with no jets with pT > 20GeV. An uncertainty
of 2.3 and 3.6% has been assigned respectively to the resolution and scale of both
terms [27].

References

1. Cornelissen T, Elsing M, Fleischmann S, Liebig W, Moyse E, Salzburger A (2007) Concepts,
design and implementation of the ATLAS new tracking (NEWT), ATL-SOFT-PUB-2007-007

2. ATLAS collaboration (2010) Performance of primary vertex reconstruction in proton–proton
collisions at

√
s =7 TeV in the ATLAS experiment, ATLAS-CONF-2010-069

3. ATLAS collaboration (2014) Electron reconstruction and identification efficiency measure-
ments with the ATLAS detector using the 2011 LHC proton-proton collision data. Eur Phys J
C 74:2941. arXiv:1404.2240 [hep-ex]

4. Lampl W, Laplace S, Lelas D, Loch P, Ma H et al (2008) Calorimeter clustering algorithms:
description and performance, ATL-LARG-PUB-2008-002

5. ATLAS collaboration, Electron and photon energy calibration with the ATLAS detector using
LHC Run 1 data. arXiv:1407.5063 [hep-ex]

6. ATLAS collaboration, Electron efficiency measurements for 2012 and 2011 data, ATL-COM-
PHYS-2013-1287

7. ATLAS collaboration, Object selection and calibration, background estimations and MC sam-
ples for top quark analyses using the full 2012 data set, ATL-COM-PHYS-2013-1016

8. ATLAS collaboration (2014) Measurement of the muon reconstruction performance of the
ATLAS detector using 2011 and 2012 LHC proton-proton collision data. Eur Phys J C 74:3130.
arXiv:1407.3935 [hep-ex]

9. ATLAS collaboration, Object selection and calibration, background estimations and MC sam-
ples for the winter 2013 top quark analyses with 2012 data, ATL-COM-PHYS-2013-088

10. Cacciari M, Salam GP, Soyez G (2008) The Anti-k(t) jet clustering algorithm. JHEP 0804:063
arXiv:0802.1189 [hep-ph]

11. Salam GP (2010) Towards Jetography. Eur Phys J C 67:637 arXiv:0906.1833 [hep-ph]
12. ATLAS collaboration (2013) Jet energy measurement with the ATLAS detector in proton–

proton collisions at
√
s = 7 TeV. Eur Phys J C 73:2304. arXiv:1112.6426 [hep-ex]

13. ATLAS collaboration (2013) Pile-up subtraction and suppression for jets in ATLAS, ATLAS-
CONF-2013-083

14. Cacciari M, Salam GP, Soyez G (2008) The catchment area of jets. J High Energy Phys 04.
arXiv:0802.1188

15. ATLAS collaboration (2015) Jet energy measurement and its systematic uncertainty in proton–
proton collisions at

√
s = 7TeVwith theATLASdetector. Eur Phys JC75:17. arXiv:1406.0076

[hep-ex]

http://arxiv.org/abs/1404.2240
http://arxiv.org/abs/1407.5063
http://arxiv.org/abs/1407.3935
http://arxiv.org/abs/0802.1189
http://arxiv.org/abs/0906.1833
http://arxiv.org/abs/1112.6426
http://arxiv.org/abs/0802.1188
http://arxiv.org/abs/1406.0076


References 85

16. ATLAS collaboration (2013) Single hadron response measurement and calorimeter jet
energy scale uncertainty with the ATLAS detector at the LHC. Eur Phys J C 73(3):2305.
arXiv:1203.1302 [hep-ex]

17. ATLAS collaboration, Flavour dependence of jet response and quark/gluon tagging, ATLAS-
CONF-2012-138

18. ATLAS collaboration, Jet energy measurement and systematic uncertainties using tracks for
jets and for b-quark jets produced in proton-proton collisions at

√
s = 7 TeV in the ATLAS

detector, ATLAS-CONF-2013-002
19. ATLAS collaboration (2015) Data-driven determination of the energy scale and resolution of

jets reconstructed in the ATLAS calorimeters using dijet and multijet events at
√
s = 8 TeV,

ATLAS-CONF-2015-017
20. ATLAS collaboration (2011) Commissioning of the ATLAS high-performance b-tagging algo-

rithms in the
√
s = 7 TeV collision data, ATLAS-CONF-2011-102

21. ATLAS collaboration (2008) A new inclusive secondary vertex algorithm for b-jet tagging in
ATLAS. J Phys Conf Ser 119:032032

22. ATLAS collaboration (2015) Performance and calibration of the jet fitter charm algorithm for
c-jet identification, ATL-PHYS-PUB-2015-001

23. ATLAS collaboration,Measurement of the b-tag efficiency in a sample of jets containingmuons
with 5 fb−1 of data from the ATLAS detector, ATLAS-CONF-2012-043

24. ATLAS collaboration, Calibration of b-tagging using dileptonic top pair events in a combina-
torial likelihood approach with the ATLAS experiment, ATL-COM-PHYS-2014-0.04

25. ATLAS collaboration, b-jet tagging calibration on c-jets containing D* mesons, ATLAS-
CONF-2012-039

26. ATLAS collaboration, Measurement of the mistag rate of b-tagging algorithms with 5 fb−1 of
data collected by the ATLAS detector, ATLAS-CONF-2012-040

27. ATLAS collaboration (2013) Performance of missing transverse momentum reconstruction in
ATLAS studied in proton–proton collisions recorded in 2012 at 8 TeV, ATLAS-CONF-2013-
082

http://arxiv.org/abs/1203.1302


Chapter 5
Common Aspects in Searches for New
Physics in t t̄ Final States with Additional
Heavy-Flavor Jets

This chapter describes the commonalities in event preselection, background
modeling and treatment of systematic uncertainties for the different analyses in the
t t̄ + HF final state. A very precise modeling of the t t̄+jets and t t̄ + bb̄ backgrounds
is crucial for the analyses and will be discussed in detail. Finally, the quality of the
modeling that is achieved is illustrated with a comparison to ATLAS data.

5.1 Analysis Strategy

After the production and decay of the different signals targeted in this dissertation,
a final state with typically at least one t t̄ pair is produced. Additional b-jets from
decays of heavy resonances, such as H → bb̄ are also present. As a reminder, this
final state can be obtained trough the SM production of t t̄ H or the pair production of
new exotic particles and the subsequent decays: T → Ht , t̃2 → χ̃0

1 Ht , A( j,k) → t t̄ ,
σ → t t̄ .

The top quark decays to a W boson and a b-quark almost 100 % of the times,
and the W boson decays to a lepton and a neutrino with BR(W → lν) ≈ 0.32, or
hadronically with the remaining fraction. The possible t t̄ decays are defined by the
W boson decay combinations: dilepton when both W bosons decay leptonically,
lepton+jets if one W boson decays leptonically and the other one hadronically, and
all-hadronic if bothW bosons decay into quarks. From the different topologies of the
t t̄ decay the analyses described here target the lepton+jets final state since it offers
the best compromise between reduced backgrounds and high branching fraction.

Events with exactly one lepton1 are selected and classified into exclusive cate-
gories, referred to as “regions”, according to the number of reconstructed jets and
b-tagged jets. A given region with m jets of which n are b-jets is referred to as

1In the following the word “lepton” is used to refer to either an electron or a muon, assumed to
originate from the decay of a W boson or a τ lepton.
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“(mj, nb)”. Signal events produce final states with high jet and b-tag multiplicity,
and this requirement is very effective at suppressing SM backgrounds. The region
with highest jet and b-tag multiplicity that is considered, and therefore the one with
highest sensitivity, is the (≥6j,≥4b) region. Cuts on kinematic variables and further
splittings of the regions can be defined in order to isolate sub-regions with increased
sensitivity.

A combined fit to signal-rich and signal-depleted regions is performed to search
for the signal while simultaneously obtaining an improved background prediction
with reduced uncertainties. The fit procedure and statistical analysis is described in
detail in Chap. 6.

5.2 Data Sample

The data sample used for the analyses presented in this dissertation was collected
with the ATLAS detector in proton-proton collisions at a center-of-mass energy of
8 TeV between April and December 2012.A total integrated luminosity of 20.3 fb−1

was recorded after requiring all subdetectors to be fully operational during the data
taking. Events are selected using the lowest unprescaled single lepton triggers with
different pT thresholds, which are then combined in a logical OR in order to increase
the overall efficiency.

The single electron triggers used are EF_e24vhi_medium1 and EF_e60
_medium1, while the muon triggers are EF_mu24i_tight and EF_mu36
_tight. The pT thresholds are 24 or 60GeV for the electron triggers and 24 or
36GeV for the muon triggers. The triggers with the lower-pT threshold include iso-
lation requirements on the candidate lepton, resulting in inefficiencies at high pT that
are recovered by the triggerswith higher-pT threshold. The isolation requirement that
is applied offline is more stringent than the one included in the trigger; therefore, the
analyses are not affected by the isolation requirement applied at the trigger level.

5.3 Event Preselection

A common event preselection is performed for the different analyses, according to
the lepton+jets topology being targeted. More specific event selection cuts, tailored
to the needs of the individual analyses are discussed in Chap.7.

Events are required to have exactly one reconstructed electron or muon satisfying
the quality and kinematic criteria discussed in Sect. 4.3. The selected lepton is re-
quired tomatch the lepton reconstructed by the triggerwithin�R = 0.15. The lepton
is required to have pT > 25 GeV in order to be in the region where the trigger is fully
efficient. Events satisfying either the electron or muon selections are combined and
treated coherently, regardless of the lepton flavor. A veto on a second lepton ensures

http://dx.doi.org/10.1007/978-3-319-41051-7_6
http://dx.doi.org/10.1007/978-3-319-41051-7_7
http://dx.doi.org/10.1007/978-3-319-41051-7_4
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orthogonality with analyses using the dilepton t t̄ final state and allows reducing the
contamination from backgrounds with two isolated leptons such as Z+jets.

Events are required to have at least four jets with pT > 25 GeV and |η| < 2.5,
satisfying the requirements of Sect. 4.4. Given the high number of b-quarks in the
final state, a requirement of at least two b-tagged jets is included in the preselection.
This condition has a high efficiency for the different signals considered, while being
very effective in removing non-t t̄ backgrounds.

Additional requirements are related to the quality of the event reconstruction or
the detector status and are usually referred to as “event cleaning”:

• Data quality: only events where all the subdetectors are fully functional are re-
tained. The set of lumiblocks with no subdetector problems is collected in the
“Good Runs List”. From the total recorded luminosity, only ∼6% of events don’t
satisfy this requirement.

• Corrupted data removal: detector problems happening for periods shorter than a
lumiblock are rejected with event-level flags without losing the entire luminosity
block. This is the case for data integrity problemsor noise bursts in the calorimeters.
Only 0.1% of the events fail the requirement.

• Non-collision background removal: the reconstructed primary vertex of the event
is required to have at least five tracks associated with it. This ensures a good
position resolution for the vertex and rejects events produced by the interaction
of cosmic muons and other non-collision sources. About 2% of the events are
removed with this cut.

• Bad jets removal: events are rejected if a “bad jet”, as defined in Sect. 4.4.7, with
pT > 20 GeV and |η| < 4.5 is found. This condition is particularly important to
protect the Emiss

T computation from mis-measured jets. Only 0.1% of the events
fail this requirement.

The preselection requirements are summarized in Table5.1.
The presence of a leptonically-decaying W boson in the final state can also be

exploited to remove non-t t̄ backgrounds. The transverse mass of the leptonic W
boson, mT(W ), can be reconstructed from the lepton and the Emiss

T :

mT(W ) =
√
2p�

TE
miss
T (1 − cos�φ), (5.1)

Table 5.1 Common
preselection requirements

Preselection

Exactly one electron or muon matching trigger

≥4 jets with pT > 25 GeV and |η| < 2.5

≥2 b-tagged jets

Event cleaning

http://dx.doi.org/10.1007/978-3-319-41051-7_4
http://dx.doi.org/10.1007/978-3-319-41051-7_4
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where p�
T is the transverse momentum (energy) of the muon (electron) and �φ is

the azimutal angle separation between the lepton and the direction of the missing
transverse momentum.

Given the different features of the signals considered, the choice of cuts on Emiss
T

and mT(W ) are discussed in the corresponding sections.

5.4 Signal and Background Modeling

After preselection the main background for the analyses is t t̄+jets production, ac-
counting for more than 90% of the background in all regions. In particular t t̄ + bb̄
is the main irreducible background in the signal regions.

Other background contributions originate from the production of aW or Z boson
in association with jets (V+jets), single top quark production, diboson (WW , WZ ,
Z Z ) production, as well as from the associated production of a vector boson and a
t t̄ pair (t t̄ + V ). Multijet events contribute to the selected sample via the misidenti-
fication of a jet or a photon as an electron or the presence of a non-prompt lepton,
e.g. from a semileptonic b- or c-hadron decay. Signal and background samples are
modeled usingMC simulation, with the exception of the multijet background, which
is estimated using data-driven techniques.

The top-quark mass and the Higgs boson mass are set to 172.5 and 125GeV re-
spectively in all the simulated samples. All simulated samples use Photos 2.15 [1]
to simulate photon radiation and Tauola 1.20 [2] to simulate τ decays. Simu-
lated samples also include multiple pp interactions and are processed through a full
simulation [3] of the detector geometry and response using Geant4 [4], with the
exception of the signal samples for vector-like quarks, stop and sgluon production,
for which a fast simulation of the calorimeter response is used. All event genera-
tors using Herwig are also interfaced to Jimmy v4.31 [5] to simulate the underlying
event. All simulated samples are processed through the same reconstruction software
as the data. Simulated events are corrected so that the object identification efficien-
cies, energy scales and energy resolutions match those determined in data control
samples.

Figure5.1 shows the background composition across different jet and b-tag multi-
plicity regions. Given the small contribution of non-t t̄ backgrounds they are merged
for better visualization.

5.4.1 t t̄+jets Background

The large phase space covered by the analyses requires a t t̄ simulation that describes
correctly the different topologies, especially the emission of additional jets and the
heavy-flavor fraction. Not only the normalization, but also the kinematics of the
full final state have to be correctly modeled since several kinematic variables are
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Fig. 5.1 Fractional
contributions of the various
backgrounds to the total
background prediction after
preselection in each
considered region. Each row
shows the plots for a specific
jet multiplicity (4, 5, ≥6),
and the columns show the
b-jet multiplicity (2, 3, ≥4)

4 j, 2 b 4 j, 3 b 4 j, 4 b ATLAS
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c+ctt
b+btt

+Vtt
tnon-t

 6 j, 2 b  6 j, 3 b  4 b 6 j, 
Single lepton

used to build the final discriminants. After several studies, it has been observed that
Powheg+Pythia is theMCgenerator thatmodels best t t̄ production.However, some
corrections are needed to improve its prediction; these are described in the following
sections. The t t̄ sample is generated using the PowhegNLOgenerator [6–8] with the
CT10 PDF set [9, 10]. It is interfaced to Pythia 6.426 [11] with the CTEQ61L [12]
set of parton distribution functions and the Perugia2011C [13] underlying event
tune. The sample is normalized to the theoretical cross section calculated at next-to-
next-to leading order (NNLO) accuracy in QCD. The calculation includes resumma-
tion of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms with top++2.0
[14–19] yielding 253+15

−16 pb for
√
s = 8 TeV.

The t t̄+jets sample is generated inclusively and events are classified into three
orthogonal samples: t t̄+light-jets, t t̄ + bb̄ and t t̄ + cc̄, according to the flavor of
the additional jets. The classification is based on an algorithm matching hadrons
to particle jets built from stable particles as defined in Sect. 4.4. First, the set of
b- and c-hadrons with pT > 5 GeV and not originating from t t̄ decay products is
considered. This excludes hadrons originating from b-quarks from top decays, as
well as hadrons produced by c-quarks from hadronic W boson decays. All particle
jets with pT > 15 GeV and |η| < 2.5 are matched to the set of b/c-hadrons, if the
matching satisfies �R < 0.4 then the particle jet is labeled as a b- or c-jet. The pT
threshold for particle jets (15 GeV) is chosen to be 10GeV below the reconstructed-
jet threshold, in order to allow for resolution effects. Events with at least one b-jet
not originated from top decay products are labeled as a t t̄ + bb̄ event. Events that
fail this criteria, and containing at least one c-jet not from a W decay are labeled as
t t̄ + cc̄. The set of t t̄ + bb̄ and t t̄ + cc̄ events will be referred to as t t̄ + HF events,
with HF standing for heavy flavor. The remaining events are labeled as t t̄+light-jets
events, including those with no jets in addition to the t t̄ decay products.

In order to perform more detailed studies of the t t̄ + HF modeling and the related
systematic uncertainties, a refined categorization is introduced. This categorization
makes use of the number of heavy hadrons and particle jets in the event, as well as the

http://dx.doi.org/10.1007/978-3-319-41051-7_4
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Fig. 5.2 Normalized differential cross sections for the transverse momentum of the hadronically-
decaying top quark, ptopT , and the transverse momentum of the t t̄ system, ptt̄T . Generator predictions
are shown as markers, with inverted triangles for Powheg+Pythia. The gray bands indicate the
total uncertainty on the data in each bin. From Ref. [20].

details of the matching. Further subcategories of the t t̄ + bb̄ and t t̄ + cc̄ samples are
defined as follows. If the event has only one particle jet matched to a b-hadron, the
event is labeled as t t̄ + b. If the event has two particle jets matched to two different
b-hadrons, the event is labeled as t t̄ + bb̄. If the event has one particle jet matched
to two b-hadrons, the event is given the label t t̄ + B, representing unresolved gluon
splitting to bb̄. The same classification is performed in the t t̄ + cc̄ sample.

A duplication of the notation is unfortunately introduced, where t t̄ + bb̄ is used
to refer both to the category of events with at least one additional b-jet, as well as the
subcategory with two resolved b-jets. The context of the studies will hopefully make
clear what it refers to, nevertheless, explicit clarification is included when needed.

5.4.1.1 t t̄+light-jets Modeling

The large amount of t t̄ events produced at the LHC has allowed a very detailed study
of the kinematics of top production, through the measurement of differential cross
sections with the 7TeV data sample [20]. Among other observables, differential cross
sections have been measured as a function of the top-quark transverse momentum,
ptopT , and the transverse momentum of the t t̄ system, ptt̄T .

2 The most notable feature is
that the MC prediction for most generators, and in particular for Powheg+Pythia,
overpredicts the data at high ptopT and ptt̄T , leading to a visible difference not covered by
the statistical and systematical uncertainties of the measurement, as seen in Fig. 5.2.

To correct for this effect, two reweighting factors are derived and their product
is applied as a multiplicative factor to each event based on the value of top quark

2 The top-quark kinematics are measured at the partonic level, after final-state radiation. This is
equivalent to the status code 3 in Pythia.
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Table 5.2 Reweighting factors for the PowHeg+Pythia sample as a function of the t t̄ system pT
(top) and the top quark pT (bottom)

ptt̄T
Bins (GeV) [0, 40] [40, 170] [170, 340] [340,

1000)

Rew. factor 1.04 ±
0.12

0.99 ±
0.14

0.81 ±
0.18

0.68 ±
0.22

ptopT

Bins (GeV) [0, 50] [50, 100] [100, 150] [150, 200] [200, 250] [250, 350] [350, 800)

Rew. factor 1.01±0.01 1.01±0.02 1.01±0.01 1.00±0.01 0.96±0.04 0.91±0.09 0.88±0.17

The two factors are multiplied to obtain the event weight correction

pT and t t̄ system pT, taking the correlation between these two parameters into ac-
count. First a reweighting factor based on ptt̄T is derived, in order to bring the ptt̄T
distribution in Powheg+Pythia in agreement with the differential cross section
measurement. After applying this first reweighting factor, a second factor is derived
to correct the ptopT distribution. This two-step sequential procedure is needed in order
to take into account the non-negligible correlation (∼30%) between both variables.
Table5.2 summarizes the correction factors with the corresponding binning and the
total uncertainties.

This reweighting procedure, which will be referred to as t t̄ reweighting, is applied
inclusively to the three subsamples: t t̄+light jets, t t̄ + bb̄ and t t̄ + cc̄. The validity
of applying this reweighting to t t̄ + HF will be discussed in Sect. 5.4.1.2.

Figure5.3 shows the effect of the reweighting procedure for t t̄ events on the
data/MC agreement in regions with exactly two b-tagged jets, which are dominated
by the t t̄+light-jets background. An improvement in the data description is clearly
visible in the jet multiplicity and the scalar sum of the jet pT (H had

T ) distributions.
The former is driven by the ptt̄T component of the correction while the latter is mainly
due to the correction as a function of the top quark pT.

5.4.1.2 t t̄ + bb̄Modeling

The main irreducible background in the signal regions is t t̄ + bb̄ production, there-
fore a precise modeling of this process is of uttermost importance. Fixed-order NLO
calculations for t t̄ + bb̄ production can reduce perturbative uncertainties on the cross
section from 70–80% of the LO calculation, down to 15–20% [21–23]. NLO predic-
tions with massive b-quarks matched to a parton shower have also become available
recently [24].

In the Powheg generator only diagrams of the type gb → t t̄b are directly in-
cluded, while the production of bb̄ pairs is obtained with the parton shower, there-
fore the modeling of t t̄ + bb̄ has only leading-logarithmic (LL) accuracy. In order
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Fig. 5.3 The exclusive 2-b-tag region before and after the reweighting of the pT of the t t̄ system
and the pT of the top quark of the Powheg+Pythia t t̄ sample. The jet multiplicity distribution a
before and b after the reweighting; Hhad

T distributions c before and d after the reweighting

to study and improve the t t̄ + bb̄ modeling, different MC generators are tested and
compared to Powheg+Pythia.

An inclusive t t̄ sample is generated with theMadgraph5 1.5.11 generator [25],
using theCT10PDF set and interfaced toPythia 6.427 for showering and hadroniza-
tion. It includes tree-level diagrams with up to three extra partons, including b- and
c-quarks. A five-flavor scheme is used, where b- and c-quarks are treated as massless
partons in the ME calculation and can be originated inside the proton.

A state-of-the-art NLO prediction with massive b-quarks and matched to a par-
ton shower is also available within the Sherpa framework, interfaced with the
OpenLoops library [26, 27]. The Sherpa+OpenLoops NLO sample is generated
following the four-flavor scheme using theSherpa 2.0 pre-release and theCT10PDF
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set. In the four-flavor scheme the b-quark does not contribute to the proton PDF, and
can only be generated as a massive final state. The renormalization scale (μR) is
set to μR = ∏

i=t,t̄,b,b̄ E
1/4
T,i , where ET,i is the transverse energy of parton i , and the

factorization and resummation scales are both set to μF = μQ = (ET,t + ET,t̄ )/2.
The ME is then interfaced to the Sherpa parton shower.

In contrast to Madgraph and Powheg, where an inclusive t t̄ sample is gener-
ated, the Sherpa+OpenLoops sample is an exclusive t t̄ + bb̄ sample. However, the
presence of massive b-quarks in the generation allows the computation to cover the
full t t̄ + bb̄ phase space, including collinear gluon splitting into bb̄. For the sake of
completeness, it has to be noted that there is a small contribution of t t̄ + bb̄ –like
diagrams not included in the Sherpa+OpenLoops sample. First, bb̄ pairs arising
from multiple parton interaction (MPI) overlaying t t̄+jets events. And second, the
production of a bb̄ pair from a gluon radiated off the top decay products, which
will be labeled as final-state radiation (FSR). Example Feynman diagrams for these
contributions are shown in Fig. 5.4. These two contributions, MPI and FSR, have to
be identified and excluded from the comparison to the Sherpa+OpenLoops sample.

The absolute contribution of the various t t̄+ ≥ 1 b particle-jet topologies to the
cross section is shown in Fig. 5.5. A difference in the inclusive t t̄ + bb̄ cross section is
observed,with thePowhegpredictionbeing about 20%aboveSherpa+OpenLoops.
The relative distribution across categories is such that Sherpa+OpenLoops predicts
higher contribution of the t t̄ + B category, as well as every category where the pro-
duction of a second pair of bb̄ is required.

Fig. 5.4 bb̄ production from multiple parton interaction overlayed with a t t̄ event from the hard
scatter (top) and final state radiation (bottom)
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Fig. 5.5 Comparison of
t t̄ + bb̄ subcategories
between Powheg+Pythia,
Madgraph+Pythia and
Sherpa+OpenLoops
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Some examples of normalized distributions of different relevant variables across
categories are shown in Fig. 5.6, and the full set of figures can be found in Appen-
dix B.1. The modeling of the relevant kinematic variables in each category is in
reasonable agreement between Powheg (after top-quark pT and t t̄ pT reweighting)
and NLO t t̄ + bb̄. Some differences are observed in the ptt̄T and �Rbb̄ distributions.
Good agreement is also found between Powheg+Pythia andMadgraph+Pythia.
Since the production of bb̄ pairs in Powheg+Pythia originates only from the par-
ton shower, the agreement could be a product of using the same showering program,
Pythia, in both samples. Some studies are performed to validate the agreement
between generators and can be found in appendix B.1.

The t t̄ reweighting derived from the differential cross section measurement is ap-
plied inclusively on the three t t̄ categories. The reweighting of the t t̄ + HF compo-
nent is in principle difficult to justify since the differential cross sectionmeasurement
is dominated by t t̄+light jets. In t t̄ + bb̄ this reweighting is in fact redundant since it
could be absorbed in the NLO reweighting. Nevertheless, it is possible to compare
the sample before and after t t̄ reweighting with the NLO calculation. As it can be
seen in Fig. 5.7, the t t̄ reweighting applied to the t t̄ + bb̄ sample improves the agree-
ment with the NLO prediction. This is taken as an indication that the reweighting is
also applicable to the t t̄ + HF component, and in particular to t t̄ + cc̄, for which no
NLO prediction exists.

Given the differences observed between the predictions of Powheg+Pythia and
Sherpa+OpenLoops, a reweighting procedure is implemented to improve the mod-
eling. The inclusive t t̄ + bb̄ cross section is kept constant throughout all the reweight-
ings, but the relative cross section in each category is adjusted to the NLO prediction.
Furthermore, two independent kinematic reweightings are derived to improve the



5.4 Signal and Background Modeling 97

 (GeV)
T

top p
100 200 300 400 500

A
rb

itr
ar

y 
un

its

-310

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

 (GeV)
T

top p

0 100 200 300 400 500 600M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5
 (GeV)

T
top p

100 200 300 400 500

A
rb

itr
ar

y 
un

its

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

 (GeV)
T

top p

0 100 200 300 400 500 600M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5

 (GeV)
T

top p
100 200 300 400 500

A
rb

itr
ar

y 
un

its

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

 (GeV)
T

top p

0 100 200 300 400 500 600M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5
 (GeV)

T
 ptt

100 200 300 400 500

A
rb

itr
ar

y 
un

its

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

 (GeV)
T

 ptt

0 100 200 300 400 500 600M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5

 (GeV)
T

Leading b-jet p
100 200 300 400 500

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

 (GeV)
T

Leading b-jet p

0 100 200 300 400 500 600M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5
bb RΔ

1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5  SimulationATLAS
J. Montejo, PhD Thesis

Powheg+Pythia

Madgraph+Pythia

Sherpa+OpenLoops

bb RΔ

0 1 2 3 4 5 6M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5

Fig. 5.6 Comparison of kinematic variables in different topologies: ptopT in t t̄ + b (top left), ptopT

in t t̄ + B (top right), ptopT in t t̄ + bb̄ (middle left), ptt̄T in t t̄ + bb̄ (middle right), leading b-jet pT
in t t̄ + bb̄ (bottom left) and �Rbb̄ in t t̄ + bb̄ (bottom right)
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Fig. 5.7 Effect of the t t̄ reweighting derived from the differential cross section measurement
on the t t̄ + bb̄ sample. The NLO prediction from Sherpa+OpenLoops (black) is compared to
Powheg+Pythia with (red solid) and without (red dashed) the t t̄ reweighting. The top quark pT
(left) and the transversemomentum of the t t̄ system (right) are compared in the different topologies:
t t̄ + b (upper row), t t̄ + B (middle row) and t t̄ + bb̄ (bottom row)
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agreement of the different variables in each category. The first reweighting is based
on the pT of the top and t t̄ systems. The second reweighting is chosen to be on the pT
and η of the heavy-flavor jet in the topologies with only one additional heavy-flavor
jet. In the topologies with two or more heavy-flavor jets the reweighting is based
on the �R and pT of the dijet system. This reweighting improves the modeling of
the rest of the variables, though some minor differences remain. The effect of the
reweighting on different example variables is illustrated in Fig. 5.8. The full set of
figures can be found in Appendix B.1.
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Fig. 5.8 Effect of the t t̄ reweighting derived from the differential cross section measurement
on the t t̄ + bb̄ sample. The NLO prediction from Sherpa+OpenLoops (black) is compared to
Powheg+Pythia with (red solid) and without (red dashed) the t t̄ reweighting. The different kine-
matic variables and topologies are: ptopT in t t̄ + b (top left), ptt̄T in t t̄ + b (top right), leading b-jet

pT in t t̄ + B (bottom left) and �Rbb̄ in t t̄ + bb̄ (bottom right)
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Fig. 5.9 Comparison of
t t̄ + cc̄ subcategories
between Powheg+Pythia
and Madgraph+Pythia
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5.4.1.3 t t̄ + cc̄Modeling

Unfortunately, no NLO calculations are available for the t t̄ + cc̄ background. There-
fore the t t̄ + cc̄ prediction from Powheg is taken without any additional calibration,
apart from the t t̄ reweighting. The t t̄ + cc̄modeling in Powheg+Pythia is validated
by comparing to the multi-leg LO prediction inMadgraph. Reasonable agreement
between both generators can be seen in Fig. 5.9 and a selection of kinematic variables
is shown in Fig. 5.10. The full set of figures can be found in Appendix B.2.

A large difference is observed in the prediction of the MPI categories, which are
modeled by the parton shower. Small differences in the settings of Pythia are present
between both samples: Powheg uses Pythia 6.426, CTEQ61L pdf and Sandhoff
color-reconnection scheme [28]; whereasMadgraph uses Pythia 6.427, CT10 pdf
and Wicke color-reconnection scheme [29]. This difference will be covered by the
systematic uncertainties on t t̄ + cc̄ modeling discussed in Sect. 5.7.3.3.

5.4.2 W/Z+jets Background

The background contribution from the production of a vector boson, V = W, Z ,
with additional jets is simulated with Alpgen 2.14 [30] and the CTEQ6L1 PDF set.
Parton shower and fragmentation are modeled with Pythia 6.425.

Both samples are generated with up to five additional partons, separately for
V+light-jets, Vbb̄+jets, Vcc̄+jets, and in the case of W production, also Wc+jets.
Both are normalized to the respective inclusiveNNLO theoretical cross sections [31].
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Fig. 5.10 Comparison of kinematic variables in different topologies: ptopT in t t̄ + c (top left), ptopT

in t t̄ + B (top right), ptopT in t t̄ + cc̄ (middle left), ptt̄T in t t̄ + cc̄ (middle right), leading c-jet pT in
t t̄ + cc̄ (bottom left) and �Rcc̄ in t t̄ + cc̄ (bottom right)
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The overlap between V + QQ̄ (Q = b, c) events generated from the matrix element
calculation and those from parton-shower evolution in the V+light-jet samples is
removed by an algorithm based on the angular separation between the extra heavy
quarks: if �R(Q, Q̄) > 0.4, the matrix element prediction is used, otherwise the
parton shower prediction is used.

In the measurement of the differential cross section of the Z pT spectrum [32],
Alpgen has been observed to predict a too hard spectrum. The MC has been
reweighted to correct for this effect. The heavy-flavor fraction of the Z+jets back-
ground, i.e. the sum of Z+bb̄ and Z+cc̄ processes, is scaled by a factor of 1.52 in
order to reproduce the relative rates of Z events with no b-tags and those with at least
one b-tag observed in data.

Given the similarity in the generation setup of theW+jets and Z+jets backgrounds,
the corrections derived in the Z+jets sample are also applied to W+jets.

5.4.3 Other Simulated Backgrounds

Backgrounds with small cross sections or low acceptance are also considered for
completeness. Although some of them could be considered negligible, especially in
the signal regions, their absence in the control regions could affect the result of the
fit, which would propagate to the signal region.

Samples of single top quark production, corresponding to the s-channel, t-channel
and Wt production mechanisms are generated with Powheg using the CT10 PDF
set. In the case of the Wt-channel, the diagram removal scheme is used to handle
the overlap with the t t̄ final state starting at NLO [33]. The samples are interfaced
to Pythia 6.425 with the CTEQ6L1 set of parton distribution functions and Peru-
gia2011C underlying-event tune. The single top quark samples are normalized to the
approximate NNLO theoretical cross sections [34–36] using theMSTW2008NNLO
PDF set [37, 38]. The small contribution from single top production in association
with a Z boson is simulated withMadgraph5 and Pythia8.1 [39], and normalized
to its LO prediction.

Samples of diboson production in association with up to three jets are generated
with Alpgen 2.14 and showered with Herwig 6.520. They are further normalized
to the NLO theoretical cross sections [40].

Samples of t t̄ + V with up to two jets are generated with Madgraph5 and the
CTEQ6L1 PDF set. Pythia 6.425 with the AUET2B tune [41, 42] is used for show-
ering. The t t̄ + V samples are normalized to the NLO cross section predictions
[43, 44]. Production of t t̄ + WW is also taken into account, being simulated with
Madgraph5 and showered with Pythia8.1.

The t t̄ + Z background, with subsequent Z → bb̄, is an irreducible background
and has very similar kinematics to the t t̄ H signal. Despite having a larger cross
section, 205 fb compared to 129 fb, the significantly smaller branching ratio of
Z → bb̄, 15%, reduces its contribution to less than half of the t t̄ H , H → bb̄ signal.
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5.4.4 Multijet Background

Multijet events can enter the selected data sample through several production andmis-
reconstructionmechanisms. In the electron channel, themultijet background consists
of non-prompt electrons from heavy-hadron decays, and “fake” electrons arising
from photon conversions and mis-identified jets with a high fraction of their energy
deposited in the EM calorimeter. In the muon channel, the background contributed
by multijet events is predominantly due to final states with non-prompt muons, such
as those from semileptonic b- or c-hadron decays.

While the probability of reconstructing a lepton from a “fake” source in a multijet
event is very low, the production cross section for multijet events is orders of magni-
tude above t t̄ production. Since this background is very difficult to model accurately
with aMC simulation, a data-drivenmethod referred to asMatrixMethod [45] (MM)
is used to estimate the expected number of multijet events in the final selection sam-
ple. The MM exploits the differences in lepton properties between prompt, isolated
leptons from W and Z boson decays, referred to as “real leptons”, and those where
the leptons are either non-isolated or result from the mis-identification of photons
or jets, called “fake leptons”. Two samples are defined after imposing the final kine-
matic selection criteria, differing only in the lepton identification criteria: a “tight”
sample and a “loose” sample, the former being a subset of the latter. The tight se-
lection applies the lepton identification criteria used in the analysis. For the loose
selection some of the lepton identification or isolation requirements are omitted, as
defined in Sect. 4.3. The number of selected events in each sample (N loose and N tight)
can be expressed as a linear combination of the numbers of events with real and fake
leptons, in such a way that the following system of equations can be defined:

N loose = N loose
real + N loose

fake ,

N tight = εrealN
loose
real + εfakeN

loose
fake , (5.2)

where εreal (εfake) represents the probability for a real (fake) lepton satisfying the
loose criteria to also satisfy the tight one, and both are measured in data control
samples. The contribution of fake leptons in the tight sample can be obtained as:

N tight
fake = εfake

εreal − εfake
(εrealN

loose − N tight) (5.3)

The following conditionsmust be satisfied for themethod toworkwith reasonable
precision:

• The loose sample should have an efficiency that is sufficiently different numeri-
cally, so that the statistical precision of the mis-identified background estimation
is not compromised by the term 1/(εreal − εfake).

• The efficiencies are assumed to be independent from the event topology, so that
they can be determined in control samples and be applied to the analysis sample.
E.g. εreal must be similar for leptons originating from W+jets, Z+jets, and t t̄ .

http://dx.doi.org/10.1007/978-3-319-41051-7_4
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• Any significant dependence of the efficiencies on the kinematics or topology must
be parameterized in order to obtain an accurate modeling.

The real efficiency εreal is measured using the tag-and-probe method from Z →
e+e− and Z → μ+μ− control regions. The average εreal is ∼0.75 (∼0.98) in the
electron (muon) channel.

To measure εfake, samples enriched in multijet background are selected by requir-
ing either low Emiss

T and mT(W ) in the electron channel, or high impact parameter
significance for the lepton track in themuon channel. The average εfake value is∼0.15
in both channels.

Dependencies of εreal and εfake on quantities such as lepton pT and η,�R between
the lepton and the closest jet, or number of b-tagged jets, are parameterized in order
to obtain a more accurate estimate.

5.4.5 Signal Modeling

Signal samples are modeled using MC simulation. An accurate signal prediction
is needed in order to asses the expected performance of the analyses and test the
compatibility of a possible excess in data with a given hypothesis.

5.4.5.1 t t̄ H Signal

The t t̄ H signal process is modeled at NLO accuracy using matrix elements obtained
from the HELAC-Oneloop package [46]. In this case Powheg serves as an interface
to shower MC programs. The samples created using this approach are referred to
as PowHel samples [47]. The t t̄ H sample is produced using the CT10nlo PDF
set [48] and factorization (μF) and renormalization (μR) scales are set to μF =
μR = mT + mH/2. Showering is performed with Pythia 8.1 using the CTEQ6L1
PDF set and the AU2 UE tune. Inclusive decays for the Higgs boson are assumed
in the generation of the t t̄ H sample. The t t̄ H sample is normalized using the NLO
cross section [49–51] and the Higgs decay branching ratios [52–55] collected in
reference [56].

5.4.5.2 Vector-Like Quark Signal

For vector-like quarks signals, samples corresponding to a singlet T quark decaying
to Wb, Zt and Ht , and a singlet B quark decaying to Wt , Zb and Hb are generated
with the Protos v2.2 LO generator [57, 58] using theMSTW2008 LO PDF set, and
interfaced to Pythia 6.426 for the parton shower and fragmentation. For each decay
channel of the vector-like quark the branching ratio has been set to 1/3. Events are
then reweighted in order to reproduce any desired branching ratio configuration.
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The vector-like quark mass values considered range from 350 GeV to 1100 GeV
in steps of 50 GeV. All Higgs boson decay modes are considered, with branching
ratios predicted at NNLO [56]. Events are filtered at the generator level to require at
least one lepton (e, μ, or τ ) with pT > 10 GeV and |η| < 2.8. Signal samples are
normalized to the theoretical calculation performed at next-to-next-to-leading order
(NNLO) in QCD that includes resummation of next-to-next-to-leading-logarithmic
(NNLL) soft-gluon terms with top++2.0, with the same input choices as for t t̄
production.

5.4.5.3 t̃2 ¯̃t2 signal

Samples of t̃2 ¯̃t2 and t̃1 ¯̃t1 signal are generated with Herwig++ v2.5.2 [59] with the
CTEQ6L1 PDF set and UEEE3 UE tune [60]. Signal samples are normalized using
cross sections calculated atNLO+NLLaccuracy [61–63]. Samples for t̃2 ¯̃t2 production
are generated for several configurations of (mt̃2 ,mχ̃0

1
) keeping the mass relation

between t̃1 and χ̃0
1 fixed to mt̃1 = mχ̃0

1
+ 180 GeV. In the case of the t̃2 ¯̃t2 samples,

t̃2 decays to Zt̃1, Ht̃1 and t χ̃0
1 are considered. In all samples the decay t̃1 → t χ̃0

1

is assumed to have 100% branching ratio, and top quarks and the Higgs boson are
decayed inclusively with SM branching ratios.

Two sets of t̃2 ¯̃t2 samples are generated. In the first set the t̃2 → Ht̃1 decay is forced
assuming 100% branching ratio and a wide range of (mt̃2 ,mχ̃0

1
) values is covered,

up to (mt̃2 = 700 GeV,mχ̃0
1

= 370 GeV) in a two-dimensional grid with 50GeV

steps. In the second set all three t̃2 decaymodes (Zt̃1, Ht̃1 and t χ̃
0
1 ) are generatedwith

branching ratio of 1/3 and only a fewmass configurations are available: (mt̃2 ,mχ̃0
1
) =

(350, 20), (350, 70), (500, 20), (500, 70), (700, 120), and (700, 220) GeV. At the
analysis level t̃2 ¯̃t2 events are reweighted in order to reproduce any desired branching
ratio configuration.

5.4.5.4 Universal Extra Dimensions Signal

The generation of four-top events from the UED/RPP model is performed in two
steps. FirstMadgraph5 is used to generate pairs of tier (1, 1) particles. In the second
step, BRIDGE [64] is used to chain-decay these particles down to the four-tops final
state. Four mass points are considered: mKK = 600, 800, 1000 and 1200GeV. In all
cases, the branching ratio of A(1,1) → t t̄ and the ratio of the two radii, ξ = R4/R5,
are set to 1. The samples are normalized to the LO cross sections as computed by
Madgraph with the MSTW2008LO PDF set.
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5.4.5.5 Sgluon Signal

Samples for sgluon pair production with different masses have been generated, mσ

= 350, 400, 500, 600, 800, 1000 and 1250GeV. All samples are generated using
Pythia6 for the event level generation, parton showering and hadronization, with
the CTEQ6L1 PDF. The samples are normalized to the NLO cross section [65].

5.4.5.6 Four-Tops Signal

Four-top productionwith a contact interaction is generatedwithMadgraph5 and the
MSTW2008LO PDF, setting the renormalization and factorization scales to μR =
μF = 4mt , where mt is the top quark mass. The prescription of reference [66] is
followed where the contact interaction is not directly implemented. Instead, a new
heavy colorless vector particle (ρ) coupling to the right handed top is introduced.
This model has two additional parameters: the coupling constant between the top
quark and ρ (gρ) and the mass of heavy mediator (Mρ). The latter is set to a very
high value in order to be in the regime where the exchange of ρ can be contracted
to a contact interaction. In this regime, the four-top production depends only on the
ratio of the two parameters. Therefore there is a unique free parameter: the contact
interaction coupling constant C4t/


2 = −g2ρ/(2M
2
ρ).

A choice for the values of gρ and Mρ has to be made, providing that Mρ is
sufficiently large to be in the contact interaction regime. The values used in this
analysis are:

gρ = 100
√
8π

Mρ = 100 TeV

which gives C4t/

2 = −4π TeV−2. The LO production cross section computed by

Madgraph is 42.2 fb. Only the cross section depends on the chosen parameters
while the event kinematics don’t [67].

The SM production of four-top events has a very small cross section (σt t̄ t t̄ ≈ 1 f b
at

√
s = 8 TeV [68]) and the interference between the SM and the new physics

model described above has been found to be negligible [66]. Since the four top
quarks process has never been observed, it is also interesting to be able to set a limit
on this process. A sample of SM four-top events is also generated with the same
generator and scale described for the contact interaction.

5.5 Comparison Between Data and Prediction

In order to validate the good modeling of the main backgrounds by the simulation, a
first set of data/MC comparisons is presented at the preselection level. The preselec-
tion requirement of at least two b-jets suppresses the non-t t̄ background, leaving a



5.5 Comparison Between Data and Prediction 107

sample dominated by t t̄+jets. Figures5.11 and 5.12 show basic kinematic variables
at the preselection level. Figure5.11a shows the b-tag multiplicity spectrum without
the preselection requirement of at least two b-jets.
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T
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Fig. 5.12 Comparison between data and prediction plots for a leading jet η, b second leading jet
η, c lepton pT, d lepton η, e lepton φ, f missing transverse energy Emiss

T , g �φ between the lepton
and Emiss

T , h transverse mass of the W boson mT(W ) and i scalar sum of jet pT, lepton pT and
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Table 5.3 Average b-tagging efficiency for jets with different origins

Jet flavor Origin Efficiency (%)

b-jet Top decay 72

Additional jets 66

MPI 49

c-jet W decay 22

Additional jets 18

Light-jet W decay or additional jets 0.7

5.6 Tag Rate Function Method

When requiring a high number of b-tags in the analysis, the number of available
MC events is significantly reduced, leading to large fluctuations in the resulting
distributions. This can negatively affect the sensitivity of the analysis through the
large statistical uncertainties on the templates and unreliable systematic uncertainties
due to shape fluctuations. The loss in statistics is especially severe in the backgrounds
that reach the high b-tag multiplicities via mistags, since the mistag rate is <1%.

In order tomitigate this problem, the tag rate function (TRF)method is introduced.
Instead of tagging the MC jets with the output of the b-tagging algorithm, their
probabilities of being b-tagged are computed based on parameterized efficiencies.
Events are weighted according to their probability of containing the required number
of b-tags. The b-tagging efficiencies are extracted from t t̄ events as a function of the
jet pT, |η| and flavor of the jet, ε(pT, |η|, f ).3 An additional tagging dependency is
introduced in t t̄ events in order to consider the production mechanism of the jet. This
refinement takes into account the difference inb-tagging efficiency for jets originating
from top decay products, additional heavy-flavor jets and MPI jets. The b-tagging
efficiency, averaged over pT and |η|, for the different types of jets is summarized in
Table5.3.

For a given requirement on the number of b-tagged jets in the events (nb), all
the possible permutations of labeling nb jets as “tagged” are considered. For each
permutation, a weight is applied to each jet: jets considered “tagged” are assigned a
weight equal to the tagging probability, jets considered as “un-tagged” are assigned
a weight equal to one minus the tagging efficiency. Multiplying all jet weights gives
the probability for that event to contain the selected number of tags, independently
of the number of jets selected by the b-tagging algorithm.

As an example, for a given event with N jets, the probability of containing exactly
one b-tagged jet can be computed as:

3 The MC jet flavor is defined by looking at partons with pT > 5 GeV within a �R < 0.3 cone
around the jet direction. If a b-quark is found, the jet is labeled with b origin. If no b-quarks are
found, c-quarks are considered. If no c-quarks are found either, a jet is labeled as a light jet.
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P=1 =
N∑

i=1

⎛

⎝εi
∏

i �= j

(
1 − ε j

)
⎞

⎠ (5.4)

and in general the probability for inclusive b-tagging selections can be computed as:

P≥1 = 1 − P=0, (5.5)

where P=0 is the probability that the event contains exactly zero b-tags.
This allows the use of all events in the pre-b-tagged sample to predict the nor-

malization and shape after any b-tagging selection. The shape of the distributions
built using b-tagged jet information is reproduced by randomly choosing one of the
possible permutations based on their relative probability.

The TRF method relies on two main assumptions:

• The probability of tagging a jet is independent of the rest of the jets in the event.
In this way the tagging probability in an event can be factorized into the product
of the probabilities of the individual jets. It should be noted that this assumption
is also used in the calibration of the b-tagging algorithms.

• The variables used to parameterize the efficiency are sufficient to describe the
b-tagging dependencies.

Closure tests on MC have been performed to validate the good performance of
the parameterization. Within the available statistics, the TRF method provides a
good description of yields and shapes with respect to the direct application of the b-
tagging algorithm in the analysis regions. Figures5.13 and 5.14 show the comparison
between the prediction obtained with the TRF method and the direct application of
the cut on the b-tagging algorithm output for the t t̄+jets background and the t t̄ H
signal samples.

Due to minor effects of non-closure between the cut-based prediction and the
TRF method, the yields are corrected for the t t̄ H signal and t t̄ background, in order
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Fig. 5.13 Comparison of the b-tag multiplicity predictions obtained with a direct cut on the b-
tagging algorithm and with the TRF method for the t t̄ background and t t̄ H signal
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Fig. 5.14 Comparison between the predictions obtainedwith a direct cut on the b-tagging algorithm
andwith the TRFmethod for (top) the t t̄ background (top) and (bottom) the t t̄ H signal. The variable
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T

to ensure that no bias is introduced. The largest correction is 3.5% except for a 8%
correction for t t̄+light jets in (5j,≥ 4b).

A closure test is also performed on �Rmin�R
bb , the distance in �R between the

closest pair of b-tagged jets, and shown in Fig. 5.15. The good result from the closure
test confirms that within the phase space of the analysis no significant b-tagging
dependency on the �R distance between two jets is observed, and therefore no
additional parameterization of the tagging efficiency is needed.

The TRF validation has been shown for samples where the jets lie in the average
pT range. New heavy particles predicted in BSM models often feature very high pT
jets, which in some cases can even lie above the calibrated pT range. However, since
the signals under consideration produce naturally a high number of b-quarks, there
is no need to apply the TRF method to retain high statistics. Therefore it is decided
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to use direct tagging for the BSM signals instead, in order to avoid possible biases
from the jets outside the calibration range.

5.7 Systematic Uncertainties

Besides the statistical uncertainty coming from the finite, and usually small, number
of signal events in the sample, measurements are also affected by systematic uncer-
tainties. Sources of systematic uncertainties are the finite precision of the calibration
of the reconstructed objects, the inaccuracies in signal and backgroundmodeling and
the non-perfect description of the experimental conditions, for example luminosity
or pile-up. Systematic uncertainties affect both the normalization of the total event
yield and the shape of the kinematic distributions.

The effect of the systematic uncertainties is fully correlated across processes and
analysis regions. The derivation of the individual systematic uncertainties is done so
that they can be treated as uncorrelated from each other. The sources of systematic
uncertainties considered in this dissertation are discussed in the following sections,
and summarized in Tables5.4 and 5.5.

5.7.1 Luminosity

The uncertainty on the integrated luminosity is estimated to be of 2.8% at
√
s =

8 TeV [69]. This systematic uncertainty affects all processes for which the event yield
from simulation is used. The multijet background is not affected by this uncertainty
since it is derived from a data-driven method.

5.7.2 Object Definitions

The object reconstruction and calibration introduces uncertainties associatedwith the
definition of leptons, jets, Emiss

T and jet flavor-tagging. The corresponding systematic
uncertainties were described in Chap. 4. The largest individual uncertainties affecting
the background in the (≥6j,≥4b) region are the first eigenvalues of the b-tagging
uncertainty (7.5%), jet energy scale (6.3%) and mistag uncertainty (4.8%).

5.7.3 t t̄ Modeling Uncertainties

The t t̄ cross section is computed at NNLO in QCD with a total uncertainty of
+5/ − 6%. The uncertainty includes systematic uncertainties from the choice of

http://dx.doi.org/10.1007/978-3-319-41051-7_4
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Table 5.4 List of systematic uncertainties related to the object definitions

Physics objects

Systematic uncertainty Type Components

Leptons

Electron energy scale SN 1

Electron energy resolution SN 1

Electron trigger SN 1

Electron identification SN 1

Electron isolation SN 1

Muon energy scale SN 1

Muon energy resolution SN 2

Muon trigger SN 1

Muon identification SN 1

Muon isolation SN 1

Flavor tagging

b-tagging efficiency SN 6

c-tagging efficiency SN 4

Light-jet tagging efficiency SN 12

High-pT tagging efficiency SN 1

Jet energy scale

Pile-up SN 4

η-intercalibration SN 2

In-situ statistical SN 3

In-situ detector SN 3

In-situ modeling SN 4

In-situ mixed SN 2

Single particle response SN 1

Flavor uncertainty SN 2

b-jet energy scale SN 1

Other

Jet energy resolution SN 1

Jet reconstruction SN 1

Jet vertex fraction SN 1

Missing transverse energy SN 2

An “N” means that the uncertainty is taken as normalization-only for all processes and channels
affected, whereas “SN” means that the uncertainty is taken on both shape and normalization. Some
of the systematic uncertainties are split into several components for a more accurate treatment

PDF and αS and the uncertainty on the top quark mass. The PDF and αS uncer-
tainties were calculated using the PDF4LHC prescription [70] with theMSTW2008
68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN [71] PDF sets, and are added
in quadrature to the scale uncertainty.
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Table 5.5 List of background modeling uncertainties considered

Systematic uncertainty Type Components

Luminosity N 1

t t̄+jets modeling

t t̄ cross section N 1

t t̄ modeling: pT reweighting SN 9

t t̄ modeling: parton shower SN 3

t t̄+HF: normalization N 2

t t̄+cc̄: HF reweighting SN 2

t t̄+cc̄: generator SN 4

t t̄+bb̄: NLO Shape SN 8

Other simulated backgrounds

W+jets normalization N 3

Z+jets normalization N 3

Single top cross section N 1

Single top model SN 1

Diboson normalization N 1

t t̄V cross section N 1

t t̄V model SN 1

t t̄ H cross section N 1

t t̄ H model SN 2

Multijet normalization N 2

An “N” means that the uncertainty is taken as normalization-only for all processes and channels
affected, whereas “SN” means that the uncertainty is taken on both shape and normalization. Some
of the systematic uncertainties are split into several components for a more accurate treatment

An additional systematic of±50% due to the uncertainty on heavy-flavor produc-
tion is added to the normalization of t t̄ + bb̄ and t t̄ + cc̄. This systematic is applied
uncorrelated to both samples. This value was derived as a conservative prior based
on the stability of the heavy-flavor fraction prediction in MC. The precise value is
not relevant since it will be determined by the fit to data to much better precision.

5.7.3.1 t t̄ Reweighting Uncertainties

Given that the t t̄ reweighting is derived based on an experimental measurement it is
natural to propagate the error on the measurement to the reweighting procedure. The
nine largest systematic uncertainties of the differential cross section measurement
are used to derive alternative reweightings. Figure5.16 shows the effect of these
uncertainties on the unfolded ptopT and ptt̄T spectra. These uncertainties account for
∼95% of the total error on the differential cross section measurement. The largest
uncertainties on ptopT and ptt̄T are the choice of generator to simulate t t̄ production
and the radiation modeling in t t̄ events, respectively.
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Fig. 5.16 The nine largest individual systematic uncertainties affecting (top) the ptopT and (bottom)

the ptt̄T normalized differential cross section. Up and down variations of b-jet energy scale, b-tagging
efficiency, close-by jets JES, effective detector NP 1 JES, η-intercalibration JES, Fragmentation,
ISR/FSR uncertainty, jet energy resolution and MC generator uncertainty are presented
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Because the differential cross section measurement is performed for the inclusive
t t̄ sample and the size of the uncertainties applicable to the t t̄ + cc̄ component is
not known, two additional uncorrelated uncertainties are assigned to t t̄ + cc̄ events,
consisting of the full difference between applying and not applying the reweightings
of the t t̄ system pT and top quark pT, respectively. This uncertainty due to the
extrapolation to t t̄ + cc̄ events is expected to be conservative and is larger than the
combined effect of the nine variations.

5.7.3.2 t t̄ + bb̄ Reweighting to NLO

Systematic uncertainties on the t t̄ + bb̄ modeling are derived through variations of
the Sherpa+OpenLoops sample. Scale uncertainties are derived considering factor
of two variations of the renormalization scale and different choices for the functional
form of the scales involved in the generation. The systematic uncertainties considered
and their respective scales are summarized in Table5.6.

• CMMPS: A global scale μCMMPS is used as renormalization, factorization and
resummation scale. The scale is defined as:

μCMMPS =
∏

i=t,t̄,b,b̄

E1/4
T,i . (5.6)

• R-Mbb: The functional form of the renormalization scale is taken to be: μR =
(mtmbb̄)

1/2. This scale can adapt better to topologies where the bb̄ pair originates
from a gluon splitting.

Variations of the PDF are also used as systematic, taking the full difference be-
tween the nominal PDF, CT10, and two alternative PDF sets, MSTW and NNPDF.
Shower systematic uncertainties related to the Sherpa parton shower can be as-
sessed by comparing different prescriptions to distribute the recoil associated with
initial-state shower emission. More precisely, for the case of dipoles with initial-state
emitter and final-state spectator, the default recoil strategy [72], can be replaced by
an alternative one [73].

The effect of these systematic uncertainties on the relative contribution of the
different categories is shown inFig. 5.17. The effect on the kinematic variables in each
category is shown in Appendix B.1. The cross section prediction of the systematic

Table 5.6 Variation of scales used to estimate shape uncertainties in the modeling of t t̄ + bb̄
production

Scale Default CMMPS R-Mbb

μR μCMMPS μCMMPS (mtmbb̄)
1/2

μF (ET,t + ET,t̄ )/2 μCMMPS HT,t/2

μQ (ET,t + ET,t̄ )/2 μCMMPS HT,t/2
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Fig. 5.17 Effect of the scale variations, PDF variations and shower recoil scheme on the relative
contribution across categories

uncertainties is rescaled to the nominal one, since the normalization uncertainty is
already considered in the 50%.

Some of the t t̄ + bb̄ contributions are not included in the NLO prediction; there-
fore, dedicated systematic uncertainties have to be derived. The first of the two
categories has its origin in bb̄ pairs arising from multiple parton interaction (MPI)
overlaying a t t̄+jets event. For this category, a comparison with respect to a dedicated
sample with increased MPI activity is performed. The difference is observed to be
around 25% per b-jet arising fromMPI, as seen in Fig. 5.18. This difference is taken

Fig. 5.18 Contribution per
category, compared to a
sample with higher MPI
activity
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Fig. 5.19 Comparison of
the normalized contribution
of t t̄ + bb̄ subcategories
between Powheg+Pythia,
Madgraph+Pythia and
Sherpa+OpenLoops
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as systematic. The second category comes from events with gluon to bb̄ splitting
where the gluon is radiated from the top decay products. Given the difficulty to find
a good estimation for this category a conservative approach is taken. The full dif-
ference in the t t̄ + B category between the normalized predictions of Powheg and
Sherpa+OpenLoops is taken as systematic uncertainty. Since the t t̄ + B category
is dominated by collinear g → bb̄, it is used as an estimation for the FSR uncertainty
which also originates from a gluon splitting. The size of the difference is about 40%,
as seen in Fig. 5.19, and it is taken as uncertainty per extra b-jet arising from FSR.

5.7.3.3 t t̄ + cc̄Modeling Uncertainties

Given the agreement between Powheg and Madgraph seen in Sect. 5.4.1.3, the
latter is used to derived systematic uncertainties through scale variations at LO. Factor
of two variations in the renormalization scale, as well as a variation in the matching
scale are used to assess the systematic uncertainty.An additional uncertainty targeting
the g → cc̄ process is estimated by allowing variations of the mass of the charm
quark in the range: 1.50 ± 0.8 GeV. In order to account for the differences between
generators in certain variables such as �Rcc̄, the full difference between Powheg
and Madgraph is taken as an additional uncertainty. This systematic also covers
the difference in MPI contribution between samples seen in Sect. 5.4.1.3. The cross
section prediction of the systematic uncertainties is rescaled to the nominal one, since
the normalization uncertainty is already considered in the 50%.
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Fig. 5.20 Effect of the
systematic variations on
Madgraph+Pythia on the
t t̄ + cc̄ subcategories
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The effect of the various systematic uncertainties on the t t̄ + cc̄ subcategories can
be seen in Fig. 5.20. The effect on the kinematic variables in each category is shown
in Appendix B.2.

5.7.3.4 Fragmentation Uncertainty

An uncertainty due to the choice of parton shower and hadronization model is de-
rived by comparing events produced by Powheg interfaced with Pythia orHerwig.
The matching to the parton shower has been observed to lead also to different pre-
dictions in the parton-level kinematics. To avoid as far as possible the convolution
of fragmentation and modeling uncertainties, the Powheg+Herwig sample is also
reweighted to the differential cross section measurement in the case of t t̄+light jets
and t t̄ + cc̄, and to the Sherpa+OpenLoops prediction in the case of t t̄ + bb̄.

Since the three subcomponents of t t̄ are reweighted to different references, the ef-
fect of this systematic is split into three components which are treated as uncorrelated
across flavors.

5.7.4 W/Z+jets Background

Uncertainties affecting the modeling of theW/Z+jets background include 5% from
their respective normalizations to the theoretical NNLOcross sections [74], aswell as
an additional 24,% normalization uncertainty added in quadrature for each additional
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inclusive parton multiplicity bin, based on a comparison among different algorithms
formergingLOmatrix-elements and parton showers [75]. The uncertainties are taken
as uncorrelated between W+jets and Z+jets.

The Z -pT correction applied to the Z+jets and W+jets samples is derived in
a sample with two jets and no requirement on the b-tag multiplicity. To take into
account the uncertainty on the correction and the extrapolation to a phase space with
higher number of jets, the full size of the correction is considered as a systematic
uncertainty in the modeling of V+jets backgrounds, and is taken as uncorrelated
between W+jets and Z+jets.

5.7.5 Other Simulated Backgrounds

The single top background has an uncertainty of +5/–4%, corresponding to the
weighted average of the theoretical uncertainties on s-, t- and Wt-channel produc-
tion [34, 35]. A modeling uncertainty, related to the treatment of the interference of
theWt-channel at NLO with t t̄ production, is estimated by taking the full difference
between the diagram removal and diagram subtraction prescriptions [76].

The uncertainty on the diboson background rates is taken from the inclusive dibo-
son NLO cross section of±5% [40]. Additional uncertainties of 24% per additional
jet are added to account for the extrapolation to high jet multiplicity.

Finally, an uncertainty of ±30% is assumed for the theoretical cross sections of
the t t̄ + V background [43, 44]. An additional uncertainty on t t̄ + V modeling is
assessed from variations in the amount of initial-state radiation.

5.7.6 Multijet Background

Uncertainties on the multijet background estimation via the MM originate from the
uncertainties on themeasurement of εreal and εfake. The uncertainty on the subtraction
of theW+jets and Z+jets prompt-lepton contribution results in a 3–13% uncertainty
in the εfake determination. Another systematic originates from the extraction of εfake
in a different control region, defined by different combinations of cuts on Emiss

T and
mT(W ). This approach allows the assessment of the uncertainty arising from the
relative composition of the non-prompt and fake lepton samples in the control and
signal regions, and is found to be between 2 and 5%.

An additional normalization uncertainty is introduced to account for the extrapola-
tion of the method to regions with high jet and b-tag multiplicity. A 50% uncertainty
is added separately to the electron and muon channels.
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5.7.7 Signal Modeling

Systematics on the modeling of the various signals are found to be generally negli-
gible but are included in some signal models for completeness.

5.7.7.1 t t̄ H Modeling

Several systematic uncertainties are considered in the t t̄ H signal to account for the
uncertainty in the modeling by the MC generator. A common static scale is used for
the generation μ0 = μF = μR = mt + mH/2. Factor of two variations of the scale
around the central value are taken as a systematic uncertainty. In addition, the full
difference between the chosen static scale and a dynamical scale is taken as system-
atic. The dynamical scale is defined to be the geometrical average of the transverse
mass of the generated partons, μdyn = μF = μR = (mT,t · mT,t · mT,H )1/3.

The choices of generator and parton shower are included as systematic uncer-
tainties by taking the full difference between the nominal prediction of PowHel+
Pythia8 and PowHel+Herwig or aMC@NLO+Pythia8. In order to avoid the in-
troduction of further statistical fluctuations due to the low statistic of the alternative
samples, the variation is modeled through a reweighting of the nominal sample.

Finally, PDF uncertainties are evaluated according to the PDF4LHC prescrip-
tions, taking as uncertainty the maximum difference between the predictions with
theMSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN PDF sets.

When t t̄ H is considered a background for a BSM signal, an uncertainty on the
production cross section of +9/–12% is included. The Higgs mass is taken at mH =
125 GeV, and uncertainties on the mass or the branching ratio are not considered
since they are numerically small, ∼3%.

5.7.7.2 Vector-Like-Quark Modeling

The generation of the vector-like-quark signals is done with Protos. Studies on
t t̄ production with Protos have shown that the prediction is not accurate enough.
Given the similarities between t t̄ production and T T̄ production, studies are per-
formed in order to include a systematic uncertainty to cover the possible mis-
modeling. Madgraph5 is used to generate t t̄ samples with a scale choice of
μ2

F = μ2
R = m2

t + 4(ptopT )2 + ∑
i p

2
T,i , where i runs over all outgoing particles ex-

cept the top quarks. This scale has been shown to give a good agreement in ptopT and
ptt̄T with the reweighted Powheg+Pythia sample.

The same settings are then used to generate samples of T T̄ production, and the full
difference between the Protos andMadgraph predictions is taken as a systematic.
In order to avoid statistical fluctuations the systematic is parameterized as a function
of pTT , p

T T̄
T and themass of the vector-like quarks. The agreement between generators

increases at high mass since the available phase space for extra radiation is reduced.
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5.7.7.3 t̃2 ¯̃t2 and t̃1 ¯̃t1 modeling

An uncertainty on the cross section is taken from an envelope of predictions using
different PDF sets and factorization and renormalization scales, leading to a ∼15%
uncertainty [77]. This uncertainty is not used as a systematic but the results are quoted
for the nominal and ±1 standard deviations of the cross section.

Nomodeling uncertainty is assigned to the t̃2 ¯̃t2 signal. In the case of t̃1 ¯̃t1, the signal
modeling has to be extrapolated to higher jet multiplicities. An uncertainty on the
modeling of extra parton emissions is assigned with a value of 20%. This value is
estimated from the total uncertainty of t t̄ production with two extra jets, but it has
been checked that removing or doubling this uncertainty has no numerical effect on
the final results.
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Chapter 6
Statistical Analysis

This chapter describes the statistical treatment that is used in the different analyses to
make statements about the presence or absence of a particular process. The statistical
tools and methodology used for searches at the LHC are described in detail.

6.1 Hypothesis Testing

In particle physics the discovery or exclusion of a new physics model is per-
formed through a statistical test. Two hypotheses, one describing the known physics
processes, and one that in addition includes the new phenomena, are tested. The
level of compatibility of the observed data with each of the two hypotheses is used to
make a statement about the validity of the new physics model. The two hypotheses
are defined as follows:

• H0 or Null Hypothesis: corresponds to the SM hypothesis. It is often referred to
as the background-only (B) hypothesis.

• H1 or Test Hypothesis: corresponds to the SM with the addition of a new signal
process. For this reason, it is often referred to as the signal-plus-background (S+B)
hypothesis.

In the search for the t t̄ H process, the SM without the Higgs sector is considered the
background-only hypothesis, while the signal-plus-background hypothesis includes
the Higgs boson as signal. Searches for BSM signatures include the SMHiggs boson
in the background model.

The two hypotheses can be generalized by introducing a signal strength modifier,
μ, which acts as amultiplicative factor to the signal cross section. The two hypotheses
are recovered for μ = 0, background-only hypothesis, and μ = 1, signal-plus-
background hypothesis.

© Springer International Publishing Switzerland 2016
J. Montejo Berlingen, Search for New Physics in t t̄ Final States
with Additional Heavy-Flavor Jets with the ATLAS Detector,
Springer Theses, DOI 10.1007/978-3-319-41051-7_6
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Fig. 6.1 Thresholds that
have been chosen as
convention to claim the
exclusion of a new physics
process (Z = 1.64), evidence
for new physics (Z = 3) and
discovery (Z = 5)
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The compatibility of the observed data with a given hypothesis is quantified using
a test statistic. From the test statistic a p-value can be computed, pμ, giving the
probability that the observed data originates from amodelwith signal strengthμ. As a
particular case, the p0-value quantifies the agreement of the datawith the background-
only hypothesis. The p-value can be converted into the corresponding Gaussian
significance, Z , defined as the number of standard deviations that correspond to an
upper-tail probability of pμ for a Gaussian-distributed variable.

If a sufficiently lowvalue of pμ is found, it can be claimed that the tested hypothesis
is false.1 The threshold to consider a probability low enough as to refute a hypothesis
is arbitrary and a prescription has to be chosen. In particle physics, the convention
has been adopted that a probability pμ of less than 5%, equivalent to a significance
of Z = 1.64, is low enough as to exclude the existence of new physics producing
a signal with strength μ times the predicted one. If μ = 1 is excluded then the new
physics model can be considered to be falsified. This convention is also referred to
as 95% confidence level (CL).

The convention to claim the presence of a new signal is much more stringent.2

If the background-only hypothesis is rejected with a p0 = 1.3 × 10−3, equivalent
to a significance Z = 3, an evidence for new physics is announced. A discovery is
claimed for Z = 5, corresponding to p0 = 2.9×10−7. An illustration of the different
thresholds is shown in Fig. 6.1.

1Unless the two hypotheses that are being tested are mutually exclusive, and the union of both
covers all the spectrum of possibilities, the rejection of one hypothesis doesn’t imply an affirmation
of the second one.
2Notice that with the 5% prescription and assuming Gaussian statistics, one in every twenty exper-
iments would lead to the claim of excluding the SM.



6.1 Hypothesis Testing 129

6.1.1 CLs Method

The pμ value extracted from the observed data is subject to statistical fluctuations
and it can lead to unphysical exclusions when a downward fluctuation in the observed
number events occur. In order to avoid exclusions of μ values that the search is a
priori not sensitive to, the CLs method [1] is introduced. The CLs value is defined
as a ratio of probabilities:

CLs = pμ

1 − p0
(6.1)

where pμ and p0 quantify the compatibilities between the data and the signal-plus-
background andbackground-only hypotheses, respectively.Adownwardbackground
fluctuation in data will lead to small values of 1− p0, increasing the CLs value and
avoiding the exclusion of too small cross sections. For searches at the LHC, the
CLs value is used instead of pμ to set upper limits. If CLs < 0.05, the signal-
plus-background hypothesis with a signal strength μ is excluded at 95% confidence
level.

6.2 Likelihood Function and Profile Likelihood Ratio

The likelihood functiongives theprobability of anobservation tohavebeenoriginated
by a given model. Considering the minimum division in which the observed data is
classified, i.e. one single histogram bin in one region, the expected number of events
in the bin i can be written as:

Ei = μ · si + bi , (6.2)

where si and bi correspond to the number of expected signal and background events,
respectively, in the i th bin. This expectation has to be compared to the observation of
ni events in data. Assuming that the data follows a Poisson distribution, the likelihood
for the observed data to be produced by the model is:

Li (μ) = (μsi + bi )ni

ni ! e−(μsi+bi ). (6.3)

The prediction of the model however, is affected by uncertainties in the form of
systematic and statistical errors. The effect of these uncertainties on the predictions
canbemodeled throughnuisanceparameters (NP), θ.Avariation in theNPproduces a
change in the expected number of events, si (θ) and bi (θ), therefore the maximization
of the likelihood leads to adjustments in the NP in order to improve the agreement
of the expectation with the observed data. The NP are characterized by a pdf ρ(θ),
encoding the information about its best estimate and width, which is related to the
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size of the uncertainty. The pdfs for each systematic uncertainty are determined
beforehand by auxiliary measurements. The pdf is also included in the likelihood
and is usually referred to as penalty term or prior on θ. Depending on theNP, different
functional forms can be assumed for the pdf:

• AGaussian pdf is the common assumption for most systematic uncertainties. Sys-
tematic uncertainties that change the shape of the final discriminant are assumed
to have a Gaussian prior:

ρ(θ) = 1√
2πσ

exp

(

− (θ − θ̂)2

2σ2

)

. (6.4)

For example, the jet energy scale is defined by its measured value, θ̂JES, and an
uncertainty, σJES. The variation of θJES may improve the data/MC agreement and
therefore increase the Poisson term in the likelihoodmaximization, but large depar-
tures from its nominal value are penalized through ρ(θJES).

• The log-normal pdf is used for normalization uncertainties, given its property that
the effect on the estimation is bounded to positive values:

ρ(θ) = 1√
2π ln(σ)

exp

(

− (ln(θ/θ̂))2

2(ln(σ))2

)
1

θ
. (6.5)

The parameter σ characterizes the width of the log-normal distribution.
• The Gamma pdf is used to describe statistical uncertainties associated with the
number of selected MC events. The event rate n in a certain region is related to the
number of events N in MC using the relation n = α · N . The gamma distribution,
as a function of these variables, is expressed as follow:

ρ(n) = 1

α

(n/α)N

N ! e(−n/α). (6.6)

An example of the different pdfs for several values of the relative uncertainty is
given in Fig. 6.2. In the limit of small uncertainties the log-normal and Gamma pdfs
approximate to a Gaussian distribution.

This description of the priors is based on the absolute values of the NP and their
uncertainties, and understanding the fit result becomes very difficult since it requires
the knowledge of the pre-fit values for each NP. In order to simplify the analysis, all
NP are redefined in order to be centered at zero and with a width of one. In the case
of a Gaussian NP this is equivalent to:

θ′ = θ − θ̂

σ
. (6.7)
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(a) (b)

Fig. 6.2 Illustration of different pdfs for a normalized variable x with mean x̂ = 1 and different
values of the relative uncertainty: a 0.2 and b 0.4

In this way, the fitted NP can be easily compared with the pre-fit values. A fitted
value close to 0 and a fitted error close to 1 indicates that the data did not have
enough statistical power to induce a pull in the nuisance parameter and reduce the
original uncertainty. Fitted values away from 0 indicate that the modified MC is in
better agreement with the observed data. Reduced errors indicate that the assigned
prior was too large, and the observed data allows reducing the allowed range for the
systematic variation.

Finally, the full likelihood can be written as:

L(μ, θ) =
N∏

i=1

(μsi + bi )ni

ni ! e−(μsi+bi )
M∏

k=1

ρ(θk). (6.8)

The likelihood function can be globallymaximized, where both the signal strength
and the nuisance parameters are fitted. This unconditional maximum likelihood is
denoted by L(μ̂, θ̂). The likelihood can also be maximized for a fixed value of μ, and

the resulting conditional maximum likelihood is denoted by L(μ,
ˆ̂
θ(μ)). The ratio of

both defines the profile likelihood ratio which is the test statistic of choice for most
searches at the LHC, including the analyses described in this dissertation:

λ(μ) = L(μ,
ˆ̂
θ(μ))

L(μ̂, θ̂)
. (6.9)

The profile likelihood ranges from 0 < λ < 1, with values of λ close to one
implying good agreement between the data and the hypothesized value of μ. A more
common form for the test statistic is qμ = −2 ln λ(μ).
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Fig. 6.3 The distribution of
the statistic q0 under the
hypotheses of
signal-plus-background and
background-only. The
shaded area corresponds to
the median p0 that would be
obtained if the
background-only hypothesis
is tested on a dataset
originating from a
signal-plus-background
model
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6.2.1 p-values

From the test statistic a p-value can be computed, giving the probability that the
observed data originates from the considered hypothesis:

pμ =
∫ ∞

qμ,obs

f (qμ|μ) dqμ. (6.10)

where qμ,obs is the observed value of the test statistic in data and f (qμ|μ) denotes the
pdf of qμ assuming the hypothesisμ. The computation of background-only quantities
such as p0 are just special cases with μ = 0 and will not be defined separately in the
following.

In general, the pdf f (qμ|μ′) with μ �= μ′ is also needed in order to test the com-
patibility of an hypothesis μ when the data is originated from a model with μ′. This
“off-diagonal” hypothesis testing is useful to characterize the expected performance
of an analysis. The median significance for a discovery is computed using f (q0|1),
whereas the expected 95% CL in the absence of a signal is computed from f (q1|0).
An illustration on how the expected p0 is obtained is given in Fig. 6.3.

6.2.2 Approximate Distributions for the Test Statistic

The computation of a p-value associated with a hypothesis requires the full distribu-
tion of the test statistic as shown in Eq.6.10. The estimation of the qμ distribution can
be done with MC methods, but these methods are computationally expensive. For a
discovery with p0 ∼ 10−7, about 108 pseudo-experiments have to be simulated.
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In the limit of large statistics or “asymptotic limit”, an approximation can be intro-
duced to describe the profile likelihood ratio [2]. If data is assumed to be distributed
according to a strength parameter μ′, then Wald’s approximation [3] can be used to
write:

qμ = −2 ln λ(μ) = (μ − μ̂)2

σ2
+ O(1/

√
N ), (6.11)

where the fitted strength parameter μ̂ follows a Gaussian distribution with a mean μ′
and standard deviation σ, and N accounts for the data sample size. The value of σ
is estimated from an artificial data set known as “Asimov data set” [2]. The Asimov
data set is defined as the one where the pseudo-data is equal to the expectation value,
i.e. to the sum of background predictions.

Using Eq.6.11 and neglecting the termO(1/
√
N ), the pdf for the test statistic qμ

follows a noncentral chi-square distribution with one degree of freedom:

f (qμ, �) = 1

2
√
qμ

1√
2π

[
exp

(
−1

2
(
√
qμ + √

�)2
)

+ exp

(
−1

2
(
√
qμ − √

�)2
)]

,

(6.12)

where the noncentrality parameter � is:

� = (μ − μ̂)2

σ2
. (6.13)

An example of distributions obtained with this method is shown in Fig. 6.4 where
the histograms are from MC and the solid curves are the predictions of the asymp-
totic approximation. For the searches described in this dissertation the asymptotic
approximation is used in order to compute the relevant p-values.

Fig. 6.4 The distribution of
the statistic qμ under two
hypotheses, one of them with
μ′ �= μ. MC predictions are
given by the histograms and
solid curves are obtained
from the asymptotic
approximation
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6.2.3 Profiling in Action

One the main benefits from the profiled likelihood approach is that the fit to data
can provide additional information on the systematic uncertainties obtained from
external inputs. The NP can be pulled to maximize the agreement of the background
prediction with data, and the uncertainty on the NP can be reduced with respect
to its initial value. This reduction in the uncertainty can significantly improve the
sensitivity of the analysis.

The reduction of the uncertainty, also referred to as profiling or constraining,
occurs when large effects of a particular systematic uncertainty are not compatible
with the range allowed by the data statistics. This reduction of the uncertainty pro-
duces an improvement in the analysis sensitivity, but some caution is needed as to not
introduce overconstrains due to a too simplistic systematic treatment. When several
NP have a similar effect, the total variationmight be larger than the precision allowed
in data. Since their effect can not be disentangled the individual NPs are not con-
strained but a correlation (or anti-correlation) is established such that the combined
effect is at the level of the data statistics.

In other cases the effect of a systematic is much smaller than the statistical error
on the data, either because the effect of the systematic uncertainty is very small
or because it affects a region of phase space where there is very little data. In this
situation the constraint term in the likelihood drives the NP to stay at a value of zero
and its error is the same as the given input uncertainty.

The fitting procedure is best illustrated with an example based on toy data. Let
us consider an analysis with two regions, denoted A and B. For simplicity, we will
assume that each region contains only one background, which will we named also
A and B. The MC prediction is 80 and 100 events respectively in each channel, and
the data observation is 100 events per channel. This setup is shown in Fig. 6.5.

The following systematic uncertainties are implemented:

• A 50% normalization uncertainty on the background A, referred to as “Normal-
ization A”.

• Twonormalization uncertaintieswith a value of 10%on the backgroundB, referred
to as “Normalization B1” and “Normalization B2” respectively.

• A luminosity uncertainty of 1%, affecting both backgrounds.

A profile likelihood fit is performed to the toy data, and the result of the fit is
shown in Fig. 6.6. The deficit of 20 events in the region A is corrected by pulling the
nuisance parameter for the normalization of background A by 0.5.3 This results in
an increase of 25% of the background that corrects the disagreement. In the region
B no pull is introduced given the pre-fit agreement between toy data and prediction.

With 100 events in the toy data, the relative precision that can be achieved in the
normalization is 10%. The systematic uncertainty that is assigned for background A

3The exact value is not 0.5, although this would bring the MC prediction to 100 events, but slightly
below since the penalty term in the likelihood penalizes slightly the pull away from zero.
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Fig. 6.5 Setup of the toy data and MC used to exemplify the profiled likelihood fit. The MC
prediction and uncertainty is shown before the fit
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Fig. 6.6 Fitted nuisance parameters (left) and correlation matrix (right) after the fit to the toy data

is much larger, and the fit to data can reduce the uncertainty to 0.25 times the pre-fit
value.4 This reduction in the uncertainty allows a better sensitivity for any signal that
could be present in region A.

4The pre-fit values are always used as reference, giving a post-fit uncertainty of 12.5%, equivalent
to 10 events. Notice that this is equal to an uncertainty of 10% respect to the corrected MC.



136 6 Statistical Analysis

The situation in region B is a bit different given that there are two degenerate
uncertainties. Focusing on one of them, the prior uncertainty of 10% is slightly con-
strained. The likelihood at the ±1σ points is penalized by both the prior and the
Poisson term. This can also be understood in the following way: if this region would
have been included in the measurement providing the prior for the systematic, the
error on the nuisance parameter prior would be reduced. Given that two system-
atic uncertainties are present, their combined effect, if assumed uncorrelated, would
exceed the 10% precision in data. The fit develops an anti-correlation among them
of ρ = −50% so that the combined effect is:

σB1 = σB2 = σ

σB1⊗B2 =
√

σ2
B1 + σ2

B2 + 2σB1σB2ρ = σ.
(6.14)

Through the anti-correlation the post-fit uncertainty is reduced to the level of the data
statistics. Finally, the luminosity uncertainty has a very small effect compared to the
data precision. Therefore the final result of the nuisance parameter is dominated by
the prior and kept at θLuminosity = 0 ± 1.

Figure6.7 shows the toy data and MC after the fit. The MC prediction has been
corrected and the systematic uncertainties are constrained as discussed.

Fig. 6.7 Setup of the toy
data and MC used to
exemplify the profiled
likelihood fit. The MC
prediction and uncertainty is
shown after the fit
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A background-only scenario has been discussed up until now. Let us include a
signal process that contributes with 20 events to region A, the exact amount needed
to fill the deficit between toy data and prediction.

The fit result with the inclusion of a signal process is shown in Fig. 6.8. Region
B is unaffected but there are two main changes in region A: the normalization of
background A is no longer pulled since the agreement is perfect, and the constrain
on the systematic uncertainty disappears completely. The signal strength and the
normalization of background A are completely degenerate, and the variation of the
signal strength in any direction can be compensated by a change in the background.
Since the signal has no penalty term, the allowed variation is determined by the
background uncertainty. A 50% variation in the background, or 40 events, translates
into a 200% uncertainty on the signal, which also amounts to 40 events.

In this situation it seems obvious that the systematic uncertainty that will degrade
the sensitivity of the analysis is the normalization of background A. This can be
quantified through the NP ranking procedure. The effect of a NP on μ is calculated
by fixing the corresponding nuisance parameter at θ̂ ± σθ, where θ̂ is the fitted value
of the nuisance parameter and σθ is its post-fit uncertainty, and performing the fit
again. The difference between the default and the modified μ, �μ, represents the
effect on the signal of this particular systematic uncertainty. The same procedure can
also be performed before the fit to data in order to evaluate the gain introduced by
the constraints. Figure6.9 shows the ranking of the NP, demonstrating the effect of
various systematic uncertainties on the fitted value of μ and the constraints provided
by the toy data. In this simple example only one NP is relevant, and the pre-fit and
post-fit impacts on the signal strength are the same.
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Fig. 6.9 Ranking of nuisance parameters according to their impact on themeasured signal strength.
The points, which are drawn conforming to the scale of the bottom axis, show the deviation of each
of the fitted nuisance parameters, θ̂, from `0, which is the nominal value of that nuisance parameter,
in units of the pre-fit standard deviation �θ. The error bars show the post-fit uncertainties, σθ . The
nuisance parameters are sorted according to the post-fit effect of each on μ (hashed blue area)
conforming to the scale of the top axis, with those with the largest impact at the top

The ranking of NPs is a very powerful tool and will be used to identify the leading
systematic uncertainties affecting the sensitivity of the search, so that they can be
studied in more detail.

References

1. Junk T (1999) Confidence level computation for combining searches with small statistics. Nucl
Instrum Meth A 434:435. arXiv:9902006 [hep-ex]

2. Cowan G, Cranmer K, Gross E, Vitells O (2011) Asymptotic formulae for likelihood-based tests
of new physics. Eur Phys J C 71:1554 arXiv:1007.1727 [physics.data-an]

3. Wald A (1943) Tests of statistical hypotheses concerning several parameters when the number
of observations is large. Trans. Am. Math. Soc. 54(3):426

http://arxiv.org/abs/9902006
http://arxiv.org/abs/1007.1727


Chapter 7
Searches for New Physics in tt̄ Final States
with Additional Heavy-Flavor Jets

This chapter presents three searches in tt̄ final states with additional heavy-flavor
jets, probing physics processes related to the hierarchy problem. All searches share a
common preselection, background description and systematic uncertainty model, as
described in Chap.5. For each search, the event selection cuts, event categorization
and the discriminant variable used are studied in detail and optimized based on the
different features of the processes under investigation.

A search for the tt̄H process is presented and is used to discuss the details of
the profile likelihood fit. Searches for fermionic and bosonic top partners, as well as
four-top production are also presented, which are used to set limits on several BSM
models.

7.1 Search for tt̄H Production

The measurement of the production cross section of the tt̄H process allows probing
directly the topYukawa coupling. Indirect constrains on the coupling can be extracted
through the measurement of the Higgs production rates [1], although with strong
assumptions: only SM particles contribute to the loops (see Fig. 7.1a, b) and the total
Higgs boson width is fixed to the SM value. A precision of 20% on the top Yukawa
coupling is achieved through this indirect measurement.

The direct measurement of the coupling through the tree-level tt̄H process (see
Fig. 7.1c) allows removing the assumption, in order to disentangle possible new
physics contributions in the effective ggH and γγH vertices.
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Fig. 7.1 Example Feynman diagram for a the effective gluon fusion vertex ggH , b the effective
photon vertex γγH , and c the tt̄H process

7.1.1 Event Selection and Categorization

After the preselection described in Sect. 5.3, the events are categorized in different
channels depending on the number of jets (4, 5 and ≥6) and on the number of b-
tagged jets (2, 3 and ≥4). This categorization allows separating signal-rich regions
at high jet and b-tag multiplicity from the dominant tt̄+jets background. However,
after the categorization it becomes very difficult to devise further selection cuts
that would allow the suppression of the irreducible tt̄ + bb̄ background. One of the
characteristics that could allow differentiating the signal from the background is the
resonance produced by the decayH → bb̄. However, the identification of the correct
bb̄ pair is not trivial, since there are six possible ways of assigning a bb̄ pair to
the Higgs boson from the four b-tagged jets. Previous results in the search for tt̄H,
H → bb̄ have followed this approach [2], performing a kinematic fit of the final
state in order to identify the tt̄ system and the Higgs boson candidate. The correct
bb̄ pairing is only achieved approximately 20% of the times, while the other ∼80%
a wrong pairing is chosen,1 therefore diluting the expected peak in a combinatorial
background. The matching performance and the expected mbb̄ distribution in pp
collisions at

√
s = 7 TeV is shown in Fig. 7.2. Given the difficulties to isolate the

Higgs boson resonance, no selection cut is attempted on this observable. This feature
will however be used later in the construction of the discriminant variable.

The presence of a leptonic W boson is usually exploited in tt̄ final states in order
to reduce the non-tt̄ backgrounds. Selection cuts on kinematics variables such as
Emiss
T or mT(W ) are a common choice, however in the search for tt̄H these cuts

are not included. Considering the small cross section of the tt̄H process, and since
the efficiency of the cuts is very similar for the signal and the tt̄ background, the
introduction of these cuts results in a reduction of the sensitivity. This conclusion is
reached easily when the sensitivity is estimated as S/

√
B, but it has been also verified

with the full systematic model. The suppression of the non-tt̄ backgrounds is already
achieved through the requirement of high b-tag multiplicity, therefore no further cuts
are applied in order to maximize the signal acceptance.

1A wrong pairing can also be due to acceptance effects, where the products from the Higgs boson
decay are not present in the event.

http://dx.doi.org/10.1007/978-3-319-41051-7_5
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Fig. 7.2 aDistribution of the reconstructedHiggs bosonmass (mbb̄) after kinematic fit for simulated
tt̄H signal in the (≥6j,≥4b) region. Also overlaid are the distributions for the subset of events where
the reconstructed Higgs boson matches the generator-level Higgs boson particle (labeled as “Higgs
particle matched”), the subset of events where the two b-jets used for mbb̄ match the b-quarks from
the Higgs boson decay (labeled as “b quarks from Higgs matched), and the subset of events where
all jets considered in the kinematic fit match the partons from the decays of the top quarks and Higgs
boson (labeled as “all partonsmatched”). In all instances angularmatching is performed by requiring
�R < 0.4. b Comparison of the mbb̄ distribution between tt̄H signal (dashed red histogram) and
total background (solid blue histogram) in the (≥6j,≥4b) region. Both distributions are normalized
to unity in order to better compare the shapes between signal and background

7.1.2 Discriminant Variable: Artificial Neural Networks

Given the difficulty to increase the purity of the signal-rich regions, the sensitivity
has to be optimized introducing a powerful discriminating variable. Artificial Neural
Networks (NN) are used to discriminate potential signal events from the background.
They are particularly useful in cases where no single variable exhibits a clear separa-
tion power between signal and background. A NN allows combining the information
from several input variables into one output discriminant that exploits the correla-
tions among the variables and can reproduce a non-trivial selection in the variables’
phase space. The present analysis is an ideal ground for the application of such a
multivariate approach given the large number of physics objects in the final state.

Figure7.3 shows the expected S/
√
B per analysis region, with the signal-rich

regions highlighted in red. Three different NNs are trained in the most sensitive
regions: (5j,≥4b), (≥6j, 3b) and (≥6j,≥4b), to discriminate the tt̄H signal from the
background. A fourth NN is trained in the (5j, 3b) region, to separate the two most
relevant backgrounds to the analysis: tt̄+light-jets and tt̄ +HF production. This NN
is useful to gain further precision in the measurement of the tt̄ + HF background.

The rest of the regions considered in the analysis have a very low sensitivity
and the variable of choice is Hhad

T , defined as the scalar sum of jet pT. This vari-
able is chosen due to its sensitivity to the background modeling and to systematic
uncertainties such as jet energy scale or b-tagging, which have a clear pT dependence.



142 7 Searches for New Physics in tt̄ Final States with Additional Heavy-Flavor Jets

Fig. 7.3 S/
√
B ratio for

each of the regions assuming
SM cross sections and
branching fractions, and
mH = 125 GeV. Each row
shows the plots for a specific
jet multiplicity (4, 5, ≥6),
and the columns show the
b-jet multiplicity (2, 3, ≥4).
Signal-rich regions are
shaded in dark red, while the
rest are shown in light blue.
The S/B ratio for each region
is also noted
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The signal-depleted regions have high data statistics and the fit ofHhad
T allows control-

ling the impact of systematic uncertainties primarily affecting tt̄+light-jets events.
Figures7.4 and 7.5 show the comparison of data and prediction for the Hhad

T and
NN distributions in each of the analysis channels considered. The corresponding
predicted and observed yields per channel can be found in Table7.1.

7.1.3 Neural Network Training

The NNs used in the analysis are built using the NeuroBayes package [3]. The choice
of the variables that are included in the NN discriminant is made through the ranking
procedure implemented in this package, based on the statistical separation power
and the correlation of variables. Given the variety of regions considered and the rich
topology of the events, many variables have been inspected for their discriminating
power.

Different types of variables are considered, from simple object kinematics such
as jet pT or di-jet properties, to complex event variables that make use of the full final
state. As an example, the eigenvalues of the linear momentum tensor [4] are used
to construct discriminant variables such as the aplanarity of the event. Fox-Wolfram
moments are used describe the geometrical correlation among objects in the event in
terms of spherical harmonics [5]. Event shape variables have the advantage that they
can be constructed in all topologies and are less sensitive to the loss of jets through
acceptance effects.
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Fig. 7.4 Comparison between data and prediction for the Hhad
T distribution in the signal-depleted

regions before the fit: a (4j, 2b), b (4j, 3b), c (4j,≥4b), d (5j, 2b) and e (≥6j, 2b). The tt̄H signal is
displayed normalized to the SM cross section and stacked on top of the background prediction. The
hashed area represents the uncertainty on the background and the last bin in all figures contains the
overflow
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Fig. 7.5 Comparison between data and prediction for theNN distribution in the signal-rich regions
and the (5j, 3b) region before the fit: a (5j, 3b), b (5j,≥4b), c (≥6j, 3b) and d (≥6j,≥4b). The
tt̄H signal is displayed normalized to the SM cross section (solid) and normalized to the total
background prediction (hashed line) in order to compare the shape of the distributions. The hashed
area represents the uncertainty on the background and the last bin in all figures contains the overflow

As described previously, no attempt is made to reconstruct the full kinematics
of the events due to the large inefficiency. Nevertheless, in particular conditions,
some of the di-jet pair combinations could be interpreted as originating from the
decay of a Higgs boson. As an example, the mass of the b-tagged jets combination
with the highest vectorial sum pT exhibits a peak at the Higgs mass for the signal.
One of the advantages of the neural network approach is the possibility to consider
and combine all these variables exploiting partial event reconstruction and their
correlations, without requiring a complete event reconstruction.
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Table 7.1 Pre-fit event yields for signal, backgrounds and data in each of the analysis regions

4j, 2b 4j, 3b 4j, 4b

tt̄H (125) 31± 3 13± 2 2.0± 0.3

tt̄+light 77000± 7500 6200± 750 53± 12

tt̄ + cc̄ 4900± 3000 680± 390 21± 12

tt̄ + bb̄ 1800± 1100 680± 380 44± 25

W+jets 5100± 3000 220± 130 5.5± 3.3

Z+jets 1100± 600 50± 27 0.9± 0.6

Single top 4900± 640 340± 60 6.8± 1.6

Diboson 220± 71 11± 4.1 0.2± 0.1

tt̄ + V 120± 40 15± 5.1 0.9± 0.3

Multijet 1600± 620 100± 37 140± 34

Total 96000± 9500 8300± 1100 140± 34

Data 98049 8752 161

5j, 2b 5j, 3b 5j, ≥4b

tt̄H (125) 41± 2 23± 2 6.2± 0.8

tt̄+light 38000± 5500 3500± 520 61± 15

tt̄ + cc̄ 4300± 2400 810± 460 43± 25

tt̄ + bb̄ 1700± 880 890± 480 110± 63

W+jets 1900± 1200 140± 87 5.9± 3.9

Z+jets 410± 240 29± 17 1.5± 0.9

Single top 1900± 360 190± 41 8.3± 1.3

Diboson 97± 39 8.0± 3.4 0.4± 0.2

tt̄ + V 150± 48 26± 9 3.1± 1.0

Multijet 460± 170 70± 28 8.3± 3.7

Total 49000± 7000 5700± 980 250± 75

Data 49699 6199 286

≥6j, 2b ≥6j, 3b ≥6j, ≥4b

tt̄H (125) 64± 5 40± 3 16± 2

tt̄+light 19000± 4400 2000± 460 52± 17

tt̄ + cc̄ 3700± 2100 850± 480 79± 46

tt̄ + bb̄ 1400± 770 970± 530 250± 130

W+jets 910± 620 97± 66 8.6± 6.2

Z+jets 180± 120 19± 12 1.5± 1.0

Single top 840± 220 120± 35 12± 3.7

Diboson 50± 24 6.0± 3.0 0.5± 0.3

tt̄ + V 180± 59 45± 14 8.5± 2.8

Multijet 180± 66 21± 8 1.1± 0.5

Total 26000± 5800 4200± 1000 430± 150

Data 26185 4701 516

The quoted uncertainties are the sum in quadrature of the statistical and systematic uncertainties on
the yields
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In addition to the kinematic variables, two variables are computed using thematrix
element method (MEM), detailed in Sect. 7.1.4, and are included in the NN training
in the (≥6j, 3b) and (≥6j,≥4b) regions. These two variables are the logarithm of
the summed signal likelihoods SSLL, and the Neyman–Pearson likelihood ratio D1,
both defined later in Eqs. 7.2 and 7.4, respectively.

All variables are defined by considering at most seven jets in the event. If more
than seven jets are present, first the b-tagged jets are considered, then the remaining
jets ordered in pT until seven are kept. This approach is related to the fact that the
signal simulation is only known at NLO accuracy and limiting the number of jets
ensures that the discrimination power does not come from the presence of soft jets
that are difficult to model correctly. Less than 15% of the signal events (and less
than 10% of the background events) in the (≥6j,≥4b) region contain more than
seven jets and are affected by this procedure. All variables used for the NN training
and their pairwise correlations are required to be described well in simulation in
multiple control regions. In addition variables exhibiting large shape differences
among generators were discarded.

The choice of the discriminating variables is made independently in each region
considered given the topology differences. The number of used input variables in
each region stems froma compromise between the performance of the neural network
and the practical aspect of the validation of a large number of variables. The NNs in
the signal-rich regions use ten kinematic variables, and two additional variables from
the matrix element method are included in the (≥6j, 3b) and (≥6j,≥4b) regions. The
NN in the (5j, 3b) region is built using seven variables. The variables used and their
definitions, as well as their ranking in each analysis region are listed in Table 7.2.
The distributions of the highest-ranked input variables from each of the NN regions
are shown in Appendix C.

Figure7.6 shows the distribution of the resulting NN discriminant for the tt̄H
signal and background in the signal-rich regions.

7.1.4 Matrix Element Method

The matrix element method [6] links directly theoretical calculations and observed
quantities, making the most complete use of the kinematic information in an event.

Given an observation, defined by the four-momentum vectors of all final-state
objects at reconstruction level, x, the method calculates the probability of the event
to be consistent with physics process i described by a set of parameters α. This
probability density function Pi (x|α) is defined as:

Pi (x|α) = (2π)4

σ
exp
i (α)

∫
dpadpb f (pa)f (pb)

|Mi (y|α)|2
F W (y|x) d�N (y) , (7.1)
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Table 7.2 Definitions and rankings of the variables considered in each of the regions where a NN
is used

Variable Definition NN rank

≥6j, ≥4b ≥6j, 3b 5j, ≥4b 5j, 3b

D1 Neyman–Pearson MEM discriminant 1 10 – –

Centrality Scalar sum of the pT divided by sum of the E
for all jets and the lepton

2 2 1 –

p
jet5
T pT of the fifth leading jet 3 7 – –

H1 Second Fox–Wolfram moment computed
using all jets and the lepton

4 3 2 –

�R
avg
bb Average �R for all b-tagged jet pairs 5 6 5 –

SSLL Logarithm of the summed signal likelihoods 6 4 – –

mmin �R
bb Mass of the combination of the two b-tagged

jets with the smallest �R
7 12 4 4

m
max pT
bj Mass of the combination of a b-tagged jet

and any jet with the largest vector sum pT

8 8 – –

�R
max pT
bb �R between the two b-tagged jets with the

largest vector sum pT

9 – – –

�Rmin �R
lep−bb �R between the lepton and the combination

of the two b-tagged jets with the smallest �R
10 11 10 –

mmin �R
uu Mass of the combination of the two untagged

jets with the smallest �R
11 9 – 2

Aplanb−jet 1.5λ2, where λ2 is the second eigenvalue of
the momentum tensor built with only
b-tagged jets

12 – 8 –

N
jet
40 Number of jets with pT ≥ 40 GeV – 1 3 –

mmin �R
bj Mass of the combination of a b-tagged jet

and any jet with the smallest �R
– 5 – –

m
max pT
jj Mass of the combination of any two jets with

the largest vector sum pT

– – 6 –

Hhad
T Scalar sum of jet pT – – 7 –

mmin �R
jj Mass of the combination of any two jets with

the smallest �R
– – 9 –

m
max pT
bb Mass of the combination of the two b-tagged

jets with the largest vector sum pT

– – – 1

pmin �R
T,uu Scalar sum of the pT of the pair of untagged

jets with the smallest �R
– – – 3

mmax m
bb Mass of the combination of the two b-tagged

jets with the largest invariant mass
– – – 5

�Rmin �R
uu Minimum �R between the two untagged jets – – – 6

mjjj Mass of the jet triplet with the largest vector
sum pT

– – – 7



148 7 Searches for New Physics in tt̄ Final States with Additional Heavy-Flavor Jets

NN output

−1 −0.5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
+lighttt

+HFtt 5 j, 3 b
Single lepton

 = 8 TeVs

ATLAS  Simulation

(a)
NN output

−1 −0.50 0.5 1 0 0.5 1

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Total background

 = 125 GeV)
H

H (mtt 4 b≥ 5 j, 
Single lepton

 = 8 TeVs

ATLAS  Simulation

(b)

NN output

−1 −0.5

A
rb

itr
ar

y 
un

its

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
Total background

 = 125 GeV)
H

H (mtt 6 j, 3 b≥
Single lepton

 = 8 TeVs

ATLAS  Simulation

(c)
NN output

−1 −0.50 0.5 1 0 0.5 1

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Total background

 = 125 GeV)
H

H (mtt 4 b≥ 6 j, ≥
Single lepton

 = 8 TeVs

ATLAS  Simulation

(d)

Fig. 7.6 NNoutput for the different regions: a (5j, 3b),b (5j,≥4b), c (≥6j, 3b) and d (≥6j,≥4b). In
the (5j, 3b) region the tt̄+HFproduction is considered as signal and tt̄+light as backgroundwhereas
in the rest of the regions the NN is trained to separate the tt̄H signal from the total background. The
distributions are normalized to unit area

and is obtained by numerical integration over the entire phase space of the initial-
and final-state particles. The transfer functionsW (y|x)map the detector quantities x
to the parton level quantities y. The transition matrix elementMi (y|α) is defined by
the Feynman diagrams of the hard process considered, i. The flux factor F and the
Lorentz-invariant phase space element d�N describe the kinematics of the process,
and f

(
pa,b

)
are parton distribution functions. Finally, the cross section σ

exp
i normal-

izes Pi to unity taking acceptance and efficiency into account.
The assignment of reconstructed objects to final-state partons in the hard process

contains multiple ambiguities. The process probability is computed for each allowed
assignment permutation of the jets to the final-state quarks of the hard process.
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A process likelihood function can then be built by summing the process probabilities
for the Np allowed assignment permutations:

Li (x|α) =
Np∑

p=1

Pp
i (x|α) . (7.2)

The process probability densities are used to distinguish signal from background
events by calculating the likelihood ratio of the signal and background processes
contributing with fractions fbkg,

rsig (x|α) = Lsig (x|α)
∑

bkg
fbkgLbkg (x|α)

. (7.3)

This ratio, according to the Neyman–Pearson lemma [7], is the most powerful
discriminant between signal and background processes. In the analysis, this variable
is used as input to the NN along with other kinematic variables.

The integration is performed with VEGAS [8] using adaptive MC techniques [9].
Matrix element calculations are generated with Madgraph5 at LO. The transfer
functions are obtained from simulation [10] and the parton distribution functions are
taken from the CTEQ6L1 set from the LHAPDF package [11].

The signal hypothesis is defined as a SM Higgs boson produced in association
with a top-quark pair as shown in Fig. 7.7a. The Higgs boson is required to decay
into bb̄, while the top-quark pair decays into the single-lepton channel. For the
background hypothesis, only the diagrams of the irreducible tt̄ + bb̄ background are
considered, as shown in Fig. 7.7b. Since it dominates the most signal-rich analysis
regions, the inclusion of other processes does not improve the separation between
signal and background. The probability density function calculation of the signal and
background is only performed in the (≥6j, 3b) and (≥6j,≥4b) regions.

Fig. 7.7 a Representative tree-level Feynman diagrams for the production of the Higgs boson in
association with a top pair (tt̄H) and the subsequent decay of the Higgs to bb̄, b and for the main
background tt̄+ bb̄
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Only six reconstructed jets are considered in the calculation: the four jets with
the highest value of the probability to be a b-jet returned by the b-tagging algorithm
(i.e. the highest b-tagging weight) and two of the remaining jets with an invariant
mass closest to theW bosonmass of 80.4GeV.Assignment permutations between the
two light quarks of the hadronically decayingW boson and between the two b-quarks
originating from the Higgs boson or gluon result in the same likelihood value and are
thus not considered. As a result there are in total 12 and 36 assignment permutations
in the (≥6j,≥4b) and (≥6j, 3b) regions, respectively, which need to be integrated.

Using the tt̄H process as the signal hypothesis and the tt̄ + bb̄ process as the
background hypothesis, a slightly modified version of Eq. (7.3) is used to define the
likelihood ratio D1:

D1 = Ltt̄H

Ltt̄H + α · Ltt̄+bb̄

, (7.4)

whereα = 0.23 is a relative normalization factor chosen to optimize the performance
of the discriminant given the finite bin sizes of the D1 distribution. In this defini-
tion, signal-like and background-like events have D1 values close to one and zero,
respectively. The logarithm of the summed signal likelihoods defined by Eq. (7.2)
and the ratioD1 are included in the NN training in both the (≥6j, 3b) and (≥6j,≥4b)
regions.

TheD1 variable provides the best separation between the tt̄H signal and the dom-
inant tt̄+bb̄ background in the (≥6j,≥4b) region, and the SSLL variable introduces
further separation to the rest of the backgrounds. Figure7.8 shows the discrimination
power of the D1 and SSLL variables in the (≥6j, 3b) and (≥6j,≥4b) regions.
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Fig. 7.8 Expected distributions for D1 and SSLL in the tt̄H signal and total background in the
(≥6j,≥4b) region
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7.1.5 Fit Results

A fit to the data in the nine analysis regions is performed under the signal-plus-
background hypothesis, and the fitted NP are shown in Fig. 7.9. For each NP, the
fitted value represents the preferred shift with respect to the nominal prediction in
units of its prior uncertainty,whereas the fitted error represents the post-fit uncertainty
in units of the prior uncertainty. The corresponding correlation matrix for the fitted
NP can be found in Fig. 7.10. The fitted value for the signal strength is:μ = 1.2±1.3,
and the expected uncertainty for the signal strength (assuming μ = 1) is ±1.2.

Figures7.11 and 7.12 show the comparison of data and prediction for theHhad
T and

NN distributions in each of the regions considered, after the fit to data. Compared to
the pre-fit distributions, the total background uncertainty is significantly reduced after
the fit, not only in the background-dominated channels, but also in the signal-rich
channels, resulting in an increase in the search sensitivity. The reduced uncertainty
results from the significant constraints on some systematic uncertainties, as well as
the anti-correlations among sources of systematic uncertainty resulting from the fit
to the data. The corresponding post-fit yields per channel can be found in Table7.3.

A good agreement is found between data and prediction in all channels. The good
performance of the fit can further be validated through comparison between data and
total prediction for other kinematic distributions. Pre-fit and post-fit distributions for
different distributions can be found in Appendix D. The agreement for other kine-
matic distributions not used in the fit is also improved after the fit, giving confidence
in the overall procedure.
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Fig. 7.9 Fitted NPs under the signal-plus-background hypothesis. A detailed description of the
naming of the NPs can be found in Appendix E
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Fig. 7.10 Correlation matrix corresponding to the fit under the signal-plus-background hypothesis.
Only NPs with a correlation coefficient of at least 20% with any other parameter are displayed

Given the regions considered in the fit, some of the NPs are expected to be con-
strained by the data and possibly pulled, in particular those associated with large
uncertainties on tt̄ modeling. The most relevant pulls and constrains are discussed
in the following:

• JetModel1: the largest eigenvector after diagonalization of themodeling uncertain-
ties in the in-situ calibration of the jet energy scale. The effect of this uncertainty is
shown in Fig. 7.13a for the tt̄+light jets process in the (4j, 2b) region. It produces
a ∼4% effect in the bulk of the distribution, and up to ∼10% in the lower tail.
The high data statistics in this region, of up to 30000 events in one bin, doesn’t
support such big variations and therefore the uncertainty is constrained.

• JetFlavComp: the uncertainty on the jet flavor composition. Since the jet energy
response is different for quark-initiated jets than for gluon-initiated jets [12], analy-
ses with a different flavor fraction than the sample used to derive the jet energy
scale calibration are affected by this uncertainty. The effect of the negative pull
is an increase in the low tail of the distribution, as shown in Fig. 7.13b, which
corrects the disagreement at low Hhad

T in the (4j, 2b) region. It has been checked
that the pull disappears when removing this region from the fit and, given that this
systematic uncertainty is not correlated with the signal strength, this pull is not
problematic.
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Fig. 7.11 Comparison between data and prediction for the Hhad
T distribution in the signal-depleted

regions after the fit: a (4j, 2b), b (4j, 3b), c (4j,≥4b), d (5j, 2b) and e (≥6j, 2b). The hashed area
represents the uncertainty on the background and the last bin in all figures contains the overflow.
The tt̄H signal yield is normalized to the fitted μ and stacked on top of the background prediction
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Fig. 7.12 Comparison between data and prediction for theNN distribution in the signal-rich regions
and the (5j, 3b) region after the fit: a (5j, 3b), b (5j,≥4b), c (≥6j, 3b) and d (≥6j,≥4b). The hashed
area represents the uncertainty on the background and the last bin in all figures contains the overflow.
The tt̄H signal yield is normalized to the fitted μ (solid) and normalized to the total background
prediction (hashed line) in order to compare the shape of the distributions

• JVF: the jet vertex fraction uncertainty is constrained to about half of its pre-fit
effect. The uncertainty was assessed by changing the JVF cut as to cover data/MC
differences in a sample with one single jet. In this analysis the simultaneous vari-
ation of the JVF cut for all the jets in the event produces a large variation that is
not supported by data and is therefore constrained.

• JER: the jet energy resolution uncertainty is constrained to about half of its pre-fit
effect. This constrain originates from the conservative approach used to estimate
the uncertainty for low-pT jets as mentioned in Sect. 4.4.5. Since the bulk of the
contribution originates from low-pT jets this uncertainty can be reduced with the

http://dx.doi.org/10.1007/978-3-319-41051-7_4
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Table 7.3 Post-fit event yields under the signal-plus-background hypothesis for signal, back-
grounds and data in each of the analysis regions

4j, 2b 4j, 3b 4j, 4b

tt̄H (125) 48± 35 20± 15 3.0± 2.2

tt̄+light 78000± 1600 6300± 160 56± 5

tt̄ + cc̄ 6400± 1800 850± 220 26± 7

tt̄ + bb̄ 2500± 490 970± 150 63± 8

W+jets 3700± 1100 170± 51 4.0± 1.2

Z+jets 1100± 540 49± 25 1.1± 0.6

Single top 4700± 320 330± 28 6.8± 0.7

Diboson 220± 65 11± 4 0.3± 0.1

tt̄ + V 120± 38 16± 5 0.9± 0.3

Multijet 1100± 370 78± 26 2.6± 1.0

Total 98000± 340 8800± 82 160± 6

Data 98049 8752 161

5j, 2b 5j, 3b 5j, ≥4b

tt̄H (125) 60± 44 34± 25 9.4± 6.9

tt̄+light 38000± 1000 3600± 120 65± 6

tt̄ + cc̄ 4800± 1200 930± 230 51± 12

tt̄ + bb̄ 2400± 360 1300± 180 150± 20

W+jets 1200± 420 87± 31 4.0± 1.5

Z+jets 370± 200 28± 16 1.4± 0.8

Single top 1700± 150 190± 18 8.2± 0.7

Diboson 94± 35 8.0± 3.1 0.5± 0.2

tt̄ + V 140± 43 26± 8 3.2± 1.0

Multijet 340± 110 44± 16 5.7± 2.2

Total 50000± 220 6200± 54 300± 10

Data 49699 6199 286

≥6j, 2b ≥6j, 3b ≥6j, ≥4b

tt̄H (125) 89± 65 57± 42 24± 17

tt̄+light 19000± 700 2100± 87 58± 5

tt̄ + cc̄ 3700± 890 890± 210 85± 21

tt̄ + bb̄ 2000± 310 1400± 190 330± 37

W+jets 450± 170 51± 19 4.4± 1.9

Z+jets 150± 86 16± 9 1.2± 0.7

Single top 730± 83 110± 14 11± 2

Diboson 45± 20 5.6± 2.6 0.5± 0.2

tt̄ + V 170± 52 42± 13 8.2± 2.5

Multijet 120± 41 14± 5 1.1± 0.5

Total 26000± 160 4600± 55 520± 18

Data 26 185 4701 516

The quoted uncertainties are the sum in quadrature of statistical and systematic uncertainties on the
yields, computed taking into account correlations among nuisance parameters and among processes
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Fig. 7.13 Effect of different systematic uncertainties on the tt̄+light jets sample: a JetModel1 in
the (4j, 2b) region, b JetFlavComp in the (4j, 2b) region, c JER in the (4j, 2b) region, d c-tagging
eigenvector 3 in the (4j, 3b) region, e DataRw-IFSR in the (4j, 2b) region and f ttbar PartonShower
in the (≥6j, 2b) region

selected data sample. The effect of the jet energy resolution on the tt̄+light-jets
sample in the (4j, 2b) region is shown in Fig. 7.13c.

• c-tagging eigenvector 3: this corresponds to the largest eigenvector after diago-
nalization of the c-tagging uncertainties. The region (4j, 3b) is very sensitive to
the c-tagging uncertainty (see Fig. 7.13d) since its main contribution comes from
tt̄ events where a charm quark from the hadronic W decay is tagged. The high
statistics of this region allows the reduction of the uncertainty, which was derived
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on a sample of D∗+ events. The use of c-quarks from W decays in tt̄ events is in
fact a method that is in consideration for future c-tag calibrations.

• b-tagging eigenvector 5: this uncertainty corresponds to the largest eigenvector
after diagonalization of the b-tagging uncertainties. It introduces a∼2% variation
per b-tagged jet that is amplified to ∼8% in the 4 b-tag regions. The simultaneous
fit of different b-tag multiplicities allows reducing this uncertainty.

• QCD electron: the 50% normalization uncertainty on the electron component of
the multijet prediction. This pull has been traced to be originated from individual
bins in the very low tail of the Hhad

T distributions. Introducing cuts on Emiss
T or

mT(W ) reduces the multijet component and doesn’t alter significantly the result
of the fit, however it reduces the sensitivity of the search. Given the negligible
contribution of the multijet background and that it has no impact on the signal this
pull is not considered problematic.

• ttbarDataRw-IFSR: the variation on the tt̄ reweighting due to the systematic uncer-
tainty associated to initial- and final-state radiation in the differential cross section
measurement. Out of the nine components of the reweighting this uncertainty has
the largest effect on the ptt̄T spectrum, which propagates to the reconstructed jet
multiplicity. This variation is not supported by the data and can be constrained.
This constraint is in fact expected since the differential cross section measurement
is performed with the 7 TeV, which has a factor of four less statistics than the
dataset used for this analysis. Other components of the tt̄ reweighting such as the
choice of MC generator or the fragmentation model are also slightly constrained.
The impact of this systematic uncertainty on the tt̄+light-jets sample in the (4j, 2b)
region is shown in Fig. 7.13e.

• ttbar PartonShower: the three NPs related to the choice of fragmentation model are
pulled and/or constrained and deserve further attention. The NP affecting tt̄+light
jets is heavily constrained and fitted at its nominal value. The fitted value indi-
cates that data supports the prediction of Powheg+Pythia. The prediction of
Powheg+Herwig is in disagreement with data in the high-statistics channels
and, since the full difference to Powheg+Pythia is taken as systematic uncer-
tainty, the fit constrains the allowed variation to a smaller range. The effect on the
tt̄+light-jets sample in the (≥6j, 2b) region is shown in Fig. 7.13f.
The NP related to tt̄ + bb̄ is in agreement with the nominal prediction, indicating
that NLO prediction of Sherpa+OpenLoops agrees with data. The effect of the
fragmentation uncertainty is again too large and data can constrain this systematic
uncertainty to a fraction of its pre-fit value.
The pull on tt̄ + cc̄ is difficult to study since there is no NLO prediction to com-
pare to and both predictions, Powheg+Pythia or Powheg+Herwigcould be
equally valid. The only anecdotal evidence supporting this pull is that the tt̄ + C
component in Powheg+Herwig is 40% higher than in Powheg+Pythia, thus
the pull towards Powheg+Herwigwould introduce the same effect as the leading
correction on the tt̄ + B component, where the NLO prediction is observed to be
40% higher than in Powheg+Pythia.

• ttbb normalization: the normalization of the tt̄ + bb̄ component is fitted to a value
∼30% higher than its nominal prediction, and the uncertainty is reduced from
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the very conservative 50–20%. The data statistics in the (≥6j,≥4b) region allows
reducing the uncertainty, therefore improving the sensitivity of the search.
The normalization uncertainty of the tt̄+ cc̄ background is also reduced, although
to a smaller extent since there is no region where it is the dominant background.

Other systematic uncertainties are not discussed since their pulls and constrains
are less significant or they don’t affect appreciably the sensitivity of the analysis.

Figure7.14 demonstrates the effect of various systematic uncertainties on the
fitted value of μ and the constraints provided by the data. The largest effect arises
from the uncertainty in normalization of the irreducible tt̄ + bb̄ background, even
after being reduced to half of the initial 50%. The tt̄ + bb̄ modeling uncertainties
affecting the shape also have a significant effect on μ, with four of them among the
highest-ranked systematic uncertainties.

7.1.6 Limits on tt̄H Production

Following the methodology discussed in Chap. 6, the p0-value is computed in order
to test the compatibility of data with the background-only hypothesis. The observed
(expected) p-value for the background-only hypothesis is 15% (16%), which cor-
responds to an observed (expected) significance of 1.0 (1.0) standard deviations.
Since no significant excess over the background-only hypothesis is found, a 95%
CL upper limit can be set on the signal strength modifier. A signal 3.6 times larger
than predicted by the SM is excluded at 95% CL. A signal 2.6 times larger than the
SM prediction is expected to be excluded if no SM tt̄H process exists.

Figure7.15 summarizes post-fit event yields as a function of log10(S/B), for all
bins of the distributions used in the fit. The signal is normalized to the fitted value of
the signal strength (μ = 1.2) and a signal 3.6 times larger than predicted by the SM,
which is excluded at 95% CL, is also shown.

7.1.7 Analysis Combination

A complementary search for tt̄H (H → bb̄) in the dileptonic channel has also
been performed in ATLAS [13]. The analysis procedure in the dileptonic channel is
completely equivalent, and given that the datasets are orthogonal, the combination
of both analyses can be performed. A combined fit is performed to the nine regions
of the single lepton search and six regions from the dilepton search. The result of
the fit is shown in Fig. 7.16, and a good agreement in the fitted values is observed
between the individual and the combined analyses.

http://dx.doi.org/10.1007/978-3-319-41051-7_6
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Fig. 7.14 The fitted values of the NPs with the largest impact on the measured signal strength. The
points, which are drawn conforming to the scale of the bottom axis, show the deviation of each of
the fitted NPs, θ̂, from θ0, which is the nominal value of that NP, in units of the pre-fit standard
deviation �θ. The error bars show the post-fit uncertainties, σθ , which are close to 1 if the data
do not provide any further constraint on that uncertainty. Conversely, a value of σθ much smaller
than 1 indicates a significant reduction with respect to the original uncertainty. The NPs are sorted
according to the post-fit effect of each on μ (hashed blue area) conforming to the scale of the top
axis, with those with the largest impact at the top

Theobservedμvalues for the single-lepton anddilepton searches, and their combi-
nation, are shown in Fig. 7.17. The fitted signal strength for the combined analysis is:

μ = 1.5 ± 1.1. (7.5)
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Fig. 7.15 Event yields as a
function of log10(S/B),
where S (signal yield) and B
(background yield) are taken
from the Hhad

T and NN
output bin of each event.
Events in all fitted regions
are included. The predicted
background is obtained from
the global
signal-plus-background fit.
The tt̄H signal is shown both
for the best fit value
(μ = 1.2) and for the upper
limit at 95% CL (μ = 3.6)
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The observed (expected) significance of the signal is 1.4 (1.1) standard deviations,
which corresponds to an observed (expected) p0-value of 8% (15%).

The observed and expected limits for both searches and their combination are
shown in Fig. 7.18. A signal 3.4 times larger than predicted by the SM is excluded
at 95% CL using the CLs method. A signal 2.2 times larger than the SM prediction
is expected to be excluded in the absence of the tt̄H process, and 3.1 times larger
than the SM prediction if the tt̄H process is present with SM strength. The combi-
nation improves the expected sensitivity by 15% respect to the single-lepton search
alone. The 95% CL exclusion limits with their corresponding error bands are also
summarized in Table7.4.

Finally, Fig. 7.19 summarizes the post-fit event yields as a function of log10(S/B),
for all bins of the distributions used in the combined fit of the single-lepton and
dilepton channels.

7.1.8 Comparison with Other Analyses

Searches for the tt̄H process have also been performed inATLAS in the diphoton [14]
and multilepton [15] final states. The expected exclusion limits are 4.9 and 2.4 times
the SM prediction, respectively. The combination of the three analyses: bb̄, diphoton
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Fig. 7.17 The fitted values
of the signal strength and
their uncertainties for the
individual channels and their
combination. The green line
shows the statistical
uncertainty on the signal
strength
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and multilepton, has also been performed in order to search for possible deviations
in the Higgs couplings [1], yielding an expected sensitivity of 1.4 times the SM
prediction. The individual fitted signal strengths and the combination of the three
analyses are summarized in Fig. 7.20.
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Fig. 7.18 95% CL upper limits on σ(tt̄H) relative to the SM prediction, σ/σSM, for the indi-
vidual channels as well as their combination. The observed limits (solid lines) are compared to
the expected (median) limits under the background-only hypothesis and under the signal-plus-
background hypothesis assuming the SM prediction for σ(tt̄H) and pre-fit prediction for the back-
ground. The surrounding shaded bands correspond to the 68 and 95% confidence intervals around
the expected limits under the background-only hypothesis, denoted by ±1σ and ±2σ, respectively

Table 7.4 Observed and expected (median, for the background-only hypothesis) 95% CL upper
limits on σ(tt̄H) relative to the SM prediction, for the individual channels as well as their combi-
nation, assuming mH = 125 GeV

95% CL upper
limit

Observed −2σ −1σ Median +1σ +2σ Median
(μ = 1)

Single lepton 3.6 1.4 1.9 2.6 3.7 4.9 3.6

Dilepton 6.7 2.2 3.0 4.1 5.8 7.7 4.7

Combination 3.4 1.2 1.6 2.2 3.0 4.1 3.1

The expected (median) 95% CL upper limits assuming the SM prediction for σ(tt̄H) are shown in
the last column

A search for the associated production of the Higgs boson with a top-quark pair
using several Higgs decay modes (including H → bb̄) has been published by the
CMS Collaboration [16] quoting a ratio of the measured tt̄H signal cross section to
the SM expectation for a Higgs boson mass of 125.6 GeV of μ = 2.8 ± 1.0.

The matrix element method was also used for a search in the tt̄H, H → bb̄
channel by the CMS experiment [17]. A second discriminating variable was defined
to separate tt̄+HF from tt̄+light-jets. The signal is extracted via a two-dimensional
fit to both discriminants and the fitted signal strength is: μ = 1.2+1.6

−1.5.
The analysis described in this dissertation is the most sensitive search to date for

the tt̄H process.
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Fig. 7.19 Event yields as a
function of log10(S/B),
where S (signal yield) and B
(background yield) are taken
from the Hhad

T , HT, and NN
output bin of each event.
Events in all fitted regions
are included. The predicted
background is obtained from
the global
signal-plus-background fit.
The tt̄H signal is shown both
for the best fit value
(μ = 1.5) and for the upper
limit at 95% CL (μ = 3.4)
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7.2 Search for TT̄ →Ht+X and tt̄tt̄ Production

This search is focused on TT̄ production where at least one of the T quarks decays
into a Higgs boson and a top quark: TT̄ → HtHt̄,HtZt andHtWb.2 For the dominant
H → bb̄ decay mode, the final state is tt̄-like and contains additional heavy-flavor
jets. To a lesser extent, this search is also sensitive to TT̄ → ZtZt̄ and ZtWb, with
Z → bb̄.

The final state is characterized by high jet and b-tag multiplicities, especially
if both T quarks decay through T → Ht. High jet and b-tag multiplicities are also
characteristic of tt̄tt̄ events, both within the SM and in BSM extensions, whichmakes
this search also sensitive to four-top-quark final states.

7.2.1 Event Selection and Categorization

Figure7.21a compares the jet multiplicity distribution after preselection between
the total background and several signal scenarios. Signal events have, on average,
higher jet multiplicity than the background. The higher b-quark content of signal
events results in a higher b-tag multiplicity than for the background, as illustrated in
Fig. 7.21b for events with ≥6 jets.

The following event selection cuts are introduced:

• Given the high jet multiplicity, an additional requirement is introduced selecting
events with ≥5 jets.

• In order to further reduce the non-tt̄ background two kinematic cuts are introduced:
Emiss
T > 20 GeV and mT(W ) > 60 GeV.

The combined effect of both cuts is ∼90% efficient on the tt̄ background in the
signal region, about ∼95% on the vector-like quark signal, and reduces the non-tt̄
background by more than a factor of two.

• Several vector-like quark searches have been performed in ATLAS, one of them
also in the lepton+jets channel, focusing on the decay TT̄ →Wb+X. In order
to ensure a non-overlapping analysis sample and to facilitate the combination of
results, events accepted by theWb+X search are rejected. This veto only removes
about 2% of the events with ≥6 jets and ≥4 b-tags in data.

In order to optimize the sensitivity of the search, the selected events are categorized
in different channels depending on the number of jets (5 and ≥6) and on the number
of b-tagged jets (2, 3 and ≥4). In addition, a further optimization can be introduced
in the signal regions exploiting the features of the signal. For high values of mT , the
Higgs boson from the T → Ht decay is moderately boosted, and the bb̄ pair from
the Higgs boson decay has smaller angular separation than other pairs resulting from
combinatorial background. In this regime, the two b-jets are separated enough as to

2In the following HtZt will be used to denote both HtZt̄ and its charge conjugate, Ht̄Zt. Similar
notation will be used for other processes, as appropriate.
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Fig. 7.21 Comparisonof a the jetmultiplicity distribution after preselection,b theb-tagmultiplicity
distribution after the requirement of ≥6 jets, c invariant mass of the two b-tagged jets with lowest
�R separation,Mmin�R

bb , and d scalar sum of the transverse momenta of the lepton, the selected jets
and themissing transverse momentum,HT. The selection used in both c and d corresponds to events
satisfying the preselection requirements and with ≥6 jets and ≥4 b-tagged jets. The distributions
are compared between the total background (shaded histogram) and several signal scenarios (red
solid, dashed or dotted) considered in this search: TT̄ production with different decays, sgluon
pair production giving a four-top-quark final state and SM tt̄tt̄ production. A mass of 600 GeV is
assumed for the T quark and the sgluon

be reconstructed in two individual jets but are very close in �R. The mass of the
bb̄ pair with smallest �R distance, Mmin�R

bb , provides a good approximation to the
reconstructed H → bb̄ invariant mass, as shown in Fig. 7.21c.

Events with ≥6 jets and 3 or ≥4 b-tagged jets are split into two channels each
depending on the value of the invariant mass of the two b-tagged jets with lowest
�R separation:Mmin�R

bb < 100 GeV (“lowMmin�R
bb ”) andMmin�R

bb > 100 GeV (“high
Mmin�R

bb ”). The high Mmin�R
bb regions are enriched in T → Ht, H → bb̄ decays, thus

having a higher signal-to-background ratio.
A total of eight analysis channels are considered: (5j, 2b), (5j, 3b), (5j,≥4b), (≥6j,

2b), (≥6j, 3b, low Mmin�R
bb ), (≥6j, 3b, high Mmin�R

bb ), (≥6j, ≥4b, low Mmin�R
bb ), and

(≥6j, ≥4b, high Mmin�R
bb ), and will be used in the search.
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7.2.2 Discriminant Variable: HT

To further improve the separation between signal and background, the distinct kine-
matic features of the signal can be exploited. In particular, the large T quark mass
results in energetic leptons and jets in the final state. The variable HT, defined as the
scalar sum of the lepton pT, Emiss

T and the pT of the selected jets, provides a suitable
discriminating variable between signal and background. Figure7.21d compares the
HT distribution between signal and background for events with ≥6 jets and ≥4 b-
tagged jets. The HT distribution peaks at 2mT for signal events and is quite similar
for different signal scenarios corresponding to pair production of exotic particles
with the same mass (600 GeV in this case), and significantly different from that of
the background. The discrimination between signal and background becomes better
with increasing masses.

Figures7.22 and 7.23 show the comparison of data and prediction for the HT dis-
tributions in each of the analysis channels considered. The corresponding predicted
and observed yields per channel can be found in Table7.5.

7.2.3 Fit Results

Afit to the data is performed in the eight analysis channels under the background-only
hypothesis, and the fitted NPs are shown in Fig. 7.24. The corresponding correlation
matrix for the fitted NPs can be found in Fig. 7.25. As discussed in Sect. 7.1.5, given
the regions considered in the fit, only fewNPs are expected to be pulled and somewhat
constrained by the data. Such discussion is also valid for this fit since the dataset
and categorization is very similar. The removal of the 4-jet channels reduces the
statistical power of the fit and some of the pulls such as the ones that were present
in jet flavor composition or multijet modeling are reduced.

Figures7.26 and 7.27 show the comparison of data and prediction for the HT

distributions in each of the regions considered, after the fit to data. Compared to the
pre-fit distributions, the total background uncertainty is significantly reduced after
the fit, not only in the background-dominated channels, but also in the signal-rich
channels, resulting in an increase in the search sensitivity. The reduced uncertainty
results from the significant constraints provided by the data on some systematic
uncertainties, aswell as the anti-correlations among sources of systematic uncertainty
resulting from the fit to the data. The corresponding post-fit yields can be found in
Table7.6.
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Fig. 7.22 Comparison between data and prediction for the HT distribution in each of the analyzed
channels: a (5j, 2 b), b (5j, 3 b), c (5j, ≥4b), and d (≥6j, 2b). The background prediction is shown
before the fit to data. Also shown is the expected signal contribution from a singlet vector-like T
quark with mass mT = 600 GeV. The last bin in all figures contains the overflow and the hashed
area represents the total uncertainty on the background
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Fig. 7.23 Comparison between data and prediction for the HT distribution in each of the analyzed
channels: a (≥6 j, 3b, low Mmin�R

bb ), b (≥6j, 3b, high Mmin�R
bb ), c (≥6j, ≥4b, low Mmin�R

bb ), and d
(≥6j, ≥4b, high Mmin�R

bb ). The background prediction is shown before the fit to data. Also shown
is the expected signal contribution from a singlet vector-like T quark with mass mT = 600 GeV.
The last bin in all figures contains the overflow and the hashed area represents the total uncertainty
on the background
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Table 7.5 Predicted and observed yields in each of the analysis channels considered

5j, 2b 5j, 3b 5j, ≥4b ≥6j, 2 b

TT̄ (mT = 600 GeV)

Singlet 52.5 ± 4.2 19.0 ± 2.3 5.8 ± 1.2 123.3 ± 6.2

(T ,B) or (X,T) doublet 25.8 ± 2.0 14.0 ± 1.4 5.0 ± 1.0 154.1 ± 6.4

σσ → tt̄tt̄ (mσ = 800 GeV) 2.0 ± 0.3 1.4 ± 0.3 0.3 ± 0.1 64.8 ± 4.6

tt̄tt̄+X (Tier (1,1), mKK =
800 GeV)

1.0 ± 0.4 0.6 ± 0.3 0.06 ± 0.05 180 ± 29

tt̄+light-jets 32 400 ± 5300 2930 ± 520 48 ± 12 16 200 ± 4000

tt̄ + cc̄ 3800 ± 2100 730 ± 410 42 ± 24 3300 ± 1800

tt̄ + bb̄ 1530 ± 800 800 ± 420 108 ± 58 1300 ± 700

tt̄V 140 ± 46 24.9 ± 8.1 2.9 ± 1.0 172 ± 56

tt̄H 39.2 ± 1.7 20.8 ± 1.6 5.6 ± 0.7 60.2 ± 4.5

W+jets 1600 ± 1000 111 ± 71 5.0 ± 3.4 770 ± 530

Z+jets 360 ± 120 24.8 ± 8.4 1.2 ± 0.5 185 ± 67

Single top 1630 ± 320 169 ± 36 7.0 ± 1.0 730 ± 200

Diboson 85 ± 27 7.3 ± 2.5 0.4 ± 0.2 45 ± 15

Multijet 133 ± 48 33 ± 12 6.9 ± 2.6 56 ± 20

Total background 41 700 ± 6400 4840 ± 900 228 ± 69 22 800 ± 5200

Data 43319 53 09 244 23001

≥6j, 3b low
Mmin�R

bb

≥6j, 3b high
Mmin�R

bb

≥6j, ≥4b low
Mmin�R

bb

≥6j, ≥4b high
Mmin�R

bb

TT̄ (mT = 600 GeV)

Singlet 29.5 ± 2.0 44.0 ± 3.6 17.7 ± 1.9 24.1 ± 3.7

(T ,B) or (X,T) doublet 50.2 ± 2.5 68.9 ± 4.1 41.0 ± 3.9 53.8 ± 7.3

σσ → tt̄tt̄ (mσ = 800 GeV) 22.5 ± 1.6 50.7 ± 3.5 9.3 ± 1.0 16.2 ± 2.6

tt̄tt̄+X (Tier (1,1), mKK =
800 GeV)

33.6 ± 2.8 132.5 ± 5.9 27.7 ± 2.3 75 ± 13

tt̄+light-jets 1280 ± 350 440 ± 110 38 ± 14 9.3 ± 3.9

tt̄ + cc̄ 550 ± 320 220 ± 120 53 ± 31 14.7 ± 9.0

tt̄ + bb̄ 620 ± 330 250 ± 140 178 ± 95 46 ± 25

tt̄V 28.7 ± 9.2 12.5 ± 4.2 6.2 ± 2.0 1.5 ± 0.5

tt̄H 24.9 ± 1.9 11.6 ± 1.3 10.6 ± 1.2 4.1 ± 0.6

W+jets 68 ± 46 16 ± 10 6.6 ± 4.8 0.6 ± 0.4

Z+jets 15.7 ± 6.3 3.3 ± 1.3 1.6 ± 0.6 0.3 ± 0.1

Single top 74 ± 22 32 ± 12 7.8 ± 2.2 2.1 ± 1.3

Diboson 4.2 ± 1.6 1.2 ± 0.5 0.4 ± 0.1 0.2 ± 0.1

Multijet 1.9 ± 0.8 4.8 ± 2.1 < 0.01 2.8 ± 1.0

Total background 2670 ± 680 990 ± 260 300 ± 110 81 ± 30

Data 3015 1085 362 84

The background prediction is shown before the fit to data. Also shown are the signal predictions
for different benchmark scenarios considered. The quoted uncertainties are the sum in quadrature
of statistical and systematic uncertainties on the yields
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Fig. 7.24 Fitted NPs under the background-only hypothesis. A detailed description of the naming
of the NPs can be found in Appendix E
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Fig. 7.25 Correlation matrix corresponding to the fit under the background-only hypothesis. Only
NPs with a correlation coefficient of at least 20% with any other parameter are displayed
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Fig. 7.26 Comparison between data and prediction for the HT distribution in each of the analyzed
channels: a (5j, 2b), b (5j, 3b), c (5j, ≥4b), and d (≥6j, 2b). The background prediction is shown
after the fit to data. Also shown is the expected signal contribution from a singlet vector-like T
quark with mass mT = 600 GeV. The last bin in all figures contains the overflow and the hashed
area represents the total uncertainty on the background
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Fig. 7.27 Comparison between data and prediction for the HT distribution in each of the analyzed
channels: a (≥6j, 3b, low Mmin�R

bb ), b (≥6j, 3b, high Mmin�R
bb ), c (≥6j, ≥4b, low Mmin�R

bb ), and d
(≥6j, ≥4b, high Mmin�R

bb ). The background prediction is shown after the fit to data. Also shown is
the expected signal contribution from a singlet vector-like T quark with mass mT = 600 GeV. The
last bin in all figures contains the overflow and the hashed area represents the total uncertainty on
the background
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Table 7.6 Predicted and observed yields in each of the analysis channels considered

5j, 2b 5j, 3b 5j, ≥4b ≥6j, 2b

tt̄+light-jets 32 200 ± 1500 2940 ± 220 49.1 ± 8.8 16 000 ± 1000

tt̄ + cc̄ 5600 ± 1700 1000 ± 310 61 ± 17 4300 ± 1300

tt̄ + bb̄ 1820 ± 360 990 ± 180 124 ± 19 1440 ± 280

tt̄V 139 ± 44 25.0 ± 7.9 3.1 ± 1.0 164 ± 52

tt̄H 39.8 ± 1.4 22.0 ± 1.2 6.1 ± 0.5 58.7 ± 2.9

W+jets 1200 ± 580 86 ± 41 4.3 ± 2.0 560 ± 280

Z+jets 390 ± 120 27.6 ± 8.7 1.6 ± 0.5 190 ± 60

Single top 1600 ± 260 172 ± 31 7.1 ± 0.8 710 ± 150

Diboson 88 ± 27 7.7 ± 2.6 0.4 ± 0.2 43 ± 13

Multijet 125 ± 40 31 ± 10 6.4 ± 2.2 52 ± 16

Total background 43 240 ± 320 5360 ± 79 263 ± 10 23 100 ± 240

Data 43 319 5309 244 23 001

≥6j, 3b low
Mmin�R

bb

≥6j, 3b high
Mmin�R

bb

≥6j, ≥4b low
Mmin�R

bb

≥6j, ≥4b high
Mmin�R

bb

tt̄+light-jets 1260 ± 130 421 ± 43 38.3 ± 8.1 9.5 ± 2.1

tt̄ + cc̄ 760 ± 210 278 ± 79 72 ± 20 20.4 ± 6.2

tt̄ + bb̄ 730 ± 120 285 ± 51 211 ± 29 52.0 ± 7.9

tt̄V 28.1 ± 8.9 12.3 ± 3.9 6.3 ± 2.0 1.5 ± 0.5

tt̄H 25.0 ± 1.3 11.7 ± 0.9 11.1 ± 0.9 4.2 ± 0.4

W+jets 50 ± 25 12.0 ± 6.1 5.4 ± 2.9 0.4 ± 0.2

Z+jets 16.8 ± 5.5 3.3 ± 1.2 1.6 ± 0.5 0.3 ± 0.1

Single top 76 ± 17 33 ± 10 11.3 ± 3.2 2.8 ± 1.5

Diboson 4.3 ± 1.5 1.4 ± 0.5 0.4 ± 0.1 0.2 ± 0.1

Multijet 1.7 ± 0.7 4.3 ± 1.8 <0.01 2.6 ± 0.8

Total background 2948 ± 54 1062 ± 25 357 ± 16 93.9 ± 5.0

Data 3015 1085 362 84

The background prediction is shown after the fit to data under the background-only hypothesis.
The quoted uncertainties are the sum in quadrature of statistical and systematic uncertainties on the
yields, computed taking into account correlations among nuisance parameters and among processes

7.2.4 Limits on TT̄ Production

The consistency of the data with the background prediction is assessed by computing
the p0-value for each signal scenario considered. The smallest p0-value found, 0.44,
is obtained for mT = 600 GeV, BR(T → Wb) = 0.0, BR(T → Ht) = 0.0,
and BR(T → Zt) = 1.0, and corresponds to a local significance of 0.2 standard
deviations above the background-only prediction.

Given that no significant excess is observed, upper limits at 95% CL on the TT̄
production cross section are set in several benchmark scenarios as a function of mT
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Fig. 7.28 Observed (solid line) and expected (dashed line) 95% CL upper limits on the TT̄ cross
section as a function of the T quark mass a for a T quark singlet, and b for a T quark doublet. The
surrounding shaded bands correspond to ±1 and ±2 standard deviations around the expected limit.
The thin red line and band show the theoretical prediction and its±1 standard deviation uncertainty

and are compared to the theoretical prediction, as shown in Fig. 7.28. The resulting
lower limits onmT correspond to the central value of the theoretical cross section. The
scenarios considered involve different assumptions on the decay branching ratios,
which are fixed by the model under consideration: singlet or doublet. For a vector-
like singlet T quark, an observed (expected) 95% CL limit of mT > 765 (720) GeV
is obtained. For a vector-like doublet T quark the observed (expected) 95% CL
lower limit is mT > 855 (820) GeV. This is the most sensitive search to date for a
vector-like top partner in the singlet and doublet scenarios.

Relaxing the assumption of a fixed branching ratio, exclusion limits can be set
on vector-like T quark production for different values of mT and as a function of
the two branching ratios BR(T → Wb) and BR(T → Ht).3 The resulting 95%
CL exclusion limits are shown in Fig. 7.29, for different values of mT . Figure7.30
presents the corresponding observed and expected T quark mass limits in the plane
of BR(T → Ht) versus BR(T → Wb). The result is an observed lower limit on
the T quark mass ranging between 515 and 950 GeV for all possible values of the
branching ratios into the three decay modes. This implies that a T quark with mass
below 515 GeV is excluded at 95% CL for any branching ratio configuration. The
corresponding range of expected lower limits is between 505 and 885 GeV.

3The branching ratio T → Zt is determined as: BR(T → Zt) = 1−BR(T → Wb)−BR(T → Ht).
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Fig. 7.30 Observed (left) and expected (right) limit (95% CL) on the mass of the T quark in the
plane of BR(T → Ht) versus BR(T → Wb)
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7.2.5 Analysis Combination

Several vector-like quark searches have been performed in ATLAS, one of them also
in the lepton+jets channel, focusing on the decay TT̄ →Wb+X [18]. Given that the
analyses have been designed to have non-overlapping data samples, the combination
of both is straightforward and just requires the addition of theWb+X search regions
to the likelihood. The combined result improves respect to the individual analyses
especially for the singlet mode, to which both searches are sensitive.

Figures7.31 and 7.32 show the observed and expected limits in the plane of
BR(T → Ht) versus BR(T → Wb). The expected limits for the individual analy-
ses are also included in order to demonstrate how the combination of the analyses
improves respect to the simple overlay of the limits. For a vector-like singlet T quark,
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Fig. 7.32 Observed (left) and expected (right) limit (95% CL) on the mass of the T quark in
the plane of BR(T → Ht) versus BR(T → Wb) for the combination of the TT̄ → Wb+X and
TT̄ → Ht+X searches

an observed (expected) 95%CL limit ofmT > 800 (755) GeV is obtained. The limits
in the branching ratio plane range between 715 and 950 GeV for all possible values
of the branching ratios into the three decay modes. This implies that any branching
ratio scenario is excluded at 95% CL for a T quark with mass below 715 GeV. The
corresponding range of expected lower limits is between 675 and 885 GeV.

7.2.6 Comparison with Other Analyses

In addition to the TT̄ → Wb+X and TT̄ → Ht+X searches, the ATLAS collabo-
ration has performed searches for TT̄ production in several multilepton final states:
same-sign dileptons and trileptons [19] and opposite-sign dileptons and trileptons
with a Z boson candidate [20] (referred to as Zb/t+X search). These searches have
overlapping selections and thus have not been combined. Figure7.33 summarizes
the most restrictive observed and expected T quark mass limits in the plane of
BR(T → Ht) versus BR(T → Wb), set by any of these searches. The observed
lower limits on the T quark mass range between 730 and 950 GeV for all possible
values of the branching ratios into the three decay modes, representing an improve-
ment over previous results [21]. The corresponding range of expected lower limits
is between 715 and 885 GeV.

7.2.7 Limits on tt̄tt̄ Production

As discussed previously, this analysis is also used to set limits on four-top-quark
production considering different signal benchmark scenarios: SM-like tt̄tt̄, tt̄tt̄ via
an EFT model with a four-top contact interaction, sgluon pair production with decay
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Fig. 7.33 Summary of the most restrictive a observed and b expected limit (95% CL) on the mass
of the T quark in the plane of BR(T → Ht) versus BR(T → Wb) from all ATLAS searches for
TT̄ production

into tt̄, and a Universal Extra Dimension (UED) model with two extra dimensions
compactified under the Real Projective Plane (RPP) geometry. Figure7.34 shows
the expected signal from each scenario overlaid with the observed data in the most
sensitive region.

In the case of tt̄tt̄ productionwith theSMkinematics, the observed (expected) 95%
CL upper limit on the production cross section is 34 (47) times the SM prediction, or
23 fb (32 fb). In this scenario the expected sensitivity of this analysis is comparable
to that of previous searches [19, 22].

In the case of tt̄tt̄ production via an EFTmodel with a four-top contact interaction,
the observed (expected) 95% CL upper limit on the production cross section is 12 fb
(16 fb). The improved sensitivity in the case of the EFT model results from the
harder HT spectrum compared to that of SM tt̄tt̄ production. The upper limit on the
production cross section can be translated into an observed (expected) limit on the
free parameter of the model |C4t|/�2 < 6.6 TeV−2 (7.7 TeV−2).

The resulting observed and expected upper limits on the sgluon pair production
cross section times branching ratio are shown in Fig. 7.35 as a function of the sgluon
mass. This translates into an observed (expected) 95% CL limit on the sgluon mass
of 1.06 TeV (1.02 TeV).

Finally, the observed and expected upper limits on the production cross section
times branching ratio for the UEDmodel are shown in Fig. 7.36 as a function ofmKK

for the symmetric case (ξ = R4/R5 = 1), assuming production by tier (1, 1) alone.
The comparison to the LO theoretical cross section sets an observed (expected) 95%
CL limit on mKK of 1.12 TeV (1.10 TeV). As discussed in Sect. 1.3.3.1, four-top-
quark events can also arise from tiers (2, 0) and (0, 2). In those tiers the theoretical
production cross sections can be computed without the need to to make an assump-
tion on the branching ratio. The dependence of the tier kinematics on the tier mass
also allows the extrapolation of constraints on tier (1, 1) to tiers (2, 0) and (0, 2).
Excluding a given production cross section for tier (1, 1) at a given mKK is equiva-
lent to excluding this production cross section for tier (2, 0) alone at mKK/

√
2 and

for tier (0, 2) at mKK/
√
2ξ. The contribution of tier (0, 2) vanishes as ξ increases

http://dx.doi.org/10.1007/978-3-319-41051-7_1
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Fig. 7.34 Comparison between data and prediction for the HT distribution in the most sensitive
region: (≥6j, ≥4b, high Mmin�R

bb ). The background prediction is shown after a background-only
fit to data. Also shown is the expected signal contribution from: a SM tt̄tt̄ production scaled by a
factor of 50, b tt̄tt̄ via an EFT model with a four-top contact interaction, c sgluon pair production
with a mass of 800 GeV, tt̄tt̄ from a model with UED and mKK = 800 GeV. The last bin in all
figures contains the overflow, the hashed area represents the total uncertainty on the background
and the red line represents the signal prediction normalized to the observed data

(highly-asymmetric case). Figure7.37 presents the observed and expected upper lim-
its on the production cross section times branching ratio as function of mKK for two
scenarios: tiers (2, 0) + (0, 2) alone in the symmetric case, and tier (2, 0) alone in
the highly-asymmetric case. In both cases a branching ratio of A(1,1) → tt̄ of 0% is
assumed, so that only direct decays from the level-2 modes contribute to the tt̄tt̄ final
state. The corresponding observed (expected) 95% CL limits on mKK are 0.61 TeV
(0.60 TeV) and 0.57 TeV (0.55 TeV) respectively.

CMS has published results in the search for SM four-top-quark production in the
lepton+jets final state [22], with an expected sensitivity of 32 fb, comparable to the
presented analysis. ATLAS has also published limits on four-top-quark production,
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Fig. 7.36 Observed (solid line) and expected (dashed line) 95% CL upper limits on the production
cross section times branching ratio of four-top-quark events as a function of Kaluza–Klein mass
(mKK) from tier (1, 1) in the symmetric case. The surrounding shaded bands correspond to ±1 and
±2 standard deviations around the expected limit. The thin red line shows the theoretical prediction
for the production cross section of four-top-quark events by tier (1, 1) assuming BR(A(1,1) → tt̄) =
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with a search in the same-sign dilepton final state [19]. The expected limit for SM
four-top production is 27 fb, achieving a better sensitivity. However, the expected
limits obtained for new physics scenarios are slightly weaker than for the presented
analysis: |C4t|/�2 < 9.1 TeV−2, msgluon < 0.94 TeV and mKK < 1.05 TeV. The
observed limits are significantly weaker since an excess of events is observed.
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The search presented here obtains the most restrictive limits to date for four-top-
quark production in the various new physics scenarios considered.

7.3 Search for t̃2¯̃t2 Production

This search is focused on the pair-production of supersymmetric top-quark partners,
or stop quarks. The ATLAS collaboration has published several searches for stop
quarks, and no significant excess was found. The exclusion limits as a function of the
mass of the lighter stop quark, t̃1, and the mass of the neutralino, χ̃0

1, are summarized
in Fig. 7.38. Although a wide range of the allowed masses was excluded, some low-
mass regions remain uncovered. One of this “gaps” is present in the region where the
mass difference between the t̃1 and neutralino is close to the topmass:mt̃1 ≈ mt+mχ̃0

1
.

The similarity in kinematics to tt̄ production makes this a very challenging region to
explore. In this case, a higher sensitivity can be achieved searching for the heavier
stop, t̃2, and its subsequent decay. Although the cross section for t̃2 ¯̃t2 is lower by
definition than t̃1¯̃t1, the additional decay products provide very particular kinematic
features and experimental handles to suppress the background.

A search is presented for t̃2¯̃t2 production targeting the decay of t̃2 into a Higgs
boson and the lighter stop: t̃2¯̃t2 → t̃1H ¯̃t1H, and the subsequent decay t̃1 → tχ̃0

1.
The t̃1 mass is fixed to be mt̃1 = mχ̃0

1
+ 180 GeV, in order to study the region where

traditional searches have little sensitivity. This leaves two masses as free parameters,
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Fig. 7.38 Summary of the dedicated ATLAS searches for stop quark pair production based on
20 fb−1 of pp collision data taken at

√
s = 8 TeV, and 4.7 fb−1 of pp collision data taken at√

s = 7 TeV. Exclusion limits at 95% CL are shown in the t̃1 − χ̃0
1 mass plane. The dashed and

solid lines show the expected and observed limits, respectively, including all uncertainties except
the theoretical signal cross section uncertainty (PDF and scale). The region targeted by this analysis
corresponds to the rightmost diagonal, corresponding to mt̃1 ≈ mt + mχ̃0

1

mt̃2 and mχ̃0
1
, and the branching ratio is assumed to be BR(t̃2 → t̃1H) = 1. For the

dominant H → bb̄ decay mode, the final state signature contains a top-antitop pair,
up two four additional heavy-flavor jets and two neutralinos. This final state produces
a very peculiar signature that is rarely produced by SM processes. A more general
analysis is also performed where, for representative values of the masses of t̃2 and
χ̃0
1, the three decay modes of the t̃2 are allowed: t̃2 → t̃1H, t̃1Z , tχ̃

0
1.

7.3.1 Event Selection and Categorization

Figure7.39a compares the jet multiplicity distribution after preselection between the
total background and the signal for different masses of the t̃2 and χ̃0

1. Signal events
have, on average, higher jet multiplicity than the background. The presence of up to
two Higgs bosons in the final state which decay dominantly to a bb̄ pair results in
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Fig. 7.39 Comparison of a the jet multiplicity distribution after preselection, and b the b-tag
multiplicity distribution after the requirement of ≥6 jets, between the total background (shaded
histogram) and several mass hypotheses for the signal
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Fig. 7.40 Comparison of the distribution of Emiss
T in events with ≥6 jets and a two b-tags, b three

b-tags and c four or more b-tags. The signal is normalized to the background sum and three different
mass hypotheses are shown

a higher b-tag multiplicity than for the background, as illustrated in Fig. 7.39b for
events with ≥6 jets.

A large value of theEmiss
T is expected from the two neutralinos in the final state and

the neutrino from the leptonic W decay. Figure7.40 compares the Emiss
T distribution

between signal and background for preselected events with ≥6 jets in different b-tag
regions.

Following event selection cuts are introduced:

• Given the high jet multiplicity, an additional requirement is introduced selecting
events with ≥6 jets.

• A cut on the Emiss
T is introduced: Emiss

T > 50 GeV.

The presence of Emiss
T is one of the common features of third-generation squarks

analyses and is heavily exploited. However, Emiss
T has reduced discrimination power

in this analysis due to two features: the presence of a neutrino in themain background,
and the decay chain of the signal throughmultiplemassive particles, thus reducing the
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Fig. 7.41 Comparison of the distribution of mT(W ) in events with ≥6 jets and a two b-tags, b
three b-tags and c four or more b-tags. The signal is normalized to the background sum and three
different mass hypotheses are shown

available phase space for the boost of the neutralinos. The difference in the origin of
Emiss
T can further be exploited through the transverse mass of the leptonicW ,mT(W ).

Figure7.41 compares the mT(W ) distribution between signal and background after
the analysis cuts are applied, for the different b-tag regions. The background peaks
below mW ∼ 80 GeV as expected, and falls rapidly for high mT(W ). The signal
distribution has no clear peak and tends towards higher values of mT(W ). Since no
clear cut can be placed without losing a large fraction of the signal, regions are split
into two subchannels depending on the value of mT(W ).

The selected events are categorized in different channels depending on the number
of b-tagged jets (2, 3 and≥ 4), and on the value ofmT(W ):mT(W ) < 120 Gev (“low
mT(W )”) and mT(W ) ≥ 120 GeV (“high mT(W )”). Therefore a total of six analysis
channels are considered, where the most sensitive one is (≥4 b-tags, mT(W ) ≥ 120
GeV).

7.3.2 Discriminant Variable: Hnolep
T

To further improve the separation between signal and background, the distinct kine-
matic features of the signal are exploited. As already discussed, the signal is charac-
terized by a higher average Emiss

T and jet multiplicity than the background. The latter
results in a higher scalar sum of the jet pT, referred to as Hhad

T . In contrast, the lepton
pT distribution, resulting from the W boson decay, is often similar, or even softer
than that of the background. This is demonstrated in Fig. 7.42. Therefore, instead of
considering the traditional scalar sum of the lepton pT, Emiss

T and jet pT (i.e. HT) as
the discriminating variable between signal and background, this analysis considers
only the Emiss

T and jets in such sum, referred to as: Hnolep
T = Emiss

T + Hhad
T .
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Fig. 7.42 Comparison of the distributions of lepton pT (left), Emiss
T (middle) and Hhad

T (right)
in events with ≥6 jets, ≥4 b-tags and low mT(W ) (top) or high mT(W ) (bottom). The signal is
normalized to the background sum and three different mass hypotheses are shown

Figure7.43 shows the comparison of data and prediction for the Hnolep
T distrib-

utions for the six analysis channels considered. The corresponding predicted and
observed yields per channel can be found in Table7.7. At low b-tag multiplicity the
contribution from t̃1¯̃t1 production is not completely negligible and the splitting of
the analysis in “low mT(W )” “high mT(W )” channels provides some sensitivity to
it. Therefore the t̃1¯̃t1 process is also treated as signal in the analysis.

7.3.3 Fit Results

A fit to the data is performed under the background-only hypothesis, and the fitted
NPs are shown in Fig. 7.44. The corresponding correlation matrix for the fitted NPs
can be found in Fig. 7.45.

Given that only regions with ≥6 jets are considered, much smaller pulls and
constrains are expected than in the tt̄H or TT̄ analyses. The NPs that show significant
pulls or constrains have already been discussed in Sect. 7.1.5. A further validation of
the fit can be performed by comparing the fit result from the three analyses as shown
in Fig. 7.46. Although the fits are not statistically independent since a large overlap
of the data samples exist, it is a good validation to confirm that the main features
are present in the three analyses, even if the selection cuts, event categorization and
discriminant variable are different among them.
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Fig. 7.43 Comparison of theHnolep
T distribution between data and prediction in each of the channels

considered in the analysis before the fit to data: ≥6 jets/2 b-tags (top), ≥6 jets/3 b-tags (middle)
and ≥6 jets/≥4 b-tags (bottom), separately for “low mT(W )” (left) and “high mT(W )” (right).
The expected signal contributions from t̃2 ¯̃t2 and t̃1 ¯̃t1 production, assuming mt̃2 = 500 GeV, mt̃1 =
300 GeV, mχ̃0

1
= 120 GeV and BR(t̃2 → Ht̃1) = 1, are also shown both absolutely normalized

and added to the stack (filled red histogram) and normalized to the background sum to compare
the shape (open red histogram). The total background prediction and uncertainties (shaded area),
including statistical and total systematic contributions, are pre-fit. The last bin in all figures contains
the overflow
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Table 7.7 Pre-fit event yields for signal and backgrounds in each of the analysis regions

≥6j, 2b
mT(W ) < 120 GeV

≥6j, 3b
mT(W ) < 120 GeV

≥6j, ≥4b
mT(W ) < 120 GeV

t̃2 ¯̃t2 47.6 ± 2.0 45.5 ± 1.8 37.1 ± 3.6

t̃1 ¯̃t1 220 ± 54 29.5 ± 7.5 1.76 ± 0.5

tt̄+light-jets 9700 ± 2400 1030 ± 280 28 ± 11

tt̄ + cc̄ 2000 ± 1100 460 ± 270 40 ± 24

tt̄ + bb̄ 780 ± 430 530 ± 290 134 ± 72

tt̄V 101 ± 33 24.8 ± 8.1 4.8 ± 1.6

tt̄H 37.1 ± 3.2 22.6 ± 2.2 9.0 ± 1.2

W+jets 430 ± 300 47 ± 32 3.5 ± 2.4

Z+jets 50 ± 24 5.5 ± 2.4 0.41 ± 0.29

Single top 457 ± 75 67 ± 12 6.4 ± 1.5

Diboson 25.8 ± 9.0 3.4 ± 1.3 0.28 ± 0.13

Multijet 9.2 ± 3.5 2.17 ± 0.97 0.84 ± 0.34

Total background 13 500 ± 3200 2190 ± 580 228 ± 84

Data 13433 2411 246

≥6j, 2b
mT(W ) ≥ 120 GeV

≥6j, 3b
mT(W ) ≥ 120 GeV

≥6j, ≥4b
mT(W ) ≥ 120 GeV

t̃2 ¯̃t2 18.6 ± 0.97 17.4 ± 0.96 14.2 ± 1.7

t̃1 ¯̃t1 68 ± 17 10.1 ± 2.6 0.69 ± 0.21

tt̄+light-jets 920 ± 320 88 ± 33 2.34 ± 0.79

tt̄ + cc̄ 220 ± 130 51 ± 29 4.4 ± 2.6

tt̄ + bb̄ 95 ± 55 68 ± 38 18 ± 10

tt̄V 20.1 ± 6.4 4.6 ± 1.5 0.82 ± 0.27

tt̄H 6.26 ± 0.62 3.55 ± 0.4 1.42 ± 0.21

W+jets 49 ± 34 4.7 ± 3.3 0.17 ± 0.17

Z+jets 13.0 ± 6.2 1.07 ± 0.49 0.05 ± 0.05

Single top 48 ± 10 6.6 ± 2.4 0.42 ± 0.14

Diboson 3.4 ± 1.2 0.38 ± 0.17 0.03 ± 0.02

Multijet 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total background 1380 ± 400 228 ± 70 28 ± 12

Data 1495 281 31

The expected signal contributions from t̃2 ¯̃t2 and t̃1 ¯̃t1 production, assuming mt̃2 = 500 GeV, mt̃1 =
300 GeV, mχ̃0

1
= 120 GeV and BR(t̃2 → Ht̃1) = 1, are also shown. The quoted uncertainties are

the sum in quadrature of the statistical and total systematic uncertainties on the yields
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Fig. 7.44 Fitted NPs under the background-only hypothesis. A detailed description of the naming
of the NP can be found in Appendix E
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Fig. 7.45 Correlation matrix corresponding to the fit under the background-only hypothesis. Only
NPs with a correlation coefficient of at least 20% with any other parameter are displayed
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Fig. 7.46 Fitted NPs under the background-only hypothesis for the three analyses (blue) tt̄H , (red)
TT̄ and (black) t̃2 ¯̃t2

Figure7.47 shows the comparison of data and prediction for the Hnolep
T distribu-

tions in each of the regions considered, after the fit to data. Compared to the pre-fit
distributions, the total background uncertainty is significantly reduced after the fit,
resulting in an increase in the search sensitivity. The corresponding post-fit yields
can be found in Table7.8.

7.3.4 Limits on t̃2¯̃t2 Production

The consistency of the data with the background prediction is assessed by computing
the p0-value for each signal scenario considered. The smallest p0-value found, 0.0.5,
equivalent to a local significance of 1.64 standard deviations above the background-
only prediction, is found to be at BR(t̃2 → Ht̃1) ∼ 0.0, BR(t̃2 → Zt̃1) ∼ 0.3 and
BR(t̃2 → tχ̃0

1) ∼ 0.7 for (mt̃2 ,mχ̃0
1
) = (350, 20) GeV.
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Fig. 7.47 Comparison of theHnolep
T distribution between data and prediction in each of the channels

considered in the analysis after the fit to data:≥6 jets/2 b-tags (top),≥6 jets/3 b-tags (middle) and≥6
jets/≥4 b-tags (bottom), separately for “lowmT(W )” (left) and “highmT(W )” (right). The expected
signal contributions from t̃2 ¯̃t2 and t̃1 ¯̃t1 production, assuming mt̃2 = 500 GeV, mt̃1 = 300 GeV,
mχ̃0

1
= 120 GeV and BR(t̃2 → Ht̃1) = 1, are also shown both absolutely normalized and added

to the stack (filled red histogram) and normalized to the background sum to compare the shape
(open red histogram). The total background prediction and uncertainties (shaded area), including
statistical and total systematic contributions, are post-fit. The last bin in all figures contains the
overflow
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Table 7.8 Post-fit event yields under the background-only hypothesis in each of the analysis regions

≥6j, 2b
mT(W ) < 120 GeV

≥6j, 3b
mT(W ) < 120 GeV

≥6j, ≥4b
mT(W ) < 120 GeV

tt̄+light-jets 8940 ± 740 1000 ± 130 29.5 ± 7.5

tt̄ + cc̄ 2800 ± 860 700 ± 200 65 ± 18

tt̄ + bb̄ 790 ± 200 540 ± 120 138 ± 26

tt̄V 93 ± 29 23.6 ± 7.4 4.6 ± 1.4

tt̄H 35.5 ± 2.0 21.7 ± 1.4 8.65 ± 0.77

W+jets 270 ± 160 30 ± 18 2.2 ± 1.4

Z+jets 54 ± 20 5.8 ± 2.2 0.53 ± 0.28

Single top 435 ± 46 65.8 ± 8.0 6.5 ± 1.1

Diboson 24.2 ± 7.7 3.4 ± 1.2 0.26 ± 0.11

Multijet 8.7 ± 3.3 2.4 ± 1.0 0.78 ± 0.31

Total background 13500 ± 120 2390 ± 46 256 ± 14

Data 13433 2411 246

≥6j, 2b
mT(W ) ≥ 120 GeV

≥6j, 3b
mT(W ) ≥ 120 GeV

≥6j, ≥4b
mT(W ) ≥ 120 GeV

tt̄+light-jets 936 ± 97 96 ± 15 2.69 ± 0.69

tt̄ + cc̄ 340 ± 110 81 ± 24 7.2 ± 2.1

tt̄ + bb̄ 104 ± 29 74 ± 18 19.6 ± 3.9

tt̄V 19.3 ± 6.0 4.6 ± 1.4 0.83 ± 0.27

tt̄H 6.3 ± 0.44 3.61 ± 0.28 1.44 ± 0.15

W+jets 30 ± 18 3.1 ± 2.0 0.14 ± 0.12

Z+jets 13.9 ± 5.2 0.96 ± 0.4 0.05 ± 0.04

Single top 47.4 ± 7.0 7.1 ± 1.6 0.42 ± 0.11

Diboson 3.3 ± 1.1 0.38 ± 0.15 0.03 ± 0.01

Multijet 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total background 1500 ± 37 270 ± 10 32.4 ± 2.9

Data 1495 281 31

The expected signal contributions from t̃2 ¯̃t2 and t̃1 ¯̃t1 production, assuming mt̃2 = 500 GeV, mt̃1 =
300 GeV, mχ̃0

1
= 120 GeV and BR(t̃2 → Ht̃1) = 1, are also shown. The quoted uncertainties are

the sum in quadrature of the statistical and total systematic uncertainties on the yields

In absence of a significant excess above the SM prediction, upper limits on the
t̃2¯̃t2 production cross section times branching ratio are derived for the t̃2 simplified
model. Figure7.48 shows the expected and observed limits in the mt̃2–mχ̃0

1
plane for

the direct t̃2 pair production simplifiedmodel with BR(t̃2 → Ht̃1) = 1. The inclusion
of t̃1¯̃t1 as signal improves the cross section sensitivity by a maximum of 7% for the
lowest value of mt̃1 considered.



192 7 Searches for New Physics in tt̄ Final States with Additional Heavy-Flavor Jets

 [GeV]
2t

~m
300 400 500 600 700 800

 [G
eV

]
0 1χ∼

m

50

100

150

200

250

300

350

400

450

H

 <
 m

1t~

 - 
m

2t~m

0

1
χ∼ t→1t

~
, 1t

~
 H→2t

~
 production, 2t

~
-2t

~

 = 8 TeVs,  
-1

 L dt = 20.3 fb∫
 = 180 GeV0

1
χ∼

 - m
1t

~m

ATLAS Internal )theory
SUSYσ1 ±Observed limit (

)expσ1 ±Expected limit (

All limits at 95% CL

Fig. 7.48 Expected and observed exclusion limits in the mt̃2 –mχ̃0
1
plane for the direct t̃2 pair

production simplifiedmodelwithBR(t̃2 → Ht̃1) = 1. The contours of the band around the expected
limit are the±1 s.d. results, including all uncertainties except theoretical uncertainties on the signal
cross section. The dotted lines around the observed limit illustrate the change in the observed limit
as the nominal signal cross section is scaled up and down by the theoretical uncertainty. All limits
are computed at 95% CL

Relaxing the assumption that BR(t̃2 → Ht̃1) = 1, Fig. 7.49 shows the exclusion
limits as a function of the t̃2 branching ratios for representative values of the masses
of t̃2 and χ̃0

1. As expected, this search is particularly sensitive to high BR(t̃2 → Ht̃1).

7.3.5 Comparison with Other Analyses

TheCMS collaboration has also published searches for t̃2 ¯̃t2 production [23], targeting
the decay through a Z boson or a Higgs boson. The exclusion limits are shown
in Fig. 7.50 assuming BR(t̃2 → Ht̃1) = 1. Limits are presented in the mt̃2–mt̃1
plane, a value of 175 GeV has to be subtracted from the y-axis in order to compare
to the ATLAS results. The analysis presented here has better sensitivity than the
single-lepton analysis, and comparable sensitivity to the full combination of the four
analyses: single-lepton, opposite-sign dilepton, same-sign dilepton and trilepton.
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Fig. 7.49 Exclusion limits at 95% CL are shown for the direct t̃2 pair production simplified model
as a function of the branching ratios BR(t̃2 → Zt̃1), BR(t̃2 → Ht̃1) and BR(t̃2 → tχ̃0

1) for (top)
(mt̃2 ,mχ̃0

1
) = (350, 20) GeV, (bottom left) (500, 20) GeV, and (bottom right) (500, 120) GeV.

The dashed and solid lines show the expected and observed limits, respectively, including all
uncertainties except the theoretical signal cross section uncertainty (PDF and scale)

Fig. 7.50 Expected and
observed exclusion limits in
the mt̃2 –mχ̃0

1
plane for the

direct t̃2 pair production
simplified model with
BR(t̃2 → Ht̃1) = 1, from the
CMS collaboration
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Fig. 7.51 Expected and
observed exclusion limits in
the mt̃2 –mχ̃0

1
plane for the

direct t̃2 pair production
simplified model with
BR(t̃2 → Ht̃1) = 1. The
contours of the band around
the expected limit are the ±1
s.d. results, including all
uncertainties except
theoretical uncertainties on
the signal cross section. The
dotted lines around the
observed limit illustrate the
change in the observed limit
as the nominal signal cross
section is scaled up and
down by the theoretical
uncertainty. All limits are
computed at 95% CL  [GeV]
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The analysis presented here has been designed to be sensitive to models with high
BR(t̃2 → Ht̃1). Other complementary analyses can be devised targeting the decay
channels BR(t̃2 → Zt̃1) and BR(t̃2 → tχ̃0

1). In particular, traditional third generation
squark analyses targeting BR(t̃1 → tχ̃0

1) can be easily reinterpreted in the context
of BR(t̃2 → tχ̃0

1). ATLAS has published a result in the search for t̃2¯̃t2, targeting
the decay through a Z boson [24]. A combination with this analysis has not been
performed but the exclusion limits from both analyses can be overlaid. Figure7.51
shows the corresponding observed and expected limits in themt̃2–mχ̃0

1
plane. It has to

be noted that each analysis assumes a 100% branching ratio to its decay of interest.
A more direct comparison can be performed dropping the branching ratio assump-
tion. Figure7.52 shows the exclusion limits as a function of the t̃2 branching ratios.
A reinterpretation of t̃1¯̃t1 searches [25, 26] is also included to address models with
high branching ratio to BR(t̃2 → tχ̃0

1). The three analyses show good complemen-
tarity, covering the branching ratio plane and excluding a simplified model with
(mt̃2 ,mχ̃0

1
) = (500, 20) GeV for any value of the branching ratios.
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Fig. 7.52 Exclusion limits at 95% CL are shown for the direct t̃2 pair production simplified model
as a function of the branching ratios BR(t̃2 → Zt̃1), BR(t̃2 → Ht̃1) and BR(t̃2 → tχ̃0

1) for (top)
(mt̃2 ,mχ̃0

1
) = (350, 20) GeV, (bottom left) (500, 20) GeV, and (bottom right) (500, 120) GeV.

The dashed and solid lines show the expected and observed limits, respectively, including all
uncertainties except the theoretical signal cross section uncertainty (PDF and scale)
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Chapter 8
Conclusions

This dissertation presents searches in t t̄ final states with additional heavy-flavor
jets using 20.3 fb−1 of pp collision data at

√
s = 8TeV, recorded with the ATLAS

experiment at the LHC. Exploiting this final state, three analyses are presented that
probe the stability of the Higgs boson mass from different perspectives.

The main challenge for the analyses presented lies in the precise modeling of the
background, in particular t t̄ + bb̄ production. Since no differential measurements
have been performed yet on the t t̄ production with additional heavy-flavor jets, the
analyses have to rely on MC simulation for the background. Recent developments in
MC simulation have improved the description of the background, and a great effort is
invested in porting the state-of-the-art predictions into the analyses. The systematic
uncertainties on the modeling of the t t̄ + HF background constitute the main source
of sensitivity degradation. In order to reduce the impact of the systematic uncer-
tainties, both theoretical and experimental, the analyses use a profile likelihood fit
exploiting high-statistics control regions to constrain in-situ the leading uncertainties
and improve the background modeling.

The first of the analyses aims to study the t t̄ H process and to measure its produc-
tion rate, fromwhich the top Yukawa coupling can be extracted. Neural networks are
used to discriminate the t t̄ H signal from the background, and variables computed
using matrix element method are included in the training. No evidence for the t t̄ H
process is found, and a 95% CL upper limit is set, excluding a signal 3.6 times
larger than predicted by the SM. Performing a signal-plus-background fit the best
fitted value for the signal strength is found to be: μ = 1.2 ± 1.3. The combination
with a complementary search, analyzing the dileptonic channel, allows excluding
a signal 3.4 times larger than the SM prediction and yields a best fitted value of:
μ = 1.5 ± 1.1. This analysis represents the single most sensitive analysis to date in
the search for t t̄ H .

A search for vector-like top partners and four-top-quark production is presented,
probing several models that predict such signatures. The analysis of events with high
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jet and b-tag multiplicity, as well as multiple high-pT objects allows increasing the
sensitivity of the search. No excess over the background expectation is found and
95% CL upper limits are set in different models. Vector-like singlets with masses
below 765GeV are excluded, as well as vector-like doublets with masses below
855GeV. In the more general scenario when assumptions about the branching ratio
are dropped, a vector-like top partner with a mass below 515GeV is excluded for
any value of the branching ratio. Further searches for vector-like quarks have been
performed inATLAS, covering the full branching ratio plane. The combination of this
analysis with an analysis targeting the decay through aW boson and a b-quark allows
improving the sensitivity in certain regions of the branching ratio plane, extending
the exclusion limit for a singlet vector-like top quark to masses below 800GeV. No
further combinations are performed, but an improved exclusion limit can be obtained
taking the best limit for each branching ratio value from the different analyses.Vector-
like top partners below 730GeV are excluded for any value of the branching ratios.

The same search is also used to establish limits on models predicting four-top-
quark final states. A cross section of 34 times the SM prediction is excluded in the
case of t t̄ t t̄ production with SM kinematics. In the scenario of t t̄ t t̄ production via an
EFT model with a four-top contact interaction a cross section of 12 fb is excluded,
which translates into |C4t |/�2 < 6.6TeV−2. Sgluons decaying to t t̄ are excluded for
masses below 1.06TeV, as well as KK modes with masses below 1.12TeV.

Finally, a search for supersymmetric top-quark partners, or stop quarks, is pre-
sented, probing scenarios where traditional searches have little sensitivity. A search
for the heavier stop, t̃2, is performed under the assumptions that the lightest stop quark
t̃1 is light and the mass difference to the neutralino is close to the top quark mass.
In addition to high jet and b-tag multiplicity, the presence of neutralinos in the final
state provides an experimental handle to suppress the background. No excess over
the background expectation is found and 95% CL upper limits are set for different
masses in themt̃2–mχ̃0

1
plane, assumingBR(t̃2 → Ht̃1) = 1.Relaxing the assumption

on the branching ratio, exclusion limits are set as a function of the t̃2 branching ratios
for representative values of the masses of t̃2 and χ̃0

1 . The overlay with other analyses
performed in ATLAS leads to excluding models with (mt̃2 ,mχ̃0

1
) = (500, 20) GeV

for any value of the branching ratios.
The analyses presented in this dissertation constitute the most sensitive searches

to date in their respective channels.
In 2015, the LHCwill resume the data-taking and provide pp collisions at 13TeV,

opening a new energy frontier. In this new energy regime, searches for new physics
will continue to play a central role in the ATLAS physics program and especially
searches for massive particles will benefit enormously from the increase in energy.
The final state of t t̄ with additional heavy-flavor jets will continue to be a very
sensitive probe for BSM solutions to the hierarchy problem. New sophisticated
experimental techniques such as jet substructure will help increasing the sensitiv-
ity in searches for heavy objects. Further refinements on the background predic-
tion through NLO MC simulations matched to parton shower will be important to
obtain the most accurate possible modeling of the t t̄ + HF background. In addition,
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dedicated measurements of different t t̄ + HF topologies should be performed to
validate such predictions.

The experimental strategies developed in this thesis for Run I searches will serve
as a stepping stone for more powerful searches during Run II, that will hopefully
shed new light on how Nature operates at its most fundamental level.



Appendix A
Timing Performance of the Tile Calorimeter
with Muons from Collision Data

This chapter presents studies of the timing performance of the ATLAS hadronic tile
calorimeter with isolatedmuons from pp collisions at

√
s = 7TeV recorded in 2011.

The impact of various observables on the timing performance is analyzed.
The time resolution is usually parameterized as a function of the cell energy,

as the only relevant variable. The introduction of further observables provides an
improved understanding of the measured performance. Based on an extended set
of observables, corrections are proposed which improve the resolution of the time
measurement by up to 20% depending on the energy range and cell position.

A.1 Time Measurement in the Hadronic Tile Calorimeter

The ATLAS Tile calorimeter (TileCal) is a sampling calorimeter made of steel and
scintillating tiles. It is used to measure the energy and direction of hadronic showers.
It also provides input to both Level 1 and High Level Trigger. In addition, it can be
used to measure the time of flight of particles passing through it.

A precise measurement of the time information is required as a part of several
detector functions listed below:

• Signal reconstruction: The energy deposited in TileCal is reconstructed using the
optimal filtering algorithm [1]. In order to achieve the most precise reconstruction
of the energy deposition, the phase between the signal sampling clock and the
maximumof the incoming pulses needs to beminimized and the residual difference
has to be measured. In addition, the measured energy is corrected offline using the
reconstructed time [2].

• Cleaning: Jet cleaning and background removal (e.g. cosmics) make heavy use of
the time information.

• Physics: Precise time-of-flight measurements can allow the identification of hypo-
thetical heavy slow particles traversing the calorimeter.
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In order to achieve the best detector performance a good understanding of the
multiple sources that can potentially affect the time measurement is needed. In the
pursuit of this understanding, various geometrical and physical effects inside the
detector are studied.

A.2 Tile Calorimeter

TileCal has been described in Sect. 2.2.4.2. Further details required for the time
measurement are given here. As a reminder of the terminology, the three layers in
which TileCal is divided are usually called samples, and are labeled as: A, BC and D.
The longitudinal divisions in long barrels (LB) and extended barrels (EB) are called
partitions.

Particles originated in collisions reach the calorimeter and the resulting ionization
energy causes the emission of light in the scintillators. Scintillators are read out by
wavelength-shifting fibers on each of their sides, which are then grouped in bundles
and guided into photomultiplier tubes (PMT). In this way, the energy deposited in
each cell is read out by two PMTs, allowing for a more robust and precise measure-
ment.

A.2.1 Read-Out System

TileCal is required to measure particle energies in a dynamic range from the typical
muon energy deposition of a few hundreds of MeV to the highest-energy jet response,
which in rare cases can reach the TeV level in a single cell. A double read-out using
two independent analog-to-digital converters (ADC) with different gains is used to
cover this range. The PMT pulse is read out by two analogue paths differing by an
amplification ratio of 64, referred to as low gain and high gain. The signals from the
PMTs are then shaped, amplified and digitized by the read-out electronics [3].

The high-gain and low-gain output pulses have a fixed width of about 50 ns and
an amplitude that is proportional to the energy deposited in the cell. Each pulse is
sampled seven times with a separation of 25 ns in a 150 ns read-out window. The
high gain is used unless any of the samples have saturated the ADC. In the latter case
the low gain ADC read-out is used. The digitization of the samples is performed by
the ADCs in digitizer boards, which work with six channels at the same time. If the
event is accepted by the Level 1 trigger, the samples are sent to the read-out driver
boards from where they are further processed, reconstructed and stored.

http://dx.doi.org/10.1007/978-3-319-41051-7_2
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A.2.2 Signal Reconstruction

FigureA.1a shows an analog signal pulse and the ADC measurement samples, and
illustrates the main characteristics of the pulse: amplitude, arrival phase and baseline
level, or pedestal. These are measured using the optimal filtering algorithm [1].
The phase of the calorimeter signals from pp collisions events is expected to be
synchronized with the LHC clock and constant within very small fluctuations due
to the longitudinal spread of proton bunches. The ADC measurement phase can
be adjusted to compensate for delays and time of flight. After this adjustment all
the channels are expected to have their mean time 〈tchannel〉 = 0 ns. If the channel
mean time is not well adjusted, the reconstructed amplitude is underestimated as
demonstrated in Fig.A.1b. Although the amplitude can still be corrected offline, the
precision of this additional correction deteriorates with the phase [2]. In addition,
the non-zero 〈tchannel〉 affects the overall time resolution as will be demonstrated in
Sect.A.4.

Each cell is read out by two channels, and the cell energy Ecell and time tcell, are
built using this information:

Ecell = Echannel,1 + Echannel,2 (A.1)

tcell = (tchannel,1 + tchannel,2)/2 (A.2)

The presence of collisions every 50 ns and the large read-out window of
150 ns lead to a significant fraction of calorimeter cells receiving energies frommore
than one bunch crossing in the same read-out window, as can be seen in Fig.A.2.
This has an impact on the reconstruction of the energy deposited in a cell. A quality
factor is computed online for each event and for each calorimeter channel within the
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Fig. A.1 a Reconstruction of the main characteristics of the pulse from the sampled values: ampli-
tude, arrival phase and baseline level, or pedestal. b Pulse amplitude reconstructed online with
respect to the pulse reconstructed with correct (known) phase, as a function of the cell time (tDSP).
For non-zero phases the amplitude as reconstructed online (red points) can be corrected offline (blue
squares)
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Fig. A.2 Illustration of the
effect of out-of-time pile-up.
A pulse due to out-of-time
pile-up (red) overlays a pulse
from the collision of interest
(black). The resulting signal
from the sampling (purple) is
significantly distorted with
respect to the nominal one
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trigger latency, based on the compatibility of the sampling with the expected pulse
shape. This allows the identification of calorimeter channels presenting significant
contamination from out-of-time pile-up [4].

A.2.3 Channel Timing Calibration

The precision of the signal reconstruction depends on the knowledge of the peak pulse
arrival time with respect to the electronic sampling clock. The channel time settings
is controlled with two programmable delays, referred to as dskew2 and digitizer
pipeline offsets. Two types of calibration are used to calculate these programmable
delays and residual channel mean times: laser calibration and calibration with splash
events. A third method based on data from collision events can be used to monitor
the stability and correct deviations.

In 2008 the cell times were synchronized to a single reference channel in every
partition using the laser calibration system. Inter-calibration between partitions was
performed in 2008 and 2010 using splash events.

A.2.3.1 Laser Calibration

In order to calibrate and monitor the response of the PMTs an integrated laser system
is used [5]. Laser pulses with a wavelength of 532 nm and a pulse width of 15 ns from
a single laser source are distributed directly into each PMT via a chain of optical
fibers. A laser run corresponds to a set of TileCal data takenwhile the laser is pulsing.
A laser run used for timing analysis normally contains between 3000 and 10000
events or triggers, which is the number of laser pulses sent to each PMT. From the
observed 〈tchannel〉 values in a laser run, one can derive appropriate time corrections,
so that 〈tchannel〉 is made uniform over the entire calorimeter for a simultaneous energy
deposition.
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A.2.3.2 Splash Events

LHCcan operatewith one beamonly to generate splash events. In such events protons
from the beam collide with collimators placed at 140 m from the nominal interaction
point and produce a very large number of secondary particles, reaching the detector
nearly parallel to the beam axis and depositing a large amount of energy in the whole
calorimeter. After correcting for the difference in time of flight with respect to the
interaction point, these events can be used to extract the absolute calibration for the
timing constants of each channel [6, 7].

A.2.3.3 Calibration with Collision Events

Due to the large cross section, jets from collision events can be used to compute
the channels’ mean time during data taking periods. Deviations in the channel offset
or digitizer offset constants can be corrected in order to retain the best possible
calibration. Channels with problematic time reconstruction are identified and flagged
to avoid the usage of the measured time for energy corrections. This calibration can
also be performed with muons from collision events, and will be discussed in the
following.

A.3 Object Definition and Event Selection

The analysis presented here is performed with isolated muons in the 2011 collision
data at the center-of-mass energy of

√
s = 7TeVand50ns bunch crossing separation.

Data from three runs belonging to Period K in the 2011 dataset are used. The datasets
correspond to a total integrated luminosity of 127.2 pb−1. The object definition and
event selection is briefly described in the following sections.

A.3.1 Muons

From the variety of muon reconstruction schemes, combined muons are used, which
are reconstructed using information from both the muon spectrometer and the inner
detector byMuid [8]. The algorithm takes inner detector tracks andmuon spectrome-
ter tracks and combines them via a χ2 minimization scheme. It incorporates detector
response functions and accounts for possible scattering of the muon between the
inner detector and the muon spectrometer to give realistic results.

The following selection cuts are imposed on the muon candidates:

• Muon momentum p > 3 GeV.
• Muon transverse momentum pT > 1 GeV.
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• Pseudorapidity of the reconstructed muon track |ηtrack| < 2.
• At least 6 hits in the SCT and 1 hit in the pixel detectors.
• Tracking and calorimeter isolation is required in a cone �R < 0.4 around the
muon excluding the muon itself: p0.4T < 2 GeV and E0.4

T < 2 GeV.

A.3.2 Calorimeter Cells

The whole volume of the Tile calorimeter is studied, using both the long and the
extended barrel. Special TileCal cells such as gap/crack cells and minimum bias
trigger scintillators (MBTS) are removed and will not be further considered in this
analysis.

For each event, all cells inside a cone of �R < 0.2 around the muon track, as
defined in Eq.A.3, are considered:

�R =
√

(φtrack − φcell center)
2 + (ηtrack − ηcell center)

2, (A.3)

where ηtrack and φtrack are the reconstructed muon track coordinates extrapolated to
the corresponding calorimeter layer.

Further selection requirements are applied on the calorimeter cells

• The cell is not flagged as “bad cell” and none of the associated PMTs is masked.
A cell can be flagged as bad due to read-out problems or excessive noise.

• The cell is crossed by a muon track.
• Theenergydeposited in the cell is greater than thenoise threshold: Ecell>540MeV.
• Thepath length inside the cell is at least 30%of the path length in the corresponding
longitudinal layer.

• The difference between the cell time tcell and the mean time in that cell is less than
15 ns, |tcell − 〈tcell〉| < 15 ns.

A.3.3 Outlier Removal

As mentioned in Sect.A.2.3, the time calibration of the channels is performed in
order to obtain 〈tchannel〉 = 0 ns for each channel, and consequently the mean cell
time 〈tcell〉 = 0 ns in each cell. However, miscalibrations, hardware problems or other
effects can introduce imperfections in the calibration and therefore 〈tchannel〉 �= 0 ns.
In cases where the miscalibration is severe the cells are considered outliers. Those
cells are removed from the analysis as their presence affects refined studies such as
the detector intrinsic resolution. Two issues are addressed in this section which may
lead to the removal of affected cells: outlier channels and unstable digitizers.
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Fig. A.3 Example of a
timing shift in digitizer 6 of
EBC module 22, during run
187014. Red markers show
the average over 10
lumiblocks. The mean
digitizer time shows a clear
jump around lumiblock 250
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Due to a variety of reasons, the miscalibration of the channels can lead to
〈tchannel〉 �= 0 ns. Using jets from collision events, the mean time of each channel
can be computed. Channels with |〈tchannel〉| > 5 ns are flagged as outliers. Cells with
at least one outlier channel are removed from this analysis.

An unresolved problem of the Tile calorimeter during the 2011 data taking was
the instability of digitizers’ time settings. Some digitizers can lose their time settings,
resulting in a shift in the digitizer time as can be seen in Fig.A.3. These shifts can
be identified using laser calibration events in empty orbits. All the cells with at least
one channel reconstructed by an affected digitizer are removed from the analysis.

In total, 123 cells were removed from the analysis, representing approximately
2.5% of all TileCal cells.

A.4 Analysis

The time measurement is usually characterized by the dependence of the time res-
olution on energy. However, as it will be demonstrated, this parameterization does
not provide an accurate modeling of the observed time resolution, which hints at the
existence of other sources or effects affecting the timing. The inclusion of further
observables and their effect is studied in each calorimeter sample and partition, and
integrated over the whole calorimeter.

One important aspect in the response of the calorimeter is the nature of the particles
depositing the energy. Whereas hadronic particles create showers whose energy is
almost entirely deposited in the calorimeter, muons behave mostly as minimum
ionizing particles. Muons of selected momentum leave in the calorimeter an amount
of energy roughly proportional to the traversed path length. This behavior introduces
a strong correlation between the measured energy and observables that, given the
geometry of the calorimeter, could be correlated to the path length. Some examples
of these observables are the size of the cell, the distance to the interaction point or
the position in η, all of which scale roughly with the path length.
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A.4.1 Energy Dependence

As the first step, the timing performance is investigated as a function of the cell
energy. The time resolution of the detector is parameterized by:

σ =
√
p02 +

(
p1√
E

)2

+
(
p2
E

)2

. (A.4)

This parameterization accounts for the electronic noise, proportional to 1/E , a sta-
tistical term 1/

√
E , and a constant term that accounts for miscalibrations and other

detector imperfections. A priori, no dependence of the mean time with energy is
expected.

The dependence of the mean time with the cell energy is shown in Fig.A.4a. A
clear bias towards negative times is observed, and a flat dependence with energy.
This bias will be further investigated and explained in Sect.A.4.2.1.

As can be seen in Fig.A.4b, the time resolution is qualitatively well described by
Eq.A.4. The result of the fit is shown in TableA.1. The value of χ2, corresponding to
a probability of∼10−10, suggests that further observables are needed for an improved
description of the resolution.

A decomposition of the contribution of the different samples is performed and
shown in Fig.A.5. The resolution dependence in all samples resembles Eq.A.4, while
the different values of the fitted parameters highlight the need for other observables
to reach a correct description. The mean time however, shows a clear variation across
samples.
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Fig. A.4 a Mean cell time and b resolution dependence with energy. Error bars represent the
statistical errors, the shaded area represents the expected resolution for the given energy
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Table A.1 Time resolution with isolated muons, result of the fit to the resolution function (A.4)

χ2/ndof 83.78/19

p0 0.75 ± 0.01 ns

p1 1.38 ± 0.02 ns GeV1/2

p2 0.76 ± 0.02 ns GeV
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Fig. A.5 aMean cell time and b time resolution as a function of energy in the individual calorimeter
samples

A.4.2 Distance to the Interaction Point

It can be argued that there is no reason to expect variations in resolution or a mean
time dependence with the distance to the interaction point, since the timing of all
cells has been corrected for the expected time of flight. However, multiple scattering
or other geometrical and detector effects correlated with the distance could affect the
timing performance. Since the mean energy deposition depends on the geometry of
the cell, the resolution is studied as the difference to the expected resolution given
the mean value of the energy in that cell.

FigureA.6 shows the results for the dependence with distance, from which two
conclusions can be drawn. First, there is an obvious dependence of the mean time
with distance, with cells further away from the interaction point reporting a lower
value of the mean time. Additionally, analyzing the difference in resolution, a pattern
becomes apparent: the resolution degrades for cells in the most forward region of
each sample, and improves for samples further away from the beam pipe. A more
visually intuitive representation of this pattern can be observed in Fig.A.7. A possible
explanation for this effect will be given in Sects.A.4.3 and A.4.5.
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A.4.2.1 Bias in Timing

Focusing again on the mean time dependence with distance, a proper explanation is
needed. The aforementioned multiple scattering effect would result in a higher value
of the mean time for distant cells, whereas the opposite effect is seen.

Since no obvious physical effect can account for an increase in the speed of the
muon while it traverses the calorimeter, a different approach has to be considered.
This effect can be explained if the calibration of the cell’s time is biased, with values
increasing with distance. Since the calibration of the cell time is performed with
splash and laser events, there should be no reason for this bias. However, further
corrections are performed based on studies involving jets from collision events. The
development of the hadronic shower across the calorimeter is slower than the muons’
speed [9]. Therefore, all the tuning that is performed using jet data will introduce a
bias towards higher time values for distant cells. At least two sources of bias can be
identified:

• Digitizer offsets are corrected with data from jet events in order to stay as close as
possible to 〈tchannel〉 = 0 ns.
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• The spotting and removing of outliers is also performed based on jet studies, thus
removing more easily cells with high timing and leaving those with lower timing.

For the rest of the analysis, the timing of each cell is corrected to its mean time.
Therefore imposing a perfectly in-time detector. This will improve artificially the
resolution but it will as well allow for the study of the mean time dependence in
observables that are cell-independent, e.g. the position of the track respect to the cell
center.

A.4.3 Path Difference

It has been already mentioned that the mean time of the cells is corrected for the time
of flight. However, this correction is computed for the cell center, and the difference
in path distance for muons that don’t cross the cell at its center can be non-negligible,
especially for the larger cells. As a reference, the dimensions of the largest TileCal
cell (D6) are 680mm × 1369mm, and it takes a muon 4 ns to traverse it.

A new observable is studied, measuring the difference in path with respect to the
center of the cell, as defined in Eq.A.5. A linear dependence is expected, with a slope
equal to the speed of the muons, ≈c.

�path = (
Dip + Dop

)
/2 − Dcc, (A.5)

where Dp is the distance from the interaction point to point p, and i p, op, cc are the
incoming impact point, outgoing impact point and cell center respectively.

FigureA.8a, shows the dependence in this new observable superimposed with the
expected slope. There is a clear deviation at extreme values that can be explained by
accounting for the additional path difference of the light in the wavelength-shifting
fibers, according to the impact point of the muon, as defined in Eq.A.6. The energy
deposited by muons impacting in the upper half of the cell has less fiber length to
traverse before reaching the PMT.

�fiber = (
Rip + Rop

)
/2 − Rcc, (A.6)

where Rp is the distance from the beam line to point p, and i p, op, cc are the incoming
impact point, outgoing impact point and cell center respectively.

After introducing a correction for the difference in fiber length, the mean time
behaves as expected, as can be seen in Fig.A.8b. This variation of the mean time is
especially important for large cells or cells with high |η|; therefore, this effect is one
of the sources of the resolution pattern seen in Fig.A.7.

The impact of this correction on the overall calorimeter resolution is hardly notice-
able, but it improves the resolution of the D layer of the EB, bringing it closer to the
resolution of the other samples.
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Fig. A.8 Mean cell time respect to the distance to the cell center (a) before and (b) after correcting
for the difference in fiber length

A.4.4 Energy Dependence Revisited

After the analysis of these observables, an updated study of the energy dependence
can be performed. The changes introduced with respect to the first analysis are:

• All cells are corrected to their mean time.
• The measured time has been corrected for the time of flight difference with respect
to the center of the cell, and the time due to the difference in fiber length.

After introducing these changes the time resolution analysis can be repeated.
The result of the fit can be seen in Fig.A.9 and the fitted parameters are shown in
TableA.2. The fit without corrections is displayed superimposed for comparison.
The biggest improvement in the resolution comes from the correction of the time to
the mean time of the cell.

It’s noteworthy that although the mean time correction does improve the resolu-
tion, it doesn’t improve the χ2 of the fit. After applying the path difference correction
a great improvement in the χ2 of the fit is obtained.

Table A.2 Results of the fit to the resolution function after the different corrections

No correction Mean time correction Mean time correction,
path correction

χ2/ndof 83.78/19 96.1/19 22.33/19

χ2 probability 10−10 10−12 0.27

p0 [ns] 0.75 ± 0.01 0.55 ± 0.01 0.53 ± 0.01

p1 [ns GeV1/2] 1.38 ± 0.02 1.41 ± 0.01 1.33 ± 0.01

p2 [ns GeV] 0.76 ± 0.02 0.67 ± 0.02 0.74 ± 0.02
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Fig. A.9 Cell time
resolution as a function of
energy with corrections and
selections applied
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A.4.5 Open Questions

After implementing the corrections, some differences among the samples remain.
FigureA.10 shows the resolution and mean time dependence after the corrections.
Some differences in resolution are observed, being the D sample the one which
profited most from the correction of the path and fiber length difference, as expected.

TableA.3 shows the value of the resolution for each sample at 850 MeV, ordered
by resolution. The resolution is better for cells in the central region, and further away
from the beam line. One possible explanation for the difference in resolution would
be the effect of pile-up. FigureA.11 shows the distribution of the integrated current
in the calorimeter [10], which is an indicator of the pile-up presence. It can be seen
that roughly the same pattern applies, with LB sample D being the less affected by
pile-up and EB sample A the most. Although pile-up is probably one further effect
on the resolution, the precise impact of this effect has not been measured.
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Fig. A.10 a Mean cell time and b resolution dependence with energy in the individual samples
after applying selections and corrections
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Table A.3 Resolution for the different partitions and samples at an energy of 850 MeV

Partition Sample σ(tcell)

LB D 1.64 ns

LB BC 1.71 ns

EB D 1.82 ns

EB BC 1.85 ns

LB A 1.88 ns

EB A 2.05 ns

Fig. A.11 Integrated anode
current per sample as a
function of the cell
pseudo-rapidity. The
integrated current can be
regarded as a measure of the
pile-up activity
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The difference in mean time can also probably be explained by pile-up. The pres-
ence of pile-up and possible imperfections during the reconstruction and selection
process can produce a small percentage of hadronic contamination of the muon sam-
ple. The effect of this contamination can affect the kinematic regions in which the
muon sample has low statistics. FigureA.12 shows the distribution of energy depo-
sition in two samples. Comparing to the mean time behavior it can be seen that an
increase of the mean time can be seen in the regions with low statistics. This can be
due to the higher times measured in hadronic showers.

A.4.6 Comparison of the Timing Performance

Finally, a comparison between the performance of the timemeasurement withmuons
and jets can be done in the high-gain regime. FigureA.13 compares the different
resolution and mean time as a function of energy for muons and hadronic showers,
after the mean cell times have been aligned separately in each analysis, since it has
been shown that both analyses measure a different mean time.
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Fig. A.12 a Mean time dependence and b cell energy distribution
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Fig. A.13 a Mean cell time and b resolution as a function of energy for muons and jets [9]. Slow
neutrons in the hadronic showers introduce a dependence of the cell time respect to the energy. The
1σ band represent the RMS of the time distribution at a given energy
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The main difference is the dependence of the mean time with energy. The mean
time of the muons stays almost constant along all the energy range, whereas hadronic
showers tend towards higher mean times for low energies. This is caused by the slow
neutrons in the shower, whose contribution becomes relevant at low energies.

A.5 Conclusions

The time performance of the ATLAS hadronic Tile calorimeter has been studied with
isolated muons and compared to jets from collision events. The leading dependence
of the time resolution is known to be the energy deposition in the cell. After its
measurement and parameterization, further observables are investigated in order to
fully understand the measured performance and to be able to improve it.

The main source of resolution degradation has been identified to be a deviation
from the expected zero mean time for each cell, with a shift towards negative times
for cells further away from the interaction point. This effect has been studied and is
caused by the use of jet data in the calibration of cells and in the maintenance of the
database’s timing constants.

Further geometrical effects were studied, such as the difference in path length for
muons traversing a cell with some distance to the center. It has been shown that this
effect is non-negligible, especially for large cells, in which it can account for up to
3 ns in arrival-time difference. The difference in fiber length that the light has to
travel in the fibers after read-out has also been taken into account. A correction has
been introduced to account for this effect, improving the resolution.

The study of these observables and the derived corrections has allowed to improve
the resolution of the time measurement up to 20% depending on the energy range.
These corrections also significantly improve the goodness of the fit for the parame-
terization of the time resolution as a function of cell energy.
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Appendix B
t t̄ +HF Modeling

B.1 t t̄ + bb̄Modeling

In order to study themodeling of t t̄+bb̄ production, a comparison among several gen-
erators is performed. Normalized distributions of different relevant variables across
t t̄+bb̄ categories are shown in Figs.B.1, B.2, B.3, B.4 andB.5 for Powheg+Pythia,
Madgraph+Pythia and Sherpa+OpenLoops. The modeling of the relevant kine-
matic variables in each category is in good agreement between Powheg+Pythia

and Madgraph+Pythia. Some differences are observed in the ptt̄T and �Rbb̄ dis-
tributions when compared to the NLO prediction of Sherpa+OpenLoops.

The good agreement between Powheg+Pythia and Madgraph+Pythia is
somewhat surprising given the absence of t t̄ + bb̄ tree-level diagrams in the ME
calculation in Powheg. Since the production of bb̄ pairs in Powheg+Pythia orig-
inates only from the parton shower, the agreement could be a product of using the
same showering program, Pythia, in both samples. In order to test the origin of the
b-jets, the samples are subdivided into components according to the number of b-
quarks that are produced in theME.1 Events containing b-jets but with no b-quarks in
the ME are possible if the b-quarks are produced by the shower. FiguresB.6 and B.7
show the fractional contribution of events with 0, 1 or 2 b-quarks from the ME in
Powheg+Pythia and Madgraph+Pythia. Even in the t t̄ + bb̄ category the con-
tribution from the parton shower is dominant, accounting for ∼75% of the total.
However, certain regions of phase space such as high pbb̄T or high mbb̄ have a higher
fraction of ME contribution. In these regions the comparison between ME genera-
tors can be performed, with smaller contribution from the parton shower. The good
agreement between Powheg+Pythia and Madgraph+Pythia also holds for this
ME-enriched regions.

1The additional b-quarks from the ME are identified looking for partons with status 3 in the MC
event record.

© Springer International Publishing Switzerland 2016
J. Montejo Berlingen, Search for New Physics in t t̄ Final States
with Additional Heavy-Flavor Jets with the ATLAS Detector,
Springer Theses, DOI 10.1007/978-3-319-41051-7
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Fig. B.1 Comparison of
t t̄ + bb̄ subcategories
between Powheg+Pythia,
Madgraph+Pythia and
Sherpa+OpenLoops
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Given the differences observed between the predictions of Powheg+Pythia and
Sherpa+OpenLoops, a reweighting procedure is implemented to improve the mod-
eling. The inclusive t t̄+bb̄ cross section is kept constant throughout all the reweight-
ings, but the relative cross section in each category is adjusted to the NLO predic-
tion. In addition, two independent kinematic reweightings are derived to improve the
agreement of the different variables in each category. The first reweighting is based
on the pT of the top and t t̄ systems. The second reweighting is chosen to be on the pT
and η of the heavy-flavor jet in the topologies with only one additional heavy-flavor
jet. In the topologies with two or more heavy-flavor jets the reweighting is based
on the �R and pT of the dijet system. This reweighting improves the modeling of
the rest of the variables, though some minor differences remain. The effect of the
reweighting on the different variables is illustrated in Figs.B.8, B.9, B.10 and B.11.

After the kinematic reweighting of Powheg+Pythia to the prediction of
Sherpa+ OpenLoops, systematic uncertainties on the t t̄ + bb̄ modeling are derived
through variations of the Sherpa+OpenLoops sample. Scale uncertainties are
derived considering factor of two variations of the renormalization scale and dif-
ferent choices for the functional form of the scales involved in the generation.
The first of the systematic variations is the choice of a global scale, used as renor-
malization, factorization and resummation scale. This global scale is defined to be
μCMMPS = ∏

i=t,t̄,b,b̄ E
1/4
T,i . The second systematic variation is the choice of the renor-

malization scale as (mtmbb̄)
1/2. This scale can adapt better to topologies where the

bb̄ pair originates from a gluon splitting. Variations of the PDF (NNPDF, MSTW)
are also used as systematic, as well as the parton shower recoil scheme, as defined in
Sect. 5.7.3.2. The effect of these systematic uncertainties on the relative contribution

http://dx.doi.org/10.1007/978-3-319-41051-7_5
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Fig. B.2 Comparison of kinematic variables in the t t̄ + b topology between Powheg+Pythia,
Madgraph+Pythia and Sherpa+OpenLoops

of the different categories and on the shape of the different variables is shown in
Figs.B.12, B.13, B.14, B.15, B.16, B.17, B.18, B.19 and B.20.

B.2 t t̄ + cc̄Modeling

Since noNLOcalculations are available for t t̄+cc̄, themodeling inPowheg+Pythia

is validated by comparing to the multi-leg LO prediction in Madgraph. Nor-
malized distributions of different relevant variables across t t̄ + cc̄ categories are
shown in Figs.B.21, B.22, B.23, B.24 and B.25 for Powheg+Pythia and
Madgraph+Pythia. The modeling of the relevant kinematic variables in each cat-
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Fig. B.3 Comparison of kinematic variables in the t t̄ + B topology between Powheg+Pythia,
Madgraph+Pythia and Sherpa+OpenLoops

egory is in good agreement between Powheg+Pythia and Madgraph+Pythia,
with minor differences observed in the ptt̄T and �Rcc̄ distributions.

Given the agreement betweenPowheg andMadgraph, the latter is used to derive
systematic uncertainties through scale variations at LO. Factor of two variations in the
renormalization scale, aswell as a variation in thematching scale are used to assess the
systematic uncertainty, as defined in Sect. 5.7.3.3. An additional uncertainty targeting
the g → cc̄ process is estimated by allowing variations of the mass of the charm
quark in the range: 1.50 ± 0.8GeV. In order to account for the differences between
generators in certain variables such as�Rcc̄, the full difference betweenPowheg and
Madgraph is taken as an additional uncertainty. The effect of the various systematic
uncertainties due scale variations andmass of the charm quark is shown in Figs.B.26,
B.27, B.28, B.29 and B.30.

http://dx.doi.org/10.1007/978-3-319-41051-7_5
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Fig. B.4 Comparison of kinematic variables in the t t̄ + bb topology between Powheg+Pythia,
Madgraph+Pythia and Sherpa+OpenLoops

The impact of the systematic uncertainties on the shape of the distributions is
small, and the scale on the ratio panel of the figures is increased for a better visu-
alization. The leading uncertainty on the modeling of t t̄ + cc̄ originates from the
reweighting to the differential cross section measurement, where the full difference
between applying and not applying the reweightings of the t t̄ system pT and top
quark pT are taken as systematic uncertainty.
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Fig. B.5 Comparison of kinematic variables of the bb̄ system in the t t̄ + bb topology between
Powheg+Pythia,Madgraph+Pythia and Sherpa+OpenLoops
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Fig. B.6 Comparison of kinematic variables between Powheg+Pythia and Madgraph+
Pythia(left) and fractions of the Madgraph prediction split according to the number of b-quarks
in the ME (right). The variables displayed are: t t̄ + bb̄ subcategories (top), leading b-jet pT in
t t̄ + bb̄ (middle) and leading b-jet η in t t̄ + bb̄
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Fig. B.7 Comparison of kinematic variables between Powheg+Pythia and Madgraph+
Pythia(left) and fractions of the Madgraph prediction split according to the number of b-quarks
in the ME (right). The variables displayed are: pT of the bb̄ system in t t̄ + bb̄ (top), �R between
the b-jets in t t̄ + bb̄ (middle) and mass of the bb̄ system in t t̄ + bb̄
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Fig. B.8 Comparison of kinematic variables in the t t̄ + b topology between Sherpa+OpenLoops
and Powheg+Pythia before (solid) and after (dashed) reweighting
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Fig. B.9 Comparison of kinematic variables in the t t̄ + B topology between Sherpa+OpenLoops
and Powheg+Pythia before (solid) and after (dashed) reweighting
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Fig.B.10 Comparison of kinematic variables in the t t̄+bb topology betweenSherpa+OpenLoops
and Powheg+Pythia before (solid) and after (dashed) reweighting
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Fig. B.11 Comparison of kinematic variables of the bb̄ system in the t t̄ + bb topology between
Sherpa+OpenLoops and Powheg+Pythia before (solid) and after (dashed) reweighting
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Fig. B.12 Effect of the scale
variations, PDF variations
and shower recoil scheme on
Sherpa+OpenLoops on the
relative contribution of
t t̄ + bb̄ subcategories A
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Fig. B.13 Effect of the scale variations on Sherpa+OpenLoops on kinematic variables in the
t t̄ + b topology
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Fig.B.14 Effect of PDFvariations and shower recoil schemeonSherpa+OpenLoopsonkinematic
variables in the t t̄ + b topology
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Fig. B.15 Effect of the scale variations on Sherpa+OpenLoops on kinematic variables in the
t t̄ + B topology
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Fig.B.16 Effect of PDFvariations and shower recoil schemeonSherpa+OpenLoopsonkinematic
variables in the t t̄ + B topology
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Fig. B.17 Effect of the scale variations on Sherpa+OpenLoops on kinematic variables in the
t t̄ + bb̄ topology
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Fig.B.18 Effect of PDFvariations and shower recoil schemeonSherpa+OpenLoopsonkinematic
variables in the t t̄ + bb̄ topology
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Fig. B.19 Effect of the scale variations on Sherpa+OpenLoops on kinematic variables of the bb̄
system in the t t̄ + bb̄ topology



Appendix B: t t̄ + HF Modeling 239

 (GeV)bbM
100 200 300 400 500

A
rb

itr
ar

y 
un

its

-310

-210

-110

1
 SimulationATLAS

J. Montejo, PhD Thesis

Sherpa+OL
Sherpa+OL NNPDF
Sherpa+OL MSTW
Sherpa+OL CSS_KIN

 (GeV)bbM

0 100 200 300 400 500 600

M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5
 (GeV)bb

T
p

100 200 300 400 500

A
rb

itr
ar

y 
un

its

-310

-210

-110

1

10
 SimulationATLAS

J. Montejo, PhD Thesis

Sherpa+OL
Sherpa+OL NNPDF
Sherpa+OL MSTW
Sherpa+OL CSS_KIN

 (GeV)bb
T

p

0 100 200 300 400 500 600

M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5

bb RΔ
1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5  SimulationATLAS
J. Montejo, PhD Thesis

Sherpa+OL
Sherpa+OL NNPDF
Sherpa+OL MSTW
Sherpa+OL CSS_KIN

bb RΔ

0 1 2 3 4 5 6

M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5
 (GeV)bbHT

100 200 300 400 500

A
rb

itr
ar

y 
un

its

-310

-210

-110

1  SimulationATLAS
J. Montejo, PhD Thesis

Sherpa+OL
Sherpa+OL NNPDF
Sherpa+OL MSTW
Sherpa+OL CSS_KIN

 (GeV)bbHT

0 100 200 300 400 500 600

M
C

 / 
P

ow
he

g+
P

yt
hi

a

0

0.5

1

1.5

Fig.B.20 Effect of PDFvariations and shower recoil schemeonSherpa+OpenLoopsonkinematic
variables of the bb̄ system in the t t̄ + bb̄ topology
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Fig. B.21 Comparison of
t t̄ + cc̄ subcategories
between Powheg+Pythia

and Madgraph+Pythia
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Fig. B.22 Comparison of kinematic variables in the t t̄ + c topology between Powheg+Pythia

and Madgraph+Pythia
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Fig. B.23 Comparison of kinematic variables in the t t̄ + C topology between Powheg+Pythia

and Madgraph+Pythia
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Fig. B.24 Comparison of kinematic variables in the t t̄ + cc topology between Powheg+Pythia

and Madgraph+Pythia
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Fig. B.25 Comparison of kinematic variables of the cc̄ system in the t t̄ + cc topology between
Powheg+Pythia and Madgraph+Pythia
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Fig. B.26 Effect of the
systematic variations on
Madgraph+Pythia on the
t t̄ + cc̄ subcategories
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Fig. B.27 Effect of the systematic variations onMadgraph+Pythia on kinematic variables in the
t t̄ + c topology
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Fig. B.28 Effect of the systematic variations onMadgraph+Pythia on kinematic variables in the
t t̄ + C topology
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Fig. B.29 Effect of the systematic variations onMadgraph+Pythia on kinematic variables in the
t t̄ + cc̄ topology
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Fig. B.30 Effect of the systematic variations onMadgraph+Pythia on kinematic variables of the
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Appendix C
Input Variables to the Neural Network
in the t t̄ H Analysis

FiguresC.1,C.2,C.3 andC.4 show thediscriminationbetween signal andbackground
for the top four input variables in each regionwhereNN is used. In the (5j, 3b) region,
the NN is designed to separate t t̄+HF from t t̄+light. Comparisons between data and
post-fit predictions for the most discriminating variables can be found in Figs.C.5,
C.6, C.7 and C.8.
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Fig. C.1 Comparison of t t̄+HF (dashed) and t t̄+light (solid) background for the four top-ranked
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Fig. C.5 Post-fit comparison of data and prediction for the four top-ranked input variables in the
(5j, 3b) region. The distributions shown are a mmax pT
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T,uu and d mmin �R
bb . The

first and last bins in all figures contain the underflow and overflow, respectively. The bottom panel
displays the ratio of data to the total prediction. The hashed area represents the uncertainty on the
background
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Fig. C.6 Post-fit comparison of data and prediction for the four top-ranked input variables in the
(5j,≥ 4b) region. The distributions shown are a Centrality, b H1, c N jet

40 and d mmin �R
bb . The first

and last bins in all figures contain the underflow and overflow, respectively. The bottom panel
displays the ratio of data to the total prediction. The hashed area represents the uncertainty on the
background. The dashed line shows t t̄ H signal distribution normalized to background yield. The
t t̄ H signal yield (solid) is normalized to the fitted μ
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Fig. C.7 Post-fit comparison of data and prediction for the four top-ranked input variables in
(≥ 6j, 3b) region. The distributions shown are a N jet

40 , b Centrality, c H1, and d SSLL. The first
and last bins in all figures contain the underflow and overflow, respectively. The bottom panel
displays the ratio of data to the total prediction. The hashed area represents the uncertainty on the
background. The dashed line shows t t̄ H signal distribution normalized to background yield. The
t t̄ H signal yield (solid) is normalized to the fitted μ
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Fig. C.8 Post-fit comparison of data and prediction for the four top-ranked input variables in
(≥ 6j,≥ 4b) region. The distributions shown are a D1, b Centrality, c pjet5T , and d H1. The first
and last bins in all figures contain the underflow and overflow, respectively. The bottom panel
displays the ratio of data to the total prediction. The hashed area represents the uncertainty on the
background. The dashed line shows t t̄ H signal distribution normalized to background yield. The
t t̄ H signal yield (solid) is normalized to the fitted μ



Appendix D
Post-fit Distributions for Kinematic Variables

The good performance of the fit can further be validated through a comparison
between data and MC prediction for kinematic distributions different from the ones
used in the fit. Pre-fit and post-fit distributions for different kinematic variables
are shown in each of the analysis regions. Good agreement is observed for the six
kinematic variables shown: lepton pT,missing transverse energy,W boson transverse
mass, leading jet pT, leading b-tagged jet pT and lepton pseudo-rapidity (Figs.D.1,
D.2, D.3, D.4, D.5, D.6, D.7, D.8, D.9, D.10, D.11, D.12, D.13, D.14, D.15, D.16,
D.17 and D.18).
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Fig. D.1 Comparison between data and prediction in the (4j, 2b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.2 Comparison between data and prediction in the (4j, 2b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.3 Comparison between data and prediction in the (4j, 3b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.4 Comparison between data and prediction in the (4j, 3b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.5 Comparison between data and prediction in the (4j,≥ 4b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit



Appendix D: Post-fit Distributions for Kinematic Variables 267

E
ve

nt
s 

/ 5
0 

G
eV

0

20

40

60

80

100

120

140
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Pre-fit

 [GeV]leading jet

T
p

   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

E
ve

nt
s 

/ 5
0 

G
eV

0

20

40

60

80

100

120

140
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Pre-fit

 [GeV]leading b jet

T
p

   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

E
ve

nt
s 

/ 0
.5

0

20

40

60

80

100

120
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Pre-fit

leptonη

   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

E
ve

nt
s 

/ 5
0 

G
eV

0

20

40

60

80

100

120

140
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Post-fit

 [GeV]leading jet

T
p

   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

E
ve

nt
s 

/ 5
0 

G
eV

0

20

40

60

80

100

120

140
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Post-fit

 [GeV]leading b jet

T
p

   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

E
ve

nt
s 

/ 0
.5

0

20

40

60

80

100

120
Data

Htt

+light jetstt

c+ctt

b+btt

Vtt

tNon-t

Total Bkg unc.

ATLAS

J. Montejo, PhD Thesis

=8 TeVs, -120.3 fb

4 b≥4 j, 

Post-fit

leptonη

0 100 200 300 400 500 0 100 200 300 400 500 -2 -1 0 1 2

0 100 200 300 400 500 0 100 200 300 400 500 -2 -1 0 1 2   
 D

at
a 

/ B
kg

  

0.5
0.75

1
1.25

Fig. D.6 Comparison between data and prediction in the (4j,≥ 4b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.7 Comparison between data and prediction in the (5j, 2b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.8 Comparison between data and prediction in the (5j, 2b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.9 Comparison between data and prediction in the (5j, 3b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.10 Comparison between data and prediction in the (5j, 3b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.11 Comparison between data and prediction in the (5j,≥ 4b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.12 Comparison between data and prediction in the (5j,≥ 4b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.13 Comparison between data and prediction in the (≥ 6j, 2b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.14 Comparison between data and prediction in the (≥ 6j, 2b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.15 Comparison between data and prediction in the (≥ 6j, 3b) region for (left) lepton pT,
(middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.16 Comparison between data and prediction in the (≥ 6j, 3b) region for (left) leading jet
pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction is
shown (top) before the fit and (bottom) after the fit
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Fig. D.17 Comparison between data and prediction in the (≥ 6j,≥ 4b) region for (left) lepton
pT, (middle) missing transverse energy, Emiss

T , and (right) W boson transverse mass, mT(W ). The
background prediction is shown (top) before the fit and (bottom) after the fit
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Fig. D.18 Comparison between data and prediction in the (≥ 6j,≥ 4b) region for (left) leading
jet pT, (middle) leading b-tagged jet pT, (right) lepton pseudo-rapidity. The background prediction
is shown (top) before the fit and (bottom) after the fit
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This section describes the naming of nuisance parameters corresponding to various
systematic uncertainties in the fit output.

• Luminosity: Luminosity
• Electron:

– identification: Electron id
– reconstruction: Electron reconstruction
– resolution: Electron resolution
– energy scale: Electron scale
– trigger: Electron trigger

• Muon:

– identification: Muon id
– reconstruction: Muon reconstruction
– resolution in the tracker: Muon resolution id
– resolution in the muon system: Muon resolution ms
– momentum scale: Muon scale
– trigger: Muon trigger

• Jet reconstruction efficiency: JEFF
• Jet vertex fraction: JVF
• Jet energy scale:
22 independent components provided by JES group and related to the overall JES,
jet η intercalibration, jet flavor, pile-up effects and data statistics for data-driven
methods: JetDet1, JetDet2, JetDet3, JetEtaModel, JetEtaStat, JetFlavB, JetFlav-
Comp, JetFlavResp, JetMixed1, JetMixed2, JetModel1, JetModel2, JetModel3,
JetModel4, JetMu, JetNPV, JetPilePt, JetPileRho, JetSinglePart, JetStat1, JetStat2,
JetStat3

• Jet resolution: JER
• Missing transverse momentum: Met scale, Met resolution
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• b-tagging uncertainties:
6 eigenvectors corresponding to b-jet pT bins ordered from the smallest to the
largest: B-tagging ev 0, B-tagging ev 1, B-tagging ev 2, B-tagging ev 3, B-tagging
ev 4, B-tagging ev 5

• c-tagging uncertainties:
4 eigenvectors corresponding to c-jet pT bins ordered from the smallest to the
largest: C-tagging ev 0, C-tagging ev 1, C-tagging ev 2, C-tagging ev 3

• light-tagging uncertainties:
12 eigenvectors corresponding to 6 light jet pT bins and two jet η regions
ordered from the smallest to the largest: Mistag ev 0, Mistag ev 1, Mistag ev 2,
Mistag ev 3, Mistag ev 4, Mistag ev 5, Mistag ev 6, Mistag ev 7, Mistag ev 8,
Mistag ev 9, Mistag ev 10, Mistag ev 11

• high-pT extrapolation uncertainty for b-, c- and light-tagging: High-pT b-tag
extrapolation

• t t̄ normalization:

– t t̄ inclusive cross section: ttbar XS
– t t̄ + bb̄ normalization: ttbb normalization
– t t̄ + cc̄ normalization: ttcc normalization

• t t̄ inclusive production:
Uncertainties associated with the measurement of the differential cross section for
t t̄ and top pT used to correct t t̄ MC model:

– Detector: ttbar DataRw-BTagEff, ttbar DataRw-Fragmentation, ttbar Data
Rw-JER, ttbar DataRw-JetCloseby, ttbar DataRw-JetDet1, ttbar Data
Rw-JetEtaCalibration, ttbar DataRw-JetFlavB

– Model: initial and final state radiation - ttbar DataRw-IFSR, MC generator -
ttbar DataRw-MCgen

• t t̄+light:
Parton shower model: ttbar PartonShower-light

• t t̄+cc̄: MC modelling

– Matching parameter variation in Madgraph: ttcc MG-MATCH
– c-mass variation in Madgraph:ttcc MG-MC
– scale variation in Madgraph:ttcc MG-Q2
– generator choice (Powheg vs Madgraph): ttcc MG
– parton shower model: ttcc PartonShower-cc
– reweighting: Uncertainties corresponding to switching top pT (ttcc DataRw-
Notoppt) and t t̄ pT (ttcc DataRw-Nottbarpt) reweighting off

• t t̄+bb̄: MC modelling

– scale variation in Sherpa: ttbb NLO scale
– scale functional form choice in Sherpa: ttbb NLO QCMMPS
– PDF uncertainties: ttbb NLO NNPDF, ttbbNLO MSTW
– uncertainty due to MPI model: ttbb NLO MPI
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– uncertainty due to FSR model: ttbb NLO FSR
– parton shower model: ttbar PartonShower-bb

• Small backgrounds:

– cross section for W+jets with ≥ 4 jets: Wjets XS
– cross section for W+jets with ≥ 5 jets:Wjets XS jet5
– cross section for W+jets with ≥ 6 jets: Wjets XS jet6
– W pT correction for W+jets : Wjets pt
– cross section for Z+jets: Zjets XS
– Z pT correction for Z+jets: Zjets pt
– cross section for single top production: singleTop XS
– cross section diboson production: Dibosons XS
– cross section for t t̄V, (V = Z ,W,WW ) production: ttbarV XS
– modelling of t t̄V, (V = Z ,W ): scale variation (ttV scale)
– modelling of t t̄ H : scale variation (ttH-Scale Var), choice of functional form of
scale (ttH-ScaleDyn), parton showermodel (ttH-PartonShower), PDFvariations
(ttH-PDF) and choice of MC generator (ttH-Generator).

– multijet normalization: QCDmm electron (e+jets) and QCDmmmuon (μ+jets)
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