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Preface

Electromagnetic nondestructive testing technologies have developed rapidly in
recent years, and there have been some new methods or new applications. For
example, the magnetic memory testing method for stress concentration of in-service
pressure vessels is one kind of nondestructive testing technique emerging in the late
twentieth century; the pulsed magnetic flux leakage testing technique for detection
of corrosion defects in the pipeline with insulation or anti-corrosion layers is a new
development of the original technology. In recent years, the theories and applica-
tions of electromagnetic ultrasonic guided wave testing, remote field eddy current
testing, defect quantification in magnetic flux leakage testing, and pulsed eddy
current testing have achieved rapid development, and these techniques are widely
used in the online defect detection of oil and gas pipeline, rail track, pressure vessel,
and so on.

This book introduces new methods and technologies in the electromagnetic
nondestructive testing field, mainly including the electromagnetic ultrasonic guided
wave testing technology, the pulsed eddy current testing technology, the remote
field eddy current testing technology, the low frequency eddy current testing
technology, the magnetic memory testing technology, and some key techniques in
magnetic flux leakage testing. The theoretical models, methods of numerical sim-
ulations and designs, analysis of the influencing factors, implementation of the
testing device, and some typical engineering application examples are given for
each of these electromagnetic testing methods.

During the past more than 10 years, the authors have been conducting contin-
uous research and practical applications in electromagnetic nondestructive testing,
and much of the content of this book comes from the doctor and master theses
guided by the authors. These students include Shen Wang, Wei Cui, Kuansheng
Hao, Chaofeng Ye, Yun Tong, Yongsheng Zhang, Peng Li, Junjun Xin, Zhiyi Su,
Yuhang Su, Xinyi Wu, etc. This book also references the latest research results by
the relevant counterparts in this field. In the implementations of related technolo-
gies, we obtained considerable support and assistance from the leaders and
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engineers of Sinopec, PetroChina, and CNOOC to ensure continuous improvement
of the related technologies in practice. The author thanks those people sincerely!

Chapters 1–3 were written by Shen Wang, Chaps. 4–6 were written by Songling
Huang.

With the growth in demand for nondestructive testing, research in electromag-
netic nondestructive testing is drawing more attention, and the industrial applica-
tions even more widely. The authors hope that the publication of the book can
provide references for the research and development staff, for students and teachers
in universities, and engineers and technicians. If any error is found in the book,
criticism and correctness from the readers are welcomed.

Beijing, China Songling Huang
Shen Wang
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Chapter 1
The Electromagnetic Ultrasonic Guided
Wave Testing

1.1 Outline

As an important branch of the nondestructive testing field, ultrasonic testing is
widely used in the steel, electric power, petroleum, transportation, and medical and
other industries. In the process of ultrasonic testing, the ultrasonic transducer is the
core component of excitation and reception of ultrasonic waves, mainly including
the piezoelectric ultrasonic transducer and the electromagnetic acoustic transducer
(EMAT). Compared with the piezoelectric ultrasonic transducer, EMAT has many
advantages, such as being non-contact, without the need for the coupling medium,
and easy to produce the shear horizontal (SH) wave. In particular, it can be applied
under a high-temperature environment, or there is an isolation layer, and other
special situations [1]. It is of great value and a wide range of applications.

In 1939, Rnadall [2] did the first experiment of generating acoustic elastic
vibration by the Lorentz force. In 1955, Aksneov and Vkin [3] reported that they
found the phenomenon that the resonance effect of nuclear magnetic resonance coil
in a magnetic field is interfered, which is considered the earliest report about
EMAT. In the mid- and late-1970s of the twentieth century, studies of EMAT
began to develop rapidly. Researchers from the UK, the USA, Russia, Germany,
Japan, and other countries conducted theoretical and experimental researches of
EMAT, significantly expanding the scope of technological innovation and appli-
cation of EMAT. After nearly 50 years of continuous improvement, EMAT tech-
nology has entered the stage of industrial application, and its application fields have
gradually evolved from the testing of metal plates and train wheel, and
high-temperature metal sample thickness measurement to inspections of metal
welds, steel bars, steel pipes, rail tracks, composite materials, and so on [4–13].

The limitation of EMAT is the poor energy efficiency compared with the
piezoelectric transducer, which then leads to a low signal-to-noise ratio of the
ultrasonic signal generated from the EMAT. The most important and difficult
problems of the research field of EMAT are as follows: improving the energy
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conversion efficiency and the signal-to-noise ratio, generating and receiving ultra-
sonic waves with purer modes, and reducing the interference of other ultrasonic
signals with different modes. Early studies of the EMAT were based mostly on
experimental ways, which is time-consuming and inefficient. Later, by exploring
the establishment of mathematical EMAT model, people tried to carry out further
research on the physical mechanism of EMAT by theoretical analysis and
numerical simulation. Up to now, the mathematical models of EMAT based on the
Lorentz force mechanism and the magnetostrictive mechanism have been estab-
lished. Some related numerical methods and analytical methods have already been
put forward [1].

However, the theoretical analysis of EMAT involves the static magnetic field,
pulsed electromagnetic field, ultrasonic field, and so on, that is, this is a multifield
coupling problem. The analysis is also related closely to the material characteristics
of the tested sample. The numerical simulation and calculation of the transducer can
be very complex, especially for the problem of EMAT based on the magnetostrictive
mechanism. When it is used to test the ferromagnetic specimen, its complete energy
transduction process is related to the magnet material’s mechanical properties,
magnetostrictive properties, inverse magnetostrictive properties, and so on, and it
can be more difficult to do numerical simulation analysis. In order to have a deeper
understanding of the energy transduction mechanism of EMAT, grasping the
physical properties of EMAT comprehensively, and then making an optimal design
for it, it has great theoretical and practical significance in solving the problems of
theory and the method existing in the numerical simulations. Furthermore, with the
application of new materials and the improvement of the EMAT manufacturing, the
coil with a more complex structure is being used in EMAT; thus, it is very important
to introduce some new analyzing methods for EMAT with new structures.

EMAT consists of three parts—the magnet that provides a biased magnetic field;
the coils that produce a pulsed magnetic field; and the test sample in which the
ultrasonic wave is generated and propagated. A variety of types and patterns of
ultrasonic waves can be generated by the different combinations of coils and
magnets. For example, Lamb wave, Rayleigh wave, SH wave, and body wave can
be generated in the platelike specimen and L-mode and T-mode guided waves with
pipe axial direction can be generated in the tubelike specimen. EMAT not only can
work in pulse-echo mode, in which only one probe is needed, but also can be used
in through-transmission mode, in which two probes are needed to play the roles of
generating and reception. Generally, the structures of the transmitting probe and the
receiving probe are similar to each other.

In the plate and pipe circumferential testing, where the dimension of plate
specimen or diameter of pipe-shaped specimen is considerably larger than the
dimension of EMAT itself, the coils of EMAT are all of a flat type. On the other
hand, the magnet that provides the bias magnetic field is usually a permanent
magnet. The widely used structures of EMAT include meander coil, spiral coil, and
racetrack coil; the structures of the magnet include square type, horseshoe type, and
periodic permanent magnet. These are shown in Figs. 1.1 and 1.2.
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The different types of ultrasonic waves or modes that have different applications
can be generated inside the specimen by the various combinations of coils, magnet,
and specimen. With the combination of meander coil and square magnet, Lamb wave
and Rayleigh wave can be generated in the non-ferromagnetic specimen [14–20]. The
specific type of ultrasonic wave is related to the coils’ dimension and the frequency of
the excitation signal. It is also possible to generate guided wave of SH mode in the
ferromagnetic sample [21]. The spiral coil and the racetrack coil are mainly used to
generate bodywaves in the ferromagnetic specimen and the thicknessmeasurement of
the sample under test. They can generate transverse wave when combined with the
square magnet [22, 23], or combined with the horseshoe permanent magnet in the
circumstance for the generation of longitudinal wave [24]. With the combination of
racetrack-shaped coil and periodic permanent magnet, the SH wave can be generated
and received in the ferromagnetic and non-ferromagnetic material [25].

The types, strength, frequency, propagation direction, and some other parameters
of the ultrasonic waves can be controlled by changing the scale and orientation of
the bias magnetic field, or the scale and frequency of a high-frequency current, as
well as the shape and size of the coils of the EMAT with different structures. In the
meantime, the bandwidth of the received ultrasonic waves and some other
parameters can also be changed in the same way.

For the formation of a strong bias magnetic field in the surface or near the
surface, the magnet should be made by using magnetic materials with high field
intensity, and specifically, the materials can be a permanent magnet or electro-
magnet. The advantage of using electromagnets is that the strength of the magnetic
field can be adjusted easily. There is a certain level of skin effect in the magnetic
field when the electromagnets are used in AC magnetization, in the circumstance of
which the intensity of the bias magnetic field can be enhanced. The advantage of

Fig. 1.1 The structure of the coil of EMAT. a Meander coil, b spiral coil, and c racetrack coil

Fig. 1.2 The structure of the magnet of EMAT. a Vertical bias, b horizontal bias, and c periodical
bias
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using a permanent magnet is the small size of the magnet, which can make the
structure more compact. However, it is important to note that although the structure
of EMAT can become more compact using the permanent magnet, it can be
restricted by the temperature and the magnetic field intensity. In order to generate
stronger magnetic field and get the right direction of the magnetic field, the magnet
needed by EMAT should be well designed.

The coils used by EMAT mainly include spiral type, racetrack type, and
meander type. The improvement of the EMAT coils has undergone the flat cable,
thin film, wire, printed circuit, and so on [1, 14].

1.2 Influencing Factors of EMAT

The driving force of ultrasound generation in the test sample comes from the Lorentz
force and the magnetostrictive force. In the Lorentz force mechanism EMAT,
the Lorentz force of the test sample is proportional to the bias magnetic field and the
eddy current within the sample. In the magnetostrictive mechanism EMAT, the
magnetostrictive force of the sample is proportional to the piezomagnetic coefficients
and derivative of the dynamic magnetic field to the coordinates. Both the magnitudes
and directions of the forces are related to the magnitudes and directions of the static
and dynamic magnetic fields. For the meander line EMAT, the direction of the force
determines the mode of the ultrasonic waves in the test sample. The magnitude of the
force determines the value of the amplitude of the ultrasonic waves.

1.2.1 Influence of Wire Spacing of the Coil
on the Performance of EMAT

In the design of the meander line coil, generally the matching criteria between the
wavelength of the guided wave and the coil structure should be satisfied, that is,

D ¼ 2nþ 1ð Þk; n ¼ 0; 1; 2; . . . ð1:1Þ

in which D is the spatial period of the meander coil and k is the wavelength of the
guided wave. Generally, n ¼ 0, that is, D ¼ k. The purpose of the design is to
enhance the desired ultrasonic wave mode and weaken other ultrasonic wave modes
through superposition or cancelation of the ultrasonic waves, according to the
spatial periodical characteristic of the meander coil.

The wavelength of the guided wave and the frequency should satisfy the relation

D ¼ k ¼ c=f ð1:2Þ

in which c is the phase velocity of the selected ultrasonic wave mode.
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By changing the spacing between adjacent wires of the coils, the influence of the
spacing on the performance of the EMAT is studied. Assuming that the excitation
frequency is 310 kHz, and A0 mode Lamb wave is generated, the corresponding
spatial period of the meander coil is D = 6.5 mm. By changing the spatial periods of
the excitation and receiving coils, the change of the signal in the receiving coil is
observed. When increasing or decreasing the spatial period of the receiving coil,
amplitude of the received signal is reduced, and the signal waveform will change.
Obviously, changing the spatial periods of the exciting coil and receiving coil have
the same effect on the received signal.

Therefore, when designing the meander coil, by ensuring the exciting coil and
receiver coil have the same spatial period, and the period matches the wavelength of
the desired ultrasonic wave mode, maximum efficiency can be realized for the
excitation and reception of this mode of ultrasonic wave.

1.2.2 The Influence of the Number of Foldings
on the Performance of EMAT

The multifolding structure of the meander coil can enhance the signal of the desired
ultrasonic wave mode and weaken the signals of other ultrasonic wave modes.
While fixing the excitation current of the coil and changing the numbers of foldings
of the exciting coil and receiving coil, the change of the received signal is observed.

When the number of foldings of the exciting coil is increased, due to the tuning
of folding structure of the coil, amplitude of the received guided wave signal is
increased, and the width of the signal wave pack is also enlarged. So, when
selecting the number of foldings for the meander coil, it is necessary to consider the
influence of the change of the number of foldings. When larger signal amplitude
and smaller interference of other modes are required to improve testing sensitivity
and there is no need to consider width of the signal wave pack, the number of
foldings of the meander coil can be increased; when narrower signal wave pack is
required to improve the resolution of the received signal, the number of foldings of
the meander coil can be decreased. Generally, the two aspects need to be taken into
account to design the number of foldings of the meander coil, depending on the
practical application.

1.2.3 The Influence of Coil Liftoff on the Performance
of EMAT

Coil liftoff is an important factor influencing the performance of EMAT. As the coil
liftoff increases, the amplitude of the received signal decays exponentially, so in the
design of EMAT, the liftoff of the coil should be reduced as much as possible.

1.2 Influencing Factors of EMAT 5



If analyzing these results, the influences of the number of foldings and wire
spacing on the performance of EMAT can be interpreted by the analysis of
mechanical field, and the best design is realized by enhancing the particle vibration
of the desired ultrasonic wave mode. By suitable wire spacing design and
increasing the number of foldings of the coil, this purpose can be achieved.

In order to further enhance the amplitude and signal-to-noise ratio of the
received signal, under the condition of satisfying the number of foldings and the
wire spacing, the meander coil can be designed as a multilayer and multisplit
structure. The multilayer and multisplit structure increased the ampere-turns of the
exciting coil and number of inductive conductors of the receiving coil, thereby
increasing the amplitude of the signal.

1.3 EMATs for the Generation of Guided Waves
Along the Axial Direction of the Pipe

For the meander coils, the distance between adjacent wires and the excitation
frequency must satisfy the specific matching relation, and this makes the design of
the coil structure simpler, and the types and modes of the excited ultrasonic waves
can be better controlled. At the same time, the amplitude and time width of the
pulse in the ultrasonic signal can be adjusted through the number of turns of the coil
and the dimensions of the wire conductor. If such coil structure is applied to the
detection of defects in the pipelines made from ferromagnetic material, the draw-
backs of the single-belt coil structure can be effectively overcome.

1.3.1 The Modes of Axial Guided Waves
and Frequency Dispersion

In the case of the pipes, the axial guided waves are dispersive. The phase velocity
and group velocity dispersion curves of axial guided waves in pipes are shown in
Figs. 1.3 and 1.4. As shown in the figures, there are four different modes, L(0,1),

Fig. 1.3 Phase velocity
dispersion curves of a pipe
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L(0,2), L(0,3), and L(0,4). The range of operating frequency of a typical axial
guided wave EMAT is from tens of kHz to several hundreds of kHz, and in this
frequency range, L(0,1) and L(0,2) wave modes are generally used. However, the
L(0,1) mode and L(0,2) mode coexist in a large frequency range, so under one
frequency, both L(0,1) and L(0,2) wave modes could be excited simultaneously.
The generation of one specific mode is closely related to the structure of the coils.

1.3.2 The Structure of Axial Guided Wave EMAT
and Its Transduction Principle

The schematic diagram of the new multibelt EMAT structure is shown in Fig. 1.5a.
To keep the bias magnetic field to be homogeneously distributed around the cir-
cumference of the pipe, a solenoid electromagnet is used instead of a U-shaped
magnet. The multibelt coil, which can be built by wound enameled wires or flexible

Fig. 1.4 Group velocity
dispersion curves of a pipe

Fig. 1.5 The structure of the
multibelt EMAT. a The
structure of the transducer and
b the structure of the coil
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printed circuit (FPC) technology, is used to provide a periodic dynamic bias field.
The transmitting coil and receiving coil have the same structure.

In Fig. 1.5b is the structure of the coil, in which the multibelt coil is unfolded
around the circumference and the details of end connection of the coil are neglected.
The applied electric currents in the adjacent wires have opposite directions to
generate opposite dynamic magnetic fields. According to the structure and principle
of the meander coils of the EMATs used for plate inspection, the distance l of the
adjacent belts should be half of the wavelength of the generated axial guided waves.
Therefore, the frequency of the ultrasonic waves could be expressed as (1.3)

fL ¼ cL
k
¼ 2cL

l
ð1:3Þ

In the above equation, ƒL is the frequency of axial guided wave; cL is the phase
velocity; λ is the wavelength; and l is half of the wavelength. If cL is fixed, ƒL is
solely determined by l.

During the operation of the transducer, the electromagnet will generate the static
bias magnetic field Hs and the multibelt coil will generate dynamic magnetic field
Hd, and their directions are both along the axis of the pipe. The superposition of the
static and the dynamic magnetic fields generates the combined dynamic magnetic
field Hc, as shown in Fig. 1.6. The application of Hc causes the movement of the
magnetic domains in the pipe wall and leads to the generation of the ultrasonic
waves. The magnetostrictive force leading to the oscillation of particles can be
described as (1.4)

Fms ¼ � 1
2

3sþ 2lð Þ 1� 2mð Þ @f
@M0

@mz

@z
ð1:4Þ

The process of receiving ultrasonic waves is the inverse of the process of gen-
erating ultrasonic waves. When the ultrasonic waves propagate to the position of
the receiving coil, the oscillation of particles in the pipe wall causes the variation of
the magnetic field, and then, electrical potential is induced in the receiving coil.

Fig. 1.6 Superposition of the dynamic magnetic field and the static magnetic field
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1.4 The Dispersion Characteristics of the Guided Waves

1.4.1 The Dispersion Characteristics of the Lamb
Waves in the Plate

Generally, the propagation of the guided waves is associated with the dispersion
phenomenon, which means that the propagation velocity of the guided waves
depends not only on the material properties, but also on the geometrical structure of
the waveguide. The velocity of the guided waves is the function of the frequency,
and there exist multiple mode curves for different wave modes simultaneously. The
relation between the propagation velocity and the frequency for the steady-state
guided waves is recorded in the phase velocity dispersion curves, while the group
velocity dispersion curves are used to describe the propagation velocity of a pulse
train or a wave packet. Since in practical guided wave testing, a pulse train with
limited time duration is generally used as the excitation, the actual propagation
velocity of the guided waves as recorded in the received signal is the group
velocity.

The phase velocity dispersion curves of Lamb wave propagating in a steel plate
with 1 mm thickness are shown in Fig. 1.7a, where Sn represents the symmetric
modes, An represents the antisymmetric modes, and n = 0, 1, 2, …

As discussed above, the phase velocity dispersion curves correspond to the
situation of a steady-state excitation. In practical testing, a pulse train with limited
time duration is used as the excitation, and its propagation velocity is the group
velocity. The group velocity can be obtained from the phase velocity. The group
velocity dispersion curves corresponding to Fig. 1.7a are given in Fig. 1.7b.

Fig. 1.7 The frequency dispersion curves of Lamb wave in the 1-mm-thickness steel plate.
a Phase velocity dispersion curves and b group velocity dispersion curves
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1.4.2 The Dispersion Characteristics of the SH
Guided Waves in the Plate

For the shear horizontal (SH) guided waves in a plate, the direction of the dis-
placement is parallel with the upper and lower boundaries of the plate waveguide,
so the interaction of the SH guided waves with the defects perpendicular to the
cross section is simple, and this kind of guided waves is promising in applications.
Plate Lamb waves could be seen as a superposition of longitudinal waves and shear
vertical (SV) waves, and the SH guided waves could be seen as a superposition of
SH bulk waves reflected continuously in the plate.

The mode of vibration of SH guided wave in a plate is relatively simple, so the
method of potential function decomposition is not needed to solve the dispersion
equation. There exists an analytical solution for the dispersion equation of the SH
guided waves; thus, it is not necessary to obtain the solutions numerically. An
analytical expression also exists for the group velocity. The dispersion curves of the
SH guided wave in a steel plate with 1 mm thickness are shown in Fig. 1.8. It can
be seen from Fig. 1.8 that there is no dispersion for the SH0 mode, which means
that neither the phase velocity nor the group velocity changes with the excitation
frequency. This non-dispersive characteristic makes the SH0 mode frequently
selected for defect detection. In the “SHn” labels in Fig. 1.8, an even n corresponds
to a symmetric mode and an odd n corresponds to an antisymmetric mode.

Fig. 1.8 The dispersion curves of the SH guided waves in a plate. a Phase velocity dispersion
curves and b group velocity dispersion curves
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1.5 The Electromagnetic Ultrasonic Guided Wave
Testing Technique

1.5.1 Thickness Measurement Based on Electromagnetic
Ultrasound

There exist two mechanisms for the thickness measurement using electromagnetic
ultrasound: One is based on Lorentz force, and the other is based on the magne-
tostrictive force, which is applicable to the ferromagnetic conductive materials.
During the thickness measurement of structures made from the ferromagnetic
conductive materials, there often exist the two effects at the same time.

Normal incidence pulse-echo method could be used in the thickness measure-
ment with the EMA technique. When rapid scan and high-resolution inspection are
required, or the tested material is very thin, oblique incidence under pitch and catch
mode could also be adopted.

During the propagation of the ultrasonic waves, the reflection and transmission
phenomena could take place at the interface between the two media. When the
normal incident waves travel back and forth between the top and bottom surfaces of
the structure, reflection and transmission occur at the top and bottom interfaces
between the structure and the air. If the acoustic impedances of the structure (made
of metal material) and the air are Z1 and Z2, respectively, for the case of normal
incidence, the reflection coefficient R and the transmission coefficient T are

R ¼ Z1 � Z2
Z1 þ Z2

� �2
� 100 %

T ¼ 4Z1Z2
ðZ1 þ Z2Þ2

� 100 %

ð1:5Þ

Because the acoustic impedance Z2 of the air is far less than the acoustic
impedance Z1 of the structure, R is close to 1 and T is close to 0. Basically, total
reflection takes place at the interface, and the waves could propagate back and forth
between the top and bottom surfaces many times, and then, the thickness of the
structure could be calculated as

d ¼ CTn
2

ð1:6Þ

in which d is the thickness of the structure and Tn is the time difference between two
peaks in the recorded ultrasonic wave signal, i.e., the time of propagation of the
waves between the top and bottom surfaces of the structure under inspection. C is
the sound speed of the electromagnetic ultrasonic waves. The principle of thickness
measurement is as in Fig. 1.9. Because under different temperatures the propagation
velocities of the ultrasonic waves will be different, sometimes temperature com-
pensation is needed.
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The electromagnetic ultrasonic thickness measurement system is mainly com-
posed of the following parts: the EMAT, the matching circuit, the ultrasound
excitation circuit, the receiving and amplification circuit for the wave signal, and the
data acquisition and processing circuit. The permanent magnet could supply a
constant bias magnetic field as large as 1 T. The matching circuit increases the
transduction efficiency of the transducer. The measured sample is made of ferro-
magnetic or conductive material. The ultrasound generation circuit comprises a
power amplifier, an impulse excitation circuit, and a frequency regulator. The
power amplifier charges the impulse excitation circuit, and the frequency regulator
could be used to tune the pulse width and the frequency of the sinusoidal waveform.
The core electronic part is the FPGA, which could be used to tune a waveform of
arbitrary frequency. The reflected wave signal is received by an EMAT, amplified,
filtered, and acquired into a PC. With a further digital filtering process, the value of
the thickness could be calculated. The waveform after the amplification and filtering
could also be observed by an oscilloscope. The structure of the system is as in
Fig. 1.10.

In an EMA thickness measurement device, the receiving and amplification are
the key processes, which are directly related to the measuring accuracy. The
ultrasonic signal received by the EMAT is amplified and filtered, as in Fig. 1.11.

EMAT

Measured 
sample

d

Fig. 1.9 Thickness
measurement with
electromagnetic ultrasonic
waves

Fig. 1.10 The structure of the EMA thickness measurement system
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The EMAT receives the echo ultrasonic waves, and its output goes to the fil-
tering and amplification circuit. The preamplifier is generally broadband and low
gain device and could amplify the ultrasonic signal linearly in the whole range of
signal amplitude.

If the signal is increased to the voltage level high enough to overcome the noises
of the subsequent amplification and filtering stages, the signal-to-noise ratio could
be maximized. The amplifier increases the amplitude of the ultrasonic echo signal to
the degree to make the signal processing circuit work normally. The filter is
narrow-banded, so unnecessary frequency responses of the EMAT are eliminated,
and the interference from the power supply is reduced. Frequency characteristic of
the signal is decided by the band-pass filter, and controlling the frequency band of
the amplified signal helps to improve the signal-to-noise ratio. The amplified and
filtered signal then enters the DAQ system for data collection.

Usually, even when good matching is achieved for the circuit and the
peak-to-peak value of the current in the transmitter coil is 50 A, the voltage on the
receiver coil is only tens of microvolts. At the same time, the high power trans-
mission circuit can produce strong electromagnetic interference when operating,
causing much noise for the EMAT system. Therefore, in order to get higher SNR
for the received signal, the EMAT receiving circuit must have the ability to detect
weak signal in a strong background noise. In order to reduce the interference, the
wiring of the receiving circuit adopts coaxial cable and BNC connectors with good
shielding performance. In addition, the possible damage of the excitation high
voltage interference to the receiving circuit should be avoided. Figure 1.12 shows
the diagram of the protection and frequency selective amplification hardware for the
amplification circuit.

The coil excitation needs a high-voltage and high-power excitation circuit, and
the excitation circuit should generate a high-frequency sinusoidal signal or pulse

EMAT Preamplifier
Frequency 
selective 

amplification

Proportional 
amplification

Narrow 
band filter

Echo signal 
Data 

collection

Fig. 1.11 The receiving and processing of the ultrasonic signal from EMA thickness measurement
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Fig. 1.12 The clipping and amplification stages of the receiving circuit
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signal. According to current technology and the request of the electromagnetic
ultrasonic thickness measurement, a full-bridge inverter power amplifier circuit is
used to generate the sine waves. A single switch transistor is used for the charge–
discharge of the capacitance to generate the high-voltage narrow pulse.

The principle of the full-bridge inverter power amplifier excitation circuit is
shown in Fig. 1.13. A 220V AC power is connected to a rectifier bridge through an
adjustable transformer. The AC is transferred into the DC through the full-bridge
rectifier, providing the input voltage for the inverter circuit. At the end of the AC
input, the alternating voltage is transferred into the direct voltage through the
full-bridge rectifier composed of four diodes. The maximum value of the voltage
can reach 400 V. The peak value of the output voltage by the full-bridge inverter
circuit is close to the DC voltage at the input terminal, but the peak value of the
output voltage by the half-bridge circuit is only half of the DC voltage after the
front-end rectification. Compared to the half-bridge inverter circuit, the full-bridge
circuit has a higher efficiency. The inductance L1 is the filtering section after rec-
tification, in which the high-frequency spike pulses generated from the rectifying
process can be filtered. The capacitance at the back-end is the high-voltage charging
capacitance with a large capacity, which can help to form a stable DC voltage at the
input terminal. F1 is the fuse used to control the electric current in the switching
transistor, so that the average current in the switching transistor can be restricted.
The full-bridge inverter mainly includes the driving module, inverting module, and
tunable filtering module. The driving capability of the pulse signal produced by the
signal generation module is limited, so the signal should be amplified by the driving
module before entering the power switch transistor. For the inverter module, a
switch transistor with high frequency, high voltage, and high power is selected.
Through controlling on/off of the switch transistor, the symmetric square pulse is
output. Finally, with the tuning module, the signal is tuned into approximate
sinusoidal pulse. The buffering circuit is used to absorb the sharp pulses and noises
generated in the turning on/off process of the switch transistor.

Thickness measurement based on the electromagnetic ultrasound shares the
same idea as the approach with the traditional piezoelectric ultrasound, where the

220V 50Hz AC
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Fig. 1.13 The principle of the full-bridge inversion of the excitation circuit
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impulse reflection process is used. The ultrasonic wave is reflected back and forth in
the tested sample, and the recorded waveform has strict repeatability. The char-
acteristics of the waveform are obvious. The time differences corresponding to these
peak values are used to calculate the thickness. Since pulsed energy is mostly used
as the excitation of the thickness measurement, if the pulse is used to modulate the
sine wave with the resulted signal as the excitation signal of the transducer, the echo
signal is amplitude-modulated with the same frequency as that of the excitation
pulse. The echoed signal of EMAT is usually highly contaminated by noises, and
the signal-to-noise ratio is relatively low. The superposition of the noise makes the
output signal non-stationary, and the amplitudes and phases of the sinusoidal
components with various frequencies are time-varying parameters. However, the
analog filtering circuit has an insufficient ability to handle the random noise of the
non-stationary signal; thus, it is necessary to carry out some digital filtering and
processing of the signal.

Using the time-domain analysis to extract the time-varying sine signal sub-
merged in the noises can improve the quality of EMAT signal. In the averaging
technique, the random characteristic of the noise is used, and in the time domain,
the echoed signal is sampled multiple times and the average is obtained to improve
the signal-to-noise ratio. Now, it has been a general method for dealing with the
signal received by EMAT. For the recurring signal received by EMAT, within the
error range the waveforms are basically the same, but the noise of the signal is
random. After several acquisitions of the signal, through the summing and aver-
aging the corresponding sampling points, the noise level of the useful signal can be
significantly reduced, and the echoed signal is strengthened.

In Fig. 1.14 is the ultrasonic echo signal excited by the sinusoidal burst signal
with a center frequency of 2 MHz and a number of periods of 12 in the aluminum
plate with a thickness of 29.2 mm. The subfigure (a) is the original signal, and the
subfigure (b) is the waveform after averaging 128 times. It can be seen from the

Fig. 1.14 The averaging process of the echoed signal. a The original signal and b the averaged
signal
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figure that the random noise is suppressed effectively, and there is no obvious
attenuation of the useful signal. The signal-to-noise ratio is also improved.

In order to measure the time difference of the echoed signal to obtain the thickness
of the tested specimen, the envelope of the testing signal should be obtained first.
The envelopes are the top and bottom lines wrapping the signal, generated by
connecting the maximum and minimum points of the signal sequentially.

Common methods used to extract the signal envelope are listed as follows: the
complex modulation method, the full-wave rectification method, the detection/
filtering method, and the Hilbert transform method. Those demodulation methods
are generally required to work with the filter, to be effectively applied in practice.
The Hilbert transform method is simple and effective and is used widely in the
engineering field.

After the extraction of the envelope of the ultrasonic echo signal, in order to
implement the automatic thickness measurement, the time difference between the
two adjacent peaks of the echo signal should be solved. The thickness of the
specimen is calculated from the corresponding thickness calculation equation.
However, the difficulty of the method is how to solve the locations of the two
waveform peaks. In order to perform further analysis and processing of the ultra-
sonic echo signal, two functions reflecting the characteristics of the echo signal are
defined: The energy distribution function represents the energy distribution of the
echo signal, and the comparability distribution function represents the level of
similarity between the nth reflected waveform and the 1st reflected waveform of the
ultrasonic signal. Firstly, the burst signal in the envelope is removed, and a rect-
angular window with a width of Wd is constructed as shown in Fig. 1.15. Moving
the rectangular window along the time axis, the rank two norm of the vector,
composed of all the data points within the scope of the rectangular window, is the
value of the energy distribution function corresponding to the central point of the
rectangular window. Its waveform is shown in Fig. 1.16a. The x coordinate cor-
responding to the maximum value of the energy distribution function is the time

Fig. 1.15 The characteristic
function for establishing the
ultrasonic echo signal
envelope

16 1 The Electromagnetic Ultrasonic Guided Wave Testing



instant FirstPeak corresponding to the peak of the first echo waveform. Setting this
time instant as the center position of the rectangular window, at this time the vector
composed of the values of the energy distribution function within this rectangular
window is P1(Wd). Moving the rectangular window along the time axis on
the waveform of the energy distribution function, when it reaches any position, the
vector composed by the values of the energy distribution function within the
rectangular window is Pn(Wd). Then, the comparability distribution function can
be expressed by

f ðnÞ ¼ exp � P1 Wdð Þ � Pn Wdð Þk k2
h i

ð1:7Þ

in which P1 Wdð Þ � Pn Wdð Þk k2 represents the rank two norm of the two vectors, then
the waveform of the time instant FirstPeak corresponding to the peak of the first echo
is the most similar to itself, and the corresponding f ðnÞ value is the maximum. It is
followed, in similarity, by the waveform of the time instant SecondPeak corre-
sponding to the peak of the second echo and then by the waveform corresponding to
the peak of the nth echo. The waveform of this function is as in Fig. 1.16b. From the
instant FirstPeak, the x coordinate corresponding to the maximum value of the
function f ðnÞ is the instant SecondPeak corresponding to the peak of the second
echo. The time difference between these two time instants is the propagation time Tn
of the ultrasonic wave bouncing back and forth once inside the specimen. If the
propagation velocity C of the ultrasonic wave in the specimen is already known, then
the thickness of the tested specimen can be obtained by the electromagnetic ultra-
sonic thickness calculation Eq. (1.6).

The energy distribution function represents the energy distribution of the echo
signal. Compared with the method that through comparing the amplitude of the
echo signal, the time of the first waveform peak is obtained directly from the echo
signal envelope, the time of the first echo peak obtained from the energy distri-
bution function is more accurate and reliable. With the energy distribution function,

Fig. 1.16 The characteristic function of the ultrasonic echo signal envelope. a Energy distribution
function and b waveform similarity function

1.5 The Electromagnetic Ultrasonic Guided Wave Testing Technique 17



the misjudgment caused by the singular values contained in the echo signal
envelope and the high-frequency noises can be eliminated. The width of the rect-
angular window depends on the frequency of the ultrasonic wave signal, the data
sampling rate, and the shape of peak of the echo signal, so the width of the
rectangular window should be selected according to the different circumstances.

1.5.2 Electromagnetic Ultrasonic Guided Wave Testing
Along the Axial Direction of the Pipeline

1.5.2.1 Hardware of System of the Electromagnetic Ultrasonic Guided
Wave Testing Along the Axial Direction of the Pipeline

The structure of the longitudinal mode guided wave EMAT for the pipeline is
shown in Fig. 1.17. Two schemes of single cluster coil and multiple cluster coil are
shown, respectively. Enameled wire is used to wind the coil of the electromagnet.
After the DC is input, a static bias magnetic field will be generated along the axial
direction of the pipeline. The EMAT coil is wounded along the circumference of
the pipeline. If high-frequency alternating current is loaded in the coil, a dynamic
magnetic field will be generated. The direction of the dynamic magnetic field is
parallel to that of the static bias magnetic field.

From the phase velocity and group velocity dispersion curves of the longitudinal
mode, within a frequency range of 0–1 MHz, there are four guided wave modes
from L(0,1) to L(0,4). Since the L(0,2) guided wave mode is not dispersive, this
mode is selected for the test.

In the design of the multiple cluster coil, the space D between adjacent clusters is
half the wavelength of the longitudinal guided wave mode

D ¼ k
2
¼ cp

2f
ð1:8Þ

d

Coil

Pipe

Electromagnet Electromagnet

Dd

Coil

Pipe

(a) (b)

Fig. 1.17 The structure diagram of the longitudinal mode guided wave EMAT. a Single cluster
coil and b multiple cluster coil
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In the above equation, λ is the wavelength of the longitudinal guided wave
mode; cp is the phase velocity of the guided wave, and ƒ is the frequency.

Thus, the space between adjacent clusters corresponds to the selected guided
wave frequency. At the same time, adjacent clusters are wounded along the
clockwise and anticlockwise directions, respectively, making the directions of the
currents in adjacent clusters opposite to each other to generate a dynamic magnetic
field with opposite directions. Based on this design, when the particle vibration
caused by a cluster propagates to the distance of λ/2 (the position of the adjacent
cluster) with a phase velocity of cp, it will produce constructive interference with
the particle vibration in the same direction caused by the adjacent cluster, which
will enhance the vibration intensity. For the guided waves of other modes, the phase
velocity, frequency, and designed distance between adjacent clusters do not satisfy
the relationship expressed in (1.8), and the particle vibrations caused by the adja-
cent clusters cannot generate the constructive interference and may even cancel out
each other. Thus, if multiple cluster coil is used, the vibration intensity of the
desired guided wave mode can be improved, and the generation of other guided
wave modes can be restrained.

The design parameters of the EMAT multiple cluster coil that can excite the
L(0,2) guided wave mode are given in Table 1.1. From the phase velocity dis-
persion curve of the longitudinal guided waves in the pipe, at the 250 kHz fre-
quency point, the phase velocity of the L(0,1) mode is 2169 m/s and the wavelength
is 8.68 mm, while the phase velocity of the L(0,2) mode is 5364 m/s and the
wavelength is 21.46 mm. In this way, when the spacing between adjacent cluster
coil is designed as 10.73 mm, that is, half of the wavelength of the L(0,2) mode, the
L(0,2) mode can be excited, while at the same time, the generation of the L(0,1)
mode guided wave is restrained.

The width d of the single cluster coil should be smaller than or equal to half the
wavelength of the desired guided wave mode; otherwise, the vibrations caused by
the wire at the ends of the coil will cancel out each other, reducing the vibration
intensity of the desired guided wave mode. When designing multiple cluster coil,
the width of each cluster also needs to meet this requirement. Although the principle
of interferometry cannot be used to enhance the vibration intensity of the desired
guided wave mode when the single cluster coil is used, the longitudinal guided
wave of different frequencies can be generated by adjusting the coil width, with
great flexibility.

In the above design, the electromagnet and coil are both wounded with enameled
wire, so it is easy to adjust the intensity of the static bias magnetic field, the working

Table 1.1 The design parameters of the L(0,2) mode guided wave EMAT with multiple cluster
coil

Parameter Value

Guided wave frequency f (kHz) 100 150 200 250

Guided wave phase velocity cp (m/s) 5412 5392 5378 5364

Distance between adjacent clusters D (mm) 27.06 17.97 13.45 10.73
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frequency of EMAT, the thickness and number of turns of the coil wire, and so on,
which is convenient for use in the laboratory. However, multiple cluster coil used in
practical engineering is often made of a flexible printed circuit board, while the
magnet is made of the neodymium–iron–boron permanent magnet, as shown in
Figs. 1.18 and 1.19.

A printed circuit board is used to make the EMAT coil. The width of the wire in
the coil and the spacing between the adjacent clusters can be controlled with high
accuracy, which benefits the miniaturization of the EMAT and improves its energy
conversion efficiency. The magnets can be divided into four groups. Each group of

Fig. 1.18 Coil made of the
flexible printed circuit board

Fig. 1.19 A magnet made of the neodymium–iron–boron permanent magnet

20 1 The Electromagnetic Ultrasonic Guided Wave Testing



magnets is composed of two neodymium–iron–boron permanent magnets and an
iron yoke. The different magnet groups are connected by a hinge. When they are
used, the magnets can be placed on the outer surface of the pipeline axisymmet-
rically in order to provide a static bias magnetic field along the axial direction of the
pipeline for the coils.

The structure of the torsional mode guided wave EMAT is shown in Fig. 1.20.
The single cluster coil and multiple cluster coil are used. A premagnetized nickel
belt is wrapped around the outer surface of the pipeline to generate the static bias
magnetic field along the circumferential direction of the pipeline. The coil is
wrapped along the circumferential direction of the pipeline to generate the dynamic
magnetic field, the direction of which is perpendicular to the static bias magnetic
field. Similar to the longitudinal guided wave EMAT, the single cluster coil width,
distance between the adjacent clusters, etc., should meet the matching relationship
of the selected guided wave mode.

The design parameters of the EMAT multiple cluster coil that can excite the T
(0,1) mode guided wave are given in Table 1.2. From the phase velocity dispersion
curve of the torsional mode in the pipe, at the 190 kHz frequency point, the phase
velocity of the T(0,1) guided wave mode is 3200 m/s and the wavelength is
16.84 mm. In this situation, when the spacing between adjacent clusters is designed
as 8.42 mm, that is, half the wavelength of the T(0,1) mode, the T(0,1) guided wave
mode can be excited.

The premagnetized nickel strap can be fixed on the pipeline surface using either
epoxy resin glue or a mechanical clamping ring, and the coil can be made of the
enameled wire or the flexible printed circuit board. Since the EMAT with this kind
of structure will first generate vibration inside the ferromagnetic nickel strap and

Coil

Pipe
d

(a) (b)
Nickel belt

Dd

Coil

Pipe

Nickel belt

Fig. 1.20 The structure diagram of the torsional mode guided wave EMAT. a Single cluster coil
and b multiple cluster coil

Table 1.2 The design parameters of the T(0,1) mode guided wave EMAT multiple cluster coil

Parameter Value

Guided wave frequency f (kHz) 100 150 190

Guided wave phase velocity cp (m/s) 3200 3200 3200

Distance between adjacent clusters D (mm) 16.00 10.67 8.42
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then couple the vibration into the tested pipeline, it can also be used to test a
pipeline made of non-conducting or non-ferromagnetic material.

The circumferential electromagnetic ultrasonic excitation source is mainly
composed of a control circuit, a drive circuit, a rectifier and filter circuit, an inverter
circuit, and an overcurrent protection circuit. Its principle structure is shown in
Fig. 1.21. Initially, the control circuit generates a control signal, either through the
computer or using the parameter set by the hand knob. Then, the control signal is
amplified by the driving circuit and drives the power MOSFET in the inverter
circuit. Finally, the inverter circuit converts the DC voltage generated by the rec-
tifier and filter circuit into the high-power pulse signal and outputs it to the exci-
tation EMAT. At the same time, the output current of the inverter circuit is
measured by the overcurrent protection circuit composed of a Hall sensor and an
analog–digital converter, and it is fed back to the control circuit to realize the
overcurrent protection.

The hardware programming language VHDL is used to write the control circuit
program. It mainly includes modules such as the clock divider, the trigger, the control
signal generation, and overcurrent protection. Its structure diagram is shown in
Fig. 1.22. The clock divider module is based on the phase-locked loop in the FPGA.

Control 
circuit

Drive 
circuit

inverter 
circuit

Rectifier and 
filter circuit

Over current 
protection circuit

PC/Hand knob Transmitting 
EMAT

Fig. 1.21 A structure diagram of the electromagnetic ultrasonic guided wave excitation source

Fig. 1.22 A structure diagram of the control circuit program
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By frequencymultiplication, the 50MHz clock of the external active crystal oscillator
is changed into a global clock with a frequency of 200 MHz. All signals in the FPGA
are generated through edge-triggered counting of this global clock. In the trigger
module, the counterX is defined.When the value ofX is accumulated to the number of
the global clock corresponding to the time interval of adjacent pulses, the trigger
module will output a trigger signal, the time width of which is a global clock cycle.
Then, the counter X is reset and the counting restarts. The rising edge of the trigger
signal prompts the counters Y and Z in the control signal generation module to begin
counting, while at the same time, a case structure is used to judge the numerical range
of Y and Z. Double-channel control signal is generated according to the set excitation
signal frequency and number of cycles and is used to control the switching element in
the inverter circuit. The output current of the invertor circuit is monitored by the
overcurrent protection module through the overcurrent protection circuit of the
excitation source. If the peak value of the output current exceeds the established
threshold value, the alerting signal and stopping signal are set from a low level to a
high level by the overcurrent protection module, which will cause a buzzer to raise
alarm. At the same time, the output of the excitation signal is stopped to make sure the
whole excitation source is working within the safety range.

For the axial direction electromagnetic ultrasonic guided wave testing device, the
filtering amplifier is mainly composed of a preamplifier, a band-pass filter circuit, and
the main amplifying circuit. Its structure is shown in Fig. 1.23. Initially, the voltage
signal detected by the receiving EMAT is amplified preliminarily; then, the band-pass
filtering is made by the band-pass filter circuit, in which the guided wave frequency
used in the actual application is taken as the center frequency; then, the signal after
filtering is amplified further with the main amplification circuit. Finally, an oscillo-
scope or a computer is used to acquire and display the signal.

1.5.2.2 Experiment of the Axial Electromagnetic Ultrasonic Guided
Wave Testing and the Influencing Factors

Firstly, longitudinal mode and torsional mode ultrasonic guided waves are gener-
ated by EMAT and the correctness of the excitation is verified through the mea-
sured wave velocity. Then, the influences of the number of cycles of the excitation
signal, the static bias magnetic field, and the dynamic magnetic field on the guided
wave signal amplitude are studied. Finally, for the artificial defect on the outer wall
of the pipeline, the experiment of the axial electromagnetic ultrasonic guided wave
is conducted.

Fig. 1.23 A structure diagram of the axial electromagnetic ultrasonic filtering amplifier
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The experimental system of the pipeline axial electromagnetic ultrasonic guided
wave excitation and defect detection is shown in Fig. 1.24. It is mainly composed of
the electromagnetic ultrasonic excitation source, the transmitting EMAT, the
receiving EMAT, the filtering amplifier, the computer, direct current source, and the
experimental pipeline. In the experiment, the high-power pulse excitation signal is
generated by the electromagnetic ultrasonic excitation source and output to the
excitation EMAT. The excitation EMAT is based on the magnetostrictive effect,
and the ultrasonic guided wave propagating along the axial direction of the pipeline
is generated in the pipe wall. The receiving EMAT is based on the inverse mag-
netostriction effect. The ultrasonic guided wave in the pipe wall is converted into a
voltage signal. The voltage signal detected by the receiving EMAT is amplified and
filtered by the filtering amplifier and then acquired and processed by the computer.
The direct current inside the electromagnet of the EMAT is provided by the direct
current source to generate the static bias magnetic field. For the tested pipeline, the
external diameter is 59 mm, the inner diameter is 53 mm, and the length of pipeline
is 3 m.

A PCI-9812 data acquisition card is installed in the computer in the experimental
system to acquire the ultrasonic guided wave signal and convert it into a digital
signal. The data acquisition card has four independent A/D channels, a 12-bit A/D
resolution, and a synchronous sampling rate of up to 20 MS/s, which is good
enough to meet the requirements of the acquisition and conversion of the ultrasonic
guided wave signal. The PCI-9812 data acquisition card is very flexible in that the
ultrasonic guided wave signal itself could be used as the trigger signal, and the
external digital signal is also supported as the trigger signal. An EMAT data
acquisition and analysis software is also installed in the computer. Its main interface
is shown in Fig. 1.25. Using this software, we can set the trigger type, trigger level,
sampling rate, and number of sampling points, and the acquired data can also be
processed and analyzed by the software. The processing includes band-pass fil-
tering, averaging of multiple acquisitions, and envelope calculation.

Fig. 1.24 The experimental system of the axial electromagnetic ultrasonic guided wave excitation
and defect detection
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The ultrasonic guided wave has multimode characteristics. Multiple modes can
exist at a certain frequency point. It is the basic precondition of pipeline testing to
verify the correctness of the guided wave mode excitation. In practice, comparison
of the measured wave velocity and the theoretical wave velocity is usually used to
verify the excited guided wave mode is the desired mode.

When verifying the longitudinal guided wave mode, the experimental setup of
the transmitting and receiving EMATs as shown in Fig. 1.26 is used. The distance

Fig. 1.25 The main interface of the EMAT data acquisition and analysis software

Fig. 1.26 The experimental setup for the longitudinal guided wave mode verification
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between the central position of the excitation EMAT and the left margin of the
pipeline is 0.5 m. The coil is wounded with copper enameled wire with a diameter
of 1 mm into two layers, and each layer has 25 turns, with a total width of 25 mm.
The distance between the central position of the receiving EAMT and the left
margin of the pipeline is 2.0 m. The coil is wounded with copper enameled wire
with a diameter of 0.31 mm into four layers, and each layer has 70 turns, with a
total width of 21.7 mm.

The amplitude of the excitation voltage of the transmitting EMAT is set at 50 V,
the excitation frequency is 100 kHz, the number of cycles is 6, and the magnetizing
current of the electromagnet is 6 A. A computer is used to acquire and filter the
voltage signal detected by the receiving EMAT, and the obtained longitudinal
guided wave signal is as shown in Fig. 1.27.

After the excitation signal is loaded into the transmitting EMAT, the longitudinal
guided waves excited by the EMAT will propagate to the left and right directions.
The guided wave propagation path is shown in Fig. 1.26, and the temporal relation
of the signal features is shown in Fig. 1.27. It could be known that signal (1), signal
(3), and signal (5) are the signal of directly arriving wave propagating to the right
side, the signal of the wave reflected from the right margin, and the signal of the
wave reflected from the left margin, respectively. Signal (2), signal (4), and signal
(6) are the signal of the first wave propagating to the left side and reflected from the
left margin, the signal of the reflected wave from the right margin, and the signal of
the second wave reflected from the left margin, respectively. The unnumbered
signal on the left side of signal (1) in Fig. 1.27 is the initial excitation signal sensed
by the receiving EMAT through the space coupling, when the excitation signal is
applied on the transmitting EMAT and is not the signal of the ultrasonic wave
propagating in the pipe wall.

If signal (1) is taken as the reference, the difference in propagation distance
between other signals and signal (1) can be obtained from Fig. 1.26. The delays of
each signal compared with signal (1) can be obtained from Fig. 1.27, and then, the
propagation velocity of the excited longitudinal guided wave can be calculated,
with the results shown in Table 1.3.

Fig. 1.27 The longitudinal guided wave mode signal
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From the group velocity dispersion curves of the longitudinal guided waves in
the pipeline, at the frequency of 100 kHz, the theoretical value of the group velocity
of the L(0,2) guided wave mode is 5349 m/s. As shown in Table 1.3, the average
value of the longitudinal guided wave propagation velocity is 5365 m/s. The error
between the theoretical value and the experimental value of the L(0,2) mode guided
wave group velocity is 0.3 %. It can therefore be verified that the excited longi-
tudinal guided wave is the L(0,2) mode.

For the torsional mode guided wave EMAT, the nickel strap should be pre-
magnetized first to generate the static magnetic field along the length direction of
the EMAT. The method is shown in Fig. 1.28. The length of the nickel strap is
186 mm, its width is 60 mm, and its thickness is 0.2 mm. N and S represent two
permanent magnets with opposite polarity. After the premagnetization, the nickel
strap is wrapped around the outside surface of the pipeline along the circumferential
direction and fixed in place by a snap ring, so it has tight contact with the pipeline
surface. The method is shown in Fig. 1.29.

Table 1.3 Experimental results of the longitudinal guided wave propagation velocity

Number Propagation distance (m) Propagation time (μs) Propagation velocity (m/s)

(2) 1.0 183 5464

(3) 2.0 375 5333

(4) 3.0 559 5366

(5) 6.0 1128 5319

(6) 7.0 1310 5344

Fig. 1.28 The premagnetization of the nickel strap

Fig. 1.29 The installation and fixation of the nickel strap
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The setup of the transmitting EMAT and receiving EMAT for the verification of
the torsional mode guided wave is shown in Fig. 1.30. The distance between the
central position of the transmitting EMAT and the left margin of the pipeline is
1.0 m. The coil is wounded with copper enameled wire with a diameter of 1 mm
into four layers, and each layer has 12 turns, with a total width of 12.5 mm. The
distance between the central position of the receiving EMAT and the left margin of
the pipeline is 2.5 m. The coil is wounded with copper enameled wire with a
diameter of 0.31 mm into four layers, and each layer has 35 turns, with a total width
of 12.4 mm.

It is assumed that the amplitude of excitation voltage of the transmitting EMAT
is 50 V, the excitation frequency is 100 kHz, and the number of cycles is 6.
A computer is used to acquire and filter the voltage signal detected by the receiving
EMAT. The torsional mode signal is shown in Fig. 1.31.

After the excitation signal is applied to the transmitting EMAT, the torsional
mode guided waves generated by the EMAT are propagating to the left and right
sides, respectively. The guided wave propagation path is shown in Fig. 1.29, and
the temporal relation of the signal features is shown in Fig. 1.30. It could be known
that signal (1) and signal (2) are the signal of directly arriving wave propagating to
the right side and the signal of the wave reflected from the right margin, respec-
tively. Signal (3) and signal (4) are the signal of wave propagating to the left side
and reflected by the left margin and the signal of the wave reflected from the right
margin, respectively.

Fig. 1.30 The experimental setup for the verification of the torsional mode guided wave

Fig. 1.31 The torsional mode guided wave signal
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If signal (1) is taken as the reference, the difference in propagation distance
between other signals and signal (1) can be obtained from Fig. 1.29. The delays of
each signal compared with signal (1) can be obtained from Fig. 1.30, and then, the
propagation velocity of the excited torsional guided wave can be calculated, with
the results shown in Table 1.4.

From the group velocity dispersion curves of the torsional guided waves in the
pipeline, at the frequency of 100 kHz, the theoretical value of the group velocity of
the T(0,1) guided wave mode is 3200 m/s. As shown in Table 1.4, the average value
of the torsional guided wave propagation velocity is 3181 m/s. The error between
the theoretical value and the experimental value of the T(0,1) mode guided wave
group velocity is 0.6 %. It can therefore be verified that the excited torsional guided
wave is the T(0,1) mode.

When the electromagnetic ultrasonic technology is used to test the pipeline, the
excitation signal applied to the EMAT is usually the pulse containing several cycles
of high-frequency signal. If the amplitude and frequency of the high-frequency
signal remain unchanged, its number of cycles decides the energy from the exci-
tation source to the EMAT and further decides energy of mechanical vibration of
the ultrasonic waves inside the pipeline.

With the single cluster coil longitudinal guided wave EMAT, the amplitude of
the excitation voltage of the transmitting EMAT is set at 20 V, the excitation
frequency is 100 kHz, the magnetizing current of the electromagnet is 5 A, and the
number of cycles N is tuned for the experiment. With the multiple cluster coil
longitudinal guided wave EMAT, the coil of the transmitting EMAT is wounded
with copper enameled wire with a diameter of 1 mm into four clusters, each cluster
having two layers and each layer having 7 turns of wire. The spacing between two
adjacent clusters is 27 mm. The coil of the receiving EMAT is wounded with
copper enameled wire with a diameter of 0.31 mm into four clusters, each cluster
having two layers and each layer having 15 turns of wire. The spacing between two
adjacent clusters is 27 mm.

The amplitude of the excitation current of the transmitting EMAT is set at 16 A,
the excitation frequency is 100 kHz, the magnetizing current of the electromagnet is
7 A, and the number of cycles N is tuned for the experiment.

When the number of periods of the excitation signal is 4, the amplitude of the
direct arrival signal is taken as the denominator and the amplitudes of the direct
arrival signals under the excitation signals with other numbers of periods are taken
as the numerator. Then, we obtain the curve of variations of the relative value of the

Table 1.4 Experimental results of the torsional guided wave propagation velocity

Number Propagation distance (m) Propagation time (μs) Propagation velocity (m/s)

(2) 1.0 314 3185

(3) 2.0 627 3190

(4) 3.0 947 3168
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direct signal amplitude with the numbers of periods of the excitation signal, as
shown in Fig. 1.32.

It can be seen that whether the single cluster coil EMAT or the multiple cluster
coil EMAT is used, the amplitude of the guided wave signal will be improved with
increase in the number of cycles of the excitation signal, but there is a saturation
effect. When the number of periods of the excitation signal changes in the range
from 4 to 8, with the increase of the number of periods of the excitation signal, the
amplitude of the guided wave signal increases greatly. When the number of periods
of the excitation signal is bigger than 8, the effect of increasing the signal amplitude
through increasing the number of periods of the excitation signal is weakened. The
distance between the adjacent coil clusters in the multiple cluster coil has a
matching relationship with the wavelength of the excited guided wave, which
means that the particle vibrations of the adjacent clusters have constructive inter-
ference, while there is no corresponding relationship between the single cluster coil
structure and the wavelength of the excited guided wave. The effect of increasing
the signal amplitude through increasing the number of periods of the excitation
signal is not as obvious as in the case for the multiple cluster coil structure.

In addition, with the increase of the number of periods of the excitation signal,
the time width of the guided wave signal will also increase accordingly and the
spatial resolution of defect detection will decrease. So, when we select the number
of periods of the excitation signal, its influence on the guided wave signal amplitude
and spatial resolution of defect detection should be considered comprehensively to
achieve a good testing effect.

The intensity of the bias magnetic field can also affect the received signal. The
peak of the excitation current of the transmitting EMAT coil is set at 8 and 14 A,
adjusting the magnetizing current of the electromagnet. The data of the signal
detected by the receiving EMAT are shown in Fig. 1.33.

Fig. 1.32 Curve of variations of the relative value of the direct signal amplitude with the numbers
of periods of the excitation signal
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It can be seen that when the magnetizing current of the electromagnet is lower
than 15 A, the direct arrival signal amplitude will increase linearly with the
increasing magnetizing current of the electromagnet. When the magnetizing current
of the electromagnet is higher than 15 A, the direct arrival signal amplitude will
tend to a stable value and does not change with increasing magnetizing current of
the electromagnet. The finite element simulation shows that when the magnetizing
current of the electromagnet is 15 A, the magnetic induction intensity in the pipe
wall is in the range of 1.6–2.0 T. At this time, the tested pipeline has already entered
the saturation state. Thus, in practice, the EMAT DC bias magnetic field should be
set such that the pipe wall is close to the saturation state, so that higher conversion
efficiency between the electric energy and acoustic energy can be achieved.

In order to verify the testing ability of EMAT along the pipeline axial direction,
an artificial defect is machined on the outer wall of the tested pipeline, and its shape
is as shown in Fig. 1.34. The length of the artificial defect along the pipeline
circumferential direction is 40 mm, and its width along the pipeline axial direction
is 4 mm. Its maximum depth along the pipeline radial direction is 2 mm.

When the L(0,2) guided wave mode is used to detect the defect in the pipe, the
arrangement of the transmitting EMAT and receiving EMAT is as shown in
Fig. 1.35. The distance from the center position of the transmitting EMAT to the
left margin of the pipe is 1.745 m. The coil is wounded with copper enameled wire

Fig. 1.33 Variation of the direct arrival wave signal amplitude with magnetizing current of the
electromagnet

Fig. 1.34 A sketch of the artificial defect in the outer wall of the experimental pipeline
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with a diameter of 1 mm into eight clusters, each cluster having two layers and each
layer having 3 turns of wire. The spacing between two adjacent clusters is 10.8 mm.
The distance from the center position of the receiving EMAT to the left margin of
the pipe is 2.4 m. The coil is wounded with copper enameled wire with a diameter
of 0.31 mm into eight clusters, each cluster having two layers and each layer having
10 turns of wire. The spacing between two adjacent clusters is 10.8 mm. The
distance from the center position of the artificial defect to the left margin of the pipe
is 2.75 m.

The amplitude of the excitation voltage of the transmitting EMAT is set at
350 V, the excitation frequency is 250 kHz, the number of cycles is 12, and the
magnetizing current of the electromagnet is 15 A. The L(0,2) mode guided wave
signal detected by the receiving EMAT is shown in Fig. 1.36.

After the excitation signal is applied to the transmitting EMAT, the L(0,2) mode
guided waves generated by the EMAT are propagating to the left and right sides.
The guided wave propagation path is shown in Fig. 1.35, and the temporal relation

Fig. 1.35 The experimental setup of the defect detection in the pipe by the L(0,2) guided wave
mode

Fig. 1.36 The L(0,2) mode guided wave signal in the pipeline with defect
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of the signal features is shown in Fig. 1.36. It could be known that signal (1), signal
(2), signal (3), and signal (4) are the signal of directly arriving wave propagating to
the right side, the signal of the wave reflected from the defect, the signal of first
reflection from the right margin, and the signal of second reflection from the right
margin, respectively. Signal (5), signal (6), signal (7), and signal (8) are the signal
of wave propagating to the left side and reflected by the left margin, the signal of
the wave reflected from the defect, the signal of first reflection from the right
margin, and the signal of second reflection from the right margin, respectively. It
must be noted that since the artificial defect is a non-axisymmetric defect, when the
L(0,2) mode guided wave is reflected at the artificial defect, the L(0,1) guided wave
mode and torsion mode of the guided wave can also be generated.

If signal (1) is taken as the reference, the difference in propagation distance
between other signals and signal (1) can be obtained from Fig. 1.35. The delays of
each signal compared with signal (1) can be obtained from Fig. 1.36, and then, the
propagation velocity of the excited L(0,2) mode guided wave can be calculated,
with the results shown in Table 1.5.

As shown in Table 1.5, the average value of the L(0,2) mode guided wave
propagation velocity is 5212 m/s. It can be obtained from Fig. 1.35 that the delayed
time of the reflection wave signal (2) relative to the direct arrival signal (1) is
135 μs. The difference in propagation distance between the defect echo signal
(2) and direct arrival signal (1) is

L ¼ 5212� 135� 10�6 ¼ 0:704m ð1:9Þ

Therefore, the distance between the defect and the receiving EMAT is

d ¼ L
2
¼ 0:352m ð1:10Þ

The actual distance between the artificial defect and the receiving EMAT is
0.35 m. Using the L(0,2) mode, the detected distance from the defect to the
receiving EMAT is 0.352 m and the relative error is 0.6 %. It can be seen that the
artificial defect on the outside surface of the pipeline can be detected effectively
using the L(0,2) guided wave mode, and with this mode, a higher accuracy of defect
locating could be achieved.

When the T(0,1) guided wave mode is used to detect the defect in the pipe, the
arrangement of the transmitting EMAT and receiving EMAT is as shown in
Fig. 1.37. The distance from the center position of the transmitting EMAT to the left

Table 1.5 The results of the L(0,2) guided wave mode propagation velocity

Number Propagation distance (m) Propagation time (μs) Propagation velocity (m/s)

(3) 1.20 230 5217

(5) 3.49 670 5209

(7) 4.69 900 5211
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margin of the pipe is 1.415 m. The coil is wounded with copper enameled wire with a
diameter of 1 mm into six clusters, each cluster having two layers and each layer
having 3 turns of wire. The spacing between two adjacent clusters is 8.4 mm. The
distance from the center position of the receiving EMAT to the left margin of the
pipe is 2.15 m. The coil is wounded with copper enameled wire with a diameter of
0.31 mm into six clusters, each cluster having two layers and each layer having 8
turns of wire. The spacing between two adjacent clusters is 8.4 mm. The distance
from the center position of the artificial defect to the left margin of the pipe is 2.75 m.

The amplitude of the excitation voltage of the transmitting EMAT is set at
350 V, the excitation frequency is 190 kHz, and the number of periods is 10. The
T(0,1) mode guided wave detected by the receiving EMAT is shown in Fig. 1.38.

After the excitation signal is applied to the transmitting EMAT, the T(0,1) mode
guided waves generated by the EMAT are propagating to the left and right sides.
The guided wave propagation path is shown in Fig. 1.37, and the temporal relation
of the signal features is shown in Fig. 1.38. It could be known that signal (1), signal
(2), signal (3), and signal (4) are the signal of directly arriving wave propagating to
the right side, the signal of the wave reflected from the defect, the signal of first
reflection from the right margin, and the signal of second reflection from the right

Fig. 1.37 The experimental setup for defect detection in the pipe by the T(0,1) mode

Fig. 1.38 The T(0,1) mode guided wave signal in the pipeline with defect
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margin, respectively. Signal (5) is the signal of wave propagating to the left side and
reflected by the left margin. Similar to the L(0,2) guided wave mode, when the
T(0,1) mode guided wave is reflected at the non-axisymmetric artificial defect, it
can also generate the torsional mode.

If signal (1) is taken as the reference, the difference in propagation distance
between other signals and signal (1) can be obtained from Fig. 1.36. The delays of
each signal compared with signal (1) can be obtained from Fig. 1.37, and then, the
propagation velocity of the excited T(0,1) mode guided wave can be calculated,
with the results shown in Table 1.6.

As shown in Table 1.6, the average value of the T(0,1) mode guided wave
propagation velocity is 3185 m/s. It can be obtained from Fig. 1.37 that the delayed
time of the reflection wave signal (2) relative to the direct arrival signal (1) is
370 μs. The difference in propagation distance between the defect echo signal
(2) and direct arrival signal (1) is

L ¼ 3185� 370� 10�6 ¼ 1:178 m ð1:11Þ

Therefore, the distance between the defect and the receiving EMAT is

d ¼ L
2
¼ 0:589 m ð1:12Þ

The actual distance between the artificial defect and the receiving EMAT is
0.6 m. Using the T(0,1) mode, the detected distance from the defect to the receiving
EMAT is 0.589 m and the relative error is 1.8 %. It can be seen that the artificial
defect on the outside surface of the pipeline can be detected effectively using the
T(0,1) guided wave mode, and with this mode, a higher accuracy of defect locating
could be achieved.

1.5.3 Electromagnetic Ultrasonic Guided Wave Testing
for Cracks in the Natural Gas Pipeline

The inspector includes three sections, with each section containing three groups of
testing probes arranged evenly along the circumferential direction of the pipeline.
The testing probes of two adjacent sections are arranged with a staggered angle of
30°, as in Fig. 1.39. Each group of testing probes contains one transducer from each
of the three different types of EMATs. The circumferential guided wave

Table 1.6 The results of the T(0,1) guided wave mode propagation velocity

Number Propagation distance (m) Propagation time (μs) Propagation velocity (m/s)

(3) 1.70 536 3172

(5) 2.83 885 3198
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electromagnetic ultrasonic probe is used to detect stress corrosion cracks; the surface
wave electromagnetic ultrasonic probe is used to detect inner surface cracks and
distinguish between cracks on the inside and outside wall of the pipeline; the vertical
incident wave electromagnetic ultrasonic probe is used to check pipe wall thickness
and identify the circumferential weld for the accurate location and quantification of
the defect. The first section of the inspector is equipped with two seal cups and six
supporting wheels; the second section is equipped with two supporting cups, and the
internal sealed cabin contains a battery; the third section is equipped with two
supporting cups, and the internal sealed cabin contains an electronic data recorder.
These three sections are connected by a universal joint, as shown in Fig. 1.39.

In order to avoid cross talk between channels and improve the excitation power
of the electromagnetic ultrasonic probe, an independent physical channel is used in
the excitation circuit and signal detection circuit of the 27 probes of the inspector,
each probe having a dual role of exciting and receiving of the ultrasonic signals.

The pulse signal is output by the signal-generating unit and excites the trans-
mitting coil of the excitation probe after the power amplification. Under the exci-
tation of the pulsed current, the ultrasonic wave is excited by the transmitting coil.
The electromagnetic ultrasonic signal is recorded by the receiving coil and then
saved to the electronic hard disk after amplification, filtering, data acquisition, and
data compression. After the testing project, the saved test data are transferred onto a
computer and the results are analyzed using dedicated data analysis software.

The pulsed power supply is composed of a signal-generating unit and a power
amplification unit. The phase-shift full-bridge control chip UCC2895 is used in the
signal-generating unit. Its characteristics are as follows: The output open time delay
and self-adaption time delay can be set through programming; it can be used either
in voltage mode or in current mode; it has a soft close function; its maximum
operating frequency is 1 MHz; and the complementary square wave signal is output
from two pins OUTA and OUTB, the duty cycle being adjustable from 0 to 100 %.
Because the working frequency range of the EMAT is usually from 100 kHz to
1 MHz, the UCC2895 can meet the requirements of the probe on the pulsed power
supply.

The circuit connection diagram of the signal-generating unit is shown in
Fig. 1.40.

Fig. 1.39 A structure diagram of the electromagnetic ultrasonic inspector for crack detection
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The signal cycle is determined by the capacitance C3 and the resistance R1. The
cycle satisfies

tOSC ¼ 5� R1� C3
48

þ 120 ns ð1:13Þ

The duty cycle of the square signal is determined by the resistances R2, R3, and
R4. In order to generate a group of pulse signals, the UCC2895 should be con-
trolled. The chip has the control pin SS/DISB. As long as the pin is set to a low
level, the OUTA and OUTB will output low-level voltage. A microcontroller is
used to output the high- to low-level voltage regularly to the SS/DISB so that the
UCC2895 chip can be controlled to output the square wave pulse periodically. The
pulsed square wave is amplified by the power amplification unit and becomes a
large current pulse. In the power amplification unit, the MOSFET is used as the
power device, and a full-bridge circuit structure is designed. MOSFET works in the
switching state; the consumed power of its own is small, which improves the
efficiency of the pulsed power supply.

In order to improve the energy conversion efficiency of the electromagnetic
ultrasonic probe, the receiving coil is matched with capacitors in parallel so that the
signal amplitude can be improved. Because the received signal is at a microvolt
level, a perfect shielding and ground connection are needed, and a weak signal
amplifier with high precision and low noise also needs to be designed.

AD797 has the characteristics of ultralow noise and low distortion. The band-
width can reach up to 110 MHz and the response speed is 20 V/μs, which is suitable
for preamplification. A LT1568 chip is used in the design of the band-pass filter to
remove the noise signal. Through the amplification of the main amplifier, the gain
can reach up to 80 dB.

The 27-channel parallel ADC is used to complete the parallel sampling of each
channel. FPGA is used as the controlling core of the acquisition system, in charge

Fig. 1.40 The circuit connection diagram of UCC2895
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of controlling the parallel sampling of the ADC, organizing the data flow, and
compressing and storing the data. Its functional block diagram is shown in
Fig. 1.41.

The compression mainly contains two parts: the wavelet transform and the
self-adaptation arithmetic coding. Its functional block diagram is shown in Fig. 1.42.
Both the wavelet transform and self-adaptation arithmetic coding can be realized
through FPGA, with the main modules established using the VHDL language.

A hybrid programming method using Visual C and LabVIEW is adopted to
develop the data analysis software. The software has a friendly user interface and
has a strong ability for data analysis and processing. The functions that can be
achieved using this software are as follows: the automatic importing of the test data
into the database, displaying the image (C-S scan) of the planar scanning of the
pipeline conditions and the ultrasonic waveform plot of the crack defect, identifying
the pipe welds automatically, and quantifying and locating the crack defect, etc. For

Fig. 1.41 The functional block diagram of the data acquisition, compression, and storage

Fig. 1.42 The functional block diagram of the data compression
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the test data, the switch display between the spatial domain and time domain can be
conducted conveniently. It also has functions such as filtering, spectral analysis,
automatic capture, and measure of the local peak value. A comparing display
window is available in this software, with local plot zooming function. According
to the needs, the user can select to display one or all of the following: the original
signal, the envelope of the original signal, and the filtered signal.

The experiment of electromagnetic ultrasonic crack detection is conducted on
the natural gas pipeline that has stress corrosion cracks. It shows that the crack with
a minimum length of 20 mm and minimum depth of 1 mm can be detected
effectively, and it has a resolving ability for crack clusters. The experimental result
is shown in Fig. 1.43.

The highest testing speed is 2 m/s and the longest testing distance is 100 km, and
it can pass through a 1.5D bend of the natural gas pipeline. Based on the devel-
opment of the natural gas pipeline, higher pressure and higher throughput of the
pipe will be the future trend. If we can improve the testing speed and single run
distance of the inspector, the electromagnetic ultrasonic crack detector will have
better adaptability. With the development of electronic techniques and computer
technology, the testing speed can be improved significantly if rapid acquisition and
storage technology for large volumes of data are introduced in electromagnetic
ultrasonic inspectors for natural gas pipelines in the near future.
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Chapter 2
The Pulsed Eddy Current Testing

As one kind of eddy current testing technology, the pulsed eddy current testing
technology is based on the principle of electromagnetic induction and is used to
detect the defects in conductive materials. The principle of pulsed eddy current
testing is basically the same as that of traditional eddy current testing, and differ-
ences are the means of excitation and the signal analysis method.

In the early 1970s of the twentieth century, Witting et al. proposed the pulsed
eddy current method. With this method, the rectangle pulse is applied to the
exciting coil, and time-domain analysis is conducted to the voltage pulse received
by the testing coil [1]. In recent years, in order to overcome the shortcomings of the
conventional eddy current testing method, the Iowa State University and the US
Federal Aviation Administration have jointly commissioned a study of the pulsed
eddy current method and developed a corresponding testing device. At the 2002
ATA NDT Forum held in Houston, the pulsed eddy current method was universally
recognized by the aviation industry.

Due to the jumps of the excitation pulse at the rising and falling edges, eddy
currents will be induced in the specimen. Compared to the conventional eddy
current testing using single frequency sinusoidal excitation, frequency spectrum of
the excitation signal of the pulsed eddy current testing has richer contents, and with
it, the response will contain multiple frequency components. In view of the rela-
tionship between the eddy current penetration depth and the frequency of excitation
source, from one single pulse excitation, all the defect information within a certain
depth is obtained.

Basic principle of the pulsed eddy current testing is conducting transient analysis
for the magnetic field generated by the eddy current signal sensed by the testing coil
and studying the defects through detecting the peak value of the voltage induced by
the magnetic field and its corresponding time instant. The smaller is the depth of the
defect, the stronger is the magnetic field generated by the eddy current, and the
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higher is the peak value of the induced voltage, the sooner is the time instant that
this peak value appears. On the other hand, with the same depth, the bigger is the
defect, the higher is the peak value of the induced voltage.

In conventional eddy current testing device, different sensors and signals of dif-
ferent frequencies must be configured to detect defects at different depths of the tested
object. While with the pulsed eddy current testing, it is not necessary to replace the
sensor and change the frequency of the excitation signal according to the testing depth,
because with one test, defects of different depths in the sample can be detected [2].

In the pulsed eddy current testing, another advantage of the wideband signal is
better noise suppression. Based on the principle of the multifrequency eddy current,
response of each frequency can cancel out an interferencing factor. In the response
of the pulsed eddy current testing, more frequency components are included, so
noises from different sources can be suppressed. The pulsed eddy current testing
also has other advantages. The operation is simple, the testing speed is high, the
structure is simple [3], and the excitation signal is stable and so on.

The analysis of the data of the pulsed eddy current testing is mainly conducted in
the time domain, for example, at the Iowa State University, and the defects in the
aircraft structure were evaluated using the peak value and the corresponding time
instant [4]. With only the time-domain analysis, the rich information about the
defects contained within the wideband pulse excitation is not fully exploited. At
Newcastle University, a principal component analysis (PCA) method was used to
extract the “time rising point,” the extracted features were used to classify the
surface, subsurface, and corrosion cracks, and the performance was better than that
with the classification according to the time-domain features [5, 6].

In recent years, the pulsed eddy current testing method is applied in stress
evaluation [7]. It is also used to heat the tested object to conduct a fast and large
area thermography testing [8].

2.1 Basic Principle of Electromagnetism

When the detection coil loaded with alternating current is placed near the object to
be tested, because of the effect of the exciting magnetic field, eddy currents will be
induced in the tested object. The amplitude, phase, and path of the eddy current are
under the influence of the properties of the object to be tested, and the magnetic
field generated by the eddy current in the tested object will induce a voltage in the
coil. Thus, by observing the changes of induced voltage on the coil, we can
determine whether the tested object is flawed.

Because the magnetic field generated by the alternating excitation current is also
alternating, the eddy current in the tested object is alternating. Then, the magnetic
field in the testing coil is a combination of the excitation magnetic field and the
magnetic field of the eddy current.

Assuming that the excitation signal does not change, and the distance between
the coil and the tested object remains unchanged, then the intensity and distribution
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of the eddy current and the generated magnetic field are determined by the nature of
the metal being tested. Therefore, from the synthetic magnetic field, whether the
properties of the tested object change could be told, the change could be trans-
formed by the magnetic sensor into electrical signal outputs. The pulsed eddy
current testing is based on the theory of electromagnetic induction, so Maxwell’s
equations become the necessary analysis tools.

2.1.1 The Penetration Depth and the Skin Effect

As a theoretical basis for analysis of eddy current testing, Maxwell’s equations are
as follows:

r� H ¼ J þ @D
@t

r� E ¼ � @H
@tr � D ¼ q

r � B ¼ 0

8>><
>>:

ð2:1Þ

in which B ¼ lH;D ¼ eE; J ¼ rE, r is the electric conductivity, l is the magnetic
permeability, e is the electric permittivity, J is the electric current density, E is the
electric field strength, H is the magnetic field strength, B is the magnetic induction
strength, D is the electric flux density, and q is the free charge density.

For the traditional sinusoidal excitation, H ¼ Hmejxt, and Hm is the peak value
of the sinusoidal magnetic field, and then, from Eq. (2.1), r2H ¼ jxrlH �x2leH.
Let k2 ¼ jxrl� x2le, then,

r2H � k2H ¼ 0 ð2:2Þ

When testing, the coil is placed at the surface of the object being tested. The
axial direction of the coil is selected as the z-axis, and one tangent of the coil is the
y-axis. Another tangent of the coil that is perpendicular to the z-axis and the y-axis
simultaneously is the x-axis. Because the magnetic field strength along the y-axis
and z-axis is not decaying, we have r ¼ d/dx, and Eq. (2.2) could be expressed as
follows:

d2Hz=dx2 � k2Hz ¼ 0 ð2:3Þ

Solving the PDE (2.3),

Hz ¼ c1e�kx þ c2ekx ð2:4Þ

in which the boundary restriction coefficients c1; c2 are constant.
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During inspection, if the area of the tested object under the coil is assumed to be
infinite, then Hz is not restricted in the x direction, so c2 ¼ 0; Hz ¼ c1e�k1x, in
which k1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jxlðrþ jxeÞp

. Since xe � r, we have

Hz ¼ c1e�xð1þ jÞ
ffiffiffiffiffiffiffiffiffiffi
xlr=2

p
ð2:5Þ

When x ¼ 0, Hz ¼ Hz0, so c1 ¼ Hz0, i.e.

Hz ¼ Hz0e�xð1þ jÞ
ffiffiffiffiffiffiffiffiffiffi
xlr=2

p
ð2:6Þ

and because dHz=dx ¼ �Jx, the eddy current density in the tested object is as
follows:

Jx ¼ ð1þ jÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xlr=2

p
Hz0e�xð1þ jÞ

ffiffiffiffiffiffiffiffiffiffi
xlr=2

p
ð2:7Þ

Equation (2.7) indicates that the eddy current density in the tested object
decreases exponentially with the increasing distance from the coil, while the phase
difference of the eddy current increases proportionally with the increasing depth.
Equation (2.7) is rewritten as follows:

Jy ¼ J0e�x
ffiffiffiffiffiffiffi
pfrl

p
ð2:8Þ

where J0 is the eddy current at the surface of the object, x is the distance to the
defect surface, Jx is the eddy current density at the depth of x in the tested object,
and f is the frequency of the excitation signal. This phenomenon is the skin depth
effect.

Generally, the depth where the eddy current is 1=e of that of the surface is called
the standard penetration depth, expressed with d. Because the phase difference
increases proportionally with the increasing depth, when the depth is the standard
penetration depth, the phase of the eddy current lags 1 rad.

Jy
�
J0 ¼ e�x

ffiffiffiffiffiffiffi
pfrl

p
¼ 1=e ð2:9Þ

So d ¼ 1=
ffiffiffiffiffiffiffiffiffiffi
prlf

p
. It shows the range of depth for the eddy current testing, and

the maximum depth of the eddy current testing is around 3 times of d, but the eddy
current density at this position is only 5 % of that at the surface, so the testing
sensitivity is relatively low. Normally, the excitation frequency, electric conduc-
tivity, and magnetic permeability parameters should be selected such that the cal-
culated standard penetration depth d is bigger than 1/3 of the testing depth to realize
effective inspection. If it is required to detect defects deep under the surface of the
tested object, the excitation frequency must be reduced. The testing depth of
the eddy current not only depends on the frequency, but also is associated with the
diameter of the probe. When the probe is at the surface of the tested object,
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the penetration depth, into the tested object, of the excitation magnetic field pro-
duced by the probe is about 1/4 of the probe diameter. However, although with
large-diameter probes, deeper testing depth can be obtained, and the range of
distribution of the eddy current in the tested object also increases with the probe
diameter, making the defects relatively smaller compared with the cross section of
the eddy current flow, resulting in decreased sensitivity of the probe, so we should
design the probe properly, according to the actual situation, and considering the
experimental results.

2.1.2 Principle of Probe Design

In eddy current testing, coils are often used as the probes, and their shapes and sizes
are related to the sensitivity of the probes and testing range. In order to improve the
performance of pulsed eddy current testing probes, we always hope for a larger
testing range and higher sensitivity. To obtain a larger range, axial distribution of
the excitation magnetic field must be increased, and to gain a high sensitivity, the
amount of change of the eddy current loss power when moving the probe should be
relatively large. According to Biot–Savart law, with the same excitation current,
current-loading coil with a smaller radius will generate a larger magnetic induction
strength near the coil, but the magnetic field attenuates more fast along the axial
direction; for the current-loading coil with a bigger radius, although the magnetic
induction strength near the coil is smaller than that of the coil with a smaller radius,
the magnetic induction strength at a farther position is bigger than that of the coil
with a smaller radius, i.e., the testing range of a coil with a bigger radius is larger.
However, because the axial magnetic field of the small radius coil changes faster,
the testing sensitivity of a small diameter coil is higher. A coil could be seen as
being composed of several single-turn coils, so its magnetic field can be considered
as a superposition of the magnetic fields of the corresponding single-turn coils.

Theoretical calculation and experimental validation show that the bigger is the
outer diameter of the coil, the deeper is the testing depth, but the sensitivity
decreases; for the small outer diameter, the linear range will be smaller, but the
sensitivity is increased. The smaller is the difference between the inner and outer
diameters of the coil, i.e., the thinner is the coil, the higher is the sensitivity of the
probe. Therefore, when designing a probe, to ensure that a probe with a fixed outer
diameter has a large testing range and sensitivity as high as possible, it is required
that the coil thickness is as thin as possible. For probes requiring large testing range,
the outer diameter should be big; if the testing range is small and the sensitivity is
required to be high, the outer diameter of the probe should be small.

Designs of the probes are based on the above conclusions and implemented by a
model test method. As for the mathematical models of conventional eddy current
probes, the target function of optimized design is generally related to the inner and
outer diameters of the exciting coil, the length of the axis, inductance, resistance,
number of turns, wire diameter, wire strands, fill factor, excitation frequency, the
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geometry of the object to be tested, electric conductivity, and magnetic perme-
ability. For the pulsed eddy current testing, because the excitation signal contains
multiple frequencies, it is difficult to obtain a clearly expressed objective function,
especially the optimization design between multiple frequencies is difficult to
achieve. However, design methods applied in traditional single frequency eddy
current probe design are still applicable for the pulsed eddy current probe design,
except for the influence of the frequency.

In the practical design of pulsed eddy current testing probe, according to the
needs, typically, there is a scale range for the diameter of the coil. In a given range,
one should try to reduce the outer diameter of the coil to increase the sensitivity of
testing; meanwhile, a probe with small outer diameter is easy to use, i.e., inclination
of the probe causes less impact. When the geometrical dimensions of the coil are
fixed, for a certain amount of inductance, the number of turns of the coil can be
determined. However, note that corresponding to different frequencies, the induc-
tance of the coil will vary; therefore, corresponding to the different frequency
components in the signal, the equivalent inductance of the coil is also different. In
the actual design, it is only required to be in a range. Based on the magnitude of the
excitation current and the maximum allowable current density in the wire, the
diameter of wire could be calculated. Sometimes, when the current is large while
the wire is fine, multiple strands of wire could be used, and according to given wire
parameters and the geometry of the coil, the resistance of the coil could be obtained.

2.1.3 Principle of the Pulsed Eddy Current Testing

Using the pulse signal as the excitation, according to the Fourier transform, solving
the Fourier transform of a time-domain function is just to compute the spectrum of
this time function; that is, a pulse can be expressed as the sum of an infinite number
of harmonic components.

If UnðxÞ is the family of standard orthogonal functions, then

Cn ¼
Zb

a

f ðxÞUnðxÞdx ðn ¼ 1; 2; 3; . . .Þ ð2:10Þ

A pulse signal f ðtÞ could be expanded as the generalized Fourier series of the
family of standard orthogonal functions UkðtÞ,

f ðtÞ ¼
X1
n¼1

CkUkðtÞ ð2:11Þ

In the above equation, the Fourier coefficients Ck could be calculated with
(2.12),
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Ck ¼
Z1

0

f ðtÞUkðtÞdt ð2:12Þ

Thus, in theory, a pulse can be expanded into an infinite number of harmonic
components. The pulsed eddy current testing is different from the conventional
eddy current testing, in that in the traditional eddy current testing, the coil impe-
dance is investigated to determine whether a defect exists, while in the pulsed eddy
current testing, the transient variation of the induced voltage is tested. For the
pulsed eddy current testing, when the probe is moved past a defect, the probe output
waveform is as shown in Fig. 2.1.

Therefore, the surface and subsurface defects have more influence on the first
half section of the transient signal, while less influence on the latter half section of
the signal. By contrast, the situation is just the reverse for the deep defects. Often in
the pulsed eddy current, the two features of the peak value of the signal and the
corresponding time are used to quantify the defects. Among them, the signal peak
value is related to the size of the defect. The bigger is the defect, the higher is the
signal peak value. Meanwhile, the peak value also depends on the depth where the
defect resides. The time corresponding field, that is, the defect location. While the
penetration path of the magnetic field is not linear with the time corresponding to
the peak value. However, the deeper is the defect location, the later is the time
corresponding to the peak value of the transient signal, and from this, the depth of
the defect location could be analyzed qualitatively.

Figure 2.2 shows the transient signal waveforms corresponding to the same flaw
at different depths. In the experiments, defects are manufactured on the surface of a
metal sample, and metal plates of the same material and different thicknesses are
placed above it, and the two are pressed together, to simulate the internal defects at
different depths in the testing. Figure 2.2 shows that the deeper is the defect, the

Fig. 2.1 The transient
waveform of the pulsed eddy
current testing
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lower is the peak value of the sensor output signal, and the longer is the time
required for the signal to rise to the peak value.

Influenced by the skin effect, the conventional eddy current testing is mainly
used to detect surface defects. Because pulsed eddy current contains low-frequency
components, it can also detect deeper defects. The structure of the pulsed eddy
current testing device is simple, and the cost is low. The device also has strong
anti-interference ability. At present, air core and ferrite core coil probes are applied
to the pulsed eddy current testing. With ferrite cores, the magnetic field is better
gathered, thus improving the signal-to-noise ratio of the sensor, but introduction of
ferrite makes the analysis more complex. Some researchers have conducted
experimental analysis and theoretical study of the air core and ferrite core coil
probes, comparing air core coil and ferrite core coil with the same geometrical
shape, and assuming there are no other differences for the two coils except for the
ferrite core. Experiments showed that the signal waveforms of the two probes are
similar proportionally with a scaling factor as the difference.

In practice, pulsed eddy current has been used to detect the defects in the
conductive multilayer connection parts and decide their locations, especially in the
testing of the aircraft components. Pulsed eddy current testing device used for this
purpose can differentiate effectively the internal defects of the connection parts,
surface warping, dents, change of surface protection layer thickness of the tested
object, bolts, and other geometrical deformations.

2.2 The Coil Sensors in the Pulsed Eddy Current Testing

In the pulsed eddy current testing, to meet the testing requirements of the work-
pieces with different shapes and sizes, it is necessary to design different testing
probes or coils.

Fig. 2.2 The probe output
waveforms corresponding to
defects with different depths
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2.2.1 Classifications of the Testing Coils

According to the mutual positional relationship between the coil and the tested
object, the testing coils could be classified into three categories,

(a) Through coil
For the through coil, the tested object is put inside the coil and moved through
the coil. It can be used to test tubes, rods, and wires that can pass through the
inside of the coil. With the through coil, it is easy to implement in eddy current
testing high speed and automatic mass production. Therefore, it is widely used
in quality inspection of tubes, rods, and wires and in addition also can be used
to detect skew and eccentric rods.

(b) Inner passing coil
When testing the inner wall of the pipe, the coil must be placed in the inside of
the pipe; this type of coil inserted inside the tested object is known as inner
passing coil, also known as the internal coil; it is currently mainly used for the
in-line inspection of the condenser.

(c) Placed coil
It is also known as the probe coil. During testing, the coil is placed at the
surface of the tested object. The coil is usually small, with an internal magnetic
core, which could gather the magnetic field, so its sensitivity is high. The
placed coil is suitable for surface inspection of all kinds of sheet, strip, and
large-diameter pipes and rods and also suitable for local testing of parts with
complex shapes.

2.2.2 Working Modes of the Testing Coils

In the testing, a coil or multiple separate coils can be used, but according to testing
purpose, the coils must be connected into a certain form, called working modes of
the coils in this chapter. The working mode where only one coil is used is called the
absolute mode, while the mode that two coils are connected reversely is called a
differential mode. According to the position with relevance to the tested object, the
differential probes could be further classified into the standard and the
self-comparison modes.

With the absolute coil, the output voltage of the coil is directly measured and the
magnitude and phase of this voltage are used to determine whether defects exist in
the object to be tested. The general testing process includes first testing the standard
specimen with the coil, the corresponding output voltage is used as a reference, and
then, the tested object is put into the coil. If the output voltage exceeds the pre-
viously established reference, then it is regarded that there exist flaws. The absolute
working mode can also be used for the sorting and the thickness measurement of
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the material, and the output voltage when testing a standard specimen is generally
adjusted to 0; then, if there is no output, it is indicated that the tested object has the
same parameters as the standard part.

The working mode of standard comparison is the typical differential testing, and
specifically, the two coils are reversely connected to obtain a differential form.
A standard workpiece is placed in a coil, and the other coil is used to check the
tested object. Because the two coils are connected as a differential form, when the
object to be tested is different from the standard workpiece, there is signal output in
the coil, so the testing is achieved.

The self-comparison mode is one special case of the standard comparison mode,
and its name is derived from that the different parts of the same tested object are
used as the references of comparison. When two adjacent coils are used to check the
adjacent parts of the tested object, the differences of the physical and geometrical
parameters of the two tested locations are generally small, and the influence on the
coil output voltage is relatively weak. When the defect exists, output voltage signal
with an abrupt change is generated in the coil close to the defect, and output of the
other coil is still essentially the same without any defect. Therefore, there will be an
abrupt change in the differential output, and from this signal, the existence of the
defect could be judged.

In addition, the coils can be connected into various forms of bridge circuits. In
the bridge mode of connection, a probe composed of two coils is commonly used to
detect small impedance variations caused by the defects. Two coils are set at the
adjacent bridge arms; if one coil serves as a testing coil, and another is used as a
reference coil, then the probe is known as an absolute probe; if both coils are used
to test the object simultaneously, then it is a differential probe.

In the pulsed eddy current testing, the absolute probe could reflect the material
properties including the electric conductivity, magnetic permeability, the geometry
of the object being tested, and the various changes of the defects, while the com-
parison signal of the adjacent parts of the tested object is the output of the differ-
ential probe. In this chapter, mainly the placed probe is used to test the surface and
subsurface defects of the object under investigation. The absolute coil is prone to
drift when the temperature is instable and its anti-interference ability is inferior to
that of the differential probe.

2.2.3 Probes of the Pulsed Eddy Current Testing

Probe, also known as sensor, is an important part of the pulsed eddy current testing
device. In the pulsed eddy current testing, the defect in the tested object could be
reflected by the change of the output voltage of the pulsed eddy current testing
probe. Magnetic sensing devices such as coil, Hall sensor, magnetic sensing diode,
and the magnetoresistance can all be used to develop pulsed eddy current probe. In
the conventional eddy current testing, a testing coil is generally applied, but in the
pulsed eddy current testing, sometimes in order to detect the low-frequency signal,
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Hall element is often accepted. Experiments show that magnetic field of about
10−8 T could be detected in the testing coil, while with a Hall sensor, only 10−6 T
magnetic field could be measured, so the testing coil has higher resolution.
Secondly, the Hall element detects the magnetic field strength, while a coil could
detect changes in the magnetic field. During steady-state operation, the Hall element
outputs a voltage and the voltage is much larger than the voltage generated by the
defect. If the voltage is seen as the background noise, then the probe’s
signal-to-noise ratio is relatively low.

According to the principle of pulsed eddy current testing, first in the probe there
must be the exciting coil fed with repeated pulse sequence to generate the exciting
magnetic field in its surrounding and within the tested object, while in order to
detect defects in the object to be tested, a testing coil is needed. The probe should
have three functions: first, generating eddy current in the tested object and second,
testing and obtaining signal reflecting the situation of the tested object and doing the
analysis and evaluation. Then, the pulsed eddy current probe is required to have the
ability to suppress noises; for example, in defect detection, interferences from the
probe tilt, liftoff, temperature, humidity, and the electromagnetic interference from
the outside world should be suppressed.

2.2.3.1 Requirements of the Working Conditions of the Pulsed Eddy
Current Testing

In the pulsed eddy current testing, the surface of the tested object is often covered
with non-conductive protective materials, or dirt, grease, and so on. Therefore, in
the testing when the sensor is moved at the surface of the tested object, the distance
between the probe and the tested object will change inevitably because of jitter or
changes in the surface conditions of the tested object. The eddy current in the tested
object induced by the probe will also change with this distance. The greater is the
distance, the smaller is the magnitude of the eddy current induced in the tested
object. Therefore, when the probe departs from the position close to the surface of
the tested object, the testing sensitivity will decrease, and this phenomenon is called
the liftoff effect.

According to Lenz’s law, the magnetic field of the eddy current in the tested
object is in the opposite direction of the exciting magnetic field. In the testing, when
the probe approaches to the tested object, due to the magnetic field generated by the
eddy current, a part of the induced voltage in the coil from the exciting magnetic
field will be canceled out. When the probe is lifted from the tested object, i.e., the
distance between the tested object and the probe increases, the voltage in the coil
induced by the exciting magnetic field is essentially the same. While because the
distance increases, in the tested object, the strength of the exciting magnetic field of
the probe decreases, so the eddy current produced in the tested object gets smaller.
Similarly, because the distance between the probe and the tested object gets larger,
the voltage in the testing coil of the probe induced by the magnetic field of the eddy
current will be smaller. Therefore, when liftoff exists, in the testing coil, the
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counter-reaction of the magnetic field generated by the eddy current to the exci-
tation magnetic field gets weaker, so the resulting amplitude of the induced voltage
of the probe gets larger. This phenomenon can also be seen as that a noise is
superimposed on the induced voltage signal, thus making the induced voltage
larger, so this superposition is also called the liftoff noise. The liftoff noise can
sometimes cover up the voltage changes of the minor defects. If the alarm threshold
of the testing device is unreasonable or the liftoff noise is excessive, the testing
device may generate false alarms, which will affect the inspection.

Another issue of the pulsed eddy current inspection is how to effectively detect
cracks in all directions in the tested object. Taking the example of the surface
fatigue crack, its extension may be in any direction on the 2D plane. According to
the testing principle, when the flowing direction of the eddy current in the tested
object is perpendicular to the defect direction, the alteration of the magnetic field of
the eddy current exerted by the defect is maximized; when the two are parallel, the
influence of the defect on the eddy current distribution is minimized. Therefore,
how to design the probe, so that it can effectively detect the flaws in all directions, is
also one of the main problems of the pulsed eddy current testing to be solved.

2.2.3.2 Selection of the Material of the Probe Magnetic Core

The properties of the magnetic core material directly determine the value of the coil
inductance and will affect the testing performance of the probe. Commonly used
core materials are the pure iron, ferrite, and amorphous alloy.

Even though the pure iron has high magnetic permeability, its high-frequency
response characteristic is poor. When using the pure iron as the core, there will be
large amount of eddy current in the iron, which consumes the energy of the
excitation source, also makes the temperature of the probe increase, and causes a
temperature drift. In addition, compared with materials such as ferrite and amor-
phous alloys, the magnetic permeability of the pure iron is relatively low.

Amorphous alloy is a new kind of high magnetic permeability material devel-
oped after the 1970s of the twentieth century; it has the advantage of high effi-
ciency, low loss, and high magnetic permeability. Compared with traditional metal
magnetic materials, atoms of the amorphous alloy are not in order, and crystal
anisotropy does not exist, so in applications, this alloy has high permeability and
low loss and can be used in place of silicon steel, permalloy, ferrite, and other
traditional materials. Using amorphous alloy as the probe core, the sensitivity of the
probe could be improved effectively, and the volume of the probe is reduced, the
weight is decreased, and the energy loss is lowered. However, amorphous alloy
cores are usually thin, and this kind of material is brittle and easily broken. When
hand winding the coil, it is necessary to stack several pieces of amorphous alloy
together as the magnetic core, which makes winding more difficult to operate. So
when hand winding the coil, amorphous alloy core is not recommended.
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Ferrite is often used as the magnetic core material in actual testing; it can
increase the inductance of the coil, improve the quality factor of the coil, and
enhance the testing sensitivity of the probe.

For the ferrite strips in Fig. 2.3, the parameters are as follows:

Initial magnetic permeability μ0 = 2500 ± 25 %

Amplitude permeability 3200

Saturation magnetic flux density (25 °C) 510 mT

Magnetic remanence (25 °C) 110 mT

Magnetic coercive force (25 °C) Hc = 12 A/m

Curie temperature 220 °C

Density 4800 kg/m3

Dimensions 12.5 mm × 5 mm × 1.2 mm

This model of ferrite has high initial permeability and Curie temperature, and
when used as cores for pulsed eddy current probes, they can meet the testing needs
well. Tests show that in the above three materials, the ferrite is the most appropriate.
The magnetic permeability of the pure iron is relatively low, and large amount of
excitation energy will be consumed because of the iron loss when used as the core
material. In addition, the density of the pure iron is big, and this increases the
weight of the probe, so it is not appropriate as probe core material; If the amorphous
alloy is used as the magnetic core material, the difficulty in building a probe is
increased; meanwhile, the sensitivity of the probe is too high, and the probe is prone
to the interferences, so the useful signal might be buried in the noises, which

Fig. 2.3 Ferrite magnetic
cores
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apparently is not helpful to detect the defects; the ferrite cores are easy to make, and
the density is moderate. During the development of the probes, u-shaped and
cup-shaped ferrite magnetic cores are used to gather the magnetic field and improve
the sensitivity of the probe.

2.2.3.3 Winding of the Probe Coil

When the temperature changes, the probe will have performance shift. In order to
reduce the effect of the change of temperature on the sensor performance, in
addition to the previously mentioned differential connection method, the relation-
ship between the probe wire and the temperature drift should be considered. When
high-frequency large current excitation is used, the probe temperature will rise
greatly and even gets hot; therefore, for the wire of the probe, material with low
resistance coefficient and low temperature coefficient should be selected. Made of
metal and insulating varnish, the wires should have good quality, and when the
probe temperature rises, the internal metal and external insulating varnish of the
wire will expand when heated. When the temperature is high, the large expansion
may cause the shedding of insulating varnish, and the exposure of the wire will
result in a short circuit inside the coil, reducing the inductance of the coil. When
temperature rises, the wire resistance will also increase, and the impedance char-
acteristics of the probe will be changed.

The thermal expansion coefficient and resistivity of copper wires are both low,
and they are suitable as coil wires. In order to reduce the resistance of the coil, the
number of turns of the wounded coils in this work is between 100 and 150, and the
diameter of the wire is 0.1 mm. If the wires are too thin, on the one hand, the coil
resistance is large, and on the other hand, in the process of probe making, the wire
is easy to break. If the wires are too thick, the thickness of the coil will be affected.
For the multilayer winding, this also causes uneven distribution of the coil.
Meanwhile, the skin effect of current distribution in the coil will be more obvious;
i.e., when the frequency of the excitation signal is high, the current density at the
surface of the wire is far greater than that at the center of the wire. Because the
effective current-loading area becomes smaller, the equivalent resistance of the
probe becomes bigger, and the skin effect of the current also changes the equivalent
inductance. The increase of the wire diameter also increases the instability of the
inductance; so in the design, all the factors should be considered integrally, and
diameter of core wire should be selected reasonably.

In order to reduce the interference to the signal transmitted from the probe to the
testing device, shielded signal cable can be used as the signal transmission line. The
signal cable has shielding net woven with fine copper wires and can effectively
reduce the interference of electromagnetic environment on the transmission line.
The shielding layer of the signal cable is connected to the ground at the ground
point of the circuit board of the testing device.

54 2 The Pulsed Eddy Current Testing



2.2.3.4 Supression of the Liftoff Effect of the Probe

In the pulsed eddy current testing, the liftoff effect can be seen as the consequence
of the change of the interaction of the magnetic fields caused by the change of the
distance of the probe and tested object. If not controlled, the liftoff noise can cover
up the testing signal. In particular, for the absolute probe, the liftoff effect is a major
problem influencing its normal operation. The liftoff effect is not linear with the lift
distance. The closer is the probe to the tested object, the greater the liftoff will
influence the probe output voltage. In order to improve the sensitivity of the probe,
the probe should be placed as close as possible to the tested object, which requires
that when testing the object closely, the liftoff effect of probe caused by jitter should
be suppressed.

When using the probe that the exciting coil and the testing coil are separated, at
the same time that the excitation magnetic field induces eddy current in the tested
object, voltage u1 is induced in the testing coil, and the induced voltage ue in the
testing coil by the eddy current is in the opposite direction of u1, and the closer is
the probe to the tested object, i.e., the closer to the eddy current, the stronger is the
magnetic field generated by the eddy current and sensed by the testing coil.
Therefore, the larger is ue, the smaller is the output voltage u ¼ u1 � ue. With liftoff
of the probe, ue gets smaller, and because the relative position of the exciting coil
with respect to the testing coil makes no change, u1 can be considered approxi-
mately constant, so the probe output u increases. When choosing the peak value of
the probe output voltage as the basis of judging whether a defect exists, the increase
of the output signal resulted from the liftoff sometimes will surpass the change of
voltage caused by the tiny defects in the tested object, which will lead to that the
defects could not be detected effectively by the device.

In view of the above problem, the solution is to remove the voltage induced by
the original exciting magnetic field in the testing coil and only measuring the
change of voltage Du caused by the defect. When there is no defect, the probe
output is 0. When there is a defect, as the liftoff distance increases, the output signal
of the probe decreases. Then, when voltage is used as the basis of judging, there
will be no false alarms due to the change of the liftoff distance.

The liftoff effect originates from the change of the eddy current in the tested
object caused by the change of distance between the exciting coil and the tested
object, and the change of the strength of the magnetic field in the testing coil
generated by the eddy current. For the probe design, the liftoff noise should be
reduced as much as possible or even removed. An implementation is using the
self-comparison probe. The two coils of the differential probe are placed closely
side-by-side; when the probe is at a certain liftoff height, the distances of the two
coils from the surface of the tested object are kept the same, so the liftoff noises of
the two coils are the same. With the differential connection, the liftoff noises in the
two coils are canceled out, and the background noises, temperature drift, and
interference of the earth magnetic field are also removed. Of the differential probes,
the electric differential probe is the most typical.
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The structure of the electric differential probe is as shown in Fig. 2.4. This probe
is composed of two testing coils and an exciting coil. The two testing coils are
connected in a differential form. During operation, the induced voltages of the two
testing coils are subtracted, so the probe is called an electronic differential probe.

The testing coils A and B have the same structure and are made of the same
material with the same manufacture process. In theory, the two coils have the same
parameters, such as induction and resistance. When they are located in the same
exciting magnetic field, the same voltages will be induced in the coils A and B.
Connecting the two coils at the dotted terminals and measuring the voltages at the
other two ends, then the net output voltage after subtraction will be 0. For the electric
differential probe, the same interferences confronted by the two coils, such as tem-
perature, humidity, external electromagnetic interference and earth magnetic field,
can be effectively suppressed through a differential design.When the two testing coils
are placed closely and perpendicular to the surface of the tested object, the two testing
coils have the same liftoff height. Using the differential design, theoretically the liftoff
effect can be canceled out. But in the actual testing, the probe moves at the surface of
the tested object, and it is difficult to ensure that the probe movement is always
perpendicular to the surface of the tested object; i.e., the probe may deviate from the
vertical direction at an angle of a, as shown in Fig. 2.5.

In the differential probe design, the thickness of the probe d should be mini-
mized, so that the difference between the liftoff distances of the two coils (difference
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Ferrite core

Testing coil B

Fig. 2.4 The electric differential probe
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Fig. 2.5 The diagram of
tilting of the differential probe
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of heights from the centers of the two coils), Dh ¼ 0:5d � sin a, is small. When
winding the probe, coils are wounded on the two cores, respectively, and then, the
two coils are fixed closely side-by-side. If the coil is thin, it will be helpful to ensure
uniform geometry of the coil, to avoid concentrating the coil in a region. If the
geometry of the coil is not uniform, for example, there is a hump, then the two coils
cannot be placed closely side-by-side; on the one hand, increasing the thickness of
the probe and, on the other hand, making it difficult to guarantee the two coils are
on the same horizontal position. If the two coils cannot be placed side-by-side on
the same level, even if the probe is perpendicular to the surface of the tested object,
the liftoff heights of the two coils are not the same; that is, in this case, it would be
difficult to effectively suppress the liftoff noises.

The structure of the magnetic differential probe is as shown in Fig. 2.6. In
testing, the two exciting coils with the same number of turns and the same structure
are connected reversely and fed with the same excitation current, so the excitation
magnetic fields of the same magnitude and opposite directions are generated by the
two exciting coils.

As shown in Fig. 2.6, two exciting coils are wounded on the ferrite cores,
respectively, and then connected in the differential mode. Winding testing coil at
the outside of the two exciting coils, when the magnetic differential probe is placed
at a point without any defect at the tested object, the magnetic fields generated by
the two exciting coils in the testing coil are canceled out, and then, the coil output is
0, indicating there is no defect in the tested object. When one of the two exciting
coils is close to a defect, the magnetic field generated by the exciting coil will
change due to interference of the defect, resulting in that the magnetic fields gen-
erated by the two exciting coils cannot cancel each other out, and the testing coil
will output a voltage value reflecting the defect. In the course of the probe passing
by the defect, according to the differential subtraction relation, when the two
exciting coils pass by the defect, respectively, the magnetic fields in the testing coils
are in the opposite direction. While when the defect is between the two coils, the
instant synthetical magnetic field is 0; therefore, induction voltages of the testing
coils are alternating. If judging the existence of the defect from the signal ampli-
tude, there will be two abrupt voltage changes when the magnetic differential probe
passes by the same defect. Compared with the absolute probe, the number of missed
defects can be effectively reduced.

Excitation coil

Testing coil A Testing coil B

Ferrite core

Fig. 2.6 The magnetic differential probe
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In the absence of defects, the output of the magnetic differential probe is 0.
When there is a defect, the output is the voltage change caused by the defect. When
the magnetic differential probe is lifted to a certain height, as what is detected by the
testing coil is only the voltage induced by the change of the magnetic field of the
eddy current caused by the defect, with the magnetic differential probe, the liftoff
noises can be effectively suppressed.

Observing the structures of the magnetic differential probe and electronic dif-
ferential probe, it is not difficult to see, both structures are exactly the same, only the
functions of the exciting coil and the testing coil are interchanged, and thus, testing
probes with similar functions can be constructed. This idea will be described in
detail later. In this book, it is called the reciprocity rule of probe design.

2.2.3.5 Sensors with Closed Magnetic Circuits

Learned from the preceding analysis, the liftoff noise is in fact not from a separate
source and superimposed on the signal, but due to the decrease of the signal caused
by that a testing coil is moved away from the magnetic field. With probes that can
suppress the liftoff effect, the increase of the output voltage of the probe with the
increasing liftoff height has been suppressed, and the expected results are achieved;
that is, the probe output gets smaller when the liftoff is increased. In actual testing,
under the most circumstances, it is required to implement a non-contact testing; that
is, there should be a distance between the probe and the tested object. Meanwhile,
in actual testing, the probe will inevitably be affected by the interference of the
noise; if the signal is too weak, it is difficult to extract it from the noise and analyze
it. Therefore, a certain degree of sensitivity should be maintained when the probe is
at some liftoff height.

Therefore, for the probe design, it is necessary to slow down the trend that the
output voltage decreases with the increasing liftoff height, and make sure a high
signal-to-noise ratio is achieved. This on the one hand means increasing the
amplitude of the signal, ensuring that when the probe is at a certain liftoff height, it
still maintains a high output; on the other hand, it is required to reduce the noise and
suppress the interference.

To suppress the phenomenon of the decrease of the probe output signal caused
by the liftoff, it is necessary to reduce the trend that the magnetic field generated by
the eddy current decreases with the increasing distance, so as to make the magnetic
field generated by the eddy current in a certain liftoff range maintain a certain
intensity in the testing coil. On the one hand, this requires that the strength of the
excitation magnetic field in the tested object be enhanced, making the magnetic
field strength changes gradually in a certain liftoff range; on the other hand, this
means reducing the change of the magnetic field generated by the eddy current in
the coil when the liftoff changes.

According to the concept of effective magnetic permeability of the magnetic
circuit, when there is an air gap in the magnetic circuit, the magnetic permeability of
the whole magnetic circuit is as follows

58 2 The Pulsed Eddy Current Testing



le ¼
li

1þ gli=le
ð2:13Þ

in which li is the initial magnetic permeability, g is the length of the air gap, and le
is the length of the effective magnetic circuit. Equation (2.13) is an approximate
calculation of the effective magnetic permeability of the magnetic circuit in case of
a small air gap. When the air gap is large, part of the magnetic flux will pass
through the outer part of the gap, and its effective magnetic permeability is slightly
larger than the result of calculation in accordance with Eq. (2.13).

Viewing the liftoff distance as the air gap of the magnetic circuit, the effective
magnetic permeability could be used to analyze the magnetic field when the probe
is lifted. The higher is the effective permeability of the whole magnetic circuit, the
more will the magnetic force lines concentrate, and the larger is the strength of the
magnetic field in the magnetic circuit. In order to ensure enough magnetic field
strength, it is required to design a probe making the effective magnetic permeability
of the magnetic circuit high. The idea of design is to try to make the probe core and
the tested object form a closed magnetic circuit, so that it has a high effective
magnetic permeability.

In order to enhance the excitation magnetic field based on the differential design
and closed loop, a U-shaped magnetic core probe could be used, and its structure is
shown in Fig. 2.7.

The two testing coils of A and B of the u-shaped magnetic core probe are
wounded respectively around the two yokes of the u-shaped ferrite core, and the
exciting coil position is as in Fig. 2.7; i.e., the two testing coils share a common
magnetic circuit, in the same exciting magnetic field.

Because the magnetic flux of the u-shaped magnetic core probe is not leaking, so
under the same excitation intensity, the excitation magnetic field strength of the
u-shaped core probe is about twice of that of the three-core probe.

2.2.3.6 The Two-Level Differential Probe

The purpose of using the two-level differential probe is to better suppress the noise
and keep the consistency of the coils on the two cores. The structure of the designed
two-level differential probe is as shown in Fig. 2.8.

Testing coil B

Excitation coilFerrite core

Testing coil A

Fig. 2.7 The U-shaped magnetic core probe
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In Fig. 2.8, the structures of the reference coil A and B and the testing coil A and
B are the same. The so-called two-level differential probe is connecting first the two
coils on the same core differentially; that is, the dotted terminal of reference coil A
is connected to the dotted terminal of the testing coil A; the reference coil B and the
testing coil B are also connected into the differential form. At this point, the ref-
erence coil of the first-level differential is equivalent to a testing coil placed on top
of a non-conductive material under the same excitation magnetic field. In the design
of a differential probe, the coil used as the reference could be the coil placed at a
point of the tested object without any defect, or the coil placed on top of the
non-conductive material.

The purpose of adopting the design in Fig. 2.8 is to better ensure the consistency
of the two coils with magnetic cores. When winding the electrical differential probe,
often the output voltage is not 0 because inductances of the two testing coils are
different. When winding the coil, first the upper part of the core is wounded N turns
in one direction, and then, the bottom half of the core is wounded N turns in the
reverse direction. The reference coil should be as close as possible to the top of the
core, while the testing coil should be as close as possible to the bottom of the coil.
When not testing, the overall inductance of the coils on each core is 0, but when the
probe is placed on the surface of the conductor to be tested, the testing coil is closer
to the eddy current than the reference coil, and the magnetic field strength is larger,
so the differential output of the coils on one single core is not 0. Then, the coils on
the two cores are connected into the differential form, so after subtracting the
induced voltages of the two coils on the same core, subtraction is then conducted
for voltages of different cores, in order to better suppress the liftoff noise.

When designing two-level differential probes, the design idea of the aforemen-
tioned closed magnetic circuit could be introduced, increasing the magnetic field
strength by increasing the effective permeability of the magnetic circuit, particularly
making the magnetic field strength generated by the defects small, and improving
the phenomenon that the magnetic field decreases rapidly with the increase of the
liftoff distance. Based on the three-core probe structure, the two-level differential
probe structure is shown in Fig. 2.9.

In the winding of the coils shown in Fig. 2.9, we should ensure that the four
coils, i.e., the testing coils A and B, and the reference coils A and B, have the same
structure. However, when using the three-core two-level differential probe, there is
the problem that the excitation magnetic fields of the two magnetic circuits may

Reference coil A

Excitation coil

Testing coil A

Reference coil B

Ferrite core

Testing coil B

Fig. 2.8 The structure of the
two-level differential probe
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have difference; meanwhile, its exciting magnetic field strength is only half of that
of the U-core probe. Therefore, in this book, a two-level differential probe with u
core is also given, as shown in Fig. 2.10.

In Fig. 2.10, in the magnetic circuit composed of ferrite cores, the tested object,
and the liftoff air gap, the reference coil A and the testing coil A are connected
differentially into a new coil. The reference coil B and the testing coil B are also
connected differentially. Then, in the second level of differential, outputs of the
coils on the two yokes of the U-shaped probe are subtracted.

Another probe with a closed magnetic circuit is the double U-type two-level
differential probe, as shown in Fig. 2.11. Experimental results showed that,
although sharing the same exciting coil, because the reluctance of the lower part of
the magnetic circuit is small, most of the flux distribution is in the U-shaped
magnetic circuit of the lower part of the probe. Because the excitation magnetic
field sensed by the reference coil is different from that of the testing coil, the noise
reduction, especially the liftoff noise suppression, is no better than the two-level
differential probe shown in Fig. 2.10, but better than the probe without a two-level
differential design.
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Fig. 2.9 Three-core
two-level differential probe
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Reference coil B
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Fig. 2.10 Two-level
differential probe with U core
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In the two-level differential, the first-level difference is used to eliminate the
voltage in the coil induced by the exciting magnetic field, and the second-level
differential is used to remove the eddy current at the position without any defect, or
induced voltage of the eddy current without amplitude and phase changes caused by
the defects. After the two-level differential, the output of the probe is the voltage
induced by the magnetic field generated by the eddy current changed by the defect.

The thing to note is, for the electrical differential probes and the three-core
probes, in coil winding, two identical coils with magnetic cores could be wounded
with the same winding direction and then connecting the lower terminals. However,
magnetic fluxes on both yokes of the probe with the U-shaped magnetic cores are in
the opposite direction, so attention should be paid to the coil winding, avoiding
sequential connection.

2.2.3.7 Rotating Magnetic Field Probe

The pulsed eddy current is mainly used for detection of defects on the surface of the
tested object, especially the fatigue cracks, so the extensions of the defects may be
in any direction on the 2D plane; i.e., the directions of the defects are in different
angles with the scan direction of the probe; therefore, it is needed to ensure the
probe can produce an appropriate response signal to the defects in any direction.

With the differential probes, for long cracks, when the extension of the crack and
the probe movement are in the same direction, there are only alarm outputs at the
beginning and end of the crack. When the two coils are located on the same long
crack, the probe’s output will be 0, so the long crack will be mistaken recognized as
two separate small cracks.

According to the principle of the eddy current testing, it is desired to detect the
change of the magnetic field resulting from the changes of the magnitude and phase
of the eddy current caused by defects. When the defect is perpendicular to the flow
of the eddy current in the tested object, the defect can change the eddy current
distribution on the maximum; therefore, the signal detected by the probe reaches the
maximum and vice versa when the defect is parallel to the eddy current flow;
because the change of the eddy current is very small, the slight change of the signal

Ferrite core

Testing coil A

Testing coil B

Reference coil A Reference coil B

Excitation coil

Fig. 2.11 The two-level
differential probe with
different excitation magnetic
field
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caused by the defect is difficult to detect. When designing the probes, we should
take into account the relationship between the extension direction of the defect and
the probe output signal. By designing the cooperation between the excitation and
testing subsystems properly, defects along different directions can be detected.

In the absolute coil often used in the conventional eddy current testing, the eddy
currents produced in the tested object are several eddy current rings below the coil,
while the coil itself is a symmetrical cylinder, so the probe has no directional
differences. Where there are no defects, the generated eddy currents are concentric
rings. The absolute coil has poor anti-interference performance and especially is
sensitive to liftoff. In testing, when there is liftoff between the probe and the tested
object, the reverse voltage caused by the defect becomes small rapidly, introducing
the liftoff noise while at the same time also reducing the sensitivity of the probe
itself. Absolute coil has no directional differences, but is limited by its poor
anti-interference ability and lack of testing sensitivity and is rarely used in actual
testing.

With the rotating magnetic field eddy current testing probe, cracks in all
directions can be detected. The probe produces a periodically rotating exciting
magnetic field, so the eddy current on the tested object is also periodically rotating.
Fig. 2.12 shows the structure diagram of the composite coil used to generate the
rotating exciting magnetic field.

The excitation coil in Fig. 2.12 is composed of two orthogonal excitation coils
wounded on a cubic magnetic core. Sinusoidal signals with a phase difference of
90° are loaded, respectively, into the two coils. According to the principle of
electromagnetic induction, the eddy current induced by the coil in the tested object
is parallel to the direction of the excitation current.

Because the two excitation signals are sinusoidal signals with a phase difference
of 90°, the generated eddy currents also have approximately sinusoidal waveforms.
If the eddy current induced by the excitation coil in the tested object is represented
as follows:

Fig. 2.12 Structure diagram
of the composite exciting coil
used to generate the rotating
exciting magnetic field
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Ix ¼ I0 sinðxtþuÞ ð2:14Þ

then the eddy current induced by the other excitation coil in the tested object is as
follows:

Iy ¼ I0 sinðxtþuþ p=2Þ ¼ I0 cosðxtþuÞ ð2:15Þ

in which x ¼ 2pf , with f as the frequency of the excitation signal and u as the
initial phase of the eddy current.

When the excitation coil is wounded upright, each exciting coil only generates
magnetic field along the axis; accordingly, only eddy currents parallel to the
excitation currents are produced in the tested object. The two eddy currents are
perpendicular to each other, so below the probe in the tested object, the amplitude
of the combined eddy currents is as follows:

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
I2x þ I2y

q
¼ I0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðxtþuÞþ cos2ðxtþuÞ

q
¼ I0 ð2:16Þ

The phase angle of the combined eddy current is as follows:

h ¼ arctan
Iy
Ix

� �
¼ arctan

cosðxtþuÞ
sinðxtþuÞ

� �
¼ �ðxtþuÞ ð2:17Þ

Therefore, for the exciting coil as shown in Fig. 2.12, when using two sinusoidal
signals with a phase difference of 90° as the excitation signals of the two orthogonal
coils, in the tested object, eddy current with a constant amplitude and a rotating
frequency the same as the excitation signal frequency will be generated. The direction
of the eddy current vector rotates one full revolution clockwise in one rotating cycle.

2.2.3.8 Probe with a Cup-Shaped Magnetic Core

The purpose to use a cup-shaped core is to make up for the limitation of the
absolute coil. Structures of the cup-shaped core probe are as shown in Figs. 2.13
and 2.14. Figure 2.13 shows the vertical cross section of the probe, and Fig. 2.14
shows the horizontal cross section of the probe.

As shown in Figs. 2.13 and 2.14, the testing coil and the excitation coil of the
cup-shaped core probe are both wounded on the cylinder in the middle of the
magnetic core. The radius of the exciting coil could be enlarged to increase the
linear range of the probe. When designing the probe, because the testing coil with a
small radius has a higher sensitivity, the testing coil is wounded at the inside, and
the exciting coil is wounded at the outside. Throughout the outside of the
cup-shaped core, there is a shielding shell, and its function, on the one hand, is to
reduce the magnetic leakage and, on the other hand, is shielding electromagnetic
interference from outside, in order to improve the signal-to-noise ratio.
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With the cup-shaped core, the ability of the absolute coil to suppress the liftoff
effect has been greatly improved, and meanwhile, it has a good shielding to other
noise, especially the electromagnetic noise. The geometry of a cup-shaped core
effectively concentrates the exciting magnetic field distribution and makes the
tested object and the magnetic core together form a closed magnetic circuit.

The eddy currents induced by the cup-shaped core probe in the tested object
have distributions of concentric rings. According to geometric principles, an arbi-
trary straight line through the center of a circle is perpendicular to the arc inter-
secting the line. Therefore, when using the cup-shaped core probe to detect cracks
with arbitrary directions, if a crack defect is located directly below the probe, the
crack is perpendicular to the eddy current rings in the tested object, so with the
probe, the defect will be more effectively detected. If the excitation coil and the
testing coil are wounded evenly around the cylinder at the middle of the magnetic
core, because of the central symmetric characteristic of the entire probe, no matter at
what angle will the probe rotate, the performance of the probe will not be affected
by the directivity. Using the cup-shaped core also helps to avoid errors due to
deviation from the axis of the coil.

Ferrite core

Testing coil

Excitation coil

Shielding shellFig. 2.13 Vertical cross
section of the probe with a
cup-shaped magnetic core

Ferrite core

Testing coil

Excitation coil

Shielding shell

Fig. 2.14 Horizontal cross
section of the probe with a
cup-shaped magnetic core
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When the cup-shaped core probe is placed at the surface of the tested object
without any defect, its output is a constant voltage, called the inherent voltage. With
the cup-shaped core probe, when a defect is detected, the output voltage becomes
larger, but the voltage increment is small compared to the inherent voltage. If we
take the inherent voltage as the background noise, then the signal-to-noise ratio of
the system is low. In order to eliminate the background noise and other interfer-
ences, another cup-shaped core probe with the same structure is placed in
defect-free region of the tested object as a reference, and the output signals of the
two probes are subtracted. In testing, the reference probe is fixed, and the testing
probe is moved at the surface of the tested object.

With the cup-shaped core probe, cracks in different directions could be detected.
At the same time, the liftoff noise suppression is also taken into account.

2.2.3.9 Cross-Winding Probe

In order to improve the signal-to-noise ratio, the inherent voltage should be
removed, so it is desired to design probes with zero adjustment function; i.e., at
defect-free parts of the tested object, the probe output is zero. In design, we can
make the direction of the combined magnetic field at the point without any defect
parallel to the testing coil, and then, the probe output is zero. When there is a defect
in the tested object, the direction of the combined magnetic field will change, and
then, there is flux interacting with the testing coil, so the probe will output a voltage
reflecting the defect.

The purpose of the cross-winding probe is to design a probe with auto zero
adjustment function and able to detect cracks along various directions. The structure
of the cross-winding probe is as shown in Fig. 2.15.

With the cross-winding coil, two coils are wounded on the cylindrical ferrite
core, both perpendicular to each other, one as the excitation coil and the other as the
testing coil. Both coils have the same numbers of turns and are both perpendicular
to the surface of the tested object. The magnetic field of the excitation coil is
parallel to the testing coil, and the eddy current magnetic field is opposite to the
exciting magnetic field, but also parallel to the testing coil, and therefore, when

Excitation coil

Testing coil

Ferrite core

Fig. 2.15 The structure of the
cross-winding probe
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there is no defect, the output of the cross-winding probe is 0. When the eddy current
distribution is altered by the defects in the tested object, the magnitude and direction
of the magnetic field generated by the eddy current will change so that defects are
reflected in the probe output voltage. Diagram of the testing process of the
cross-winding probe is as shown in Fig. 2.16.

Assuming the angle between the extension direction of the crack and the exci-
tation coil is a, the eddy current of the excitation magnetic field is parallel to the
excitation coil plane, as shown in Fig. 2.16. If the eddy current is decomposed into
one component parallel to the crack and another component perpendicular to the
crack, the eddy current component parallel to the crack is affected very little by the
crack, basically causing no voltage change in the testing coil, so only the eddy
current component Ieddy sin a perpendicular to the crack is effective. In addition, the
eddy current causing the change of the induced voltage in the testing coil is the
component parallel to the testing coil. Therefore, if once again decomposing the
part of the eddy current affected by the defects (eddy current component perpen-
dicular to the crack), the probe output will depend on the component parallel to the
testing coil after decomposition.

Ieff ¼ Ieddy sin a cos a ¼ 0:5Ieddy sin 2a ð2:18Þ

The above equation shows that the situation when the angle between the
extension direction of the crack and the direction of the current in the excitation coil
is 0�p, it is the same as that when the angle is p�2p.

When a ¼ 0 or 0:5p, the extension direction of the crack is parallel to the
excitation coil or the testing coil, and the probe output voltage is 0. With this
configuration, the cross-winding coil probe cannot detect the cracks.

2.2.3.10 Star-Shaped Coil Probe

The star-shaped coil probe is an improvement based on the cross-winding coil
probe. The purpose is to make up for the testing blind region of the cross-winding
probe. The star-shaped coil is composed of two testing coils and an exciting coil,
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Fig. 2.16 Analysis of the
cross-winding probe
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and the three coils are all perpendicular to the surface of the tested object. The
structure of the star-shaped coil probe is as shown in Fig. 2.17.

The three coils on the star-shaped coil probe split the circle equally; that is, the
angle between any two coils is p=3. Similarly, let the angle between the crack and
the excitation coil be a, because the eddy current direction is parallel to the current
in the excitation coil; after decomposition of the eddy current, the eddy current
component vertical to the crack Ieddy sin a will generate voltage in the testing coil.
Then, we decompose the eddy current component vector further into two compo-
nents parallel to the two testing coils, respectively. Assuming I1 is the component
parallel to the excitation coil A, and I2 is the component parallel to the excitation
coil B, the process of decomposition is as in Fig. 2.18.

Then, it could be known that b ¼ p=2� p=3� a ¼ p=6� a.
According to the law of sines,

I1 ¼ 2Ieddy sin a sin
p
6
þ a

� �
ð2:19Þ

I2 ¼ 2Ieddy sin a sin
p
6
� a

� �
ð2:20Þ

When connecting two testing coils into one testing coil, they can be in series or
differential. When the two testing coils are connected into the differential form,
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Fig. 2.17 The structure of the
star-shaped coil probe
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Fig. 2.18 Analysis of the
testing process of the
star-shaped coil probe
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because the two testing coils have the same numbers of turns and characteristics,
therefore, it can be approximated that the output of the differential star-shaped coil
probe u ¼ u1 � u2 depends on the eddy current I1 � I2 / Ieddy sin2 a. Therefore,
when the extension of the crack is parallel to the excitation coil, output voltage of
the differential star-shaped coil probe is zero; i.e., crack along this direction cannot
be detected. In terms of the structure, the differential star-shaped coil probe is
symmetric about the exciting coil. When there are no defects, the eddy current
components along the directions parallel with the two testing coils are equal;
therefore, differential output voltage is 0 when there are no defects; i.e., the dif-
ferential star-shaped coil probe has the function of auto-zero adjustment. The dif-
ferential design also cancels out the common interference factors to the two testing
coils and improves the signal-to-noise ratio of the probe. Compared to the
cross-winding probe, the differential star-shaped coil probe has increased
performance.

When the two testing coils are connected in series, the output voltage of the
probe is the sum of the induced voltages of the two testing coils. Similarly, the
output of the star-shaped coil probes in series is u0 ¼ u1 þ u2, which can be thought
of as depending on I1 þ I2 / Ieddy sin 2a. When detecting the defects in the tested
object, the star-shaped coil probes in series have similar characteristics with the
cross-winding probe, but the scale factor is different. Also, it is worth noting that
when the probe is placed at a region free from defects, the probe output voltage is
not 0, and the output signal is the sum of the induced voltages of the two coils, so
the star-shaped coil probes in series do not have auto-zero adjustment. When testing
cracks parallel or perpendicular to the excitation coil with the in series star-shaped
coil probes, there is no signal output, so we cannot distinguish these two defects.

With the star-shaped coil probe, some improvements are made based on the
cross-coil probe, and some of the shortcomings are made up for, but there are still
testing blind spots.

2.2.3.11 The Horizontal–Vertical Coil Probe

The excitation coil placed horizontally on the surface of the tested object will
generate in the tested object eddy current opposite to the excitation current in the
coil. When the testing coil is perpendicular to the surface of the tested object, the
excitation magnetic field and the magnetic field of the eddy current are both parallel
to the testing coil. Therefore, when the probe is placed at the tested object where
there is no defect, the horizontal–vertical coil probe output signal is 0, so it has the
auto-zero adjustment function. The structure of the horizontal–vertical coil probe is
as shown in Fig. 2.19.

During testing, if the probe is moved in the defect-free region, the eddy currents
in the tested object have ring distributions, as shown in Fig. 2.20a. When the
horizontal–vertical coil probe is above the crack, the crack will intersect with the
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eddy current ring. At the place of intersection with the defect, the conducting
material can be seen as an open circuit, and along both sides of the crack, there will
be eddy currents with opposite directions and equal magnitudes. These eddy cur-
rents, together with the original eddy current loops, will form two new loops. The
mechanism of the horizontal–vertical coil probe is as shown in Fig. 2.20.

As in Fig. 2.20b, the eddy currents on both sides of the defect are in the opposite
direction, but the magnetic field of eddy current on the circumference is parallel to
the testing plane, so no voltage is induced in the testing coil. Moving the probe
makes the testing coil approach the eddy current on one edge of the crack, although
eddy currents on both edges have equal magnitudes; because the distances from the
testing coils are different, voltage will be induced in the testing coil, and this voltage
can be assumed positive. When the probe is moved such that the testing coil is just
above the defect, as shown in Fig. 2.20c, the opposite eddy currents on the two

Testing coil A

Excitation coil

Ferrite core

Fig. 2.19 The structure of the horizontal–vertical coil probe

Fig. 2.20 The mechanism of the horizontal–vertical coil probe. a With no defect. b Testing coil
on one side of the defect (positive output). c Testing coil on the central of the defect (0 output).
d Testing coil on the other side of the defect (negative output)
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edges have equal distances from the testing coil, so the magnetic fields of the two
eddy currents cancel each other out, and the probe output is 0. With the probe
continuing to move, the situation as shown in Fig. 2.20d will emerge. As the
distance to the eddy current of the lower part in Fig. 2.20d is smaller, the probe
output voltage is negative. In the whole process of moving the probe to detect a
crack, the probe output voltage will go from zero to a positive value and then from a
peak positive voltage drop pass zero, until reaching the negative voltage peak.
When the probe leaves the crack, its output voltage changes to 0 again.

When the crack is perpendicular to the testing coil, the magnetic field of the eddy
current is parallel to the testing coil plane. Now, the horizontal–vertical coil probe
output is zero, so we are unable to detect a crack perpendicular to the testing coil.

2.2.3.12 The Improved Horizontal–Vertical Coil Probe

Because the horizontal–vertical probe has testing blind region, i.e., with it we
cannot detect cracks perpendicular to the testing coil. Another testing coil is needed
to make up for this shortcoming. When the two testing coils are not parallel, the
second testing coil can detect cracks perpendicular to the first testing coil, which
makes up the testing blind region of the probe. In order to obtain a higher degree of
sensitivity, for the improved probe, the two testing coils should be mutually per-
pendicular, so that for the cracks perpendicular to the first testing coil, the eddy
current in the tested object will be parallel to the second testing coil, and thus, the
crack is detected with a higher sensitivity. The structure of the improved hori-
zontal–vertical coil probe is as shown in Fig. 2.21.

Figure 2.21 shows that the three coils are all wounded on the ferrite magnetic
core, and the testing coil A is perpendicular to the testing coil B, and both are
perpendicular to the excitation coil. The exciting coil is placed horizontally.
Similarly, we can know that, when there are no defects, the output of the improved
horizontal–vertical coil probe is 0, so it has zero adjustment characteristic.

Given that when the defect is on both sides of the testing coil, the direction of the
induced voltage will change, and the two testing coils are not connected as a whole.
Instead, two channels are used to analyze the induced voltages in the two testing
coils. In this way, in the testing device, two signal processing and A/D conversion
channels are required to work simultaneously. The analysis of the two signals takes
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Fig. 2.21 The structure of the
improved horizontal–vertical
coil probe
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the logical OR; that is, when the recorded voltage on any of the channel exceeds a
threshold, the testing device will output an alarm signal, so that cracks along each
direction can be detected effectively.

2.2.4 The Reciprocity Rule in Probe Design

Applying the reciprocity rule in probe design reasonably is helpful to extend the
ideas in probe development and design.

For the probe with isolated excitation coil and testing coil, if the functions of the
excitation coil and the testing coil are swapped, i.e., inputting a pulse excitation in the
original testing coil, and at the same time measuring the change of induction voltage
in the original excitation coil, then making adjustments according to the specific
situation of testing, functions similar with the original probe can be implemented.
This law is called the reciprocity rule in probe design. Previously mentioned elec-
trical differential probe and magnetic differential probe reflect this idea.

In order to detect cracks along each direction, several probes developed by the
authors have been introduced earlier. For the cup-shaped magnetic core probe and
the cross-winding coil probe, if the functions of excitation and testing are swapped,
it is still the original probe. In particular, for the cross-winding probe, there will be
no change in performance after the swap. For the cup-shaped magnetic core probe,
considering the actual requirements on the testing coil, setting the exciting coil
outside and the small radius testing coil inside is more helpful for improving
linearity range and the testing sensitivity, although after the swap the new
cup-shaped core probe can still achieve similar capabilities to the original probe, the
testing sensitivity is reduced.

2.3 Circuits of the Pulsed Eddy Current Testing

Circuits of the pulsed eddy current testing are mainly composed of the excitation
source, the probe, the analog signal processing unit, the microcontroller subsystem,
and other components. There is also a power supply module for the entire device.
Among them, the analog signal processing unit contains the amplifier, the envelope
detector, the front-end and back-end filtering, and other function circuits; the
microcontroller subsystem consists of the microcontroller (including the A/D
converter), manual reset, sound and light alarm, quantification display, expanded
memory, and serial communication circuits. The structure of the testing circuit is
shown in Fig. 2.22.

Periodic pulse signal with adjustable frequency and duty cycle is generated by
the excitation source and input into the exciting coil of the probe. On the rising and
falling edges of the excitation signal, eddy currents are induced in the tested object,
and the change of the magnetic field generated by the eddy current in the tested
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object is detected by the testing coil of the probe. The defect signal detected by the
probe is transmitted to the analog signal processing unit, through the processing
including the amplification, waveform detection, and filtering and then obtaining
signal suitable for analysis and processing on the microcontroller. Via the built-in
A/D converter (ADC), the digitization of the measured analog signal is completed
in the microcontroller. Then, appropriate judgment, analysis, calculation, and
processing are done according to user requirements, and after the testing, the data
stored in memory are transmitted to the PC via a serial port using asynchronous
communication.

2.3.1 The Power Supply Module

There are three voltage levels for the portable pulsed eddy current testing device,
namely +5, +3, and −5 V. The +5 V power supply provides power for micro-
controller, signal source, and other digital IC, the −5 V power supply works as the
reverse voltage of the operational amplifier, and the +3 V power supply is for the
external flash memory. Among them, the −5 and +3 V power supplies can be built
on top of the +5 V power supply. Therefore, we should first design a stable +5 V
power supply.

The instrument is powered with four normal dry batteries, but during working,
the battery voltage will decrease gradually, and therefore, the battery cannot be used
directly as a stable DC power supply. Meanwhile, the power supply module should
also have a large output current to provide enough power, particularly instantaneous
pulse output power. The TPS60110 power chip from Texas Instruments is adopted,
in accord with the characteristic of the battery that the voltage gradually decreases.
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Fig. 2.22 Diagram of the structure of the pulsed eddy current testing circuit
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The input voltage range required for the chip to work normally is 2.7–5.4 V, and in
this range, the chip can output stable +5 V DC voltage, and the maximum output
current is up to 300 mA. The power source circuit of the pulsed eddy current testing
instrument is shown in Fig. 2.23.

In Fig. 2.23, in circuit design, attention should be paid that pin 3 is the enable
terminal, and it must be connected to the power supply to make it a high voltage
level, and then, the circuit will work properly; that is, the pin must not be sus-
pended. The output of the power source is type P filtering circuit, to restrain the
superposed high-frequency ripple in the DC voltage output of the power supply.
The entire circuit only uses a few external capacitors, so the structure of the circuit
is simple.

The −5 V power supply is converted by the +5 V DC voltage using the converter
chip MAX764. The conversion circuit is shown in Fig. 2.24.

Fig. 2.23 The +5 V power source circuit with TPS60110

Fig. 2.24 The −5 V power source module
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The +3 V power supply also uses the +5 V DC voltage as input, with three
terminal regulator chip AS117-3.0. In layout, the power sources for the respective
purposes are placed close to corresponding chips and separated from the other
levels, in order to reduce interference between them.

2.3.2 The Excitation Source

A periodic repetitive pulse is used as the excitation signal for the pulsed eddy
current testing instrument. In experiments, in order to test the effects of pulse
parameters on the testing performance, a pulse generating circuit with adjustable
repetition frequency and duty cycle is designed. A 555 timer is used to generate the
pulse with continuously adjustable duty cycle. The design of the excitation signal
generating circuit is shown in Fig. 2.25.

The duty cycle of the output pulse of the excitation source can be adjusted over a
wide range; the diodes D1 and D2 provide charging and discharging channels for
the capacitor C1, respectively. Potentiometers P1 and P2 control the charging and
discharging cycles of the output pulse, respectively. The charging circuit is com-
posed of R1, D2, input resistance RP2 of the potentiometer P2, and capacitance C1

and the discharging circuit is composed of R2, D1, input resistance RP1 of the
potentiometer P1, and capacitance C1. The charging cycle determines the time
duration TH of the high-level voltage of the output pulse, while the discharging
cycle is the time duration TL of the low-level voltage of the pulse, and the sum of
them T ¼ TH þ TL is just the pulse cycle. When R1 ¼ R2 ¼ 1 kX, and the total
resistance of the potentiometer P1 and P2 is 1MX, by adjusting the potentiometer,
the ratio of the charging cycle and the discharging cycle of the timer, i.e., the ratio
of the high-level voltage duration and the low-level voltage duration, changes
between 10,000:1 and 1:10,000. In addition, the duty cycle of the output excitation
signal is as follows:

Duty ¼ TH
TH þ TL

� 100% ð2:21Þ

Fig. 2.25 Excitation source circuit
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In the excitation source circuit, duty cycle of the pulse can be adjusted contin-
uously between 0:01 and 99:99%. Pin 7 of the NE555 is discharging pin, and pin
2 is trigger pin. When the voltage on pin 2 is lower than 1/3 of the input voltage, it
is seen as that the trigger signal emerges, and the timer output voltage is high level.
Pin 6 is the threshold pin. When voltage of pin 6 is higher than 2/3 of the input
voltage, it is seen as that the signal exceeds the threshold, and then, it is needed that
voltage of pin 2 is no lower than 1/3 of the input voltage, and the timer output
voltage is low level.

Therefore, the time duration of high-level output of the timer is as follows:

TH ¼ RC1 ln
ucc � 0:6� u1
ucc � 0:6� u2

ð2:22Þ

in which 0.6 V is voltage drop of the diode, ucc is the input voltage, u1 ¼ ucc=3 is
the low triggering threshold, u2 ¼ 2ucc=3 is the high triggering threshold, R is the
equivalent resistance in the charging circuit, and R ¼ R1 þRP2. Similarly, the time
duration of the low level is as follows:

TL ¼ ðR2 þRp2ÞC1 ln
ucc � 0:6� u1
ucc � 0:6� u2

ð2:23Þ

and then the repetition period of the pulse is

T ¼ TL þ TH ¼ ðR1 þR2 þRP1 þRP2ÞC1 ln
ucc � 0:6� u1
ucc � 0:6� u2

ð2:24Þ

and the duty cycle is as follows:

Duty ¼ R1 þRP2

R1 þR2 þRP1 þRP2
ð2:25Þ

2.3.3 The Analog Signal Processing Module

The probe output signal is generated by the change of the electromagnetic field
caused by a defect. This signal is often weak, has poor anti-interference ability, and
includes noises. So before entering the probe signal into the A/D converter and the
microcontroller, the analog signal should be processed accordingly. The noise
should be removed, and the signal must be amplified to improve the
anti-interference ability and the signal-to-noise ratio. Then, the probe output signal
passes through the A/D convertor and changes into the kind of signal suitable for
processing in the microcontroller. The analog signal processing module includes
several sections such as the front-end filtering, isolation–amplification, envelope
detection, and the back-end filtering.
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When analyzing and processing the probe output signal, although in the probe
design noise suppression measures have been taken, signal processing circuit is still
needed for further processing. The probe output signal contains high-frequency
noise, influencing measurement of the waveform. Therefore, it is required to filter
the signal first. Some noises are generated with the signal at the same time, and
others are superimposed in the transferring process. The process of eliminating or
reducing the noise and extracting the useful signal, depending on the different
characteristics of the signal and the noise, is just filtering.

The response of the pulsed eddy current testing has a very wide spectrum, but
mainly the middle frequency and low frequency parts of the spectrum are analyzed.
The front-end filter is designed as a low-pass filter. For implementation, a circuit
composed of the RC circuit and the operational amplifier is used as the active RC
low-pass filter.

Because the active filter circuit is applied, the probe output signal will also be
enhanced while removing the high-frequency noise. However, the probe output
signal is often weak and needs further amplification to enhance the useful signal and
improve the resistance of the signal to noises introduced in the later stages of the
circuit. The so-called isolation primarily refers to making the working status of the
current circuit not affected by change of load in the subsequent circuit. Because a
voltage follower is used in the filter circuit, the main function of the amplification
circuit is to amplify the signal, but it also plays the role of isolating the previous and
later circuits. The optical isolation is often used as the circuit isolation, but the
magnitude of the eddy current transducer signal is normally from dozens of mil-
livolts to hundreds of millivolts; that is, the signal is small and not suitable for
optical isolation.

The portable pulsed eddy current testing instrument determines whether there is
any defect in the tested object based on the peak value of the probe output signal, so
it is necessary to extract the peak value of the probe output signal. An envelope
detector module is added to the testing device. The principle of envelope detection
is to obtain the envelope of the signal waveform through the RC charging–
discharging.

2.3.4 The Microcontroller Subsystem

The microcontroller subsystem mainly accomplishes functions such as A/D con-
version, threshold setting, alarming, data storage, serial port communication, and
quantified display of the inspection data.

For the microcontroller chip, a high-performance microcontroller ADuC812
from ADI (Analog Device Inc) company is selected. It is a fully integrated 12-bit
data acquisition system, and the chip contains a high-performance 8-channel ADC
with self-calibration, 2-channel 12-bit DAC, and a programmable 8-bit MCU.

The serial port circuit of the pulsed eddy current testing instrument has two
functions: the first is downloading and online debugging the microcontroller
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program, and the second is transferring the data in the memory of the testing device to
the PC. The selected chip ADuC812 has online programming function, provided by
the Development Kit of QuickStart development system, which contains the support
of ADuC812. Under this system, the microcontroller system can be debugged
directly, and after debugging, the program can be downloaded to ADuC812.

At the three cases of power up, power down, and power off, the reset circuit of
ADuC812 has the corresponding functions. When the power supply voltage of the
microcontroller is less than 2.5 V, it is required to keep the RESET pin high; when
the power supply voltage is higher than 2.5 V, the RESET pin should remain low
voltage level for at least 10 ms; the power-on reset circuit should be able to work
under 1.2 V or even lower voltages. In this book, the active low reset chip max705
capable of manual resetting is used. When the MCU is powered on, the system is
reset; the program runs from the starting position. During operation, the reset switch
can be pressed manually to implement the system reset.

With the reset circuit, in addition to ensuring normal operation of the micro-
controller, the designed manual resetting function can be used to implement alarm
threshold setting of the device. If the selected alarm threshold is set in the micro-
controller program in advance, the scope of application of the testing device could
be limited to only detecting defects of a certain material; that is, when using it to test
other materials, phenomena like false alarms or missed defects are possible.
Therefore, when using the testing device under different testing conditions on tested
objects with different materials, appropriate alarm thresholds should be set
depending on the specific tested object.

The steps of operation include first placing the probe at the region of the tested
object without any defect and pressing the manual reset button to reset the
microcontroller. In the initial phase of the program, the threshold is selected and set
by the device first, i.e., starting the ADC continuous sampling and comparing the
acquired data in the microcontroller, selecting the maximum value, and setting the
sum of the maximum value and an additional margin as the alarm threshold of
defect detection. With such a design, on the one hand, the device can be used to test
different materials so that the range of application is widened; on the other hand, the
respective testing threshold values can also be set according to different testing
conditions, such as changes of the liftoff height and changes of the environmental
temperature. As described earlier, when there is liftoff at the probe, the amplitude of
the output signal will be reduced. If the device maintains the preset threshold value,
missed tests will emerge. Therefore, when the probe is used at a liftoff height
different from the original one, by pressing the reset switch, the alarm threshold
under the new testing conditions is set.

The oscillator circuit and the clock circuit of the microcontroller decide together
the timing of the microcontroller. According to the difference of the hardware cir-
cuits, ADuC812 can use the on-chip clock oscillator, or the external clock source. To
make the circuit as simple as possible, the on-chip clock oscillator is used, so that it is
only required that the crystal oscillator be connected in parallel between the XTAL1
and XTAL2 pins, and two capacitors be connected between the two pins and the
ground. The capacitor value is generally between 10 and 60 pF.
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Whether using the on-chip clock oscillator, or the external clock source, the
clock working range of ADuC812 should be selected in the range of 400 kHz–
16 MHz. Although the kernel of ADuC812 is static, i.e., its operating frequency can
be as low as DC, the maximum sampling rate of the ADC is 200kSps, so when the
clock frequency is lower than 400 kHz, the ADC will not work properly. In
addition, choice of the crystal oscillator also affects transmitting rate of the serial
port communication. In order to guarantee the transmitting rate of the serial port, the
crystal oscillator frequency of the microcontroller should not be too low.

Four tricolor LEDs placed side-by-side are used as the defect display of the
testing device, and they divide the detected signal amplitude from the 0 to 2.5 V
into eight uniform levels. If connecting different pins of the light-emitting diodes,
we can choose to make them emit red or green light. In testing, the amplitude of the
signal can be judged based on the location and color corresponding to the diode.
Arranged from left to right, if the LED on the left is lit, it indicates that the voltage
is small; when the same diode emits red light, the indicated voltage level is higher
than that when emitting the green light.

After acquiring the data with the ADC of the microcontroller, the MCU program
will analyze and judge the samples, divide them into proper ranks according to their
values, output the number of this rank through ports P33, P34, and P35, and
connect the output high level to the pin of the corresponding diode through a
decoder 74LS138. In this way, on the one hand, the circuit is simplified, saving
resources of the microcontroller; on the other hand, this also decreases the volume
and reduces the power consumption.

The function of the alarm circuit is that when a defect is detected, an alarm signal
is raised. A sound and light alarm is used; that is, when a defect is found, the
microcontroller will output a high voltage level and light the alarm LED and drive
the buzzer to emit the sound at the same time. In order to enhance the load-carrying
capacity of the port of the microcontroller, a pull-up resistor is set at the port, and
two reversers are used to enhance the signal.
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Chapter 3
The Remote-Field Eddy Current Testing

3.1 Outline

The remote-field eddy current (RFEC) testing is a special eddy current testing
technology that utilizes the characteristics of the remote-field region of the eddy
current to detect the defects and was applied in the inner inspection of small caliber
pipeline first. A typical RFEC testing device is depicted in Fig. 3.1, which includes
a coaxial low-frequency AC excitation coil and another coaxial detection coil
placed 2–3 times of pipeline diameters away, and some necessary mechanical
fixation and propulsion mechanism.

The RFEC is a unique phenomenon existing in ferromagnetic pipelines.
A coaxial low-frequency AC excitation coil is placed in the pipeline, and the
magnetic energy generated by this coil propagates along the two opposite axial
directions, each with two different coupling paths, and the analysis of these two
energy-coupling paths is the key to the understanding of this RFEC phenomenon.

The directly coupled energy attenuates exponentially by the strong permeability
of the ferromagnetic pipeline wall. The other energy-coupling and propagation path
describes that the magnetic field excites circumferential eddy current, and the
magnetic energy diffuses to outside of the pipeline and propagates along the
pipeline. The magnetic energy generates eddy current in the pipe wall again, thus
penetrates the pipe wall, and arrives at the detection coil. This path is called the
indirect energy-coupling path.

Near the excitation coil in the pipeline, the directly coupled energy dominates,
but because the directly coupled energy decays faster than the indirectly coupled
energy outside the pipe wall, with the increasing distance from the excitation coil,
the indirectly coupled energy gradually becomes dominant. Therefore, both of the
two sides of the excitation coil are divided into two regions: the region where the
directly coupled energy dominates is known as the near-field region, and the region
where the indirectly coupled energy dominates is the remote-field region. The
position of the boundary of the two regions is determined by the parameters such as
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the thickness of the wall, the permeability, the electrical conductivity, and the
excitation frequency, and this position is usually two diameters away from the
excitation coil. Sometimes, a transition region is divided between the near field and
the remote field.

In Fig. 3.2 are the curves of variations of the amplitude and phase of the detected
signal with the distance from the excitation coil. In the near-field region, the
amplitude of the detected signal attenuates exponentially, while in the remote-field
region, the inner wall signal and the outer wall signal attenuate exponentially with
the same level, and this attenuation is not as fast as in the near-field region. The
phase of the detected signal jumps in the transition region and varies linearly with
the axial distance from the detection coil.

The magnetic energy in the remote field mainly comes from the indirect coupling.
The magnetic energy starts from the excitation coil, penetrates the pipe wall twice,
and carries the structural information of the pipe wall, and this information is just the
foundation of the RFEC testing. If other parameters are kept constant, the magnetic
field strength at the inner diameter is closely related to the thickness of the pipe wall,
and the logarithm of the amplitude and the phase have linear relationships with the

Fig. 3.1 Typical RFEC probe

Fig. 3.2 The variations of the
amplitude and phase of the
detected signal in the
receiving coil with the
distance from the excitation
coil
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pipe wall thickness. When cracking or other defects emerge in the pipe wall, this
situation is equivalent to that the local thickness of the pipe wall changes, so the
amplitude and phase of the magnetic field near the inner surface of the pipe wall will
change, and this change could be detected.

Compared with traditional eddy current testing technology, the RFEC testing is
not restricted by the skin depth of the eddy current, and the defects on the inner and
outer surfaces of the pipe wall could be detected with the same sensibility.

The RFEC phenomenon was discovered in the fifties of the last century. At the
development department of the Shell Company, this inspection technique was
applied to the testing of oil-bearing pipes with diameters of 170–203 mm and wall
thickness of 9.5–12.7 mm [1]. The testing frequency was 60 Hz, and the same
solenoidal coils were used as the excitation and receiving coils. The detected signal
was the result of circumferential averaging. This technique was mainly used to
detect the variation of the pipe wall thickness. The application of the RFEC testing
was very slow in the following more than 20 years because this technique was too
specialized, the development of the electronic technology fell behind, and the
electromagnetic analyzing methods were limited.

In 1978, detailed experiments of the RFEC phenomenon were done at the Shell
Company, and the curves of variations of the amplitude and phase shift with the axial
position were obtained, and simple explanations of the RFEC were proposed based
on the curves [2]. In 1984, T.R. Schmidt, the pioneer of the RFEC technique,
proposed the hypothesis of the energy coupling in the RFEC phenomenon [3]. At the
same time, a semiempirical model was established for quantitative analysis of the
RFEC phenomenon. In 1986, the American Gas Association and Nanjing University
of Aeronautics and Astronautics cooperated to study the RFEC phenomenon using
numerical methods, showing the electromagnetic field distribution in the RFEC, and
found the phenomenon of “potential valley” and “phase knot” [4]. In 1987,
Atherton D.L. of Canada confirmed the hypothesis of Schmidt by experiments. All
these work strengthened the research on the mechanism of the RFEC.

In the late 1980s and early 1990s, the RFEC attracted the attention of many
scholars in the field of nondestructive testing, and they studied the RFEC by
experiments and numerical calculations [5–7]. Some scholars tried to simulate the
RFEC in 3D, but with the limitation of the capability of the computers, the sim-
ulation results were not acceptable. At the aspect of application, in the late 1980s,
some commercial products for the testing of small caliber pipelines began to appear,
but the original structure of the 1950s and 1960s was still used for the probes. The
testing signal was weak, the length of the probe was big, and the required excitation
power was high. Except in the USA, the RFEC technique was used in Canada for
the testing of nuclear reactor pressure pipes, and some gas companies in Japan
applied the RFEC to the on-site testing of gas pipelines.

At present, in the field of numerical simulation of the RFEC, with the rapid
development of the computers, the main focus has shifted from the 2D axisym-
metric model in the 1980s to the 3D model and improved algorithm made the
simulation programs simplified. With this new development, the work to study the
characteristics of 3D defects has begun.

3.1 Outline 83



Nowadays, the researches focus on the testing of the unpiggable pipe [8], crack
detection in raised-head fastener holes of aircraft [9], the inspection of prestressed
concrete pressure pipe [10], and development of new sensors [11].

3.2 The Mathematical Model of the RFEC in the Pipeline

The mathematical model is the basis to carry out theoretical analysis and finite
element simulation. In this section, the mathematical model for a FEM analysis of
the RFEC in the pipeline is derived from the Maxwell’s equations, to guide the
modeling and analysis of the RFEC.

3.2.1 Basic Equations

Maxwell’s equations are used to describe macroscopic electromagnetic phenomena.
They are the basis of electromagnetic theory and the starting point to derive the
mathematical model of the RFEC.

The Maxwell’s equations are

r� H ¼ J þ @D
@t

r� E ¼ � @B
@tr � D ¼ q

r � B ¼ 0

8>><
>>:

ð3:1Þ

in which H is the magnetic field strength, B is the magnetic flux density, D is the
electric displacement vector, E is the electric field strength, J is the excitation
electric current density, and ρ is the volumetric electric current density. Their
relations are decided by the characteristics of the media. In isotropic media, the
following relations hold

D ¼ eE

B ¼ lH

J ¼ rE

ð3:2Þ

in which ε is the electric permittivity, μ is the magnetic permeability, and σ is the
electric conductivity.

Because the RFEC is a kind of low-frequency electromagnetic phenomenon, and
we are mainly concerned with its steady-state characteristics, so the following
assumptions are made,
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1. The electric current density J and the field variables E, D, B, H vary in a
sinusoidal fashion, and the harmonic components are ignored,

2. The influences of the moving velocity of the probe on the magnetic field and
eddy current are neglected,

3. All the parameters in the model are isotropic and constant;
4. The magnetic hysteresis effect is ignored,
5. The displacement current is ignored, i.e., @D

@t ¼ 0.

Based on the above assumptions, the phasor notations of the Maxwell’s
Eqs. (3.1) are obtained,

r� _H ¼ _Jc þ _Je
r� _E ¼ �jx _B
r� _D ¼ q

r� _B ¼ 0

8>>><
>>>:

ð3:3Þ

together with the phasor notations of the constitutive Eqs. (3.2),

_D ¼ e _E

_B ¼ l _H

_Je ¼ r _E

ð3:4Þ

in which _Jc is the density of the applied excitation electric current, _Je is the density
of the eddy current.

To simplify the system of equations for the later numerical calculation, the
magnetic vector potential _A is defined as

r� _A ¼ _B ð3:5Þ

To guarantee the uniqueness of _A, it is stipulated that

r� _A ¼ 0 ð3:6Þ

which is called the Coulomb gauge. Substituting (3.5) into (3.3),

r� _E ¼ �jxðr � _AÞ ¼ r� ð�jx _AÞ ð3:7Þ

i.e.,

r� ð _Eþ jx _AÞ ¼ 0 ð3:8Þ
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According to its irrotational characteristic, scalar electric potential function _u is

_Eþ jx _A ¼ �r _u ð3:9Þ

so,

_E ¼ �ðr _uþ jx _AÞ ð3:10Þ

Substituting (3.4), (3.5), and (3.10) into (3.3), we can get

r� 1
l
ðr � _AÞ

� �
¼ _Jc � rðr _uþ jx _AÞ ð3:11Þ

Because the material is isotropic, l is a constant, and according to the Coulomb
gauge (3.6) and the following vector identity,

r�r� F ¼ rðr � FÞ � r2F

it is derived that

r2 _A ¼ �l _Jc þ lrðr _uþ jx _AÞ ð3:12Þ

From Maxwell’s Eq. (3.1),

r� J ¼ � @q
@t

ð3:13Þ

Substituting (3.10) into the above equation,

�r � rðr _uþ jx _AÞ ¼ � @q
@t

Ignoring the displacement current, we have @q
@t ¼ 0, and r is isotropic and constant;

then,

r � ðr _uþ jx _AÞ ¼ 0 ð3:14Þ

Under the given boundary conditions, from Eqs. (3.12) and (3.14), _A and _u could
be solved; then,

_B ¼ r� _A

_Je ¼ �rðr _uþ jx _AÞ
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When no defects exist, the RFEC model of the pipeline is axisymmetric, so the

magnetic vector potential _A has only circumferential component _Ah, and
@ _Ah
@h ¼ 0;

then, Eqs. (3.12) and (3.14) could be simplified in the cylindrical coordinates as
(depicted in Fig. 3.3),

@2 _Ah

@r2
þ 1

r
@ _Ah

@r
þ @2 _Ah

@z2
�

_Ah

r2
¼ �l _Jch þ lr jx _Ah þ 1

r
@ _u
@h

� �
ð3:15Þ

@

@h
1
r
@ _u
@h

� �
¼ 0 ð3:16Þ

It is assumed that electric current source only exists in the excitation coil as _Jch in
the RFEC, and there is no voltage source, so @/

@h ¼ 0. Then, Eq. (3.16) is satisfied
naturally, and Eq. (3.15) could be simplified further to

@2 _Ah

@r2
þ 1

r
@ _Ah

@r
þ @2 _Ah

@z2
�

_Ah

r2
¼ �l _Jch þ jxlr _Ah ð3:17Þ

Under the given boundary conditions, _Ah could be solved from Eq. (3.17), then
the field variables could be derived,

_Br ¼ � @ _Ah

@z

_Bz ¼
_Ah

r
þ @ _Ah

@r
_Jeh ¼ �jxr _Ah

ð3:18Þ

Fig. 3.3 The cylindrical
coordinate system
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3.2.2 The Propagation of the AC Magnetic Field
in the Ferromagnetic Pipe Wall

In the RFEC, the electromagnetic field starts from the excitation coil, penetrates the
ferromagnetic pipe wall to the outside air, and travels back into the pipe. This
process is the key for a better understanding of the RFEC phenomenon. In this
section, based on the above basic equations, the principle of axial propagation of
the magnetic field in the pipe wall is further analyzed.

In the RFEC model, there exists no excitation current in the pipe wall; that is,
_Jc ¼ 0. Then, Eq. (3.17) becomes

@2 _Ah

@r2
þ 1

r
@ _Ah

@r
þ @2 _Ah

@z2
�

_Ah

r2
¼ jxlr _Ah ð3:19Þ

Except the transition region, the magnetic field lines are basically axial in the
pipe wall. Because in the axial-symmetric model, the magnetic field lines are in fact

the contour lines of r _Ah

�� ��, we have @ _Ah
@r � @ _Ah

@z ; then, the item @2 _Ah
@z2 in the above

equation could be ignored and reduced to the one-dimensional case,

@2 _Ah

@r2
þ 1

r
@ _Ah

@r
�

_Ah

r2
¼ jxlr _Ah ð3:20Þ

When r ! 1, we have 1
r
@ _Ah
@r ! 0 and

_Ah
r2 ! 0; then, the above equation

becomes

@2 _Ah

@r2
¼ jxlr _Ah ð3:21Þ

which is the diffusion equation of one-dimensional electromagnetic field in a good
conductor and has an analytic solution as

_Ah ¼ _A1e�
ffiffiffiffiffiffiffiffi
jxlr

p
r þ _A2e�

ffiffiffiffiffiffiffiffi
jxlr

p
r ð3:22Þ

in which coefficients _A1 and _A2 are decided by the excitations applied on the
boundaries of the conductor. If the conductor occupies a half space, then _A2 ¼ 0, so

_Ah ¼ _A1e�
ffiffiffiffiffiffiffiffi
jxlr

p
r ¼ _A1e�ð1þ jÞ

ffiffiffiffiffiffiffiffiffiffi
xlr=2

p
r ð3:23Þ

Writing _A1 as A1 sinðxtþw1Þ, Eq. (3.23) in the time domain is

AhðtÞ ¼ A1e�
ffiffiffiffiffiffiffiffiffiffi
xlr=2

p
r sin xt �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xlr=2

p
rþ a1

� 	
ð3:24Þ
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The skin depth is defined as d ¼
ffiffiffiffiffiffiffi
2

xlr

q
; then, the above equation becomes

AhðtÞ ¼ A1e�
r
d sin xt � r

d
þ a1

� 	
ð3:25Þ

which states that whenever the distance r increases one skin depth d, the amplitude
of _Ah decreases to 36.8 %, and the phase falls behind one rad.

Equation (3.20) is solved with the finite element method, and the obtained
numerical solution is compared with the analytical solution as shown in Fig. 3.4.
The parameter d ¼ 0:056, so it could be seen that when r � d, the solution of
Eq. (3.20) is very close to the analytical solution of Eq. (3.21).

For the understanding of the results, assume that when r � d, the solution of

(3.20) could be expressed approximately using A1e�
r
d

ffiffi
J

p
; then,

@2 _Ah

@r2

����
���� ¼ 1

d
@ _Ah

@r

����
���� ¼

_Ah

d2

����
����

Because r � d, we have 1
r
@ _Ah
@r

��� ��� � @2 _Ah
@r2

��� ��� and _Ah
r2

��� ��� � @2 _Ah
@r2

��� ���; then, 1
r
@ _Ah
@r and

_Ah
r2

could be ignored, so (3.20) changes into (3.21).
In a practical RFEC model, the skin depth d is smaller than the thickness of the

pipe wall and is generally of the magnitude of 1/5 to 1/3 of the thickness, and the
radius of the pipe is much bigger than the skin depth, so the propagation charac-
teristic of the magnetic field along the radial direction in the pipe wall in the
near and remote fields of the RFEC could be described approximately with
one-dimensional skin depth equation.

Fig. 3.4 Numerical solution
(solid line) compared with the
analytical solution (dashed
line)
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3.2.3 The Voltage Signal of the Receiving Coil

According to the electromagnetic induction principle, the electromotive force of one
single receiving coil is

e ¼ � dU
dt

ð3:26Þ

Using the phasor notation,

_e ¼ �jx _U ð3:27Þ

then,

_U ¼
ZZ
S

_BdS ¼
ZZ
S

ðr � _AÞdS ¼
I
C

_Adl

1. If the receiving coil is coaxial with the pipeline and the model is axisymmetric,
then _A only has circumferential component _Ah and is perpendicular to r, then the
magnetic flux of the coil with radius r is

_U ¼
I
C

_Adl ¼
Z2p

0

_Ahdh ¼ 2pr _Ah

in which _Ah is the circumferential component of the magnetic vector potential
on the wire of the coil. Substituting this into Eq. (3.26), then the induced EMF
of the single-turn receiving coil with a radius of r in the sinusoidal AC
electromagnetic field is

_e ¼ �j2pwr _Ah

Applying the above equation to the multiturn receiving coil, the induced
potential of the multiturn coil could be obtained.
Because the MVP value at every turn of the multiturn coil is unknown, the value
of _Ah at the radius of rc, i.e., _Ach, is used as the average of the MVPs of all the
coils to solve for the induced potential,

_e ¼ �j2pwr _Ach

in which W is the number of turns of the receiving coil. It could be seen that the
amplitude of the induced voltage _E of the coaxial receiving coil is proportional
to the amplitude of _Ah on the wires of the coil inside the pipeline, and the phase
delay is 90°.
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(2) If multiple induction coils are placed circumferentially, each single induction
coil is no longer axisymmetric, and the area of the coil is small, so it is proper to
analyze with the following equation:

_U ¼
ZZ
S

_BcdS

in which S is the cross-sectional area of the coil, and _Bc is the magnetic flux
density in some point inside the coil.
If the receiving coil is parallel with the axial direction of the pipeline, we have

_e ¼ �jw _BczS

If the receiving coil is perpendicular to the axial direction of the pipeline, then

_e ¼ �jw _BcrS

So when analyzing the non-axisymmetric model, the main work is to check the
distribution of _B near the inside diameter and compare _Br with _Bz to find a
beneficial direction for the receiving coil.

3.3 The FEM Modeling of the RFEC in the Pipeline

In this section, the finite element method is introduced briefly, together with the
FEM software package ANSYS, and several methods for the electromagnetic field
simulation in ANSYS. Then, the method of building the RFEC model and some
points in need of special attention are described, including the full RFEC FEM
model, the local analyzing method to simplify the complexity in the simulation of
the defects, and the 2D and 3D local defect model.

3.3.1 Introduction to the FEM and ANSYS

The numerical simulation of the physical phenomena is in fact the process of
solving their mathematical models with given initial conditions or boundary con-
ditions. The mathematical models of most of the physical phenomena are partial
differential equations without analytic solutions. The methods for numerically
solving the PDEs include the finite differential method, the finite element method,
the integration equation method. Of these methods, the FEM is more suitable for
problems with irregular boundaries and mixed kinds of media. The FEM is rela-
tively mature, and there are many successful general FEM software packages such
as ANSYS.
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The FEM is the process of solving the boundary value problem numerically. The
principle involves presenting the whole continuous region with many subregions. In
the subregions, the unknown functions are expressed with simple interpolation
functions with unknown coefficients. Therefore, the original boundary value
problem with an infinite number of degrees of freedom is transformed into a
problem with a finite number of degrees of freedom; the solution of the whole
system is approximated with a finite number of unknown coefficients. Then, Ritz
variation or Galerkin method are used to get a set of algebraic equations, and the
solution of the boundary value problem is obtained by solving the system of
algebraic equations.

A significant advantage of the FEM is that when processing problems with
complicated shapes or when the boundary condition contains complex medium, it is
not subject to the restrictions of the shapes of the field boundaries, and the second
and third kinds of boundaries and the interfaces between different media do not
need special processing, thus very suitable for solving electromagnetic field prob-
lems with irregular shape and mixed media.

The FEM is easy to implement on a computer, a computer program could be
written to do the operations such as element meshing, overall assembling, and
algebraic solving. Although the programs are usually complicated and lengthy,
every stage is easy to be standardized into a general subprogram, and the precision
of the calculation is good. There are many mature general-purpose finite element
software packages, and a more detailed introduction will be given in the later
section.

When solving engineering electromagnetic field problems, the steps could be
divided approximately as the following:

1. The discretization of the continuous field, i.e., dividing the continuous field into
finite number of elements. This is the first and the most important step in the
finite element analysis. Different strategies of discretization will affect the
consumption of computer memory, the time length of the calculation and the
accuracy, especially when using general-purpose FEM software packages. For
field on a 2D plane, the shape of the element can be triangular or quadrilateral.
For field in the 3D space, the shape can be tetrahedron, rectangle or hexahedron,
etc. In the same solution area, elements with different shapes could be used
together.

2. The choice of a proper interpolation function, i.e., choosing the interpolation
function that can approximately describe the unknown solution in an element.
Usually, a first-order (linear) or second-order (quadratic) interpolation function
is used, in order to obtain good computational performance and accuracy.

3. Building a system of finite element equations describing the characteristics of
the whole solution region. In general, the process is based on the principle that at
the nodes where some elements are connected, because the nodes are shared by
the elements, the field variables of the elements connected at these nodes are
required to be the same.
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4. Solving the system of equations using the direct method or iterative method. The
boundary conditions of the problem should be considered first, and then, the
system of equations is solved, so unknown values of the field variables are
obtained. Finally, through interpolation of these solved values, the values at an
arbitrary field point can be calculated.

Reviewing the development history of the RFEC, it can be seen that the finite
element analysis plays a very important role, mainly reflected in the following
aspects:

1. The research on the RFEC mechanism. Exploring the internal mechanism of the
RFEC and its characteristics, in order to better use it for nondestructive testing.
In the 1980s, the RFEC technology underwent a rapid development owing to the
application of the finite element method.

2. Defect response signal analysis and the research on the defect quantification
method.
The numerical simulation by the finite element method can serve as a “test bed”
generating defect signals to provide data for the research on the defect signal
analysis and defect quantification.
If we only rely on building many samples and doing experiments to obtain the
data for defect analysis, the process will be very time-consuming, and large
sums of money must be spent. Moreover, some of the samples are difficult to
build or test in the laboratory.

3. The optimal design of the RFEC probe. Conducting various numerical simu-
lations of the probe by finite element method, to evaluate the advantages and
disadvantages of various schemes, and choose the best scheme for further
experimental study.

The study in this text mainly involves the first two aspects.
The finite element method, as a general numerical calculation method, already

has a mature calculation model, and each stage in the calculation process is easy to
be standardized, so it is not difficult to build a general calculation program to be
used in various fields. In the past several decades, FEM software packages were
developed in many countries, including ALGOR, ANSYS, ABAQUS, MARK, and
NASTRAN. Of these packages, ANSYS is a mature and powerful general-purpose
FEM analysis software package used widely in the fields such as structural
mechanics, electromagnetics, and heat analysis.

When using ANSYS for electromagnetic field simulation, the steps of the finite
element analysis are similar to those of a general finite element analysis.
Since ANSYS is a general finite element analysis software, it will hide the details of
the finite element analysis. The function of the ANSYS software is implemented by
various processors, including the preprocessor, the solver, and two postprocessors.
The main function of the preprocessor is to help build the finite element model. The
finite element model could be obtained by meshing the directly built or imported
solid model and could also be generated directly. In the solver, the boundary
condition and the load are set for the model, and a proper method is selected to
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solve the problem. This stage is the main part of the finite element analysis. After
obtaining the solution, the postprocessor is needed to further process the results.
The results could be viewed or exported to other software.

The following steps are commonly necessary when using ANSYS for a
simulation,

1. Building the solid model and setting the parameters,
2. Generating the meshes to obtain the finite element model,
3. Setting the boundary conditions,
4. Applying the excitation and solving the problem, and
5. Post-processing the results, or exporting the results to other software.

When using ANSYS to solve 2D or 3D static, harmonic, and transient
low-frequency magnetic field problems, the scalar potential, vector potential, and
the edge-based methods could be applied. The scalar potential and the vector
potential methods are both nodal methods, and the degrees of freedom are on the
nodes, and the degrees of freedom of the edge-based method are on the edges of
the elements. When the two-dimensional magnetic field analysis is carried out, only
the vector potential method can be used, and the main degree of freedom is AZ.
These three methods can all be used for 3D static, harmonic, and transient analysis,
but each has advantages and disadvantages and are suitable for different problems.
In the scalar potential method, there is only one degree of freedom, which is suitable
for most of the three-dimensional static magnetic field analysis and cannot be used
when there exist eddy currents. The main degrees of freedom of the vector potential
method include three components AX, AY, and AZ of the vector potential. For
voltage loading and circuit coupling analysis, the three degrees of freedom of
current, voltage drop, and voltage can be introduced. When the interfaces between
the different magnetic materials are contained in the calculation area, because the
normal component of the magnetic vector potential is particularly large, decreased
accuracy, and even error will be resulted. The scalar and vector potential methods
can be used in the same model, but it is necessary to note that they must be
connected in the same medium by the INTER115 elements. The edge-based method
has a good ability to solve the three-dimensional low-frequency electromagnetic
field problem and has a higher accuracy than the vector potential method, especially
when iron regions exist in the model. However, when the model does not contain
any iron region or velocity effect and circuit coupling exist, the edge element
method cannot be used.

In this chapter, we use the vector potential method to simulate the two-
dimensional remote-field eddy current model. The results are output to a text file,
and then MATLAB is used to do further processing. A local analysis method is
used to reduce the size of the model for 3D analysis. In order to set the boundary
conditions easily, the vector potential method is used for analysis. Since the relative
permeability of the pipeline is not large, the decreased accuracy of the vector
potential method can be accepted.
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3.3.2 Building the Remote-Field Eddy Current Model

In the process of actual testing, the remote-field eddy current inspector is moving in
the pipeline with a certain velocity, because the distributions of the defects in the
pipeline are not uniform, this testing process is transient, and the numerical sim-
ulation is difficult. In the early stage of the study when the main focus is in the
analysis of the RFEC phenomenon and the defect response, it is not required to
simulate the exact testing signal. The model could be simplified, that is, the
inspector is static and the velocity effect is not considered, and the transient process
and the high-frequency harmonic components are not considered. The problem is
dealt with as a low-frequency harmonic electromagnetic field problem, and only the
stationary response is analyzed.

When the defect analysis is conducted for the RFEC, it is found that when the
same model includes the excitation coil and the defects in the remote-field region,
the scale of the model will become very large, and the process of meshing and
problem solving will consume much computer resources, and the local adjustment
of the defects requires reprocessing of the whole model, and the work load will be
huge. Because the interference of the defects to the magnetic field is limited in a
small region, when the defect changes it is not required to recalculate the whole
model, so a two-step local analysis method is taken: first, the complete RFEC model
including the excitation coil is simulated to obtain the basic magnetic field distri-
bution of the RFEC, and then, the local model of the remote-field region containing
the defect is established. For the sake of distinction, the RFEC model with the
excitation coil is called the complete RFEC model, and the model only containing
the remote-field defect region is called the local RFEC defect model.

The complete RFEC model is a two-dimensional axisymmetric non-defect
pipeline model containing the excitation coil, which is mainly used to simulate the
basic magnetic field distribution of the RFEC, and to analyze the influencing
factors.

The classical RFEC testing apparatus is shown in Fig. 3.5. When the defect in
the pipeline is not considered, the model is axisymmetric, and the cross section

Fig. 3.5 The diagram of the remote-field eddy current model
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containing the axis is taken, as shown in Fig. 3.5. The dimensions and physical
parameters of the model are as follows:

1. The pipeline: OD is 100 mm, ID is 80 mm, lr ¼ 70, r ¼ 7� 106 S/m
2. The excitation coil: OD is 80 mm, ID is 60 mm, the width is 20 mm, lr ¼ 1,

r ¼ 3:33� 107 S/m, 100 turns, and the excitation source is sinusoidal with a
voltage of 12 V and a frequency of 30 Hz

3. Air: lr ¼ 1.

The RFEC problem is an open-domain problem, and the finite element model
must be bounded, so it is necessary to expand the model boundary in the finite
element analysis to handle the open-domain problem approximately, but this will
lead to a sharp increase in the size of the model. We are mostly concerned about the
magnetic field distribution in the remote field, which is determined by the magnetic
field in the air outside the pipe. In order to get a more accurate solution, we need to
expand the model to reduce the error caused by the model boundary. The model’s
solution region is shown in the ABCD region of Fig. 3.6, and the boundaries AD,
BC, and CD are far from the excitation source, usually 10–20 times of the outer
diameter is taken. When there is no defect in the pipe wall, considering the sym-
metry of the model, only the A′BCD′ region is considered.

In the actual testing, the final detection signal is the voltage of the receiving coil.
The amplitude and phase of this voltage can be expressed by the magnetic field at
the receiving coil, so the receiving coil is not needed in the simulation model. This
method has an additional benefit, because the nature of the defect detection is
detecting the changes of the magnetic field, so any sensor with the ability to detect
the magnetic field changes can be used. In addition to the induction coil, Hall
components are also acceptable. Analysis of the magnetic field changes at the defect
is more general and universal than analysis of the receiving coil. Therefore, we do
not consider the receiving coil in the RFEC model.

The basic idea of finite element analysis is to approximate the solution in the
local area in an element with a simple interpolation function, which is the main
source of error. In order to reduce the error caused by the interpolation function

Fig. 3.6 The solution region of the RFEC model
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approximation, we should choose the interpolation function, which is close to the
solution of the actual problem. However, the choices of interpolation function in
ANSYS and other general finite element analysis software are limited, and typical
choices include a linear interpolation function and the quadratic interpolation
function. On the other hand, the size of the element could be reduced, so that the
solution in the local area of the element can be better approximated with the
selected interpolation function. Therefore, in order to get accurate results, it is
necessary to mesh the model properly according to the distribution of the solution to
reduce the error caused by the simple interpolation function approximation. The
approximate estimation of the error can provide reference for the meshing of the
model.

The magnetic field in the RFEC phenomenon presents exponential decay of
different rates, and the attenuation along the radial direction is the fastest. The
amplitude of the magnetic vector potential is approximately expressed as

_Ah

�� �� ¼ A0e�r=d ð3:28Þ

in which d is the skin depth.
Assuming the radial dimension of the meshes in the pipe wall is w, and let

r0 ¼ r=d and w0 ¼ w=d. For simplicity, the interpolation function in the FEM
calculation is a linear function; then, the relative error using the linear interpolation
function is

e ¼
1
2 A0e�r0 þA0e�r0�w0
 �� A0e�r0�w0=2

A0e�r0�w0=2 ¼ 1
2

e�w0=2 þ ew
0=2

� 	
� 1 ð3:29Þ

Figure 3.7 shows the change of the relative error with the size of the element
when using linear interpolation function, when the radial direction of the element in

Fig. 3.7 The change of
relative error with the size of
the meshing using the linear
interpolation functions
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the pipe wall is 1/10 of the skin depth d, the relative error is limited within 0.1 %.
The distribution of the magnetic field in other regions is also basically exponential,
only the attenuation rate is smaller, and the size of the element could be bigger.

Meshing is a very important stage in the finite element analysis. The quality of
the meshing directly decides the correctness, the accuracy, and the calculation time
of the simulation. The normally accepted rule when meshing is that the meshes are
denser where the magnetic field changes rapidly, and sparser where the magnetic
field is uniform; and the meshes are denser where the magnetic field is strong, and
sparser where the magnetic field is weak. Near the interface between two different
media, denser meshes are also needed.

In order to better control the size of the mesh, it is needed to further divide the
geometric model, such as the outer air is divided into several layers, the inner layer
is denser, and the outer layer is sparser. In order to speed up the process of meshing,
regular meshing should be used in the regular region, such as the coil, pipe,
remote-field region, and so on, and the automatic meshing is adopted in the
irregular region.

In the process of meshing for the RFEC model, there are some guidelines to
follow:

1. No matter in the remote-field or near-field region, the magnetic field in the pipe
wall changes very quickly in the radial direction, showing a fast exponential
attenuation, so the radial meshing must be very dense and far less than the skin
depth;

2. In the near-field and transition region, the magnetic field in the pipe wall and in
the air inside the pipe changes very quickly along the axial direction, and it also
needs denser meshes;

3. The magnetic field changes slowly in the air outside the pipe, so the mesh could
be sparser, but at the region near the pipe surface, the mesh should be denser to
ensure smooth transition;

4. In the remote-field region, the magnetic field in the wall and in the air inside the
pipe changes slowly in the axial direction, the axial size of the mesh element can
be slightly larger, so the mesh element is rectangular in the axial direction.

After the meshing process, it is necessary to set the type of the elements to be
PLANE53, and the axial symmetry parameter should be added.

Figure 3.8 is the result of meshing for the complete model (for the convenience
of display, the meshing sizes are all increased), and Fig. 3.9 is the amplification of
the meshing results near the source of the excitation.

There exist three types of boundary conditions in the electromagnetic problems,
i.e., the Dirichlet boundary condition, the Neumann boundary condition, and their
combination. In Fig. 3.6 showing the finite element model of RFEC, the boundaries
of A0B;BC and CD0 have the Dirichlet boundary conditions, the A0D0 boundary has
the Neumann boundary condition. In ANSYS, the default boundary condition is the
Neumann boundary condition, i.e., the flux lines are perpendicular to the boundary,
and this needs no specific settings. It is only necessary to set the nodal DOF AZ to 0
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at the A0B, BC and CD0 boundaries, so that the Dirichlet boundary conditions are
satisfied.

In the above model and boundary setting, the BC and CD boundaries are
approximated as infinity boundaries. Because the magnetic field distribution in the
remote field is very important, the error caused by the approximation cannot be
ignored, especially for the approximate treatment of the pipe wall and its surfaces.
In order to minimize the error caused by the boundary approximation, the approach

Fig. 3.8 The meshing results
of the complete RFEC model

Fig. 3.9 The meshing results
near the excitation coil
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should be close to the actual situation, and the boundary conditions in ANSYS
should be applied to handle this problem.

The excitation coil in the model is realized by setting the real constants of the
elements in ANSYS, and the currents of these elements are coupled together to
specify that all the elements in the coil share the same current.

The RFEC problem is an open-domain problem. In order to get an acceptable
solution, the model size will be expanded to more than ten times, and the size of the
model is very large. The range of change of the magnetic field in the model is large.
According to the different used frequency, the difference is ten orders of magnitude,
and the vast majority of energy is concentrated near the excitation source, and the
part of interest is in the remote field where the magnetic field is very weak.
The small error near the excitation source can give a great influence to the signal of
the defect area. Because the field strength changes quickly with an exponential
attenuation, especially in the pipe wall the magnetic field changes faster in the radial
direction, the mesh must be dense to ensure certain accuracy. Thus, the complete
RFEC model has a large scale. The defects are usually non-symmetric and must be
solved by the three-dimensional model. The 3D model is obtained by rotating the
two-dimensional model, and the scale of the model can be increased by two orders
of magnitude, and the number of elements is in the order of a million.

In the simulation of the defect signal with a fully circumferential two-dimensional
complete RFEC model, the magnetic field changes caused by the defects are
localized; that is, they are limited within a region near the defects, and the influence
to the magnetic field is small and can be ignored. Figure 3.10 shows a comparison of
the amplitudes of _Ah with and without defects. From the figure, except in a small
region near the defects, the distributions of the magnetic field for these two cases
coincide, which suggests that the disturbance of the defects to the magnetic field is
limited in a small region.

Fig. 3.10 The variations of
_Ah

�� �� with axial position for
the two cases of with and
without defects
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Therefore, the simulation results of the 2D complete RFEC model can be used as
the approximate boundary conditions, and only the defects in the local area are
simulated to obtain the defect response signal. This procedure is called the local
analysis method. The specific steps are as follows:

1. Building the two-dimensional complete non-defect pipeline axis-symmetric
model including the excitation source, as shown in Fig. 3.11 with the external
dashed box. The distribution of the magnetic field _Ah is simulated and

2. Selecting the defect region and building two-dimensional or three-dimensional
model, as shown in Fig. 3.11 with the internal dashed box. The boundary
conditions of the model are obtained by the calculation of _Ah with the 2D
complete model, and the local model is simulated to obtain a more detailed and
accurate defect signal distribution.

Because the simulation of the 3D complete RFEC model cannot be conducted,
only the fully circumferential defects are considered with the 2D complete and local
models, to validate the correctness and effectiveness of the local analysis method.

First, the 2D complete RFEC model containing the defect is built, and the defect
response signal is obtained. Then, local analysis method is applied to the same
defect to obtain the response signal, as shown in Fig. 3.12. The signals from the two
methods almost coincide, and the mean square error is 0.03°, so the defect signal
obtained by the local analysis method is credible.

For the defects with the same radial depths and axial lengths, the bigger are their
circumferential dimensions, the more influences they will have for the magnetic
field. Since local analysis method can be used for the simulation of the full cir-
cumferential defects, it can also be used for three-dimensional simulation of the
non-axisymmetric defects with smaller circumferential sizes.

Fig. 3.11 The diagrams of
the complete and local defect
models
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Table 3.1 lists the number of elements and nodes of the three models. Although
the total sizes of the two models in the local analysis method are larger than those of
the direct method, the local method is not advantageous in terms of the computation
complexity in the simulation of the 2D defect model. However, usually different
sets of parameters are adopted for multiple runs of simulations, when using the local
analysis method, we only need to modify and simulate the local defect model and
do not need to repeat the simulation of the complete model, so the local analysis
method in the two-dimensional defect simulation has its advantages. In simulation
of three-dimensional model, the advantages of local analysis method are more
obvious. As can be shown from Table 3.1, the local model is one order of mag-
nitude smaller than the complete model, and the local analysis method is both
correct and effective.

A two-dimensional local defect model with a full circumferential defect is shown
in Fig. 3.11 with the internal dashed box, and its radial width is 3 times the radius of
the pipe and the axial length is 2–4 times the radius of the pipe, according to the
size of the defect.

Fig. 3.12 The comparison of
the results from the complete
and local model

Table 3.1 Comparison of the scales of the models using the direct and local analysis methods

Models Number of
elements

Number of
nodes

Direct analysis
methods

Complete model with
defects

7026 21,984

Local analysis
methods

Complete model without
defects

5436 16,412

Local model with defects 1889 5768
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The existence of the defect leads to the distortion of the nearby magnetic field,
and therefore, the mesh should be dense near the defect. At the interface of the
pipeline and the air, the axial component _Bz of the magnetic field _B is parallel to the
interface, and a big jump emerges, so a thin layer of air is added in the air of the
interface, and dense and regular meshing is adopted, which can reduce the calcu-
lation error and improve the accuracy when obtaining the distribution of the
magnetic flux density near the inner wall surface by interpolation. Figure 3.13 is the
result of the actual meshing.

The boundary conditions of the local 2D model are very simple, i.e., Dirichlet
boundary conditions are satisfied on the four edges. On the axis _Ah ¼ 0 is set, and
on the other three edges _Ah are set with corresponding values from the simulation of
the non-defect 2D complete model.

Because there is no excitation coil in the model, the load is not necessary, and
the same method as used in the complete model is adopted.

The 3D local finite element model with defects is obtained by rotating the
already meshed 2D local model. Since the whole model is symmetric about the
plane containing the center of the defect and the axis of the pipeline, only one-half
of the model is analyzed. At the same time, for a defect with a relatively small
circumferential dimension, its influence to the distribution of the magnetic field
along the circumferential direction is limited in a certain range, so that a certain
region on one side of the defect could be selected for analysis, to further reduce the
model size. With the existence of the non-symmetric defects, the magnetic field
near the defects will change in the circumferential direction, and the nearer to the
defects the bigger the magnetic field will change. So the closer the elements are to
the defect, the smaller their circumferential dimensions should be. In ANSYS, it can
be realized by controlling the scaling of the rotation trajectory. The actual finite

Fig. 3.13 The meshing result
of the 2D local defect model
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element model is shown in Fig. 3.14 (for the convenience of display, there is no air
part, and the sizes of the elements are increased).

In the simulation of 3D electromagnetic field, the nodal scalar and vector
potential method or the edge-based method can be selected. Because of the exis-
tence of the eddy current, the scalar method cannot be used alone in the
three-dimensional simulation of the RFEC. Due to the use of local analysis method
for three-dimensional simulation, the part of the model where the scalar potential
method can be used (air) is not large, so the combination of vector potential and
scalar potential methods is not advantageous and will instead make the problem
more complicated, so it is not used. Therefore, the three-dimensional RFEC local
defect model can be simulated by using vector potential method and edge-based
method.

When applying the vector potential method, the SOLID97 elements are used,
and the boundary conditions on the outer surface of the model were defined as
Dirichlet boundary conditions. The 3 DOFs _Ax, _Ay and _Az of the boundary nodes
can be obtained according to the following formula from the _Ah obtained with the
two-dimensional complete simulation model,

_Axðx; y; zÞ ¼ yffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p _Ahðr; h; zÞ

Fig. 3.14 3D local defect
model

104 3 The Remote-Field Eddy Current Testing



_Ayðx; y; zÞ ¼ �xffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p _Ahðr; h; zÞ ð3:30Þ

Az

�
ðx; y; zÞ ¼ 0

The elements in the wall of the pipe have the DOF of _u. Since there is no externally
applied excitation source in the pipe wall, so on the nodes at the outer boundaries
this DOF is set to 0.

When using the edge-based method, the SOLID117 element is selected. This
type of element has a DOF of AZ at the center nodes on the edges indicating the
integral of _A on this edge,

AZ ¼
Z

_Adl ð3:31Þ

Based on the distribution of _Ah obtained from the simulation of 2D complete
model, from (3.30) _Al and _Ar on the two ends of this edge and _Am at the center
point could be calculated. The integral of _A on this edge could be approximately
expressed with the 3-point formula:

AZ ¼
Z

_Adl ¼ 1
4
ð _Al þ 2 _Am þ _ArÞ � l ð3:32Þ

For the one-quarter model in Fig. 3.14, the axial cross section is not penetrated with
flux lines, so the AZ DOFs of all the elements on this face can be directly set to 0.
The elements in the pipe wall also have _/ DOF. Because there is no externally
applied excitation source in the pipe wall, the boundary conditions at the nodes of
the outer surface of the pipe wall are set as _u ¼ 0.

3.4 2D FEM Simulation of RFEC in Pipeline

The complete defect-free two-dimensional RFEC model is established in ANSYS.
The simulated distribution of magnetic field lines is as shown in Fig. 3.15, and it
could be seen that the magnetic field energy is mostly concentrated at the near-field
zone near the coil, and the magnetic field at the remote field in the pipe and outside
the pipe is very weak.

The figure of magnetic flux lines of the axisymmetric model is in fact the contour
plot of r _Ah

�� ��. Because r _Ah

�� �� changes greatly and rapidly for the RFEC phe-
nomenon, the general magnetic flux lines cannot describe accurately the distribution
of the weak magnetic field in the remote region. So contour plot of log r _Ah

�� ��
 �
is

used as the equivalent magnetic flux line plot. As shown in Fig. 3.16, the variation
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of the magnetic field of the whole model can now be displayed more clearly. The
thing to note is that the meaning of the distance between the flux lines has changed,
compared with the normal flux lines. These newly defined flux lines are called the
logarithmic flux lines.

From Fig. 3.15, the distribution of the magnetic field could be observed. The
magnetic field is the strongest in the near-field region, followed by the air outside the
pipeline, and the magnetic field in the remote field in the pipe is the weakest. The
magnetic field in pipe wall and in the remote-field region inside the pipe is basically
along the axial direction. From Fig. 3.16, it can be seen that the exponential atten-
uation rate of the magnetic field is different in different regions, and the attenuation is
the fastest along the radial direction of the pipe wall, followed by the axial direction

Fig. 3.15 The distribution of
magnetic flux lines for the
RFEC

Fig. 3.16 The logarithmic
flux lines of the RFEC
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in the near-field region, and the slowest attenuation is in the air outside the pipeline.
Within 0.5 times of the diameter is the near-field region, and the distribution of the
magnetic field is similar to what is generated by a coil in the free space. Near the
distance of 1 diameter is a transitional zone, and the logarithmic flux lines show the
circuitous phenomenon, which is the “potential valley” phenomenon, and its local
amplification is as shown in Fig. 3.17a. Figure 3.17b is the equal-phase plot of _Ah for
the same region, from which it can be seen that in the pipe wall and the equal-phase
lines form the shape of a stair, that is, the “phase knot” phenomenon. Outside the 1.5
times of diameter of the pipe, the magnetic field in the pipeline is basically along the
axial direction, and this begins the remote-field area.

Figure 3.18 shows the variations of the amplitude and the phase of _Ah with the
axial position, which is the characteristic curve of the RFEC phenomenon. In the
near-field region, the amplitude of the vector magnetic potential has fast exponential

Fig. 3.17 The potential valley and the phase knot. a Potential valley; b phase knot

Fig. 3.18 Variation of _Ah

with the axial position at the
inner surface of the pipe wall
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decay, while in the remote-field region, it is also exponentially decaying, but the
variation is relatively slow. Phase angle of the magnetic vector potential in the
near-field region almost does not change, while in the transition region a significant
jump appeared, and in the remote-field region the variation is again slow.

Figure 3.19 shows the variations of the amplitude and phase of the two com-
ponents _Br and _Bz of the magnetic induction intensity _B with the axial position near
the inner wall surface of the pipe (5 mm inside). The axial component _Bz is two
orders of magnitude larger than the radial component _Br . The magnetic flux density
is basically in the axial direction at the inner surface. Therefore, the detection coil of
the three-dimensional probe is also parallel to the pipe axis, for the detection of the
change of the axial component _Bz of _B.

Figure 3.20 is the radial distribution of the amplitude and phase of _Ah in the wall
at different axial positions. z ¼ 0 m is the near-field region, z ¼ 0:1 m is the

Fig. 3.19 The variation of _B with the axial position near the inner surface of the pipeline. a Axial
component _Bz; b radial component _Br

Fig. 3.20 The variation of _Ah inside the pipe wall with the radial position at different axial

positions. a Amplitude Bz

�
; b phase _Br
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transitional region, and z ¼ 0:2 m and z ¼ 0:3 m are the remote-field regions. In the
near-field and remote-field region, the amplitude of _Ah shows exponential variation
in the radial direction, and the phase is changing linearly with the same rate and this
can be estimated by using one-dimensional skin effect equation. In the wall of the
near-field region, from inside to outside the amplitude of _Ah attenuates and its phase
lags, and the amplitude is big at the two sides and little in the middle, which is just
the phenomenon of “potential valley” observed from Fig. 3.17a. The phase jumps,
i.e., the “phase knot” phenomenon from Fig. 3.17b. At the outer surface of the pipe
wall, the amplitude and phase changes of _Ah are caused by the magnetic field
propagating outside the pipe along the axial direction.

3.4.1 Electromagnetic Decomposition Analysis

In order to further understand the mechanism of the RFEC phenomenon and
compare the effects of the magnetic and electric conducting capabilities of the pipe,
electromagnetic decomposition analysis is conducted for the RFEC model. In the
time-varying electromagnetic fields, the electric and magnetic fields are transformed
reciprocally and cannot be separated. In the process of analysis, we always try to
weaken the influence of electric field or magnetic field in the model and compare it
with that of the RFEC phenomenon to observe the effect of electric field (eddy
current) or magnetic field on the formation of the special RFEC phenomenon.

Based on the complete RFEC model, the material properties of the pipeline are
set to the four cases in Table 3.2, and the simulation results are shown in Fig. 3.21.
The plot on the left is the logarithmic flux lines, and the right is the variations of
phase and amplitude of _Ah at the inner surface of the pipe wall with the axial
position. The four cases are described as follows:

1. Figure 3.21a is simulation result for lr ¼ 1 and r ¼ 0, i.e., the isolated coil in
the free air without remote-field-effect or phase changes.

2. Figure 3.21b is simulation result for lr ¼ 1 and r ¼ 7� 106 S/m. There is no
remote-field phenomenon; the distribution of the magnetic field is almost the

Table 3.2 Parameter settings for the pipe wall

Relative
permeability
μr

Electrical
conductivity
(S/m)

Similar
material

Non-ferromagnetic Non-conductive 1 0 Air

Electric
conduction

1 7 × 106 Copper

Ferromagnetic Non-conductive 70 0 Tombarthite

Electric
conduction

70 7 × 106 Steel
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Fig. 3.21 Electromagnetic decomposition analysis. a Weak magnetic conductivity and
non-electric conductivity. b Weak magnetic and electric conductivity. c Strong magnetic
conductivity and non-electric conductivity. d Strong magnetic and electric conductivity
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same as that of the coil in the free air. The phase change caused by the eddy
current exists.

3. Figure 3.21c is simulation result for lr ¼ 70 and r ¼ 0. The remote-field
phenomenon exists, and the distribution of the magnetic field is almost the same
as the normal RFEC. The near-field and remote-field regions could be distin-
guished. Since there is no eddy current, no phase change exists.

4. Figure 3.21d is simulation result for lr ¼ 70 and r ¼ 7� 106 S/m, i.e., the
previously analyzed RFEC phenomenon. The near-field and remote-field
regions could be distinguished clearly. There also exists the phase change
caused by the eddy current.

From the comparison of the above four cases,

1. The distributions of magnetic field of Fig. 3.21a, b are similar, and those of
Fig. 3.21c, d are similar, indicating that the magnetic conductivity is essential
for the distribution of magnetic field of the whole region. The distribution of the
magnetic field in the RFEC phenomenon is mainly decided by the strong
magnetic conductivity of the ferromagnetic pipeline.

2. There is no phase change for the magnetic fields in Fig. 3.21a, c, while there are
phase changes caused by the eddy currents in Fig. 3.21b, d. This indicates that
the eddy current induced by the magnetic field in the pipeline is the main reason
for the magnetic field phase change in RFEC, but the law of phase change is not
uniform, which is derived from that the induced eddy current (by the variating
magnetic field) is not uniform.

3. Comparing Fig. 3.21c, d, the distributions of the magnetic field are very close,
but in the transition region of Fig. 3.21c, there is no the potential valley phe-
nomenon as in Fig. 3.21d. The magnetic fields in their remote region both
penetrate twice the pipe wall returning to the inside of the pipe and carrying the
structural information of the pipe wall and both could be used to inspect full
thickness pipe wall defects. But because the former does not have phase change
caused by the eddy current, only the amplitude could be used as the detected
signal, the inspection performance is no better that the RFEC, and it lacks the
ability to detect axial cracking. As a comparison, with the RFEC we could detect
the influences of the defect on the distribution of the magnetic field and also the
influences on the eddy current.

In short, the magnetic field distribution of the RFEC is mainly determined by the
magnetic field conductivity of the pipe wall, while the phase characteristics of
the magnetic field are caused by the electrical conductivity of the pipe wall and, at
the same time, influenced by the magnetic field conductivity of the wall.
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3.4.2 The Evaluation Model of the Magnetic Field
at the Inner Pipeline Surface

The variation of the magnetic field at the inner wall surface of the pipe is the most
important feature of the magnetic field distribution in the RFEC. If an approximate
mathematical model could be built, it will be helpful to estimate the magnetic field
distribution of the RFEC. In the logarithmic plot of _Ah, its amplitude curve is
basically two line sections, the turning point is the intersection of the two segments,
the amplitude variation curve of _Ah is obtained by the superposition of two
exponentially decaying curves. The phase curve also contains two sections of
straight lines, with a long transition region, and the turning point coincides with that
of the amplitude curve.

Then, it is estimated that _Ah has the following form in the time domain,

_Ah ¼ A1e
� z

d11
�j z

d12
þ ja1 þ A2e

� z
d21

�j z
d22

þ ja2 ð3:33Þ

in which the first item A1e
� z

d11
�j z

d12
þ ja1 is the directly coupling part, A1e ja1 is the

initial value of _Ah of the directly coupling magnetic field at the excitation coil, d11 is
the attenuation rate of the amplitude of _Ah along the axial direction, when the axial
position increases a distance of d11 the decay of the amplitude of the magnetic field
is 36.8 %. d12 is the lag rate of the phase of _Ah along the axial direction, when the
axial position increases a distance of d12, lag of the phase is 1 radian. The second

item A2e
� z

d21
�j z

d22
þ ja2 is an indirect coupling part, and A2e�ja2 , d21 and d22 have

similar meanings indicating the initial value and the law of changing of the indi-
rectly coupled magnetic field.

Then, LMS fitting is conducted for the four sections of straight lines of the two
curves,

A1 ¼ 0:0060 Wb/m

d11 ¼ 0:0159 m

d12 ¼ 0:7824 m

a1 ¼ �0:08781

A2 ¼ 1:06� 10�6 Wb/m

d21 ¼ 0:1556 m

d22 ¼ 0:5593 m

a2 ¼ 1:341

112 3 The Remote-Field Eddy Current Testing



that is,

_Ah ¼ 0:0060e�
z

0:0159�j z
0:7824þ 0:0878j þ 1:06� 10�6e�

z
0:1556�j z

0:5593�1:341j ð3:34Þ

Figure 3.22 is the comparison of the estimation model and the real simulation
results, which are very close, thus proving the validity of the estimation model.

From the fitting results,

1. Different from the propagation of the electromagnetic field in a good conductor,
d11 and d12 in Eq. 3.33 have different values, and d21 and d22 are not the same
either, i.e., the changing rates of the amplitude and the phase are different. From
the previous electromagnetic decomposition analysis, there exists the
remote-field phenomenon even in non-conducting ferromagnetic pipeline, i.e.,
the magnetic field energy could be decomposed into direct and indirect coupling
energy, indicating that the main factor deciding the distribution of the magnetic
field in the RFEC is the strong magnetic conductivity in the pipe wall, and it is
not so related to the electrical conductivity. Only in conductive pipeline, there is
a phase change of the magnetic field, indicating the main factor deciding the
phase distribution is the electrical conductive energy of the pipe wall. Because
the main factors deciding the amplitude and the phase are different, they may
have different attenuation rates.

2. A1 � d2 and a1 � a2, mainly because the indirectly coupled magnetic field
penetrates twice the pipe wall. With the influence of the eddy current in the pipe
wall, the amplitude attenuates and the phase lags, and the amounts of the
attenuation and the lag are related to the thickness of the pipe wall and the skin
depth.

3. d11 � d22, indicating that the direct coupling magnetic field attenuates much
faster than the indirectly coupled energy, and this is decided by the strong
magnetic field conductivity of the pipeline. The directly coupled magnetic field
attenuates rapidly in the pipeline with the influence of the pipe wall, and the pipe

Fig. 3.22 Comparison of the simulation results and the estimation model. a Amplitude; b phase
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wall does not influence the propagation of the indirectly coupled magnetic field
outside the pipeline along the axial direction, so its attenuation is relatively slow.

4. d21 and d21 are close. Because they are influenced by the eddy currents in the pipe
wall, with the limitation of the skin depth effect, eddy currents with different
radial depth will have different influences. While the indirectly coupled magnetic
field is not restricted by the skin depth effect, and the eddy currents with different
radial depths will have similar influences, so d21 is slightly larger than d21.

The coefficients A1, d11, d12, @1, A2, d21, d22, and @2 in the estimation model are
related to the physical parameters in the RFEC model, such as the magnetic per-
meability and electrical conductivity, the diameter and thickness of the pipeline, and
the amplitude of the excitation source. From the analysis of these factors, an esti-
mation model for these coefficients could be built, and finally obtaining an esti-
mation model for the magnetic field at the inner wall surface from the physical
parameters of the RFEC model.

3.4.3 Analysis of the Full Circumferential Defect

The pipe with a full circumferential groove or a crack is axisymmetric, which can
be simulated with a two-dimensional axisymmetric model, greatly reducing the
complexity of the model. Although the full circumferential defects are practically
nonexistent, this simplified model can be used to analyze the influences of the
circumferential and radial dimensions of the defect on the response signal, serving
as an approximate analysis means when it is difficult to conduct a FEM analysis of
3D non-axisymmetric defect. This was also accepted at the early stage of finite
element analysis of the RFEC phenomenon.

In order to reduce the complexity of the model and simplify the process of
simulation of the full circumferential defect, the local analysis method is used, and
Fig. 3.23 is a diagram of the local 2D model of the groove defect at the outer

Fig. 3.23 The 2D local
model of the full
circumferential defect
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surface of the pipe wall. The restrictions of _Ah applied on the four boundaries are
from the simulation of the complete pipeline RFEC model with the default
parameters.

Figure 3.24 is the distribution of the flux lines when there exists a groove defect at
the outer surface of the pipeline, 3 times the diameters of the pipeline away from the
excitation source. The axial width of the groove is 10 mm, and the radial depth is
4 mm (40 % thickness). The defect only disturbs the magnetic field in a small local
region. Figure 3.25 is the phase and amplitude curves of _Ah at the inner wall surface
of the pipe, and at the location of the defect (0.3 m), there is a very large peak.

Fig. 3.25 Distribution of _Ah at the inner pipe wall surface with the full circumferential defect.
a Amplitude; b phase

Fig. 3.24 The distributions of the flux lines from the full circumferential defect at the outer
surface of the pipeline
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The magnetic field distribution obtained by the above model is equivalent to the
detection signal when the excitation coil is fixed and only the detection coil is
moving. In the actual testing, the excitation coil and the detection coil are moving in
the pipeline with the same speed, and the distance between them is fixed.
Figure 3.26 shows the distributions of the magnetic fields from the same one defect
at three different axial positions in the remote region (i.e., the distances from the
excitation coil are different). They have the same shapes and can be transformed
mutually with translational operations. The variation of the signal of the same part
of the defect with the position is in accord with the case without any defect, so the
change of the signal from the variation of the position has nothing to do with
whether or not a defect exists. Using this characteristic, the magnetic field distri-
bution obtained by the simulation can be used to obtain the actual testing
information.

Assuming that without any defect, the vector magnetic potentials at the distances
z1 and z2 from the excitation coil are _A01 and _A02, respectively, and some defect
generates vector magnetic potential _A1 at the distance z1 from the excitation coil;
then, it could be obtained that the vector magnetic potential _A2 at the distance z2
from the excitation coil is

_A2 ¼
_A02

_A01

_A1

So the corresponding testing signal could be obtained from the distribution of the
magnetic field of the defect,

Fig. 3.26 The distribution of _Ah at the inner pipe wall surface with defects at different locations.
a Amplitude; b phase
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_AtðzÞ ¼
_A0ðz ¼ ztÞ
_A0ðzÞ

_Af ðzÞ

in which _AtðzÞ is the real testing signal, _A0ðzÞ is the distribution of the magnetic
field without any defect, and _Af ðzÞ is the distribution of the magnetic field with a
defect, and zt is the position of the receiving coil. By the above transformation, the
magnetic field distribution obtained from the simulation of the above model could
be converted into the defect signal in the actual testing, and Fig. 3.27 shows the
testing signal corresponding to the magnetic field distribution in Fig. 3.25. In the
analysis of this chapter, we use this method to transform the magnetic field dis-
tribution with the defect into the defect signal.

Figure 3.28 shows the distribution of the flux lines generated by the groove
defect at the inner surface of the pipe wall with the same position and the same
dimensions. Compared with distribution of flux lines of the outer surface defect in
Fig. 3.24, it can be seen that only the flux lines near the defect are different, and the
other lines are almost the same.

Figure 3.29 shows the testing signals of the groove defect at the inner and outer
surfaces of the pipe wall. The solid line is the outer surface defect, and the dashed
line is the inner surface defect. It could be seen that when using the amplitude as the
testing signal, the peak value of the signal of the inner surface defect is bigger, and
the outer surface defect signal is wider. When using the phase as the testing signal,
the inner and outer defects almost show the same characteristics. It is found that the
RFEC testing method has the same sensitivity to the defects at the inner and outer
surfaces of the pipeline, so only the outer surface defect will be considered in the
following study of the full circumferential defect signal.

Fig. 3.27 The full circumferential defect signal. a Amplitude; b phase
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3.4.4 Relation of the Defect Signal with the Dimensions
of the Defect

Figure 3.30 shows the testing signal of the full circumferential defects of different
radial depths (with axial width 0.005 m), and it can be seen from the figure that the
amplitude signal at the defect is approximately exponential with the defect depth,
while the phase signal has a linear relationship with the defect depth. The peak

Fig. 3.28 The distribution of the flux lines of the full circumferential defect at the outer surface of
the pipe wall

Fig. 3.29 Comparison of the signals of inner and outer surface defects. a Amplitude; b phase
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value of the defect signal is used as the characteristic feature of the signal. The
relationships between the amplitude and the phase, and the defect depth are shown
in Fig. 3.31. Therefore, the use of phase as the testing signal is better for quanti-
fying the depth of the defect. When the depth is 10 % pipe wall thickness
(i.e., 1 mm), the amplitude and phase signals cannot be detected, so this depth is the
limit of detectable defect depth.

Figure 3.32 shows the testing signals of the full circumferential defects with the
same radial depth (5 mm, 50 % pipe wall thickness) and different axial widths.
When the axial size is very small, such as 0.1 mm, equivalent to a circumferential
crack, there are still detectable amplitude and phase signals, indicating that the
RFEC has the capability to detect the circumferential crack.

Figure 3.33 is the relationship between the peak value of the defect signal and
the axial width, and the amplitude signal is approximately linear with the axial

Fig. 3.30 Comparison of defect signals of different radial depths. a Amplitude; b phase

Fig. 3.31 Relation of peak value of defect signal with radial depth. a Amplitude; b phase
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width. While for the phase signal, the peak value increases slowly with the
increasing axial width and gradually approaches one certain max value.

Generally speaking, the width of the defect signal is mainly determined by the
width of the defect, and under the ideal situation, if the defect is wide enough,
the width of the defect signal should be equal to the width of the defect. However,
the actual defect width is limited, so the integral of the defect signal along the axial
direction is selected as the characteristic variable, which contains the information of
both signal amplitude and width. Figure 3.34 is the relationship between the integral
of the defect signal and the axial width, when the defect width is big (larger than
0.5 mm), the integrals of the amplitude and phase signals have obvious linear
relationships with the axial width, so they could be used as the characteristic
variables for quantification of the axial width of the defect.

Fig. 3.32 Comparison of defect signals of different axial widths. a Amplitude; b phase

Fig. 3.33 Relation of defect signal peak value with axial width. a Amplitude; b phase
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Based on the above analysis of the relationship between the defect signal and the
radial depth and axial width, the amplitude and phase signals can both be used in
the full circumferential defect detection, and groove and crack defects with depths
bigger than 1 mm (that is, 10 % pipe wall thickness) could be detected. When
conducting axial and radial sizing of the defects, the use of peak value of the phase
signal and the integral along the axial direction as the characteristic variables can be
more convenient.

3.5 3D FEM Simulation of the RFEC in the Pipeline

The real defects in the pipe wall are generally not full circumferential. In order to
obtain the defect response signal in accord with the reality, a 3D finite element
model is necessary to simulate the RFEC. The full three-dimensional model of the
RFEC is large, and it is difficult to carry out defect analysis on a normal PC, so the
local analysis method is used for the simulation to reduce the size of the 3D model.

3.5.1 Signal of the Groove Defect

In the actual pipeline inspection, the shapes of the defects are arbitrary, but the
shapes can be divided into three categories: the groove defects along the circum-
ferential direction (i.e., circumferential defects), the groove defects parallel to the
pipeline center axis (i.e., axial defects), and round hole shape pitting defects
(i.e., radial defects). The circumferential defects are similar to the full circumfer-
ential defects already analyzed with the two-dimensional axisymmetric model, so
they will not be analyzed in details any more. Axial defects seldom emerge in the

Fig. 3.34 Relation of defect signal peak value with axial width. a Amplitude; b phase
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actual pipeline, so they will not be analyzed in detail, either. The stress corrosion
cracking of natural gas pipeline is mainly in the axial direction and is close to the
axial groove defect. Therefore, the main focus is on analyzing the characteristics of
the axial defect signals.

When testing non-axisymmetric defects, to obtain the circumferential position of
the defect, 3D sensors must be used, composed of many axial direction coils placed
at equal circumferential distances at the inner surface of the pipe wall. As the testing
signal, the induced voltage of the coil is determined by the axial component _Bz of
the magnetic induction intensity _B in the region near the coil. In the remote-field
region of the RFEC, the magnetic field near the inner wall of the pipe is mainly in
the axial direction. The radial and circumferential components of the magnetic
induction intensity are small, and the amplitude and phase of _B are very close to the
axial component _Bz. So in the following analysis, the distribution of _B is mainly
investigated and used as the basis of the defect signal.

Assuming that at the distance of 3 times of radius to the excitation coil, there is
an axial groove defect with a length of 10 mm, width of 2 mm, and depth of 4 mm.
The distribution of the magnetic induction intensity near the inner surface of the
pipe wall (5 mm inside) is as in Fig. 3.35, and the scale of the region is that the
circumferential extents are 45° on both sides. Along the axial direction, the lengths
are 50 mm on both sides. Because the amplitude and phase are large at the side of
the excitation source, for the convenience of observation of the distribution of the
magnetic field, the axial position is reversed in the plot, and the right side is near the
excitation source. The amplitude distribution of _B in Fig. 3.35a is relatively uni-
form, and the amplitude variation caused by the defect is basically not seen. The
phase distribution in Fig. 3.35b shows very obvious defect characteristics, and at
the location of the defect, there is a very high peak, and there are two less obvious
valleys on both sides in the axial direction.

Figure 3.36 shows the eddy current vector plot near the axial groove defect (only
one-half of the defect is drawn), and the magnitude of the eddy current in the defect

Fig. 3.35 Distribution of _B of the axial defect. a Amplitude; b phase
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(left in the figure) is close to that at the two sides along the axial direction (upper
and lower sides in the figure) and their directions are the same. Therefore, the eddy
currents on both sides of the circumferential direction flow around the inner edges
of the defect and the magnitude is not influenced. The magnetic induction intensity
distribution is not the defect response signal of the inspection, but can be converted
into the actual testing signal using the same method as the analysis of the simulation
results of the two-dimensional model. The defect signal detected by the receiving
coil at the position zt is

_BtðzÞ ¼
_B0ðz ¼ ztÞ
_B0ðzÞ

_Bf ðzÞ

in which _B0ðzÞ is the distribution without any defect, _Bf is the distribution with a
defect, and _Bt is the real testing signal. From this, the real defect detection signal
could be obtained, as shown in Fig. 3.37. Because the part of the variation of the
magnetic field with the axial position is removed, the testing signal in Fig. 3.37
could better show the defect signal than the distribution of the magnetic field in
Fig. 3.35.

The amplitude and phase signals in Fig. 3.37 have basically similar character-
istics, and the phase signal is more obvious, so it is more appropriate to use phase as
the testing signal.

Fig. 3.36 Vector plot of the
eddy current around the defect
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Figure 3.38 is defect signal of a circumferential groove, with a circumferential
length of 10 mm, an axial width of 2 mm, and a radial depth of 4 mm. The shape of
the signal is very similar to that of the axial flaw, but the peak values of the
amplitude and phase signals are bigger.

Figure 3.39 shows the signal of radial groove defect, with a radial depth of
9 mm, axial length of 3 mm, and circumferential width of 3 mm. The shape of the
signal is very similar to the previous two cases, only that the peak of the phase
signal is a little steeper.

The above three defects with different directions have different shapes, but their
volumes are similar (80, 80 and 81 mm3, respectively), from their signal plots it is
difficult to differentiate these three defects, and the reason may be that the size
differences are small. Figure 3.40 shows the comparison of the signals of the three
defects after expanding their dimensions to twice of the original dimensions, as
shown in Table 3.3. Their signals are obviously enhanced compared with those of
the previous smaller defects, and the differences among the signals of the three
defects are also increased. It is still difficult to differentiate them from the shapes of

Fig. 3.37 The testing signal of the axial defect

Fig. 3.38 The testing signal of the circumferential defect. a Amplitude; b phase
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the signals, which indicates that the RFEC testing is not sensitive to the shape of the
defect. It will be difficult to know the shape of the defect in the inspection process.

Since the actual testing signal changes along the axis of the pipeline, comparing
the differences among the three defects with different directions along the axis is
more meaningful, in Figs. 3.41 and 3.42, the testing signals at the centers of the
three defects with different directions are compared. From the figures, the signal
peak value of the circumferential defect is the maximum, especially the amplitude
signal. When the defect is small, the amplitude signals of the axial and radial
defects are close, and the phase signals are barely distinguishable. With the
increasing differences of the dimensions of the defects, the signal differences are
revealed. The signal of the axial flaw is wider in the axial direction, and the peak
value of the signal of the radial defect is larger, this trend of variation is in accord
with the intuition. When the defect is large, the width of the signal along the axial
direction is close, but the increase of the axial dimension of the defect has little
influence to the width of the signal. Therefore, the RFEC testing method is the most
sensitive to the axial defect and has the highest sensitivity. In addition, with the
increase of the size of the defect, the degrees of depression at both sides of the
signal peak are reduced.

The amplitude and phase signals of the magnetic field can be affected by the pipe
wall structure when the magnetic field penetrates through the pipe wall from outside
to the inside at the remote-field region. If there are some defects in the pipe wall,
equivalently the wall thicknesses decrease, so the weakening and lagging effects of
the eddy currents on the magnetic field will be decreased, then the amplitude and
phase signals are increased. From the skin effect equation, the influence of eddy
current on the amplitude and phase of the magnetic field is related to the distance of
the magnetic field through the eddy current and not related to the value of the eddy
current. So the amplitude and phase information of the magnetic field penetrating
directly through the defect is closely related to the defect depth. For the RFEC, the
amplitude and phase changes of the magnetic field penetrating through the pipe wall
at the defect are used to implement defect detection. However, the magnetic field
near the inner surface at the defect does not only contain the component carrying

Fig. 3.39 Testing signal of the radial defect. a Amplitude; b phase
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the defect information, and it also includes the part of magnetic field without any
defect information. The measured total magnetic field is the superstition of the two
parts.

When the defect is relatively small, the part of the magnetic field with defect
information is relatively weak, and the contribution to the magnetic field in the pipe
at the defect position is small, so the defect information is not fully expressed.

Fig. 3.40 Signals of axial grooves with different widths. a Axial defect; b circumferential defect;
c radial defect
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Table 3.3 Dimensions of three groove defects

Defect types Axial
dimension
(mm)

Circumferential
dimension (mm)

Radial
dimension
(mm)

Volume
(mm3)

Axial defect 20 2 4 160

Circumferential
defect

2 20 4 160

Radial defect 4 4 9 144

Fig. 3.41 Comparison of signals of three small defects with different directions. a Amplitude;
b phase

Fig. 3.42 Comparison of signals of three large defects with different directions. a Amplitude;
b phase
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So the defect depth is barely reflected in the information provided by the above
three small defects with different orientations. The main reason of the change in the
distribution of magnetic field near the defect is that the defect changes the magnetic
circuit in the pipe wall, and the magnetic field lines flow around inside of the defect.
The larger is the cross section of the defect the more the magnetic circuit will be
altered, so the signal of the circumferential defect is the most obvious.

According to the bound wave theory, the propagation direction of the magnetic
energy is perpendicular to the flux lines. Around the defect (i.e., both sides in the
axial direction and both sides in the circumferential direction), the direction of the
flux lines changes, and flow around the corner of the defect, resulting in a change of
the path when the magnetic field penetrates through the pipe wall at this location.
The path is longer than the case without any defect, and the magnetic field atten-
uates more under the influence of the eddy current, and the phase lag is also bigger.
When the defect size is relatively small and the energy of direct penetrating through
the defect is not dominant, the characteristics of this part of the magnetic field are
expressed, that is, depressed parts appearing around the locations of peak values in
the signals of the above three kinds of defects. Because the magnetic field in the
pipe wall is mainly axial, this change in the axial direction is more obvious, and in
the above plot, the depressed parts of the axial direction are more obvious. This
phenomenon is not found in the full circumferential defect signal, because the
magnetic field in the inner region of the defect is completely dominated by the part
of direct penetrating through the defect.

3.5.2 Relationship Between Axial Defect Signal
and Defect Size

Figure 3.43 shows the signals of grooves with an axial length of 10 mm, radial
depth of 4 mm and different circumferential widths. The selected widths are 2, 6,
and 10 mm. Comparing the three defects with different widths, it is easy to find that
the shapes of the signals are basically the same, and the peak values of the
amplitude and phase signals change greatly with the defect widths. The larger is the
width, the higher are the peak values.

Figure 3.44 shows the signals of the cracks with smaller circumferential sizes.
The widths are 0.2, 0.6, and 1 mm. Their signal characteristics are similar to those
of the above groove defects, but the magnitude is much smaller. The effective signal
of the crack with a width of 0.2 mm is very small. The effective phase signal is only
1°, and the effective amplitude signal is in the order of 10−8 T. Although the
effective signal can be observed in the simulation, it is relatively weak and
approaches the limit of crack detection.
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Figure 3.45 shows the curves of variations of the peak values of the amplitude
and phase signals of the axial flaw with the widths of the defects. The peak value of
the phase signal is linear with the defect width, and in accord with the fitted straight
line. The peak value of the amplitude curve is exponential with the width of the
defect (logarithmic coordinates are used in the figure), which is in accord with the
fitted logarithmic curve. Therefore, the peak values of the amplitude and phase

Fig. 3.43 The signals of axial grooves with different widths. a 2 mm width; b 6 mm width.
c 10 mm width
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signals can be used as the basis for the quantification of the circumferential width of
the small size axial defect.

Figure 3.46 shows signals of groove defects with an axial length of 10 mm,
circumferential width of 2 mm, and different radial depths. The depths are 1, 5, and
9 mm. When the defect depth is only 1 mm, its amplitude and phase signals are
very weak, and the shape of the signal is not like that of the deeper defect. It can be
considered that the detection limit of the depth of an axial crack is 1 mm (10 % wall

Fig. 3.44 The signals of axial cracks with different widths. a 0.2 mm width; b 0.6 mm width;
c 1 mm width
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thickness). When the defect depth is 9 mm, two independent peaks appear in the
amplitude signal, and there is a valley between the two peaks, with a peculiar shape.
In Fig. 3.47 is the curve of variation of axial defect signal with axial direction. The
whole process of the two peaks appearing gradually with the increasing defect
depth is shown. With the increase of the depth of defect, the amplitude signal is
gradually increased, and when the depth is more than half of the wall thickness
(5 mm), the original single peak is divided to two peaks, and with the further
increase of the depth of the defect, the peak values increase with the two peaks
further splitting, and the valley between the two peaks is even lower. While the
shapes of the phase signals of different depths are basically unchanged, and with the
increase of the depth of the defect, the peak value increases quickly, and the signal
width is also increased.

Figure 3.48 shows the curves of variations of peak values of the amplitude and
phase signals with the depth of the axial defect. Fig. 3.48a shows the fitted expo-
nential curve. The peak value of the amplitude signal is exponential with the depth
of the defect. Fig. 3.48b shows the fitted quadratic power function curve, which
indicates that the peak value of the phase signal changes quadratically with the
defect depth and is linear with the square of the depth of the defect.

Figure 3.49 shows the signal of the groove defect with a circumferential width of
2 mm, radial depth of 4 mm, and different axial lengths. The lengths are 10, 20, and
30 mm. Similar to Fig. 3.48, the change of the amplitude signal is large. When the
length of the defect is large enough, two peaks appear in the amplitude signal and
between them is a valley. With the increase of the length of the defect, the peaks are
gradually separated. While the shape of the phase signal is basically unchanged.

Fig. 3.45 The relationship between the signal peak value of axial defects and circumferential
widths. a Amplitude; b phase
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Figure 3.50 shows the curve of variations of the peak values of the amplitude
and phase signals of the axial defect with the length of the defect. Because the shape
of the amplitude signal changes much, its peak value is not obviously related with
the defect length. The peak value of the phase signal increases with the defect
length, and this increase is slower and slower, approaching to one certain maxi-
mum. This result is consistent with that of the full circumferential defect.

Fig. 3.46 Axial defect signals with different depths. a 1 mm depth; b 5 mm depth; and c 9 mm
depth
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From the analysis of the relationship between the signal characteristics of the
axial defect and the circumferential width, the radial depth, and the axial length, the
phase signal of the defect is stable with the dimensions of the defect, and the peak
value is proportional to the circumferential width of the small defect and propor-
tional to the square of the radial depth, approaching a maximum with the increasing
defect length. While the change of the amplitude signal is more complex, when the
defect is deep or long, there will be two peaks, and there is a valley between the two
peaks. Moreover, the RFEC has the ability to detect the axial crack.

Fig. 3.47 Variations of defect signals of different depths with the axial position. a Amplitude;
b phase

Fig. 3.48 Relationship between the signal peak value of axial defects and radial depth.
a Amplitude; b phase
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Fig. 3.49 Signals of axial defects with different lengths. a 10 mm length; b 20 mm length; and
c 30 mm length
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Chapter 4
Low-Frequency Eddy Current Testing

4.1 Introduction

Eddy current testing is a nondestructive testing method based on electromagnetic
induction principle. The metal conductor is placed in an alternating magnetic field,
and the eddy current will be induced. Hughes used the induced current method to
detect the different metals and alloys, explained the feasibility of using the eddy
current to detect defects of the conductive material in 1879. However, after that for
a long period of time, the eddy current testing technology has developed slowly
because there were not effective methods to suppress the interference factors. The
first thickness testing instrument based on eddy current method was born in 1926.
Forster proposed impedance analysis method in the 1950s which promoted eddy
current testing technology quickly [1]. From the 1970s, there appeared many
detection methods, such as multifrequency eddy current, far-field eddy current, and
pulsed eddy current successively in the field of eddy current testing. They have
improved the impedance analysis method from different aspects.

Most of the traditional eddy current testing is the eddy current nondestructive
testing. The application of eddy current distance measurement is less. Recently,
studies on the deformation of pipe by eddy current distance testing principle were
developed. The pipeline deformation testing tool based on eddy current distance
testing places a number of coil probes along the circumferential direction of the
pipeline (Fig. 4.1). The deformation of the pipe can be analyzed by the measure-
ment results of all the distance testing probes. Coil probe with its complex circuit
unit is called eddy current displacement sensor.

At present, the main research direction of the eddy current displacement sensor
is to increase the linear range and improve the accuracy of the measurement. The
geometry of the eddy current displacement sensor coil was optimized by Darko
Vyroubal and Draien Zele via lots of experiments. It was found that the mea-
surement range of the small cross section of the uniform circular windings has far
testing distance [2]. And then, Vyroubal [3] proposed a new eddy current
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displacement sensor model based on weak coupling transformer which simplified
the calculation of sensor probe impedance. Tsutomu Mizuno proposed that the
general copper wire of probe can be coated by a thin layer of iron film and a thin
layer of nickel film, which can improve the quality factor, sensitivity, and linear
range of the eddy current displacement sensor [4].

The research of common eddy current displacement sensor has been mature
[5–11]. However, these results may be not applicable to the deformation detection of
oil and gas pipelines. The diameters of oil and gas pipelines are generally from 500 to
1500 mm [12]. In the process of detecting the deformation of the pipeline, the inner
inspector should be smoothly passed through the deformation region of the pipeline.
So the safe distance between the eddy current displacement sensor and the pipe wall is
at least 10 % of the diameter of the pipe. However, the measuring distance of existing
eddy current displacement sensor is generally less than 10 mm. So the eddy current
distance testing is rarely applied to the detection of oil and gas pipeline deformation.

According to the different excitation frequencies, the eddy current testing method
can be classified into high-frequency eddy current testing and low-frequency eddy
current detection method. The high-frequency eddy current testing has higher res-
olution. However, it can only detect near-surface defects because of the skin effect.
The electromagnetic field amplitude of high-frequency eddy current testing will
attenuate, and the transmission distance is short. The transmission distance of
low-frequency eddy current is longer. So the frequency of non-contact detection of
oil and gas pipeline deformation will be about 100 Hz [13].

4.2 Finite Element Simulation of Eddy Current Coils

4.2.1 The Finite Element Modal of Coils

The electromagnetic analysis software Maxwell by ANSOFT company is used to
simulate the eddy current coils. Figure 4.2 shows the three-dimensional simulation

Radial

Axial

Circumferential 

Fig. 4.1 Definition of axial,
circumferential, and radial
direction of pipe wall
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model. The coil material is copper, and the other areas are set as air. The excitation
current is applied in the cross section of the model. The current frequency is
100 Hz, and the percentage error is set as 0.1. The magnetic flux along the coil
central line OP is simulated, and thus, the testing resolution at each position can be
obtained [14].

The thickness of the coil is h. The external diameter is r1. The inner diameter is
r2. The distance from point O to point P is d. If the tested pipe is placed on point P,
the greater the amplitude and its gradient of magnetic field excited by the coil, the
higher the testing resolution.

To calculate the resistance of the coil, we consider the equivalent radius r of the
coil is (r1 + r2)/2, the cross section of the coil wire is S, the electrical resistivity is ρ,
the number N of coil turns is (r1 − r2)h/S, the length L of the wire is 2πrN, so the
coil resistance is:

R ¼ qL
S

¼ 2pqrhðr1 � r2Þ
S2

ð4:1Þ

The factors affecting the coil resistance are the equivalent radius r, and the
thickness and the difference between internal and external diameter of the coil
because the cross section and the electrical resistivity of the coil wire remain
constant in these simulations. Let the number A of excitation ampere-turns on the
coil is NI, so the voltage, current, and active power on the coil are obtained in
formulas (4.2), (4.3), and (4.4).

UR ¼ RI ¼ 2pqrhðr1 � r2Þ
S2

� A
N

¼ 2pqr
S

A ð4:2Þ

I ¼ A
N

¼ S
hðr1 � r2ÞA ð4:3Þ

P ¼ URI ¼ 2pqr
hðr1 � r2ÞA

2 ð4:4Þ

Fig. 4.2 The schematic
diagram of the probe coil
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Simulations can be conducted under the condition which excitation voltage,
excitation current and excitation power remain constant, respectively. To keep
excitation voltage as a constant, rA should be constant. To keep excitation current
as a constant, A/(h(r1 − r2)) should be constant. To keep excitation power as a
constant, rA2/(h(r1 − r2)) should be constant. The above three simulation conditions
were used to simulate and research the influence of difference between coil inner
and outer diameter, thickness, and equivalent radius on detecting resolution.

4.2.2 Result of Probe Coil Finite Element Simulation

4.2.2.1 The Influence of Difference Between Inner and Outer Diameter
on Detecting Resolution

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation voltage, equivalent
radius, and thickness of probe coil remain constants. In the simulation, equivalent
radius r is 100 mm, thickness h is 10 mm, and rA is kept 0.05 A m as a constant.
When r1 − r2 is 180, 100, and 20 mm, respectively, simulation results are shown in
Fig. 4.3.

In Fig. 4.3, horizontal axis is the distance d between specimen and probe.
Vertical axis is the magnetic induction intensity detected. From Fig. 4.3, we can see
when the difference between coil inner and outer diameter increases, the magnetic
induction intensity generated by the coil probe is increased near the probe, and the
magnetic induction intensity is decreased far away from the probe. Since the curve
is nonlinear, it is divided into two sections to analyze the variation of the magnetic

Fig. 4.3 The influence of difference between outer and inner coil diameter on magnetic induction
intensity (voltage as a constant)
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induction intensity, as shown in Table 4.1. We can know that the magnetic
induction intensity in the near distance can be improved by increasing the difference
between inner and outer diameter, but the change rate of the magnetic induction
intensity in the far distance varies little. To sum up, in the case that the excitation
voltage, the equivalent radius, and the thickness of the coil are constant, the
magnetic induction intensity and its change rate in the near distance increase when
the difference between inner and outer diameter of the coil increases, whereas the
magnetic induction intensity in the far distance is less and its change rate varies
little. That is to increase difference between the inner and outer diameter is bene-
ficial to improve the resolution of the coil probe in the near distance, reduce the
difference between the inner and the outer diameter is beneficial to improve the
resolution of the coil probe in the far distance.

Magnetic induction intensity on the central line OP of coil with the change of
difference between inner and outer diameter was simulated under the condition
which excitation current, equivalent radius, and thickness of probe coil remain
constants. In the simulation, equivalent radius r is 100 mm, thickness h is 10 mm,
and A/(h(r1 − r2)) is kept 2500 A/m2 as a constant. When r1 − r2 is 180, 100, and
20 mm, respectively, simulation results are shown in Fig. 4.4.

Table 4.1 Magnetic induction intensity change rate with difference between inner and outer
diameter (voltage as a constant)

The difference between
inner and outer
diameter r1 − r2 (cm)

Average magnetic induction
intensity change rate at
distance d 0–5 cm (μT/cm)

Average magnetic induction
intensity change rate at distance
d 5–10 cm (μT/cm)

18 1.476 0.170

10 0.354 0.226

2 0.2 0.216

Fig. 4.4 The influence of difference between the outer and inner coil diameter on magnetic
induction intensity (current as a constant)
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By Fig. 4.4, when the difference between the inner and outer diameter of the coil
increases, the magnetic induction intensity of the coil probe increases at any dis-
tance. From Table 4.2 we can see that increasing the difference between inner and
outer diameter is beneficial to the increase in the magnetic induction intensity
change rate at any distance. To sum up, in the condition that coil excitation current,
equivalent radius, and thickness of the coil remain constants, when the difference
between inner and outer diameters is increased, magnetic induction intensity and its
change rate of the coil increase at any distance. That is to increase the difference
between the inner and the outer diameters of the coil is conducive to improve the
resolution of the coil probe in any distance.

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation power, equivalent
radius, and thickness of probe coil remain constants. In the simulation, equivalent
radius r is 100 mm, thickness h is 10 mm, and rA2/(h(r1 − r2)) is kept 125 A

2/m as a
constant. When r1 − r2 is 180, 100, and 20 mm, respectively, simulation results are
shown in Fig. 4.5.

Table 4.2 Magnetic induction intensity change rate with difference between inner and outer
diameter (voltage as a constant)

The difference between
inner and outer
diameter r1 − r2 (cm)

Average magnetic induction
intensity change rate at
distance d 0–5 cm (μT/cm)

Average magnetic induction
intensity change rate at distance
d 5–10 cm (μT/cm)

18 13.28 1.526

10 1.76 1.128

2 0.2 0.216

Fig. 4.5 The influence of difference between the outer and inner coil diameter on magnetic
induction intensity (power as a constant)
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By Fig. 4.5, when the difference between the inner and outer diameter of the coil
increases, the magnetic induction intensity of the coil probe increases at any dis-
tance. From Table 4.3 we can see that increasing the difference between inner and
outer diameter is beneficial to the increase in the magnetic induction intensity
change rate at any distance. To sum up, in the condition that coil excitation power,
equivalent radius, and thickness of the coil remain constants, when the difference
between inner and outer diameters is increased, magnetic induction intensity and its
change rate of the coil increase at any distance. That is to increase the difference
between the inner and the outer diameters of the coil is conducive to improve the
resolution of the coil probe in any distance.

4.2.2.2 The Influence of Thickness of Probe Coil on Detecting
Resolution

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation voltage, equivalent
radius, and difference between the inner and outer radius of probe coil remain
constants. In the simulation, outer radius r1 is 110 mm, inner radius r2 is 90 mm,
equivalent radius r = 100 mm, rA is kept 0.05 A m as a constant, and the thickness
of the coil is varied. When the thickness h is 90, 50, and 10 mm, respectively,
simulation results are shown in Fig. 4.6.

By Fig. 4.6, when the thickness of the coil increases, the magnetic induction
intensity of the coil probe decreases at any distance. From Table 4.4, when the coil
thickness is increased, the change rate of the magnetic induction intensity is not
changed obviously in the near distance, and the change rate of the magnetic
induction intensity is decreased in the far distance. So in the condition that coil
excitation voltage, equivalent radius, and the difference between the inner radius
and the outer radius of the coil remain constants, when the coil thickness is
increased, the magnetic induction intensity of the coil decreases at any distance and
its change rate also decreases in the far distance. That is to decrease the thickness of
the coil is conducive to improve the resolution of the coil probe, especially in the far
distance.

Table 4.3 Magnetic induction intensity change rate with difference between inner and outer
diameter (voltage as a constant)

The difference between
inner and outer
diameter r1 − r2 (cm)

Average magnetic induction
intensity change rate at
distance d 0–5 cm (μT/cm)

Average magnetic induction
intensity change rate at distance
d 5–10 cm (μT/cm)

18 1.84 0.522

10 0.638 0.478

2 0.2 0.216
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Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation current, equivalent
radius, and difference between the inner and outer radius of probe coil remain
constants. In the simulation, outer radius r1 is 110 mm, inner radius r2 is 90 mm,
equivalent radius r = 100 mm, A/(h(r1 − r2)) is kept 2500 A/m2 as a constant, and
the thickness of the coil is varied. When thickness h is 90, 50, and 10 mm,
respectively, simulation results are shown in Fig. 4.7.

By Fig. 4.7, when the thickness of the coil increases, the magnetic induction
intensity of the coil probe increases at any distance. From Table 4.5, we can see that
increasing the coil thickness is beneficial for improving the change rate of magnetic
induction intensity. So in the condition that coil excitation current, equivalent
radius, and difference between the inner radius and the outer radius of the coil
remain constants, when the coil thickness is increased, the magnetic induction
intensity of the coil and its change rate increase at any distance. That is to increase
the thickness of the coil is conducive to improve the resolution of the coil probe.

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation power, equivalent

Fig. 4.6 The influence of coil thickness on magnetic induction intensity (voltage as a constant)

Table 4.4 Magnetic induction intensity change rate in different thickness of the coil (voltage as a
constant)

Thickness
h (cm)

Average magnetic induction intensity
change rate at distance d 0–5 cm
(μT/cm)

Average magnetic induction intensity
change rate at distance d 5–10 cm
(μT/cm)

9 0.214 0.129

5 0.246 0.170

1 0.2 0.216
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radius, and difference between the inner and outer radius of probe coil remain
constants. In the simulation, outer radius r1 is 110 mm, inner radius r2 is 90 mm,
equivalent radius r = 100 mm, rA2/(h(r1 − r2)) is kept = 125 A2/m as a constant, and
the thickness of the coil is varied. When thickness h is 90, 50 and 10 mm,
respectively, simulation results are shown in Fig. 4.8.

By Fig. 4.8, when the thickness of the coil increases, the magnetic induction
intensity of the coil probe increases at any distance. From Table 4.6, we can see that
increasing the coil thickness is beneficial for improving the change rate of magnetic
induction intensity. So in the condition that coil excitation current, equivalent
radius, and difference between the inner radius and the outer radius of the coil
remain constants, when the coil thickness is increased, the magnetic induction
intensity of the coil and its change rate increase at any distance. That is to increase
the thickness of the coil is conducive to improve the resolution of the coil probe.
However, the curves of h = 90 mm and h = 50 mm are similar. That means when the
thickness of the coil increases to a certain extent, its influence is not effective any
more.

Fig. 4.7 The influence of coil thickness on magnetic induction intensity (current as a constant)

Table 4.5 Magnetic induction intensity change rate in different thickness of the coil (current as a
constant)

Thickness
h (cm)

Average magnetic induction intensity
change rate at distance d 0–5 cm
(μT/cm)

Average magnetic induction intensity
change rate at distance d 5–10 cm
(μT/cm)

9 1.92 1.174

5 1.232 0.85

1 0.2 0.216
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4.2.2.3 The Influence of Equivalent Radius of Probe Coil on Detecting
Resolution

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation voltage, thickness,
and difference between the inner and outer radius of probe coil remain constants. In
the simulation, r1 − r2 is 20 mm, h = 10 mm, d is 100 mm, and rA is kept 0.05 A m
as a constant. The change of the magnetic induction intensity and its change rate
with the increase of the equivalent radius of the coil are shown in Figs. 4.9 and
4.10, respectively.

Figure 4.9 shows the fitting curve of the magnetic induction intensity varies with
the equivalent radius at distance d as 100 mm. We can see when the equivalent
radius is 70 mm, the magnetic induction intensity achieves its maximum.
Figure 4.10 shows the fitting curve of the change rate of magnetic induction
intensity varies with the equivalent radius at distance d as 100 mm. We can see
when the equivalent radius is 50 mm, the change rate of magnetic induction
intensity achieves its maximum. After many simulations, the following conclusions

Fig. 4.8 The influence of coil thickness on magnetic induction intensity (power as a constant)

Table 4.6 Magnetic induction intensity change rate in different thickness of the coil (power as a
constant)

Thickness
h (cm)

Average magnetic induction intensity
change rate at distance d 0–5 cm
(μT/cm)

Average magnetic induction intensity
change rate at distance d 5–10 cm
(μT/cm)

9 0.638 0.392

5 0.536 0.374

1 0.2 0.216
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can be drawn: When r is 0.7d, the magnetic induction intensity achieves its max-
imum; when r is 0.5d, the change rate of magnetic induction intensity achieves its
maximum. So in order to make the coil resolution highest in the d distance under
the condition that the excitation voltage, the difference between the inner radius and
outer radius, and the thickness of the coil remain constants, the equivalent radius of
the coil should be 0.5d − 0.7d.

Magnetic induction intensity on the central line OP of coil with the change
of distance d was simulated under the condition which excitation current, thickness,
and the difference between the inner and outer radius of probe coil remain
constants. In the simulation, r1 − r2 is 20 mm, h = 10 mm, d is 100 mm, and

Fig. 4.9 Fitting curve of the magnetic induction intensity with the change of the equivalent radius
of the coil (voltage as a constant)

Fig. 4.10 Fitting curve of the change rate of magnetic induction intensity with the change of the
equivalent radius of the coil (voltage as a constant)
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A/(h(r1 − r2)) is kept 2500 A/m2 as a constant. The change of the magnetic
induction intensity and its change rate with the increase of the equivalent radius of
the coil are shown in Figs. 4.11 and 4.12, respectively.

Figure 4.11 shows the fitting curve of the magnetic induction intensity varies
with the equivalent radius at distance d as 100 mm. We can see when the equivalent
radius is about 140 mm, the magnetic induction intensity achieves its maximum.
Figure 4.12 shows the fitting curve of the change rate of magnetic induction
intensity varies with the equivalent radius at distance d as 100 mm. We can see
when the equivalent radius is about 80 mm, the change rate of magnetic induction

Fig. 4.11 Fitting curve of the magnetic induction intensity with the change of the equivalent
radius of the coil (current as a constant)

Fig. 4.12 Fitting curve of the change rate of magnetic induction intensity with the change of the
equivalent radius of the coil (current as a constant)
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intensity achieves its maximum. After many simulations, the following conclusions
can be drawn: When r is 1.4d, the magnetic induction intensity achieves its max-
imum; when r is 0.8d, the change rate of magnetic induction intensity achieves its
maximum. So in order to make the coil resolution highest in the d distance under
the condition that the excitation current, the difference between the inner radius and
outer radius, the thickness of the coil remain constants, the equivalent radius of the
coil should be 0.8d − 1.4d.

Magnetic induction intensity on the central line OP of coil with the change of
distance d was simulated under the condition which excitation power, thickness, the
difference between the inner and outer radius of probe coil remain constants. In the
simulation, r1 − r2 is 20 mm, h = 10 mm, d is 100 mm, and rA2/(h(r1 − r2)) is kept
125 A2/m as a constant. The change of the magnetic induction intensity and its
change rate with the increase of the equivalent radius of the coil are shown in
Figs. 4.13 and 4.14, respectively.

Figure 4.13 shows the fitting curve of the magnetic induction intensity varies
with the equivalent radius at distance d as 100 mm. We can see when the equivalent
radius is about 100 mm, the magnetic induction intensity achieves its maximum.
Figure 4.14 shows the fitting curve of the change rate of magnetic induction
intensity varies with the equivalent radius at distance d as 100 mm. We can see
when the equivalent radius is about 70 mm, the change rate of magnetic induction
intensity achieves its maximum. After many simulations, the following conclusions
can be drawn: When r is equal to d, the magnetic induction intensity achieves its
maximum; when r is 0.7d, the change rate of magnetic induction intensity achieves
its maximum. So in order to make the coil resolution highest in the d distance under
the condition that the excitation power, the difference between the inner radius and
the outer radius, the thickness of the coil remain constants, and the equivalent radius
of the coil should be 0.7d – 1d.

Fig. 4.13 Fitting curve of the magnetic induction intensity with the change of the equivalent
radius of the coil (power as a constant)

4.2 Finite Element Simulation of Eddy Current Coils 149



4.2.3 Theoretical Analysis of Probe Coil Model

In this section, we will analyze the influence of the difference between the inner
radius and the outer radius, thickness and equivalent radius of the coil on the
magnetic induction intensity, and its change rate of the coil probe, which is based
on the theory of electromagnetic field.

4.2.3.1 The Influence of Difference Between the Inner Radius
and the Outer Radius of Probe Coil on Magnetic Field Yielded
by the Probe

The influence of the difference between the inner radius and the outer radius on the
magnetic field of the coil probe is analyzed, and the theoretical model shown in
Fig. 4.15 can be established.

In Fig. 4.15, the thickness of the coil is ignored. We can assume the coil as a
planar coil. The outer radius is r1. The inner radius is r2. The equivalent radius is
r. The coil is applied with the excitation current I and the magnetic induction
intensity and its change rate with distance d from the point P to the center O of the
coil are analyzed.

The excitation voltage of the coil is kept constant. That means rA is constant.
Because the equivalent radius r is unchanged, and the excitation ampere-turns
is excitation current I in Fig. 4.15, I remains unchanged. Current density J is
I/(r1 − r2). By electromagnetic theory, the magnetic induction intensity on point P
can be obtained by integrating.

Fig. 4.14 Fitting curve of the change rate of magnetic induction intensity with the change of the
equivalent radius of the coil (power as a constant)
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Keep the equivalent radius r, excitation current I, and distance d as constants.
Making r1 = r + x and r2 = r – x, formula (4.6) can be obtained.
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Formula (4.6) is the relationship between the magnetic induction intensity B and
the difference x of the inner radius and the outer radius under the condition of
constant excitation voltage on the probe.

Assume the equivalent radius r as 0.1 m and the excitation current I as 0.5 A.
When x is 0.01, 0.05, and 0.09 m, respectively, the curve of magnetic induction
intensity B versus the distance d is shown in Fig. 4.16.

The simulation results shown in Fig. 4.16 are in agreement with the theoretical
analysis in Fig. 4.3.

The excitation current of the probe coil is kept constant. That means A/(h
(r1 − r2)) is constant. Because the thickness h is unchanged, and the excitation
ampere-turns is excitation current I in Fig. 4.15, I remains unchanged. Current
density J is I/(r1 − r2). By electromagnetic theory, the magnetic induction intensity
on point P can be obtained by integrating.
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Fig. 4.15 The theoretical
model for the influence of the
difference between the inner
radius and the outer radius on
the magnetic field of the coil
probe
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Keep the equivalent radius r, current density J, and distance d as constants.
Making r1 = r + x and r2 = r – x, formula (4.8) can be obtained.
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Formula (4.8) is the relationship between the magnetic induction intensity B and
the difference x of the inner radius and the outer radius under the condition of
constant excitation current on the probe.

Assume the equivalent radius r as 0.1 m and the excitation current density J as
25 A/m. When x is 0.01, 0.05, and 0.09 m, respectively, the curve of magnetic
induction intensity B versus the distance d is shown in Fig. 4.17.

The simulation results shown in Fig. 4.17 are in agreement with the theoretical
analysis in Fig. 4.4.

The excitation power of the probe coil is kept constant. That means rA2/(h
(r1 − r2)) is constant. Because the equivalent radius r and the thickness h of the coil
are unchanged, and the excitation ampere-turns is excitation current I in Fig. 4.15,
I2/(r1 − r2) remains unchanged. Assuming M as I2/(r1 − r2), current density is:

J ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M

r1 � r2

r
ð4:9Þ

By electromagnetic theory, the magnetic induction intensity on the point P can
be obtained by integrating.

Fig. 4.16 The theoretical curve for the influence of the difference between the inner radius and the
outer radius on the magnetic induction intensity (voltage as a constant)
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Keep the equivalent radius r, distance d, and M as constants. Making
r1 = r + x and r2 = r − x, formula (4.11) can be obtained.
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Formula (4.11) is the relationship between the magnetic induction intensity
B and the difference x of the inner radius and the outer radius under the condition of
constant excitation power on the probe.

Assume the equivalent radius r as 0.1 m and M as 12.5 A2/m. When x is 0.01,
0.05, and 0.09 m, respectively, the curve of magnetic induction intensity B versus
the distance d is shown in Fig. 4.18.

The simulation results shown in Fig. 4.18 are in agreement with the theoretical
analysis in Fig. 4.5.

4.2.3.2 The Influence of the Thickness of Probe Coil on Magnetic Field
Yielded by the Probe

The influence of the thickness of the coil on the magnetic field of the coil probe is
analyzed, and the theoretical model shown in Fig. 4.19 can be established.

Fig. 4.17 The theoretical curve for the influence of the difference between the inner radius and the
outer radius on the magnetic induction intensity (current as a constant)
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In Fig. 4.19, the difference between the inner radius and the outer radius of the
coil is ignored. We can assume the coil as a cylinder. The thickness of the coil is
h. The equivalent radius is r. The coil is applied with the excitation current I and the
magnetic induction intensity and its change rate with distance d from the point P to
the center O of the coil are analyzed.

The excitation voltage of the coil is kept constant. That means rA is constant.
Because the equivalent radius r is unchanged, and the excitation ampere-turns is
excitation current I shown in Fig. 4.19, I remains unchanged. Current density J is
I/h. By electromagnetic theory, the magnetic induction intensity on point P can be
obtained by integrating.

Fig. 4.18 The theoretical curve for the influence of the difference between the inner radius and the
outer radius on the magnetic induction intensity (power as a constant)

Fig. 4.19 The theoretical
model for the influence of the
thickness of the coil on the
magnetic field of the coil
probe
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Formula (4.12) is the relationship between the magnetic induction intensity
B and the thickness h of the coil under the condition of constant excitation voltage
on the probe.

Assume the equivalent radius r as 0.1 m and the excitation current I as 0.5 A.
When h is 0.01, 0.05, and 0.09 m, respectively, the curve of magnetic induction
intensity B versus the distance d is shown in Fig. 4.20.

The simulation results shown in Fig. 4.20 are in agreement with the theoretical
analysis in Fig. 4.6.

The excitation current of the coil is kept constant. That means A/(h(r1 − r2)) is
constant. Because the difference between the inner radius and the outer radius is
unchanged, and the excitation ampere-turns is excitation current I in Fig. 4.19,
current density J is I/h and it remains unchanged. By electromagnetic theory, the
magnetic induction intensity on point P can be obtained by integrating.
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Formula (4.13) is the relationship between the magnetic induction intensity
B and the thickness h of the coil under the condition of constant excitation current
on the probe.

Fig. 4.20 The theoretical curve for the influence of the thickness of the coil on the magnetic
induction intensity (voltage as a constant)
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Assume the equivalent radius r as 0.1 m and current density J as 50 A/m. When
h is 0.01, 0.05, and 0.09 m, respectively, the curve of magnetic induction intensity
B versus the distance d is shown in Fig. 4.21.

The simulation results shown in Fig. 4.21 are in agreement with the theoretical
analysis in Fig. 4.7.

The excitation power of the coil is kept constant. That means rA2/(h(r1 − r2)) is
constant. Because the equivalent radius and the difference between the inner radius
and the outer radius are unchanged, and the excitation ampere-turns is excitation
current I in Fig. 4.19, I2/h remains unchanged. Assuming M is I2/h, the current
density is:

J ¼
ffiffiffiffiffi
M
h

r
ð4:14Þ

By electromagnetic theory, the magnetic induction intensity on the point P can
be obtained by integrating.
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Formula (4.15) is the relationship between the magnetic induction intensity
B and the thickness h of the coil under the condition of constant excitation power on
the probe.

Fig. 4.21 The theoretical curve for the influence of the thickness of the coil on the magnetic
induction intensity (current as a constant)
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Assuming the equivalent radius r as 0.1 m, M is 25 A2/m. When h is 0.01, 0.05,
and 0.09 m. respectively, the curve of magnetic induction intensity B versus the
distance d is shown in Fig. 4.22.

The simulation results shown in Fig. 4.22 are in agreement with the theoretical
analysis in Fig. 4.8.

4.2.3.3 The Influence of the Equivalent Radius of Probe Coil
on Magnetic Field Yielded by the Probe

The influence of the equivalent radius on the magnetic field of the coil probe is
analyzed, and the theoretical model shown in Fig. 4.23 can be established.

In Fig. 4.22, the difference between the inner radius and the outer radius, and the
thickness of the coil are ignored. We can assume the coil as a single-turn coil. The
equivalent radius is r. The coil is applied with the excitation current I and the
magnetic induction intensity and its change rate with distance d from the point P to
the center O of the coil are analyzed.

The excitation voltage of the coil is kept constant. That means rA is constant.
However, the excitation ampere-turns A is excitation current I in Fig. 4.23, rI
remains unchanged. Let V = rI, I = V/r. By electromagnetic theory, the magnetic
induction intensity on point P can be obtained.

B ¼ l0Vr

2ðr2 þ d2Þ3=2
ð4:16Þ

Fig. 4.22 The theoretical curve for the influence of the thickness of the coil on the magnetic
induction intensity (power as a constant)
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The change rate of magnetic induction intensity on point P is

dB
dr

¼ l0V
2

1

ðr2 þ d2Þ3=2
� 3r2

ðr2 þ d2Þ5=2
" #

ð4:17Þ

When r is 0.707d, the magnetic induction intensity on point P achieves its
maximum; when r is 0.5d, the change rate of the magnetic induction intensity on
point P achieves its maximum, which is in agreement with the simulation results.

The excitation current of the coil is kept constant. That means A/(h(r1 − r2)) is
constant. Because the difference between the inner radius and the outer radius, and
the thickness are unchanged, and the excitation ampere-turns is excitation current
I in Fig. 4.23, current density J remains unchanged. By electromagnetic theory, the
magnetic induction intensity on point P can be obtained.

B ¼ l0Ir
2

2ðr2 þ d2Þ3=2
ð4:18Þ

The change rate of magnetic induction intensity on point P is

dB
dr

¼ l0I
2

2r

ðr2 þ d2Þ3=2
� 3r3

ðr2 þ d2Þ5=2
" #

ð4:19Þ

When r is 1.414d, the magnetic induction intensity on point P achieves its
maximum; when r is 0.816d, the change rate of the magnetic induction intensity on
point P achieves its maximum, which is in agreement with the simulation results.

Fig. 4.23 The theoretical
model for the influence of the
equivalent radius on the
magnetic field of the coil
probe
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The excitation power of the coil is kept constant. That means rA2/(h(r1 − r2)) is
constant. Because the difference between the inner radius and the outer radius, and
the thickness are unchanged, and the excitation ampere-turns is excitation current
I in Fig. 4.23, rI2 remains unchanged. Let M = rI2, so the current I is

I ¼
ffiffiffiffiffi
M
r

r
ð4:20Þ

By electromagnetic theory, the magnetic induction intensity on the point P can
be obtained.

B ¼ l0
ffiffiffiffiffi
M

p
r3=2

2ðr2 þ d2Þ3=2
ð4:21Þ

The change rate of magnetic induction intensity on the point P is

dB
dr

¼ l0
ffiffiffiffiffi
M

p

2
3
ffiffi
r

p

2ðr2 þ d2Þ3=2
� 3r5=2

ðr2 þ d2Þ5=2
" #

ð4:22Þ

When r is equal to d, the magnetic induction intensity on point P achieves its
maximum; when r is 0.655d, the change rate of the magnetic induction intensity on
point P achieves its maximum, which is in agreement with the simulation results.

It should be noted that in different simulation conditions, the conclusion may be
different. For example, under the condition that the excitation voltage of the coil
probe is constant, the thickness of the probe is reduced to improve the detection
resolution; under the condition of keeping the excitation current of the coil probe,
increasing the thickness of the coil probe is beneficial to improve the detection
resolution. The reason for this is that simulation wire cross section S and resistivity
ρ will remain unchanged, thereby increasing the thickness of the probe coil means
increasing the coil resistance. Under the condition of constant voltage excitation,
resistance increasing means current decreasing. Thus to reduce the power which is
not conducive to improve the detecting resolution; under the condition of keeping
the same excitation current, the increase of resistance means that the voltage
increases and the power increases, so it is advantageous to improve the detection
resolution.

In practice, there are few situations that the excitation voltage or the excitation
current of the coil probe remains constant. Most of the cases are the excitation
voltage, and current will have an upper limit. Therefore, the simulation results
obtained under the condition of keeping the excitation power of the probe are more
practical.
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4.3 Pipe Deformation Detecting System Based
on Low-Frequency Eddy Current

The block diagram of low-frequency eddy current detection system for pipe
deformation is shown in Fig. 4.24. The system is composed of coil probes, a digital
AC unbalanced electric bridge, and a signal processing and display module [15].

4.3.1 Systematic Design

The frequency of the eddy current probe is 100 Hz. The pipeline deformation
detector can detect 1 mm tiny deformation of the wall, and the minimum diameter
of the detector is 80 % of the pipe diameter. The distribution of the probes in the
pipe is shown in Fig. 4.25.

The diameter of oil and gas pipeline is d. The radius of the detector in Fig. 4.25
is 0.3d. The probes are arranged on the detector along the circumferential direction,
and the circumferential resolution of each probe is 45°. Thus, the diameter of the
probe is 0.23d, and the distance between the probe and the pipe wall is
0.223d. There is a rule that the diameter of the coil probe is approximately equal to
the detection distance of the probe.

If there are 12 coil probes along the circumference of the detector, the cir-
cumferential resolution of each coil probe is raised to 30°, but the diameter of each
coil probe is reduced to 0.155d, and the radial detecting sensitivity is reduced. If
there are 6 coil probes along the circumference of the detector, the diameter of each
coil probe is raised to 0.3d and the radial detecting sensitivity is increased to some
degree. However, the circumferential resolution of each coil probe is decreased to
60°. So the circumferential resolution is contradictory to the radial detecting sen-
sitivity. Eight coil probes on the detector can be determined.

In summary, the diameter of oil and gas pipeline is d. The radius of the detec-
tor is 0.6d. There are 8 coil probes along the circumference of the detector.

Fig. 4.24 The block diagram of pipe deformation detection system
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The diameter of the probe is 0.23d, and its circumferential resolution is 45°. In the
detection process, the excitation signal of 100 Hz is used to detect tiny deformation
of 1 mm at the detecting distance as the diameter of the probe.

4.3.2 Digital Alternating Current Bridge Measuring Circuit

In order to improve the detection resolution of eddy current displacement sensor,
the compensation coil is used on the center of the pipeline, which is not used to
detect deformation. It is used as compensation coil to the 8 circumferential
detecting probes, respectively, which can reduce the environmental noise and
temperature influence.

Compensation coil probe requires the use of AC unbalanced bridge circuit as the
measurement circuit. Unbalanced bridge is used to measure the output voltage of
the bridge. To reduce the measurement error and to improve the accuracy of the
measurement, the bridge should be accurately balanced before measurement.
Traditional analog AC bridge circuit is composed of two same probes and two same
resistance with high precision resistor as four bridge arm of the bridge, whose
balance accuracy is low. It is difficult to adjust and has poor reliability. It cannot
adapt to the requirements of the automatic measurement.

However, the digital AC bridge has the advantages such as high accuracy, high
reliability, and suitable for automatic measurement. Therefore, the mean square
least (LMS) algorithm is used to measure the output voltage of the bridge as

Fig. 4.25 The distribution of
eddy current probes
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measurement circuit of eddy current probe, so as to effectively reduce the output
voltage of the bridge and to increase the detection resolution of the probe.

Figure 4.26 is the principle diagram of the digital alternating current bridge. Vr

and Vx are same sinusoidal voltage sources whose frequencies are ω0. However,
their amplitudes and phases are different. Vr is reference voltage source whose
amplitude is A and phase is 0°. Its amplitude and phase remain constant. The
amplitude and phase of Vx are changeable. Vr and Vx can be expressed as:

Vr ¼ A sinðx0tÞ ð4:23Þ

Vx ¼ B sinðx0tþ/Þ ð4:24Þ

In Eq. (4.24), the B and Φ can be used to adjust the balance of the bridge. The
other two bridge arms are two detection coils Z1 and Z2. Due to the structure
parameters of two detecting coil are similar, Z1 is nearly equal to Z2. So when the
bridge is balanced, Vr is nearly equal to Vx.

Vx can be expressed as the sum of the cophase components and the orthogonal
components, that is,

Vx ¼ Vx1 þVx2 ¼ W1A sinx0tþW2A cosx0t ð4:25Þ

In Eq. (4.24), Vx1 and Vx2 are the cophase components and orthogonal com-
ponents, respectively. W1 and W2 are the weight coefficients of the cophase com-
ponents and the orthogonal components, respectively. In order to balance the
bridge, the W1 and W2 can be modified by any initial values, and the output voltage
E of the bridge is the minimum.

E ¼ VxZ2 � VrZ1
Z1 þ Z2

ð4:26Þ

LMS algorithm can realize the automatic balance of digital bridge, as shown in
Fig. 4.27. The output voltage E is sampled. The sampling period is T. The sampling
frequency is 1/T. At the kth sampling, the output voltage E can be expressed as the
instantaneous output voltage e (kT). The instantaneous voltage vx (kT) is composed

Fig. 4.26 The principle
diagram of the digital
alternating current bridge
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of cophase components vx1 (kT) and orthogonal component vx2 (kT), and their
weight coefficients are W1 (kT) and W2 (kT), respectively. At each sampling
interval, the weight coefficients W1 (kT) and W2 (kT) are adjusted in the fastest
direction of e2 (kT) descending, which makes the RMS of output voltage reach the
minimum.

At the kth sampling, the weight coefficients are:

W1ððkþ 1ÞTÞ ¼ W1ðkTÞ � leðkTÞA sinðx0kTÞ ð4:27Þ

W2ððkþ 1ÞTÞ ¼ W2ðkTÞ � leðkTÞA cosðx0kTÞ ð4:28Þ

In the equation, μ is step size, which is a very small constant.
The instantaneous reference voltage source vr can be expressed as:

vrðkTÞ ¼ A sinðx0kTÞ ð4:29Þ

The instantaneous variable voltage source vx can be expressed as:

vxðkTÞ ¼ vx1ðkTÞþ vx2ðkTÞ ð4:30Þ

In Eq. (4.30), the cophase component is:

vx1ðkTÞ ¼ W1ðkTÞ � A sinðx0kTÞ ð4:31Þ

In Eq. (4.30), the orthogonal component is:

vx2ðkTÞ ¼ W2ðkTÞ � A cosðx0kTÞ ð4:32Þ

where k is 0, 1, 2 …
The step size mentioned in Eqs. (4.27) and (4.28) is also known as the con-

vergence factor and is slightly greater than zero. μ controls the convergence and
stability of the LMS algorithm. When μ gets bigger, the stability of the algorithm

Fig. 4.27 LMS algorithm for
digital AC bridge
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gets faster, but the stability gets poorer. When μ is small, the algorithm has slow
convergence speed and good stability.

In practical applications, the two detection coils and the two digital AC power
supplies form the 4 bridge arms. Figure 4.28 shows the block diagram of automatic
balance of the digital AC bridge, which uses DSP chip to achieve the control of the
digital bridge. First of all, using a 12-bit DA chip to generate a sinusoidal voltages
Vr and Vx, with two detection coils Z1 and Z2 together constitutes the AC bridge.
The bridge output signal E is converted into digital signal through the filter circuit,
the sampling and holding circuit, and the 12-bit AD convertor. The output voltage
Vx can be changed by LMS algorithm, so the automatic balance of digital AC
bridge is realized.

Z2 and Z1 are two similar structural parameters in AC bridge measurement
circuit. When the bridge balance is balanced, Vr is equal to Vx. So W1 is set to 1, W2

is set to 0 as the initial values which can make the bridge to reach equilibrium
faster. In addition, the bridge balance is not the final goal in the digital alternating
current measurement circuit which is applied in the eddy current detection. It is only
a means to realize the following measurement. So the feedback loop should be
disconnected when the bridge is balanced. And then, weight coefficients W1 and W2

values are fixed, so that W1 and W2 will not be changed in the subsequent mea-
surement. The changes in the detection will be measured accurately. The whole
process of the algorithm is shown in Fig. 4.29.

In order to control the feedback loop, the program adds a feedback variable to
the digital AC bridge. The value of the feedback variable is set to “false” before the
program proceeds, while the bridge is not automatically balanced, and the weight
coefficients W1 and W2 are the initial values. The value of the feedback variable is
changed to “true” in the process of operation. The bridge is beginning to balance
automatically, and the weight coefficient W1 and W2 are beginning to change. After
the bridge reaching its equilibrium, the feedback variable set to “false” again, the
weight coefficient W1 and W2 are fixed, and the detection is proceeded afterward.
Output voltage e (kT) is shown after amplifying and filtering, and the amplitude of

Fig. 4.28 The block diagram
of automatic balance of the
digital AC bridge
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the ω0 component of the waveform is read. If the value of the feedback variable is
“true,” it can be judged whether the bridge is balanced by the amplitude. If the
value of the feedback variable is “false,” the amplitude of the waveform is mea-
sured, read, and recorded.

4.3.3 Signal Processing and Display Module

Digital AC output signal of unbalanced bridge is often very weak and is accom-
panied by noise, so it is necessary to signal processing. First, analog signal method
is used, including signal amplification, filtering, and other means to process the
bridge output signal, after reading through the AD chip, and then LabVIEW soft-
ware is used to process the digital signal, and finally the detection results are
displayed on the software interface.

Fig. 4.29 LMS algorithm flowchart of digital bridge
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The output voltage magnitude of digital AC unbalanced bridge is from millivolts
to tens of microvolts. After amplifying and gathering, the detection sensitivity can
be greatly improved.

The digital AC output voltage of the bridge also includes the noise signal, and
the amplifier circuit will amplify noise, too, so the filter circuit is essential. The
active low-pass filter is composed of RC circuit and operational amplifier.

The output signal of the digital AC unbalanced bridge is converted into a digital
signal by 12 bit AD acquisition card after it is amplified and filtered in the analog
circuit. In order to improve the detection sensitivity, the LabVIEW visual pro-
gramming method is adopted; the amplitude of the useful signal is extracted by
using digital signal processing method; the noise of other frequency is filtered out,
and the detection results are displayed.

The back panel of the program is shown in Fig. 4.30. The core is constructed by
two functions of the FFT spectrum and extracting the single-frequency information.
The program can display the initial signal waveform, its FFT spectrum, the
amplitude of 100 Hz component, and 100 Hz component waveform. The program
interface is shown in Fig. 4.31.

Fig. 4.30 The back panel of the program
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Chapter 5
Metal Magnetic Memory Testing

5.1 Introduction

The mechanical stress is directly related to the spontaneous magnetization and the
residual magnetic field of the ferromagnetic material. Residual stresses and stress
concentration in the component of structures impinge on the mechanical properties,
erosion-resistance, dimensional precision, and cause fatigue failure. They also
impact magnetic characteristics of ferromagnetic materials. The effects of stress on
ferromagnetic magnetization have been studied at least since 1961 [1]. The effects
of stress on static features of magnetization and hysteresis curves, e.g., suscepti-
bility, coercivity, power loss, remanence, under uniaxial or biaxial even stresses
were studied [2–10]. The effect of stress on hysteresis has also been modeled both
by a microscopic model which distinguishes magnetization directions within
domains and by a model which considers only macroscopic variables for poly-
crystalline materials without examining behavior inside individual domains [11].
Naturally, such studies require the coapplication of magnetic fields.

The domain structures and magnetic properties of polycrystalline ferromagnetic
materials under stresses, especially uneven stresses, without coapplied field, have
not been studied. For the first time, spontaneous magnetization phenomena in
production were noticed in the 1970s by Mr. Zhong [12]. He found that demag-
netized ferromagnetic materials were intensely magnetized by cutting or operation.
He named the first “magnetization by machining” and the second “magnetization
through operation.” The same phenomena were observed in Russia at the beginning
of 1980s when strong magnetization was detected in the areas of boiler pipe
destruction. Russian researcher Doubov called this phenomenon as metal magnetic
memory (MMM) [13]. He investigated the level and distribution of residual mag-
netization and accordingly considered the scattering magnetic field on the surface of
the tested equipment as a result of the influence of magnetoelastic and magne-
tomechanical effects. In the formation of MMM, the influence of magnetic field of
the Earth was overestimated. A simple two-domain model was created to illustrate
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stress-induced bulk moments by Garshelis [14]. The condition under which stress
alone can establish net magnetic moments in the absence of applied field was
discussed. However, there were no test data for the model validation.

Welding always brings concentration of stress into the zone of heat action.
Y-sloping-shape welding format is widely used. It generates stress in joints
inevitably because of restricted state by the welding seam. These stress concen-
trations aroused by welding-produce abnormality of magnetic field on the surface of
welded objects inevitably [15–17]. The distribution of stress is also researched by
MMM and the magnetic field distributions of the specimen before and after
annealing are compared [18, 19]. Active defects can be detected by MMM method,
too [20, 21]. Defects of metallurgical and production operation will induce stress
concentration under the action of operating loads. These defects in engineering
components can be detected using MMM [22].

5.2 The Relationship Between Metal Magnetic Memory
and Geomagnetic Field

Metal magnetic memory testing belongs to weak magnetic field detection. It is
necessary to study the influence of geomagnetic field on metal magnetic memory
phenomenon and the detection process because the geomagnetic field is a vector
field and the intensity of the field in the vertical direction is zero. Secondly, the
geomagnetic field is not a constant field. It changes with different latitude, height,
and even in different geographical environment. Based on the variable vector
character of the geomagnetic field, is the external performance of the metal mag-
netic memory phenomenon random? So the reliability of the metal magnetic
memory testing technology is also concerned.

5.2.1 The Influence of Geomagnetic Field to Metal
Magnetic Memory Testing

Residual stress caused by butt welding of steel pipe was researched. To rule out
other factors that may cause the magnetic field distortion, such as material, struc-
ture, different heat treatment process is adopted for two steel pipes made of the
same process. One was untreated, and the other was treated by low-temperature
annealing. The magnetic field distribution near the surface of the steel pipes before
and after low-temperature annealing was measured.

The specimen (Fig. 5.1) is a pipe made of low alloy steel 16MnR, with a circular
flux-shielded metal arc-welding seam. The width of the welding seam is 20 mm.

Chemical compositions and mechanical properties of 16MnR are presented in
Tables 5.1 and 5.2.
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Figure 5.2 shows the testing system for a weak magnetic field, which is based on
Honeywell’s HMC-1001. The magnetic probe in the system is a magnetic resis-
tance device (MRD), which has sensitivity of 10−8 T. The magnetic testing system
module has the probe driving, amplifying, and filtering of the magnetic signals, A/D
transforming, and RS232 communicating functions. Three-dimensional magnetic

Fig. 5.1 The pipe specimen with welding seam

Table 5.1 Chemical composition (%)

Steel No. C Mn Si S P

16MnR ≤0.20 1.20–1.60 0.20–0.55 <0.030 <0.035

Table 5.2 Mechanical properties

Steel
No.

Wall
thickness
(mm)

Tensile experiment Impact experiment Band
experiment

Tensile
strength
σb (MPa)

Yielding
strength
σs (MPa)

Extending
rate δ (%)

Temperature
(°C)

V impact
power
(transverse)
(J)

180° d is
buckling
diameter; a is
wall
thickness

16MnR 16–36 490–620 325 21 20 31 d = 3a

Fig. 5.2 A weak magnetic
field testing system
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field signals on the surface of the specimen are received by a platform made of
non-ferromagnetic aluminum alloy. The magnetic field distribution can be observed
on computer screen real-time. Magnetic field values can be stored in computer
automatically and used for following analysis and data processing.

To evaluate the magnetic phenomena generated by welding, three-dimensional
magnetic field measurements were taken before and after annealing. The specimen
was placed with testing line upperwards and aligned with the geomagnetic field.
The specimen-testing line was perpendicular to the seam. Testing liftoff (the dis-
tance between the probe and the tube surface) was 8 mm. 101 points were measured
along the specimen length with a central point (marked with zero on abscissa axis
on the figures) on the seam. Three-dimensional magnetic field component distri-
butions of the specimen before and after annealing are presented in Figs. 5.3, 5.4,
and 5.5, respectively.

A low-temperature annealing (far below the Curie point 768 °C) was processed
to release the residual stress. The specimen was heated to 600 °C and kept it for 5 h
by heating carpet and then cooled at a rate of 50 °C/h at room temperature. This
annealing can release most of the stresses aroused by welding and does not change
the chemical compositions of the specimen. Thus, the magnetic field on the surface
of the specimen after annealing reflects the status of stress removal.

Fig. 5.3 Magnetic field
distribution of axial direction

Fig. 5.4 Magnetic field
distribution of circular
direction
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From the magnetic field curves before annealing in Figs. 5.3, 5.4, and 5.5, one
can see that the area near the welding seam has the largest amplitude and fluctuation
of the axial (X direction) and normal (Z direction) components of magnetic field.
The amplitude of the circular (Y direction) component of magnetic field before
annealing is the smallest and approaches the magnitude of the geomagnetic field.

From the magnetic field curves after annealing, an obvious decline of magnetic
field after stress-removal annealing is seen. The amplitude of axial component of
magnetic field decreases to the level of geomagnetic field after annealing and the
circular component decreases to a minimum. The Z component of magnetic field
decreases to some degree after annealing. Comparing the corresponding curves in
Figs. 5.3, 5.4, and 5.5, it is obvious that stress concentration produces magnetic
abnormality on the surface of ferromagnetic materials. The relationship between
stress and magnetic field distribution is of interest.

After the magnetic testing and before annealing in Sect. 2.3, small hole stress
testing method was adopted to get the stress distribution near the welding seam.
Holes were drilled near the welding seam and along the axial direction of the pipe,
so the residual stresses near the holes were relaxed by material discontinuity. Then,
the strain was measured with a strain-meter and corresponding stresses were cal-
culated from the measured strains.

Residual stresses perpendicular to the welding seam were given by hole drilling
method. Eleven points were measured: five points on each side of the weld seam,
and one point was located directly on the seam. The distance between the tested
points is 10 mm. The main values of residual stress in circular and axial directions
are presented in Figs. 5.6 and 5.7, respectively. Abscissa shows the distance from
the welding seam, and y-axis shows the values of residual stress. бy represents the
main stress parallel to the welding seam. бx represents the main stress parallel to the
specimen axis.

Figure 5.8 gives the contrast of normalized axial stress and normalized X and
Z components of magnetic field. One can see that the variation of X and
Z components of magnetic field have mutative trend according to that of stress in
the specimen. The tensile stress along the welding seam increases the X and
Z components of magnetic field, and the compressive stress decreases them.

Fig. 5.5 Magnetic field
distribution of normal
direction
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Stress can change the directions of domains and manifest itself as local magnetic
characteristics anomaly, which will form magnetic flux leakage above the surface of
ferromagnetic materials. If there is stress in ferromagnetic materials, the direction of
spontaneous magnetization is determined by the minimum of magnetocrystalline
and stress energies. If the stress distribution is uneven in ferromagnetic crystal,
stress energy will vary along with stress. As a result, the direction of spontaneous
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Fig. 5.6 Residual stresses in
circular direction

-200

-100

0

100

200

300

400

500

600

-60 -40 -20 0 20 40 60

R
es

itu
al

 S
tr

es
s 

y
/ M

Pa

Position / mm

Fig. 5.7 Residual stresses in
axial direction
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magnetization will change, too. These changes induce the appearance of magnetic
poles and demagnetizing fields inside ferromagnetic materials. To compensate this
demagnetization increase, the structures of domains have to change to some degree.
From comparison of the curves before and after annealing in Figs. 5.3, 5.4, and 5.5,
one can see that stress in ferromagnetic materials decreases to a low level after
annealing and induces changes in the direction of domains. Some directions of
domains even change to the reversal.

Tensile stress causes the magnetization of domains to align with the stress, and
compressive stress results in the magnetization of domains perpendicular to the
stress. If there is no stress direction change (tensile or compressive), only the
variation of stress amplitude, only 1800 domain walls will appear and the walls
exist on the position of the smallest stress. If there is some change in stress
direction, 900 domain walls will be created on the position of stress direction
change. Combining the two instances above, the accordant mutative trend of X and
Z components of magnetic field and axial stress in the specimen can be explained.

Residual stress in welding specimen affects the direction of ferromagnetic
material domains and thus varies the magnetic field on the surface of specimen.
Magnetic abnormality on the surface of inspected ferromagnetic material could be
used for residual stress inspection. The normal component of magnetic field cor-
relates the most with internal stress. The distribution of stress can therefore be
derived from the distribution of normal components of magnetic field on the surface
of tested ferromagnetic material.

The above study only presented plane stresses near the surface. In fact, the stress
is multiaxial and the effects of stress are far more complex. The relationship
between the general vector of three-dimensional stress and that of magnetic field is
more significant for stress inspection. However, it is difficult to get exact values of
normal stresses inside ferromagnetic materials. Further work should be concen-
trated on determining the quantitative relationship between magnetic and stress
vectors.

5.2.2 The Influence of Geomagnetic Field to Metal
Magnetic Memory Generation

The distributions of two-dimensional stress and corresponding three-dimensional
magnetic field are tested in Sect. 5.2.1. In the section, the relationship between
residual stress and magnetic field abnormality on the surface of ferromagnetic
materials was also discussed. However, these experiments were processed under the
circumstance of geomagnetic field. So the action of geomagnetic field was still not
resolved in the formation of stress-induced magnetic field abnormality.

Therefore, residual stress specimens were produced by tight matching of round
rings and pegs in geomagnetic field or in shielding geomagnetic field as contrast.
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The influence of geomagnetic field was studied in the formation of stress-induced
magnetic field abnormality above the surface of inspected ferromagnetic material.

The initial specimens, made of mild steel, are pairs of round rings and pegs. The
ring is a circular board with a round hole on its center. The peg is a short column,
which has a tight matching with the hole of the ring. Figure 5.9 shows the
dimensions of the specimen. The external diameter of the ring is 160 mm, and the
internal diameter of it is 40 mm, which has a tolerance of 0 * +0.021 mm. The
external diameter of peg is 40 mm, which has a tolerance of +0.043 * +0.059 mm.
The thickness of all the specimens is 6 mm.

The rings and pegs have strong remanence (exceeding one Gauss on certain
place) because of residual stress produced by manufacturing. So the rings and pegs
were annealed to reduce residual stress and remanence by heating them at 800 °C
(just exceeding Curie point) for one hour, then allowing them to cool naturally in
the furnace. After that, their remanence decreased to less than 0.02 Gauss under
shielded environment.

Chemical composition of the mild steel specimen is presented in Table 5.3.
The peg and the ring should be assembled together to form a specimen which

has residual stress. To determine the influence of geomagnetic field on the for-
mation of residual magnetization induced by stress, the pegs were pressed into the
rings by hydraulic pressure machine in the environment of geomagnetic field and in
the environment of geomagnetic field removal. Figure 5.10 illustrates the schematic
hydraulic equipment and a specimen is pressed on the condition of geomagnetic
field removal. The maximum pressure of the hydraulic pressure machine is 15 t.

Three aluminum columns block the specimen from contacting to ferromagnetic
components of the hydraulic pressure machine, which can avoid the magnetization
of specimens by the remanence of ferromagnetic components. A cylinder made of

Fig. 5.9 The dimensions of ring and peg specimen

Table 5.3 Chemical composition (%)

Steel No. C Mn Si S P

20 ≤0.20 1.20–1.60 0.20–0.55 <0.030 <0.035
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78Ni Permalloy was used to shield environment geomagnetic field. The diameter of
the cylinder is 200 mm and the height of it is 400 mm. Two specimens were made
in the magnetic field-shielding cylinder. Other two specimens were made under
geomagnetic field environment for contrast.

Figure 5.11 shows a weak magnetic field testing system, which is based on
Honeywell’s HMC-1001. The magnetic probe in the system is a magnetic resis-
tance device (MRD), whose sensitivity is 10−8 T. The magnetic testing system
module carries out the probe driving, amplifying and filtering of the magnetic
signals, A/D transforming, and RS232 communicating functions. Those magnetic
field signals on the surface of specimen are gotten using the scanning of a
three-dimensional platform. The scanning platform is produced by aluminum alloy
to avoid disturbance to tested magnetic field. The imaging of magnetic field dis-
tribution can be presented in computer screen real-time. Magnetic field values can
be stored in computer automatically and used for following analysis and data
processing.

To evaluate the influence of geomagnetic field on the formation of
stress-induced magnetization, two contrast specimen series were made using the
equipment shown in Fig. 5.10. Specimen series one was made in the magnetic
field-shielding cylinder and specimen series two was made under geomagnetic field
environment. And then magnetic field abnormality testing was processed as shown
in Fig. 5.11. The specimen was placed horizontally and tested in magnetic
field-shielding cylinder. Testing liftoff (the distance between probe and the

Fig. 5.10 A sketch map of
the hydraulic pressure system

Fig. 5.11 A sketch map of
the experiment testing system
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specimen surface) was 8 mm. Testing area was a square zone of 100 x 100 mm. The
center point of the testing area was the center of the specimen. Figures 5.12 and
5.13 show the magnetic field distributions of one of specimen series one, one of
series two, respectively. The labels of horizontal coordinates are the distances
between the measured points to the left bottom corner of the testing area. The label
of vertical coordinates shows the amplitudes of the magnetic field.

To contrast the tested magnetic fields of specimens series one and series two,
corresponding central line and column are plotted in Figs. 5.14 and 5.15.

Residual stress in tightly assembled specimen affects the direction of ferro-
magnetic material domains and thus varies the magnetic field above the surface of
specimen. From the magnetic field distribution in Fig. 5.12, one can see that the
area near the center has larger amplitudes of magnetic field. But the fluctuation of
magnetic field amplitudes is very less, about 3.4 %. The result indicates that the
area of specimen-matching zone has slightly larger stress. There is a slight
abnormality on the right of Fig. 5.13. This abnormality maybe caused by local
stress concentration. And the fluctuation of magnetic field amplitudes in Fig. 5.13 is
also very less.

Fig. 5.12 Magnetic field
distribution of one of
specimen series one

Fig. 5.13 Magnetic field
distribution of one of
specimen series two
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From the contrast curves in Figs. 5.14 and 5.15, one can see that specimen series
one and series two have approximately equal amplitude of magnetic field. The
mean magnetic field of them is about 0.21 gauss. The experimental error is less than
1.5 % from the changes of mean magnetic field intensity of the same specimen
series. The mean amplitude of magnetic field in Fig. 5.12 is 0.85 % larger than that
of in Fig. 5.13. So considering experimental error, it is obvious that stress-induced
magnetic field abnormality above the surface of ferromagnetic materials is inde-
pendent of geomagnetic field.

5.2.3 Stress Distribution Detection by Metal Magnetic
Memory Testing Method

Large stress in the component of structures will affect the mechanical properties,
erosion-resistance, fatigue ability, and dimension precision greatly. Researching on
the distribution of residual stress in components, the value of stress and eliminating
the damages induced by stress have become the focus. Welding always brings
concentration of stress into the zone of heat action. Y-sloping-shape welding format
is largely used in projects and this welding format produces stress in the jointed

Fig. 5.14 Contrast of central column magnetic field distribution between Figs. 5.12 and 5.13

Fig. 5.15 Contrast of central line magnetic field distribution between Figs. 5.12 and 5.13
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component inevitably because of restricted state by the welding seam. The stress
distribution of a specimen with a Y-sloping-shape welding seam was tested using
metal magnetic memory testing method. To validate the result, the same specimen
was tested by small hole method. The stress distribution of the magnetic testing was
identical with that of small hole stress testing method.

The specimen tested is a No. 20 steel plate, which has a Y-shape-sloping manual
arc-welding seam on it. To eliminate the shape influence of the fortified seam on the
magnetic field, the higher part of the seam is planed until the seam is the same
height with the motherboard. The thickness of the specimen is 10 mm. The mean
width w of the seam is about 8 mm and the depth of it is about 7 mm.

The specimen is placed horizontally in geomagnetic field and then the normal
components of the magnetic flux leakage (MFL) are inspected with a constant liftoff
h of 10 mm. The MFL signals are amplified and filtered, and after that, A/D
transform and sampling are performed. Finally, the digital MFL signals corre-
sponding to those sampling points are transferred to PC for further processing by
RS232. For geomagnetic field can be considered a uniform field in the inspecting
area, the MFL signals will reveal the residual stress in the specimen. Figure 5.16
shows the testing method, and the crossed points in the testing plane are MFL
sampling positions.

Figure 5.17 shows the metal magnetic testing system. The magnetic probe in the
system is a magnetic resistance device (MRD), and the magnetic testing system
module carries out the probe driving, amplifying and filtering of the MFL signals,

h

Y-shape-sloping 
seam

MFL

Testing plane

Specimen

w

Fig. 5.16 The sketch map of
the MFL stress testing method

Fig. 5.17 A stress testing
system by metal magnetic
memory testing method
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A/D transforming, and RS232 communicating functions. Those MFL signals
over the specimen with 10 mm as liftoff are gotten by the scanning of a three-
dimensional platform. The scanning platform is produced by aluminum alloy to
avoid the influence on the distribution of spatial geomagnetic field. The welding
seam of the specimen is placed horizontally along the direction of north–south on
the platform.

The normal components of the magnetic field were inspected using the above
method. Figure 5.18 shows the distribution of the MFL amplitudes. X coordinates
show the positions away from the welding seam. Y coordinates show the positions
along the welding seam direction. Vertical coordinates show the normal compo-
nents of MFL amplitudes at different positions.

From Fig. 5.18, we can see that the amplitudes of MFL are not influenced by
Y coordinates; they only varies according to X coordinates. To see the relationship
between the normal components of MFL and X direction position more clearly, a
curve intercepted from Fig. 5.18 is shown in Fig. 5.19. Its horizontal coordinates are
the positions away from one side of the welding seam.

Small hole stress testing method was adopted to get the stress distribution near
the welding seam. Figure 5.20 gives the result. L is the distance from the stress
testing position to the welding seam. бy represents the main stress parallel to the
welding seam. Comparing Fig. 5.19 with Fig. 5.20, we can see that the normal

Fig. 5.18 The spatial distribution of normal components of MFL above 10 mm from the specimen
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Fig. 5.19 One-dimensional distribution of normal components of MFL above 10 mm from the
specimen
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components of MFL have accordant mutative trend to those of stress in the spec-
imen. The tensile stress along the welding seam largens the normal components of
MFL, and the compressive stress lessens them.

Figure 5.21 gives the regularization curves of the magnetic signals and the
stresses. N-MFL represents the regularization value of normal components of MFL,
and бyR represents the regularization value of main stress along the welding seam
direction. L shows the distance away from the welding seam. The two curves in
Fig. 5.21 show very similar mutative trends and this is important for determining
the stress distribution from MFL distribution.

In multicrystal ferromagnetic materials, if there is no magnetizing field and
interior stresses, the probability of the directions of domains will be the same along
all directions. So there is no magnetic flux leakage above the materials. The stresses
in ferromagnetic materials will change the directions of domains and show as local
magnetic characteristics anomaly, which will form magnetic flux leakage above the
ferromagnetic materials. Tensile stress leads that the easy axes of domain trends to
parallel to the stress and compressive stress results in the easy axes of domain
perpendicular to the stress. In the experiment above, the tensile stress along the
Y-axis direction conduces to the easy axes of domain parallel to it. The compressive
stress along the Y-axis direction turns the easy axes of domain perpendicular to it.
The magnitudes and directions of the stresses change according to stress concen-
tration and lead to different magnetic flux leakage above the ferromagnetic mate-
rials. Thus, the accordant mutative trend of the normal components of MFL and
Y-axis direction stress in the specimen can be explained successfully.

Fig. 5.20 The stress distribution from small hole drilling testing method

Fig. 5.21 Regularization of the normal components of MFL and the stresses versus the distances
away from the welding seam
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Chapter 6
Magnetic Flux Leakage Testing

6.1 Introduction

As early as 1868, the British Naval Architects Association began to use magnetic
flux leakage technology and found defects on steel pipe through the compass. In
1918, it was found that powder was absorbed near defects due to the changes in
surface magnetic field; thus, magnetic particle detection method was invented. After
continuous development, the magnetic flux leakage testing technology not only can
detect the defects, but also can analyze the characteristics of the defects [1, 2].

In the theoretical analysis of magnetic leakage field, it can be divided into
analytical method and numerical method. In 1966, Zatsepin and Shcherbinin were
the first to put forward the analytical equation of the magnetic flux leakage field of
infinite long rectangular crack, as shown in Fig. 6.1 [3]. Based on the theoretical
model, the magnetic flux leakage field can be generated by a dipole with two
opposite polars. Taking the hole defect in the two-dimensional space as an example,
the two magnetic poles are assigned to the two sides of the defect. The magnetic
charge densities of the two poles are −Q and +Q, respectively. So, the magnetic flux
leakage of the defect in point P(x, y) is given as follows:

B
!¼ B1

�!þ B2
�! ¼ �Q

4pl0r
3
1
r1
!þ Q

4pl0r
3
2
r2
! ð6:1Þ

Among them, μ0 is the vacuum permeability. The holes, pits, and other defects
on the surface of the workpiece can be simulated by the equivalent point dipole
model. For the crack defect, it should be equivalent to the rectangular groove,
whose length is infinite, and then, the equivalent surface dipole model is used to
simulate the crack.

Using the dipole model, the authors calculated the magnetic leakage field of
infinite long cracks in the surface [3]. After that, the magnetic field distribution of the
finite length cracks in the surface was calculated by Shcherbinin and Pashagin [4].
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However, they did not connect the strength of the magnetic leakage field to the
strength of the magnetizing field and the permeability. They used two-dimensional
models. Themain progress of the analytical method ofmagnetic leakage field analysis
was completed by Edwards and Palmer in 1986 [5]. They perfected the magnetic
dipole model. The shape parameters of the defect, the magnetizing field strength, the
permeability, and the magnetic flux leakage of the material were firstly connected.

The limitation of Edwards and Palmer’s model was that the permeability of the
material was supposed as a linear parameter in the derivation process. So there were
some errors between the theoretical results and the experimental results.

Therefore, numerical calculation method is usually adopted. The numerical cal-
culation method overcomes the limitation of the magnetic dipole model. In the
numerical calculation method of magnetic leakage field, the finite element method is
used most widely. Lord and Hwang first introduced the finite element method to the
calculation of the magnetic leakage field in 1975. They studied the effects of different
shapes, different dip angles, and the depth and width of crack on the magnetic
leakage field. It was pointed out that the numerical calculation was the only feasible
method for solving the problem of magnetic leakage field in the nonlinear and
complex shape defects [6]. The results of Lord and Hwang showed that the peak–
valley values of the magnetic leakage field were approximately linear proportional to
the increase of the depth of the defect. In 1986, the researches of Hwang and Lord
were tested by Foster, and the results of Lord and Hwang were modified [7]. In
1980s and 1990s, Atherton [8, 9] and Bruder [10] et al. did a lot of work in the
numerical calculation of the magnetic leakage field. Atherton calculated the defects
of the pipe wall and obtained a two-dimensional distribution model of the magnetic
leakage field. Altschuler Eduardo proposed the detection model of nonlinear crack
defect in steel pipe in 1995. He concluded that the induction intensity of the mag-
netic leakage was approximately linear with the increase of the crack depth [11].

In view of the characteristics of the inverse problem of magnetic flux leakage
detection, the existing methods can be classified as follows:

The direct method is to obtain the solution of the inverse problem by solving the
Green equation. However, it is difficult to solve the Green equation. Because of the
solving difficulty in direct method, the indirect method to solve the defect param-
eters is proposed. These methods can be divided into three categories: mapping
method, iterative method, and signal classification method (Fig. 6.2).

Fig. 6.1 Magnetic dipole
model
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At present, the theory and implementation techniques of the simulation matching
algorithm based on statistical methods have been more matured. However, the
statistical method does not have the ability of adaptive processing, and it requires a
large amount of test or simulation data. The statistical process is more complex. The
paper [12] used neural network to calculate the magnetic leakage field, and the
nonlinear approximation was used to establish the network model, and the learning
algorithm was given. The drawback of the mapping method is that it relies on the
consistency and accuracy of statistical samples or training samples seriously, and it
is difficult to extend the ability to quantify the actual defects.

The iterative method is widely used in solving the inverse problem of electro-
magnetic field [13]. The essence of this method is to solve the inverse problem by
feedback in the way of solving the positive problem. However, it is time-consuming
for iterative calculation. Dr. Ramuhalli gave a two-dimensional finite element
neural network to strike a balance between efficiency and accuracy [14]. Dr. Cui
developed it to a three-dimensional finite element neural network and made it more
available [15].

6.2 Magnetic Flux Leakage Testing Principle

The principle of magnetic flux leakage testing is shown in Fig. 6.3.
Magnetic flux leakage testing method is based on the high-permeability char-

acteristics of ferromagnetic materials. When ferromagnetic materials are magne-
tizing by the external magnetic field, if the ferromagnetic material is continuous,

Direct method Indirect method

Solving integral 
equation

Numerical
method Mapping

method

Iterative method

Signal classification method

Statistical
methods

Neural
network

Numerical model Analytical model

Based on
feature

Signal processing

Fig. 6.2 Classification of defect quantification method
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uniform, the magnetic field will be constrained in the interior of the materials
mostly. When there are defects in the material, due to the small permeability of the
defect, large magnetic resistance, the magnetic lines will change way. Part of the
magnetic flux from the defect will diffuse and form magnetic flux leakage above the
surface of the workpiece.

Here, magnetic field strength of ferromagnetic material determines the strength
of the magnetic flux leakage of defects directly. Under external magnetizing field,
the relationship between the magnetic induction intensity ~B and the magnetizing
field strength ~H of ferromagnetic materials is given as:

~B ¼ l~H ð6:2Þ

Since the permeability of the material changes with the magnetizing field
intensity ~H, the relationship between ~B and ~H is also not linear, and the magne-
tization curve is nonlinear.

The phenomenon of magnetic leakage field is demonstrated by an example of the
surface defect in a steel plate. Figure 6.4 is a section of the steel plate, and the
magnetic properties of the steel plate are shown in Fig. 6.5.

The section area of the defect is Sa. The section area of the steel plate is S. So the
remaining section of the defect area is S − Sa. If the magnetizing field H is uniform,
the magnetic induction strength without defects is B1. So the working point on the
B-H curve was Q, and the corresponding permeability on curve one is point P.

N SN S

Fig. 6.3 The principle of magnetic flux leakage testing

Defect Steel plate

Section of the defect

Fig. 6.4 The sketch map of
steel plate with a defect
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Due to the existence of defects, the magnetic induction intensity in the remaining
section increases, so the working point moves from Q to Q0 in the magnetization
curve. However, the corresponding permeability on Q0 point changes smaller with
the changing of working point from P to P′ on the curve two. That is to say, due to
the existence of defects, the magnetic induction strength increases on the reduced
cross section, and the permeability of defects is smaller, so a part of magnetic flux
will leak into the surrounding to form defect magnetic flux leakage field.

6.3 The Influence Factors of Magnetic Flux
Leakage Testing

Magnetic leakage fields of defects will be affected by many factors; these factors
include: the magnetizing magnitude, remanence, electrical conductivity, magnetic
permeability, magnetic coupling loop, the distance between the magnetic poles, the
moving speed of the detector, internal stress, and lift off of the probe.

When the tested material is magnetized, the magnetic leakage field can be
generated at the defect, which depends on the magnetizing amplitude. If the
magnetization is not enough, then the remaining thickness of the material is still
possible to carry all the magnetic flux. So no magnetic flux leakage to the surface of
the material can be measured. The tested material should be magnetized nearly
saturated.

Fig. 6.5 The magnetic
properties of the steel plate
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The applied magnetic field strength will affect the detection and quantification,
so the influence of the external magnetic field strength will also affect the detection
and quantification. The main factors affecting the detection and quantification are
the following [16–18].

6.3.1 The Thickness of Material

The greater the thickness of the material is, the stronger the external magnetic field
is required to reach saturation magnetization. In the case of constant external
magnetic field, the change of the thickness is proportional to the magnetic field
intensity and the magnetic induction intensity.

6.3.2 The Component of Material

Because of the change of carbon content, alloy component, and impurities, the
magnetic permeability of the material is changed, and the magnetization of the
material is affected. By using a strong external magnetic field, the influence can be
eliminated by saturation magnetization. At this time, the change of the magnetic
permeability will lead to inconsistence of the leakage magnetic signal. So it is
difficult to effectively evaluate and analyze the testing signal.

6.3.3 The Coupling Loop

In a magnetizing system, steel brushes are used to couple the magnetic flux to the
measured material. The coupling efficiency between the magnetizor and the mea-
sured material will have a certain effect on the magnetic induction intensity in the
material. Short steel brush can provide higher coupling efficiency and higher
magnetic induction strength, but longer steel brush can improve the pass-through
ability of the inner inspector of pipes. If the applied magnetic field strength is only
slightly higher than the saturation level, then the reducing coupling efficiency may
decrease the magnetization of the material under saturation.

6.3.4 The Space Between Magnetic Poles

The shorter distance between the magnetizing poles can produce a higher magne-
tization, but this will lead to a decrease in the uniformity of the magnetic field.
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A longer distance between the poles can provide a relatively uniform magnetic
field, but it will reduce the magnetization effect because the magnetic reluctance
between the tested material will increase with the increase of the magnetic pole
spacing, so stronger magnets are needed to make the material to reach saturation.
Therefore, it is necessary to select the appropriate magnetic pole spacing aiming at
the properties and the thickness of the material.

6.3.5 The Speed of Inspector

Because the tested material is a magnetic and electrical conductor, the normal
component of the magnetizing field in detector will generate eddy current in the
tested material and thus form a reverse magnetic field when the inspector scans. The
eddy current will hinder the magnetic flux to penetrate into the tested material and
induce the change of the magnetic field distribution. Through the finite element
analysis, the influence of the inspector speed on the axial magnetic induction in the
pipe wall is shown in Fig. 6.6.

In the static case, the axial component of the magnetic induction intensity
of the pipe wall is symmetrically distributed between the two poles. The amplitude
of the magnetic induction intensity decreased by about 10 % when the speed of the
detector was 2 m/s. Therefore, in the design of the magnetizor, it is also necessary
to take into account the actual scanning speed of the detector to ensure that the
magnetic induction intensity of the material can be reached saturation at the design
speed of the detector.

Detector forward direction

Magnet

Pipe 
wall

Fig. 6.6 The influence of the
inspector speed on the axial
magnetic induction in the pipe
wall
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Magnetic leakage signal is a one-dimensional time series, so it can be recon-
structed by using one-dimensional Fourier transformation, and then the effect of
speed is eliminated. By comparing the same defect waveform of magnetic leakage
field in static case with the one in dynamic case, a speed compensation filter model
can be built, as shown in Fig. 6.7.

Figure 6.7a represents the magnetic leakage signal waveform of a stationary
magnetizing field. Figure 6.7b represents the magnetic leakage signal waveform
under a constant scanning speed. The approximate expression is a trapezoid. The
gradient filter is constructed by using the frequency domain identification method in
system identification.

HðxÞ ¼ XðxÞ
SðxÞ ¼

aþ b
2

� aþ b
2xT

þ j
a� b
2

cosðxTÞ ð6:3Þ

Among them, HðxÞ is the ratio of the Fourier transformation of the function XðtÞ
and SðtÞ. a and b are the functions of the speed.

The method to determine ai and bi is given below:

• calculate the Fourier transformations of magnetic leakage field signals under
velocity Vi and stationary state

• obtain the transfer function HðxÞ by (6.3)
• determine ai and bi under the speed by HðxÞ and (6.3)
• least squares fitting the transfer functions of the testing data and the assumed

model data, let the sum of squared errors the least.

6.3.6 The Remanence

Remanence refers to the residual magnetic field in the material which has been
tested by magnetic flux leakage detection in the past. The remanence will affect the
current level of magnetization, especially when the magnetizing level is low or
moderate.

The remanence will reduce the magnetic induction intensity of the material being
tested, thus affecting the detection and quantification of defects. Ferromaterial in
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Fig. 6.7 A speed compensation filter model. a The speed is 0; b the speed is more than 0
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magnetizing will show a hysteresis effect. That is, after the magnetic field is
removed, the material will remain within a certain magnetic induction intensity.
When the material is magnetized again, the magnetization process will start from
the remanence; thus, a new magnetization curve is produced. The magnetization
curve is not only nonlinear, but also different from the magnetization each time.

6.3.7 The Internal Stress

The internal stress of materials will affect its magnetic conductivity and magnetic
induction intensity of the materials and defects. The magnetic field distribution will
distort and the testing results will be seriously affected. Permanent or plastic
deformation of the material can change the permeability and also affect magnetic
flux leakage testing.

At the lower magnetizing level, the influence of stress on the magnetic induction
intensity of the material is very serious, as shown in Fig. 6.8. If the material is
magnetized to saturation, the variation of stress can be ignored.

This conclusion should be used for the detection of corrosion. The high level of
magnetization should be used, so that the magnetization of the material can reach a
moderate level of saturation, so as to effectively reduce the influence of material
component change, the magnetic pole spacing, the detection speed, and the internal
stress on the magnetization and magnetic flux leakage.

6.3.8 The Lift off of Probe

When the probe is scanning on the surface of the material, the surface roughness of
the material, such as the weld seams, defects, will cause the change of the lift off of

Fig. 6.8 The influence of
stress on the magnetic
induction intensity
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probes. Changes of lift off of the probe induce fluctuations of output signal. It can
be seen as an interference signal and it will adversely affect the results of the testing,
so it should be suppressed.

In order to study the lift off effect of the probe on the magnetic flux leakage
testing for corrosion defects, a typical corrosion defect was simulated. Figure 6.9
shows the relationship between the value of the lift off and the peak–valley value
Bzp-p of the magnetic flux leakage.

From Fig. 6.9, the peak–valley value of magnetic flux leakage decreases rapidly
with the increase of the lift off value of the probe. Therefore, in order to improve the
detection sensitivity, the value should be small. However, if the detection sensitivity
of the probe meets the requirement of need, the selection of the lift off value should
be to minimize the detection error.

In the case of the above model, the simulation results that the average error is
caused by the probe fluctuation of 0.5 mm are shown in Fig. 6.10.

Fig. 6.9 The relationship
between the value of the lift
off and the peak–valley value
Bzp-p of the magnetic flux
leakage

Fig. 6.10 The errors caused
by the probe fluctuation of
0.5 mm
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From Fig. 6.10, it can be seen that the fluctuation error caused by the increase of
the lift off value decreases rapidly. Therefore, in order to reduce the negative effect
caused by the fluctuation of the lift off value, we should select a larger lift off value
under the permission of the detection sensitivity.

In magnetic flux leakage detection system, the testing signal of the detector
consists of two parts: the magnetic leakage field caused by corrosion defects and the
air-coupled magnetic field. Therefore, in the surface of the tested material with a
corrosion defect, the probe measures an air-coupled magnetic field superimposed on
the magnetic leakage field of the defect. Because the analysis and quantification of
the defects are mainly dependent on the magnetic leakage field, the non-defect
signal including the air-coupled magnetic field is equivalent to the noise. Changes
in lift off will produce two effects. First, the magnetic leakage field detected by the
detector decreases with the increase of the lift off value. On the other hand, the
higher the lift off value of the probe is, the higher the air-coupled magnetic field is.
Thus, the ratio of the magnetic flux leakage density and the air-coupled magnetic
induction intensity is decreased. In addition, the magnetic flux leakage produced by
small corrosion defects is weak, so the weak signal will be more difficult to identify
when the lift off value increases. With the increase of the lift off value, the sensi-
tivity of the probe to small corrosion defects can be significantly decreased.

Increasing the distance between the poles can be helpful to reduce the
air-coupled magnetic field, but at the same time, the magnetic field strength of the
material will be reduced. The test shows that when the internal magnetic field
reaches saturation, the magnetic leakage field of the defect will not decrease dis-
tinctly under the condition of moderate increase of the magnetic pole spacing. And
this can cause the reduction of air-coupled magnetic induction intensity, and the
signal-to-noise ratio of the measured signal is improved. Of course, if the magnetic
pole spacing is too large, it may lead to unsaturation of the magnetic induction
intensity inside the material. Therefore, in the design of magnetic circuit, the dis-
tance between two magnetic poles should be increased as large as possible in
ensuring that the magnetic induction strength of the material is sufficient to achieve
saturation. Figure 6.11 shows the relationship between the signal-to-noise ratio R of
the lift off value in the condition of different magnetic pole spacings and the same
defect. The simulation parameters are the defect depth is 7.3 mm, the length and the
width of defect are both 10 mm, and the magnetic pole spacing is 1000, 1100, and
1200 mm, respectively.

From Fig. 6.11, the signal-to-noise ratio of the probe increases with the
increasing of magnetic pole spacing under the same lift off of the probe.

In order to improve the signal-to-noise ratio, the length of the steel brush can be
shortened. The decrease of the length of the steel brush can increase the magnetic
induction intensity coupled by the measured material and reduce the magnetic
leakage field of the steel brush. But at the same time, it will lead to a short distance
from the probe to the back iron. That means the probe has been relatively shifted to
the stronger place of air direct coupling magnetic field.

Figure 6.12 shows the value of the signal-to-noise ratio R of the same defect at
different lengths of steel brushes and different lift offs of probes. The simulation
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parameters are the defect depth is 7.3 mm, the length and the width of defect are
both 10 mm, and the lengths of steel brushes are 300, 400, and 500 mm, respec-
tively. In Fig. 6.12, it can be seen that the length of the steel brush can be reduced in
a certain range, so that the signal-to-noise ratio can be increased.

6.4 Defect Quantification Method of Magnetic Flux
Leakage Testing

The analysis and identification of the magnetic leakage signal after compensation is
the key to the quantitative analysis method of the defect leakage magnetic testing.
Defect appearance inversion from the magnetic flux leakage signal, including the

Fig. 6.12 The influence of
lift off at different steel
brushes

Fig. 6.11 The effect of
different pole spacing
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distinction of defect types, the characteristics analysis, and the shape parameters of
the defect quantitative analysis, can be attributed to a typical inverse problem of
electromagnetic field, and the process is shown in Fig. 6.13.

6.4.1 Defect Quantification Method Based on Statistical
Identification

Statistical recognition is a typical pattern-matching method, which is based on the
standard signal library to establish the mapping relationship between the shape
parameters and the characteristics of the magnetic flux leakage signal. According to
the characteristics of the actual magnetic leakage testing signals, the size parameter
of the defect is determined. At present, the statistical identification has been widely
used in the quantitative analysis of the corrosion defect. Therefore, the statistical
pattern recognition method based on principal component analysis, multivariate
nonlinear regression, and subsection nonlinear discriminant analysis is conducted to
identify the defect parameters based on the characteristics of multiple magnetic flux
leakage signals.

Before the statistical identification of the defect magnetic leakage signals, it is
necessary to preprocess the magnetic flux leakage signal, which includes the
recognition of foreign body signals and the smooth interpolation of the waveforms.
Common foreign bodies include welding, casing pipe, flange, three pass, and all
kinds of valves. By analyzing the waveform characteristics of the signal, we can
effectively distinguish these foreign bodies from the corrosion defects.

The casing pipe, the welding, and the flange are distributed in the entire cir-
cumference of the pipe and their magnetic leakage signals are more obvious. Their
magnetic leakage signal waveforms are also distributed throughout the entire cir-
cumference; that is, it can be detected in the circumferential direction of the pipe.
The axial span of the detection signal waveform of the welding and flange is smaller
than that of the casing pipe. The waveform is relatively steep and the distribution

Fig. 6.13 Defect quantification process
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range is small. Three pass and the valve are fixed in the pipe’s circumferential part,
so only part of the probes can detect the corresponding magnetic leakage signal.

Because of the low sampling frequency of the defect magnetic leakage signal,
the waveform obtained from the measurement of the defect leakage field can be a
straight line connecting with the actual testing data. The result will be a broken line.
There is a large difference between the actual signal and the testing waveform. It is
likely to give a large error to the feature extraction of signal waveform. If the
sampling frequency is increased, it will lead to the hardware design and software
programming of detection system complex. Interpolation smoothing technique can
be used to obtain smooth curve and waveform, thus provide effective means to
signal sampling waveform replication of time domain. There are many interpolation
methods, such as polynomial interpolation, Newton interpolation, piecewise linear
interpolation, and spline interpolation. This book is based on the excellent prop-
erties of the three-spline function and the three-spline interpolation method is
adopted.

The three-spline interpolation method is to use the three-spline function to
connect adjacent points to obtain the three-spline interpolation curve. Because the
three-spline function has a high degree of smoothness (two-order) and approxi-
mation order (four-order), the resulting curve is very smooth.

The key to the qualitative and quantitative analyses of the magnetic flux leakage
signal is the extraction of the signal characteristic quantity or the vector. The
corrosion defect signal is an abnormal signal in the local space or time axis, as
shown in Fig. 6.14.

For ease of analysis, the characteristics of the magnetic flux signal waveform are
defined as follows:

(1) Peak and valley values of signal waveforms Yp-p. Many kinds of factors affect
the magnitude of the magnetic leakage signal, so peak and valley values Yp-p
are used as the feature, which can eliminate the influence of the DC compo-
nent of the magnetic leakage signal and improve the reliability of the detec-
tion, as shown in Fig. 6.15. In order to calculate Yp-p, the maximum and
minimum value of the defect signal should be found, and the absolute value of
the difference between the adjacent pairs of extreme value can be obtained.

(2) The signal’s axial length LX. The detector is sampled along the pipeline, and
the threshold of detection signal is LX, which can effectively reflect the axial

Fig. 6.14 Magnetic leakage
waveforms of different defects
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distribution of the defect. Combined with the peak and valley values, the shape
of the defect can be roughly determined, which helps to quantitatively detect
the defect length and the depth of the defect. For the signal interception
threshold G, a fixed value can be set, or the threshold is set dynamically
according to the signal characteristics.

(3) The area of the signal waveform S. The area of the waveform is the area of the
curve of a wave. The magnetic flux leakage signal of a single defect is
composed of a peak and a valley, which is reflected by the short first-order
central moment of the signal:

S ¼
XN
n

xðtÞ �min½xðtÞ�f g ð6:4Þ

(4) The energy of the signal waveform E. The wave energy is equivalent to the
two-order central moment of the signal, which reflects the discrete degree of
the energy or signal of the magnetic signal fluctuations in a certain space.
Using a formula for:

E ¼
XN
n

xðtÞ �min½xðtÞ�f g2 ð6:5Þ

(5) The peak and valley length of differential signal LDP-P. After differential, the
high-frequency part of the magnetic signal can be enhanced, and the variation
rate of the magnetic leakage field is reflected by LDP-P, the mechanism and
finite element analysis. By the mechanism and finite element analysis results
of the magnetic leakage field, we can see that the magnetic leakage field
changes seriously at the length boundary of the defect, which can be used to
measure the length of the defect.

(6) The peak and valley value of the first-order differential signal YDP-P. The
feature reflects the change of the highest point and the lowest point of the

Fig. 6.15 The main characteristics of the axial component waveform of the defect magnetic
leakage field
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magnetic leakage field. Since it reflects the depth of the defect, it can be used
as an indicator of the depth of the defect.

(7) The magnetic leakage field distribution of the defect has a space vector
characteristic. Although the detection system is magnetized along the axial
direction of the pipeline, the circumferential waveform of the magnetic field is
composed of a plurality of signals. The width of the defect can be analyzed by
the circumferential characteristic of the signal waveform. In addition, the
evaluation of the width should be based on the number of probes that are
covered by the circumferential magnetic leakage field distribution. So it is
required to effectively intercept the magnetic leakage field size, in order to
determine the number of the covered probes. After determining the maximum
amplitude of the detected signal, the threshold value GW is set to determine the
number WZ of covered probes. The signal length is LZ with the threshold GW.
At the same time, the differential value of the circumferential signal and the
corresponding threshold value GDW of the probe can determine the number of
probes covered by the differential signal. As a characteristic value of the
width, it is denoted as WDZ.

After defining the above characteristics, we can make use of the standard defect
library, in which one dimension (length, width, and depth) of the defects change
and other dimensions do not change. To screen out the characteristics of the
magnetic leakage field signal which is most closely related to the defect size, and
then carry out statistical identification.

The width and depth of the defect are related to several characteristics of
magnetic flux leakage signals, and there is a nonlinear relationship between these
characteristics, which constitutes a typical multivariate statistical analysis problem.
To solve the problem, we can use multiple nonlinear regression method, principal
component analysis method, linear pattern classifier, nonlinear discriminant func-
tion, and so on.

Using multiple nonlinear regression method to quantify the defect of magnetic
flux leakage detection, it can be obtained from the following two aspects:

(1) By variable substitution, the nonlinear relationship is transformed into a linear
relationship. The scatter plot based on the theory, experience, and experi-
mental data is used to decide the function type, and then the function is
transformed into linear regression problem to be solved.

(2) If the functional type of the actual problem is not easy to judge, a polynomial
can be used to approximate it.

Assuming that there is a nonlinear relationship between the variable y (length,
width, or depth of the defect) and x1, x2, …, xp (the characteristics, which can
determine the size of the defect, of the magnetic leakage field signal). Test sample
size is n. The shape parameter datum obtained by the ith test is yi. The corre-
sponding variables are xi1, xi2, …, xip, and there is a nonlinear relationship between
the yi and the following polynomials:
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xi1 þ x2i1 þ � � � þ xmi1; xi2 þ x2i2 þ � � � þ xni2; . . .; xip þ x2ip þ � � � þ xlip ð6:6Þ

yi can be expressed as:

yi ¼ b0 þ b1xi1 þ b2xi2 þ � � � þ bpxip þ b21x
2
i1 þ b22x

2
i2 þ � � � þ b2px

2
ip

þ � � � þ bm1x
m
i1 þ bn2x

n
i2 þ � � � þ blpx

l
ip

ð6:7Þ

Substitution of the high order, let xi1 ¼ zi1; xi2 ¼ zi2; . . .; x2i1 ¼ zipþ 1; x2i2 ¼ zipþ 2.
Multivariate polynomial regression can be used to solve the problem of multiple
linear regression. The transformation form is given as:

y ¼ a0 þ a1zi1 þ a2zi2 þ aqziq þ ei; i ¼ 1; 2; 3; n ð6:8Þ

In (6.8), a0, a1, a2, …, aq are q + 1 parameters to be estimated, ei are random
variables which are independent of each other and obey the same normal distri-
bution. z1, z2, …, zq are the value of the q independent transformed variables.

The next question is to find the parameter a0, a1, a2, …, aq values of the variable
z. Then reverse substitute to b0; b1; b2; . . .; b2p; . . .; bm1; . . .; blp, so as to obtain the
original form of the polynomial.

The least square estimation is used to calculate the value of the parameter ai.
From the test sample data, the estimated values of a0, a1, a2, …, aq can be

obtained, and the estimated equation of the regression equation is derived.

ŷ ¼ b0 þ b1zi1 þ b2zi2 þ � � � þ bqziq ð6:9Þ

According to the principle of least square method, b0, b1, b2, …, bq should make
the sum of the deviation squares of all the observed values yi and the regression
values ŷi the minimum. That is to let the Q in (6.10) the minimum.

Q ¼
Xn
i¼1

ðyi � ŷiÞ2 ¼
X

½yi � ðb0 þ b1zi1 þ b2zi2 þ � � � þ bqziqÞ�2 ð6:10Þ

Known sample data, Q is a non-negative quadric expression about b0, b1, b2, …,
bq. So its minimum value must exist. According to the extremum principle, b0, b1,
b2, …, bq should be the solution of the following equation:

@Q
@b0

¼ �2
Xn
i¼1

ðyi � ŷiÞ ¼ 0

@Q
@bj

¼ �2
Xn
i¼1

ðyi � ŷiÞzij ¼ 0

8>>><
>>>:

ðj ¼ 1; 2; . . .; qÞ ð6:11Þ
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6.4.2 Defect Quantification Method Based on Radial Basis
Function Neural Network (RBFNN)

Although the statistical identification method of defects quantitative identification
has better performance in practice, it is necessary to realize that the statistical
method does not have the ability of adaptive processing, such as not having the
ability to self-organizing, self-learning, and the ability to identify noises. And this
method requires a large amount of test or simulation data. The statistical process is
more complex. There is dependence on the sample.

In order to further improve the accuracy of detection, many scholars are com-
mitted to the introduction of a variety of new technologies to the quantitative
analysis of defects. The neural network method is successfully applied to the
processing of magnetic flux leakage signal and the reconstruction of magnetic field.
However, the method of quantitative analysis of neural network, on the one hand,
has the disadvantage of low computation speed and low recognition accuracy. On
the other hand, it focuses on the inductive analysis of the existing detection results,
so the adaptive ability of any defect is still insufficient.

Therefore, an iterative method based on radial basis function neural network is
used to solve the problem of adaptive ability. Compared with ordinary neural
network method, this method can improve the adaptability of different types of
defects by using closed-loop structure. At the same time, it has the advantages of
fast convergence speed, good anti-noise performance, and so on.

The process of solving the inverse problem with the iterative method is shown in
Fig. 6.16. The essence of this method is to solve the inverse problem in the way of
solving the positive problem. The positive problem can be solved by analytical and
numerical methods.

Although the calculation process of the analytical method is simple and the
calculation efficiency is high, but the complexity of the defects, the arbitrary, and
the electromagnetic characteristics of the pipe wall material determine that the
numerical method is more effective and accurate. At present, the common
numerical method is the finite element method. However, the computational effi-
ciency of the finite element method is not high, especially in the calculation of small
defects. So the workload of the iterative calculation based on the finite element

Fig. 6.16 Iterative method for solving inverse problem
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method is very large, especially in the use of the three-dimensional model, which
limits its application in practice.

In order to overcome this difficulty, a radial basis function neural network
(RBFNN) is used as the solution to the problem. The method combines the
advantages of neural network and the iterative method, which can, on the one hand,
improve the accuracy and adaptability by using the closed-loop iteration. On the
other hand, it can improve the computational efficiency by using neural network.

As shown in Fig. 6.17, RBFNN is usually composed of three layers: input layer,
hidden layer, and output layer. There is no connection among the nerve cells of
each layer, and the information is transmitted between layers.

In Fig. 6.17, X ¼ ðx1; x2; . . .; xnÞT is the input vector, and Y ¼ ðy1; y2; . . .; ynÞT is
the output vector. The input to output nonlinear mapping functions are usually the
Gauss function, Multiquadric function, Duchon thin plate spline function, etc. Here,
the most commonly used Gauss function is chosen as the radial basis function. At
this time, RBFNN’s input/output relationship is expressed as:

Yl ¼ FðXÞ ¼
XH
j¼1

wlj exp
X � cj
�� ��2

2r2j

 !
; l ¼ 1; 2; . . .;M ð6:12Þ

where X is the input, Y ¼ ðy1; y2; . . .; ynÞT is the output, H is the number of basis
function used, �k k means Euclid norm, cj represents the center of the hidden layer of
the j basis function unit, rj is the radius of the basis function, wlj is the connection
weights between the j basis functions and the output point l.

RBFNN training process can be seen as a set of given input and output data, in
the multidimensional space to find a curve fitting or function approximation
problem. The objective is to find the best fitting of the functional mapping

Fig. 6.17 The structure of radial basis function neural network
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relationship between the input and output data in the statistical view. This process
can be divided into three stages: First, a set of radial basis functions is defined, and
the data of the input network are converted into the hidden layer. Secondly, the
linear transformation between the hidden layer and the output layer is conducted.
Finally, the unknown data are performed interpolation process through the network
to obtain the corresponding solution.

Given data are X ¼ ðx1; x2; . . .; xnÞT, and its corresponding output is
Y ¼ ðy1; y2; . . .; ynÞT. The objective is to obtain a function f : X ! Y , which sat-
isfies the interpolation condition.

f ðxiÞ ¼ yi; i ¼ 1; 2; . . .;N ð6:13Þ

f ð�Þ applies to all training data for RBFNN. Using the radial basis function
method, f ð�Þ can be expressed as:

f ðxiÞ ¼
XN
j¼1

wj/j x� cj
�� ��� � ð6:14Þ

In the formula, f/jðxÞg; j ¼ 1; 2; . . .;N is a set of radial basis functions, cj
��
is

the centers of radial basis functions, and wj
��
constitutes a group of weights.

The formula (6.14) is expressed by matrix as follows:

/11 /12 � � � /1N
/21 /22 � � � /2N

..

. ..
. . .

. ..
.

/N1 /N2 � � � /NN

2
6664

3
7775

w1

w2

..

.

wN

2
666664

3
777775
¼

y1
y2

..

.

yN

2
666664

3
777775

ð6:15Þ

Among (6.15),

/ij ¼ / xi � cj
�� ��� �

; i ¼ 1; 2; . . .;N; j ¼ 1; 2; . . .;N ð6:16Þ

So the formula (6.16) is equivalent to

UW ¼ Y ð6:17Þ

If the matrix U is non-singular, the inverse matrix U�1 exists.

W ¼ U�1Y ð6:18Þ

The number of radial basis functions is limited by the number of training
samples. If the number of training samples is too much, which is more than the
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degree of freedom of the physical process. It will lead to deviation and appear over
fitting, which lowers the performance of the neural network.

Using some previous information to reflect the mapping relationship between the
input and output, adjusting the sample space, the ill-conditioned sample space is
converted into a benign sample space, which can solve the problem of RBFNN over
fitting. By adding the smoothness constraint, some prior information is embedded
into the auxiliary non-negative functional, and the only and stable solution is
obtained by limiting the scope of the solution.

The establishment of RBFNN is mainly divided into the following two steps:
Step 1: The choice of basis functions. Usually choosing basis functions based on

experience or clustering algorithm. In this book, we use the K order algorithm. Its
principle is to minimize the clustering performance, i.e., let the sum of the squares
of the distance between the sample points to the center of the class minimum.

The steps of the K order mean algorithm here are given as:

(1) Randomly select K data as clustering centers
(2) According to the similarity distance formula, each of the data in the dataset is

assigned to its nearest cluster
(3) Calculate the new clustering center
(4) If the clustering center does not change, the algorithm ends. Otherwise, jump

to step (2).

After clustering the sample, we can calculate the radius rj of the basis function.

rj ¼ 1
Nj

ðXP � cjÞTðXP � cjÞ ð6:19Þ

Among them, Nj is the number of samples in the cluster, and XP is the training
sample.

Step 2: Training, i.e., determine the connection weights of the hidden layer to
the output layer. The book will have an adaptive mechanism for the gradient
descent method applied to the RBFNN parameter adjustment. The error function is
defined as:

JðkÞ ¼ 1
2
ðYðkÞ � yðW ; kÞÞ2 ð6:20Þ

where JðkÞ is the error function, YðkÞ is the expected output, and YðW ; kÞ repre-
sents the actual output of the network.

Therefore, an adaptive adjustment algorithm for the weighted matrix of the
hidden layer to output layer is obtained:

Wðkþ 1Þ ¼ WðkÞþ lðkÞ � @JðWÞ
@W

� 	



W¼WðkÞ þ aðkÞðWðkÞ �Wðk � 1ÞÞ ð6:21Þ
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The adjustment algorithm for the matrix of the hidden layer centers is:

Cðkþ 1Þ ¼ CðkÞþ lðkÞ � @JðCÞ
@C

� 	



C¼CðkÞ þ aðkÞðCðkÞ � Cðk � 1ÞÞ ð6:22Þ

The adjustment algorithm for the hidden layer radius matrix is given as:

rðkþ 1Þ ¼ rðkÞþ lðkÞ � @JðrÞ
@r

� 	



r¼rðkÞ:þ aðkÞðrðkÞ � rðk � 1ÞÞ ð6:23Þ

Among them, lðkÞ is the learning rate, aðkÞ is the momentum term, which uses
the results of previous adjustment to influence the amount of adjustment, thus
speeding up the process of correction. When the previous adjustment was over-
shooted, the momentum term will be opposite to the error of the adjustment. The
actual adjustment amount will be reduced and the oscillation will be avoided. While
the previous adjustment amount is owed, the actual adjustment amount will
increase. The role of aðkÞ is to make the network changes tend to be stable, in order
to facilitate the convergence of the network as soon as possible.

Calculation method for learning rate lðkÞ is:

WhenDJ\0; lðkÞ ¼ /lðk � 1Þ; /[ 1 ð6:24Þ

WhenDJ[ 0; lðkÞ ¼ blðk � 1Þ; b\1 ð6:25Þ

where / and b are constants, DJ ¼ JðkÞ � Jðk � 1Þ.
In the BP network, if the learning rate is too small, the network parameters will

change slowly, and the convergence is also slow. If it is too large, it can accelerate
the learning speed; however, it may lead to the continuous oscillation near the point
of stability. So the learning rate is usually chosen a fixed value based on experience.
When the change of total error is reduced ðDJ\0Þ, the training error curve is flat.
Then the learning rate should be multiplied by a constant, which is more than 1. So
the step size increases, the number of iterations reduces, and falling into local
minimum point is avoided. When the change of total error is increased ðDJ\0Þ,
which means that the training of the error curve changes sharply in the region, the
learning rate should be multiplied by a number of less than 1. It is conducive to
shorten the step size, so that the error decreases.

After the establishment of the RBFNN, the sample data are trained, which makes
the error of the network forecast is lower than the predetermined threshold.

Combined with the training of the RBFNN, and then according to the iterative
method shown in Fig. 6.16, we can get the algorithm flow of quantitative analysis
of defects:

Randomly set a defect feature, which is called xð0Þ;
During the kth cycle, the input xðkÞ is trained by the RBFNN, to get a prediction

of the magnetic leakage field signal yðkÞ ¼ FðxðkÞÞ;
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Calculating the sum of error square:

EðkÞ ¼ 1
2

d � yðkÞk k2 ð6:26Þ

Calculating the gradient value of EðkÞ to xðkÞ, that is @EðkÞ
@xðkÞ ;

Update x

xðkþ 1Þ ¼ xðkÞþ g � @EðkÞ
@xðkÞ

� 	
ð6:27Þ

where η is the learning rate of the iterative process.
If EðkÞ� e, go to the second step;
Until EðkÞ\e, exit from cycle.
Among them, the defect is characterized as xi, the corresponding neural network

calculation result is yi, the expected output is di, and the sum of the error square is
given as follows:

E ¼ 1
2

XM
l¼1

ðdl � ylÞ2 ð6:28Þ

There is:

yi ¼ FðxiÞ ¼
XH
j¼1

wlj exp
xi � cj
�� ��2

2r2j

 !
ð6:29Þ

So, the gradient of E to xi is given as:

@EðxÞ
@xi

¼ �
XM
l¼1

ðdl � ylÞ � 1
r2j

XH
j¼1

wljðxi � cjiÞ � exp � x� cj
�� ��2

2r2j

 ! !" #
; i ¼ 1; 2; . . .;N ð6:30Þ

Take the quantitative analysis of the circumferential width of the defect to verify
the validity of the proposed method. In a three-dimensional finite element model of
pipeline inspection, the depth of 30, 50, 80 % pipe wall thickness, the width of
1, 1.5, 2, 3, 3.5, 4, 4.5, 5, 5.5 times of the wall thickness, and the length of 1, 2, 3, 4,
5 times of the wall thickness of a total of 150 defects were calculated. Take 120
defect characteristics and simulation results data as a training sample to the
RBFNN, the remaining 30 defect data were as a test set; that is, there is no
duplication between the training samples and the test set. Other parameters required
are: the diameter of the pipe is 1016 mm, the wall thickness of the pipe is 14.6 mm,
and the lift off of the probe is 4 mm. And the defect width W is closely related to the
circumferential width LZ and the wave peak and valley value of the defect leakage
field circumferential waveform YZP-P. As a result, the W is used as the input of the
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RBFNN, and the LZ and YZP-P are used as the output of the network to train the
RBFNN. In Fig. 6.18, the change of the learning error of the BP based on the
Sigmoid function and RBFNN is compared, and the target error is 0.001.

In Fig. 6.18, we can know that adaptive learning method of RBFNN achieves the
target error after the 221st training and Sigmoid function of the ordinary BP net-
work need to go through 572nd training to achieve the target error. The latter is
significantly slower than the former.

6.4.3 Defect Quantification Method Based
on Three-Dimensional Finite Element
Neural Network

The iterative method based on radial basis function neural network used closed-
loop structure to reduce the dependence of the statistical sample. However, it is still
required to use uniform and standardized defect samples in the training process, so
the dependence is not eliminated.

To solve this problem, a new iterative method based on 3D finite element
method is proposed, which is embedding the finite element computation into the
neural network structure, and the neural network is used as the normal problem-
solving model in the iterative method.

6.4.3.1 Discretization Principle of Finite Element Method

The typical boundary value problem can be defined using the differential equation
of the available area Ω and the boundary conditions of the surrounding area. The
differential equations can be expressed as follows:

Fig. 6.18 Convergence of
learning error of two neural
networks
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L~/ ¼~f ð6:31Þ

where L represents a differential operator,~f represents an incentive or an imposed

function, and ~/ is the variable to be found.
Although the above boundary value problem can be solved by analytical

method, only a few cases can be resolved. In order to overcome this difficulty, we
can use the numerical method to solve the boundary value problem, and the most
common method is the finite element method. The finite element method is a
variational method, which means that the boundary value problem is represented by
a variational expression (i.e., a functional). The minimum value of the function is
corresponding to the control differential equation under the given boundary con-
ditions. The approximate solution can be obtained by solving the minimum value of
the function. Functional expressions correspond to the formula (6.31):

Fð~/Þ ¼ 1
2

L~/; ~/
D E

� 1
2

~/; f
D E

� 1
2

f ; ~/
D E

ð6:32Þ

where ~/ represents the testing function. The solution of differential equation is
obtained by solving the minimum value of the function to ~/. It is a very important
step in finite element analysis to find out the testing function which can express or
approximate the real solution in the whole solution domain. However, for many
problems, this step is very difficult, especially for two- and three-dimensional
problems. To overcome this difficulty, the entire region can be divided into several
small subdomains (units), and the testing functions are defined in each subdomain.
In the case of unit e, the following expressions ~/

e
can be obtained:

~/e ¼
Xn
j¼1

Ne
j /

e
j ¼ Negf T /egf ¼ /egf T Negf ð6:33Þ

where ~/
e
represents the pending variables in the unit e, n represents the number of

nodes in the unit e, ~/
e
j represents value / of node j in the unit, Ne

j is a basis function
(also known as interpolation function or expansion function) that is associated with
the node j in the unit e. The important feature of Ne

j is that it is not zero in the unit e,
and it is zero outside the unit. Thus, the formula (6.32) can be expressed as follows:

Fð~/Þ ¼
XM
e¼1

Feð~/eÞ ð6:34Þ

where Feð~/eÞ represents the functional value in unit e, M is the number of all the
units in the solving region. According to formula (6.32), we can get:
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Feð~/eÞ ¼ 1
2

Z
Xe

~/
e
L~/

e
dX �

Z
Xe

f ~/
e
dX ð6:35Þ

Substituting (6.33) into (6.35), we can get:

Feð~/eÞ ¼ 1
2

/ef gT
Z
Xe

Negf L Negf TdX /ef g� /ef gT
Z
Xe

f Negf dX ð6:36Þ

where � � �f gT represents the transpose matrix.
(6.36) can be written in matrix as:

Feð~/eÞ ¼ 1
2

/ef gT½Ke� /ef g � /ef gT bef g ð6:37Þ

where ½Ke� is a n� n matrix, bef g is a n� 1 column vector. Their elements are:

Ke
ij ¼

Z
Xe

Ne
i LN

e
j dX

bei ¼
Z
Xe

fNe
i dX

ð6:38Þ

Since L is self adjoint, the element matrix ½Ke� is symmetric. Substituting (6.38)
into (6.34), we can get:

Fð~/Þ ¼
XM
e¼1

1
2

/ef gT½Ke� /ef g � /ef gT bef g
� 	

ð6:39Þ

By summing and computing, and then the use of the global encoding, (6.39) can
be written as:

F ¼ 1
2
f/gT½K�f/g � f/gTfbg ð6:40Þ

where ½K� is a N � N symmetric matrix, N is the number of unknown variables or
nodes, /gf is N � 1 unknown vector whose elements are the expansion coefficients
of unknown variables, {b} is N � 1 known vector. Let the partial derivative of F to
/i is zero, get:

@F
@/i

¼ 1
2

XN
j¼1

ðKij þKjiÞ/j � bi ¼ 0 i ¼ 1; 2; 3; . . .;N ð6:41Þ
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Because ½K� is symmetrical, the formula is changed to:

@F
@/i

¼
XN
j¼1

Kij/j � bi ¼ 0 i ¼ 1; 2; 3; . . .;N ð6:42Þ

Or written in matrix form as:

½K�f/g ¼ fbg ð6:43Þ

The boundary conditions for the problem are usually of two forms: One is the
Dirichlet boundary conditions, i.e., given boundary value / and the other is
homogeneous Norman boundary condition, also called natural boundary condition;
that is, the normal derivative of the boundary is zero. The first boundary conditions
are necessary and must be imposed in the calculation. Second kinds of boundary
conditions are usually met in the process of solving. In the finite element calcu-
lation, the boundary conditions can be satisfied by deleting rows and columns
corresponding to the boundary nodes in the K matrix and the b vector.

6.4.3.2 Finite Element Neural Network

The discretization of the finite element method shows that the [K] matrix and the
{b} vector are the keys to the solution, while the [K] matrix can be decomposed into
the neural network. This indicates the direction of establishing the finite element
neural network.

Take a simple two-dimensional problem as an example:

�r � ðar/Þþ b/ ¼ f ð6:44Þ

Its boundary condition is: on the boundary C1, / ¼ p; on the boundary C2,
ar/ � n̂þ r/ ¼ q. Where a; b are the coefficients related to the material properties.
f is an external source. n̂ is the external normal vector. r; q; p are parameters related
to the boundary.

Assuming that the solution region is divided into two units, a total of four nodes,
as shown in Fig. 6.19, then the element matrix Ke and be can be expressed as:

Ke
ij ¼

Z
Xe

ðarNe
i � rNe

i þ bNe
i N

e
j ÞdX

bei ¼
Z
Xe

fNe
i dX

ð6:45Þ

The global matrix can be obtained by merging the two element matrices. So we
need a set of integers for the unit encoding. Also, in order to identify the nodes at
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the vertex of the unit, the other group of integers is required to give the node
encoding. Because each element is associated with several nodes, a node, in
addition to its position in the model, is also in the position of the corresponding
element. This position can be used as integer encoding or part encoding. Global
encoding shows the location of the node in the entire model.

In order to link these three kinds of encoding, an integer array or an array of
contacts can be introduced. It is expressed as nði; eÞ, where i ¼ 1; 2; 3,
e ¼ 1; 2; 3; . . .;M. M represents the number of units. In an array of contacts,
i means the local encoding of the node, e is the unit encoding, and nði; eÞ is the
global encoding of the node. In this way, the array contains all the information
about the unit and the node encoding.

As shown in Fig. 6.19, the array nði; eÞ can be set up in the solution area as
shown in Table 6.1.

Using the connection information in Table 6.1, we can combine the unit matrix
to establish the global matrix K. Taking node 2 as an example, because the node 2 is
the second node of unit 1 and the third node of unit 2, respectively, the elements K1

22

and K2
33 in the unit matrix can be merged to obtain K22 ¼ K1

22 þK2
33. For all four

nodes to perform this operation, we can get:

K ¼

K1
11 K1

12 K1
13 0

K1
21 K1

22 þK2
33 K1

23 þK2
32 K2

31

K1
31 K1

32 þK2
23 K1

33 þK2
22 K2

21

0 K2
13 K2

12 K2
11

0
BBBBB@

1
CCCCCA

ð6:46Þ

1
3

2

4

Element 1

Element 2

Fig. 6.19 Grid partition for
the solution area

Table 6.1 Local and global
encoding in the unit nodes

e n(1, e) n(2, e) n(3, e)

1 1 2 3

2 4 3 2
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The vector b can be obtained by the combination of the elements:

b ¼

b11
b12 þ b23
b13 þ b22

b21

0
BBB@

1
CCCA ð6:47Þ

In order to transform the finite element model into neural networks, it is
necessary to decompose Ke

ij into two components: one component depends on the
material properties a; b, the other is independent of the material. According to this
idea, (6.45) can be transformed into:

Ke
ij ¼

Z
Xe

ðarNe
i � rNe

i þ bNe
i N

e
j ÞdX ¼ aSeij þ bTe

ij ð6:48Þ

there into

Seij ¼
Z
Xe

rNe
i � rNe

i dX

Te
ij ¼

Z
Xe

Ne
i N

e
j dX

ð6:49Þ

On this basis, the finite element model can be transformed into a neural network,
that is, the finite element neural network (FENN). Its structure is shown in
Fig. 6.20.

By Fig. 6.20, the finite element neural network contains three layers: input layer,
output layer, and hidden layer. The input layer consists of two sets of neurons.

Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ

Σ Σ Σ Σ
φ φ φ φ

1
1w

2
1w

1
3w

2
3w

1α 2α 1β 2β

b1 b2 b3 b4

Fig. 6.20 The structure of the finite element neural network
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One group of each unit uses a as the input, and the other group uses b as input. The
hidden layer contains 16 neurons, and four of them constitute a group. Each neuron
in the hidden layer acts as a collection point, and the output is the element Kij of the
global matrix K. Its expression is given as:

Kij ¼
X2
e¼1

ðaewe
ij þ beg

e
ijÞ ð6:50Þ

The output of the hidden layer neurons in each group is a row vector corre-
sponding to a node in the K matrix. The weights between the input layer and the
hidden layer are set as the corresponding values of S and T, and the relationship
between we

ij, g
e
ij and T, S is: If i and j belong to one node, then we

ij ¼ Seij; otherwise,
we
ij ¼ 0. If i and j belong to one node, then geij ¼ Te

ij; otherwise, g
e
ij ¼ 0.

Each of the hidden neurons is connected to an output neuron through a set of
weights φ. Each element of φ corresponds to the node value /j. Each output neuron
is also a collection point, and the output value is bi:

bi ¼
X4
j¼1

Kij/j ¼
X4
j¼1

/jðaewe
ij þ beg

e
ijÞ ð6:51Þ

By the above transformation, the finite element model of the solution can be
transformed into the form of neural network. To get a solution to the unknown
quantity, the boundary conditions must also be considered.

According to the variational principle of finite element method, the natural
boundary conditions can be satisfied by adding an additional term Fbð/Þ to the
functional. It can be expressed as follows:

Fbð/Þ ¼
Z
C2

r
2
/2 � q/

� �
dC ð6:52Þ

Here, the subscript b indicates the boundary. Assuming that Ms line segments are
included in C2, then Fbð/Þ can be expressed as a discrete form:

Fbð/Þ ¼
XMs

s¼1

Fe
bð/sÞ ð6:53Þ

where Fe
bð/sÞ represents the integral on the line s. The unknown function / within

each segment can be approximated as:

/s ¼
X2
j¼1

Ns
j/

s
j ð6:54Þ
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where N is the basis function defined in the unit s, the expression is:

Ns
1 ¼ 1� n;Ns

2 ¼ n ð6:55Þ

where n is the normalized distance between the node 1 and the node 2. In particular,
in the node 1, n ¼ 0. In the node 2, n ¼ 1. Between the two nodes, it changes
linearly. Then you can get:

@Fs
b

@/s
j

)(
¼ ½Ks�f/sg � fbsg ð6:56Þ

Thereby,

Ks
ij ¼

Z1

0

rNs
i N

s
j l
sdn i; j ¼ 1; 2

bsi ¼
Z1

0

qNs
i l
sdn i ¼ 1; 2

/s ¼ ½/s
1;/

s
2�T

ð6:57Þ

If r and q are constant in each line segment, and they are expressed as rs and qs,
respectively. So we can find the solution by using the analytic method:

Ks
ij ¼ rs

ls

6
ð1þ dijÞ

bsi ¼ qs
ls

2

ð6:58Þ

In order to take Fb into account the global equation, we can get:

@F
@/


 �
¼
XM
e¼1

@Fe

@/e

�

þ
XMs

s¼1

@Fs
b

@/s

�


¼
XM
e¼1

ð½Ke�f/eg � fbegÞþ
XMs

s¼1

ð½Ks�f/sg � fbsgÞ

¼ f0g

ð6:59Þ

The formula can be simplified to:

@F
@/

¼ ðK/� bÞþ ðKs/s � bsÞ ¼ 0 ð6:60Þ
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In order to expand the vector and matrix, it is clear that an array, linked to the
global encoding of the line segment and the associated node, is needed. This array
can be used nsði; sÞði ¼ 1; 2; 3; s ¼ 1; 2; 3; . . .;MsÞ to express. It has a similar effect
on the contact array nði; eÞ discussed earlier. Specifically, the value of nsði; sÞ rep-
resents the global encoding of the i node on the s line segment. Then, add every Ks

ij to
Knsði;sÞ;nsðj;sÞ and add bsi to bnsði;sÞ. From the above derivation, we can see that ½Ks� and
bsgf do not rely on the characteristics of the material, that is unrelated to a and b.

This indicates that the natural boundary conditions can be used as the boundary of
the hidden layer nodes and the corresponding output layer nodes of the bias input.

6.4.3.3 From One Dimension to Three Dimension

The method of constructing the finite element network and satisfying the boundary
conditions is analyzed. However, the example is a two-dimensional problem. The
actual quantifying problem of the magnetic flux leakage testing needs to use a
three-dimensional model. Therefore, it is necessary to build up a three-dimensional
finite element neural network to study the finite element neural network. For the
finite element network, the key lies in the solution of w and g matrix, that is, the
calculation of the weights between the input layer and the hidden layer. To obtain
the elements of the two matrices, the value and the analytical expression of the
interpolation function are needed. Taking one-dimensional problem as an example,
the usual practice is to set the variable / to make a linear change in each subdomain
(that is each line), and thus getting the corresponding interpolation function

Ne
1ðxÞ ¼

xe2 � x
le

;Ne
1ðxÞ ¼

x� xe1
le

; le ¼ xe2 � xe1 ð6:61Þ

And the following are given as:

Ne
j ðxei Þ ¼ dij ¼

1; i ¼ j

0; i 6¼ j

(
ð6:62Þ

For two-dimensional problems, the solution region is divided into n linear tri-
angular elements, and then, the unknown function / can be expressed as the form
of a + bx + cy. The corresponding interpolation function can be obtained by solving
the equations set up to the three vertices:

Ne
j ðx; yÞ ¼

1
2De ðaej þ bej xþ cej yÞ; j ¼ 1; 2; 3

ae1 ¼ xe2y
e
3 � ye2x

e
3; be1 ¼ ye2 � ye3; ce1 ¼ xe3 � xe2;

ae2 ¼ xe3y
e
1 � ye3x

e
1; be2 ¼ ye3 � ye1; ce2 ¼ xe1 � xe3;

ae3 ¼ xe1y
e
2 � ye1x

e
2; be3 ¼ ye1 � ye2; ce3 ¼ xe2 � xe1;

ð6:63Þ
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In (6.63),

De ¼ 1
2

1 xe1 ye1
1 xe2 ye2
1 xe3 ye3














 ¼

1
2
ðbe1ce2 � be2c

e
1Þ ð6:64Þ

So as to get the value of the interpolation function:

Ne
j ðxei ; yej Þ ¼ dij ¼

1; i ¼ j

0; i 6¼ j

(
ð6:65Þ

where xej and yej ðj ¼ 1; 2; 3Þ represent the coordinates of the vertices.
For the three-dimensional problems, the solution region is divided into n linear

tetrahedral elements, as shown in Fig. 6.21.
The unknown function / within each region can be approximated as:

/eðx; y; zÞ ¼ ae þ bexþ ceyþ dez ð6:66Þ

The four vertices of the unit are imposed on (6.66), and the equations are solved
simultaneously. ae; be; ce; de can be obtained accordingly. If the value of / on the j
node is assigned as /e

j , we can get it:

/e
1ðx; y; zÞ ¼ ae þ bexe1 þ ceye1 þ deze1

/e
2ðx; y; zÞ ¼ ae þ bexe2 þ ceye2 þ deze2

/e
3ðx; y; zÞ ¼ ae þ bexe3 þ ceye3 þ deze3

/e
4ðx; y; zÞ ¼ ae þ bexe4 þ ceye4 þ deze4

ð6:67Þ

0 x

yz

4

3

2

1

Fig. 6.21 The unit of linear
tetrahedral element
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From (6.67), we can obtain:

ae ¼ 1
6Ve

/e
1 /e

2 /e
3 /e

4

xe1 xe2 xe3 xe4
ye1 ye2 ye3 ye4
ze1 ze2 ze3 ze4






















¼ 1

6Ve
ðae1/e

1 þ ae2/
e
2 þ ae3/

e
3 þ ae4/

e
4Þ

be ¼ 1
6Ve

1 1 1 1

/e
1 /e

2 /e
3 /e

4

ye1 ye2 ye3 ye4
ze1 ze2 ze3 ze4






















¼ 1

6Ve
ðbe1/e

1 þ be2/
e
2 þ be3/

e
3 þ be4/

e
4Þ

ce ¼ 1
6Ve

1 1 1 1

xe1 xe2 xe3 xe4
/e
1 /e

2 /e
3 /e

4

ze1 ze2 ze3 ze4






















¼ 1

6Ve
ðce1/e

1 þ ce2/
e
2 þ ce3/

e
3 þ ce4/

e
4Þ

de ¼ 1
6Ve

1 1 1 1

xe1 xe2 xe3 xe4
ye1 ye2 ye3 ye4
/e
1 /e

2 /e
3 /e

4






















¼ 1

6Ve
ðde1/e

1 þ de2/
e
2 þ de3/

e
3 þ de4/

e
4Þ

ð6:68Þ

Thereby:

Ve ¼ 1
6

1 1 1 1
xe1 xe2 xe3 xe4
ye1 ye2 ye3 ye4
ze1 ze2 ze3 ze4




















¼ Elementary volume ð6:69Þ

If the expressions of ae; be; ce; de are replaced in (6.38), we can get:

/eðx; y; zÞ ¼
X4
j¼1

Ne
j ðx; y; zÞ/e

j

Ne
j ðx; y; zÞ ¼

1
6Ve ðaej þ bej xþ cej yþ dej zÞ ¼ dij

1; i ¼ j

0; i 6¼ j

( ð6:70Þ

By the expression and value of the above-mentioned interpolation function, the
elements of w and g matrix of FENN can be obtained, and the construction of 3D
FENN is realized.

A two-dimensional example of the FENN construction method is introduced in
the front section. For a general case, the FENN construction can be set up according
to the way shown in Fig. 6.22. It is assumed that the finite element mesh structure
built in advance has M elements, N nodes, and the characteristic parameters of each
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element are a and b. Then the input layer of the neural network structure contains
2M neurons, namely M number of a and M number of b. They are then multiplied
by the weight matrix element we

ij; g
e
ij as the input of the hidden layer. The hidden

layer contains N2 neurons, N neurons consist a group, and the output of each group
is a row vector of K matrix. The output bi of the hidden layer is then multiplied by
the value / of the corresponding node. The output layer has N neurons, repre-
senting the value bi of the N nodes.

6.4.3.4 Solving Positive and Inverse Problems Using FENN

The essence of the FENN solution of the direct problem is seeking the weights / of
the FENN hidden layer to the output layer at the condition of material parameters
and excitation source. Steps are as follows:

(1) A finite element mesh is built, which includes M elements and N nodes. The
material parameters ai and bi of each unit are added into the input neurons to
calculate the output of each neuron. Any natural boundary conditions are used
as the input of the hidden layer neuron. According to the Dirichlet boundary
condition, some weights can be fixed. For all free weights, the initial values
are randomly selected. Set the weight of t cycle as /ðtÞ.

(2) The output of the neural network in the t cycle is given as:

b̂iðtÞ ¼
XN
j¼1

Kij/jðtÞ; t ¼ 1; 2; . . .;N ð6:71Þ

Fig. 6.22 The FENN construction method in general
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(3) to calculate the error of the output of the neural network:

E ¼ 1
2

b� b̂ðtÞ�� �� ¼ 1
2

XN
i¼1

ðb� b̂ðtÞÞ2 ¼ 1
2

XN
i¼1

EiðtÞ2 ð6:72Þ

(4) the gradient value of the error relative to the free hidden layer weight is
calculated as:

@EðtÞ
@/j

¼ �
XN
i¼1

EiðtÞKij ð6:73Þ

(5) using gradient descent method to update the free weights:

/jðtþ 1Þ ¼ /jðtÞþ g � @EðtÞ
@/j

 !
ð6:74Þ

where g is the learning rate, which can be chosen as a suitable value according to
the experience.

(6) repeat steps 2 to 5 until the output error is less than a predetermined threshold.

FENN can also be used to solve the inverse problem, that is, known the mea-
sured value / and the external excitation source b, to solve the material parameters
a and b. Specific algorithms are as follows:

(1) randomly set the initial value of the material parameters a and b. aðtÞ and bðtÞ
represent material parameter values in the t cycle. The weights between the
hidden layer and the output layer are fixed as /.

(2) in the tth cycle, the output of the network will be calculated by the input of
aðtÞ and bðtÞ.

b̂iðtÞ ¼
XN
j¼1

Kij/jðtÞ; t ¼ 1; 2; . . .;N ð6:75Þ

(3) to calculate the error of the output of the neural network:

E ¼ 1
2

b� b̂ðtÞ�� �� ¼ 1
2

XN
i¼1

ðb� b̂ðtÞÞ2 ¼ 1
2

XN
i¼1

EiðtÞ2 ð6:76Þ
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(4) to calculate the gradient value of the error relative to aðtÞ and bðtÞ:

@EðtÞ
@ae

¼ �
XN
i¼1

Ei

XN
j¼1

/jw
e
ij

 !

@EðtÞ
@be

¼ �
XN
i¼1

Ei

XN
j¼1

/jg
e
ij

 ! ð6:77Þ

(5) using gradient descent method to update aðtÞ and bðtÞ:

aeðtþ 1Þ ¼ aeðtÞþ g � @EðtÞ
@ae

� 	

beðtþ 1Þ ¼ beðtÞþ g � @EðtÞ
@be

� 	 ð6:78Þ

(6) repeat steps 2 to 5 until convergence is reached; that is, the output error is less
than a predetermined threshold.

The method of solving the positive and inverse problems with FENN is given
above. In the problem of the quantitative detection of defects, the problem is that
the shape parameters (i.e., the a and b) and the external magnetic field strength are
known, and the distribution of the magnetic flux leakage (i.e., the weight /) is
solved. The inverse problem is that the external excitation source and the distri-
bution of the magnetic leakage induction intensity are known, and the shape
parameters of the defect are solved. Combined with the iterative method, the
3D-FENN is used as the positive problem model, and the iterative method based on
3D-FENN can be obtained.

This method has the characteristics of finite element calculation that is based on
the Maxwell equation, considering the material nonlinearity, so it has high accu-
racy. And it has the characteristics of neural network, based on parallel computing,
so the speed is fast. At the same time, it can also enhance the approximation ability
by the feedback structure with iterative method.
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