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Preface

The last fifteen years opened a new era for semigroup theory with the emphasis on
applications of abstract results, often unexpected and often far away from tradi-
tional ones. The aim of the conference held in Herrnhut in June 2013 was to bring
together prominent experts around modern semigroup theory, harmonic analysis,
complex analysis and mathematical physics, and to show a lively interplay be-
tween all of those areas and even beyond them. In addition, the meeting honoured
the sixtieth anniversary of Prof C.J.K. Batty, whose scientific achievements are an
impressive illustration of the conference goal.

The present conference proceedings provide an opportunity to see the power
of abstract methods and techniques dealing successfully with a number of ap-
plications stemming from classical analysis and mathematical physics. The sam-
ple of diverse topics treated by the proceedings include partial differential equa-
tions, martingale and Hilbert transforms, Banach and von Neumann algebras,
Schrödinger operators, maximal regularity and Fourier multipliers, interpolation,
operator-theoretical problems (concerning generation, perturbation and dilation,
for example), and various qualitative and quantitative Tauberian theorems with
an accent on transfinite induction and magics of Cantor.

The organizers express their sincere gratitude to Volkswagenstiftung for their
generous support of the Herrnhut conference and to Thomas Hempfling of Birk-
häuser for the enjoyable cooperation.

Ulm, Dresden and Warsaw, December 2014
Wolfgang Arendt, Ralph Chill, Yuri Tomilov
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Polynomial Internal and External Stability
of Well-posed Linear Systems

El Mustapha Ait Benhassi, Said Boulite, Lahcen Maniar
and Roland Schnaubelt

Abstract. We introduce polynomial stabilizability and detectability of well-
posed systems in the sense that a feedback produces a polynomially stable
C0-semigroup. Using these concepts, the polynomial stability of the given
C0-semigroup governing the state equation can be characterized via polyno-
mial bounds on the transfer function. We further give sufficient conditions for
polynomial stabilizability and detectability in terms of decompositions into
a polynomial stable and an observable part. Our approach relies on a recent
characterization of polynomially stable C0-semigroups on a Hilbert space by
resolvent estimates.

Mathematics Subject Classification (2010). Primary: 93D25. Secondary: 47A55,
47D06, 93C25, 93D15.

Keywords. Internal and external stability, polynomial stability, transfer func-
tion, stabilizability, detectability, well-posed systems.

1. Introduction

Weakly damped or weakly coupled linear wave type equations often have polyno-
mially decaying classical solutions without being exponentially stable, see, e.g., [1],
[2], [4], [5], [8], [15], [16], [17], [18], [23], and the references therein. In these con-
tributions various methods have been used, partly based on resolvent estimates.
Recently this spectral theory has been completed for the case of bounded semi-
groups T (·) in a Hilbert space with generator A. Here one can now characterize the
‘polynomial stability’ ‖T (t)(I −A)−1‖ ≤ ct−1/α, t ≥ 1, of T (·) by the polynomial
bound ‖R(iτ, A)‖ ≤ c|τ |α, |τ | ≥ 1, on the resolvent of A. These results are due to
Borichev and Tomilov in [7] and to Batty and Duyckaerts in [6], see also [5], [15]
and [17] for earlier contributions. We describe this theory in the next section. In a

This work is part of a cooperation project supported by DFG (Germany) and CNRST (Morocco).

c© Springer International Publishing Switzerland 2015
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polynomial stable system the spectrum of the generator may approach the imagi-
nary axis as Imλ→ ±∞. This already indicates that this concept is more subtle
than exponential stability. For instance, so far robustness results for polynomial
stability are restricted to small regularizing perturbations, see [19].

At least for bounded semigroups in a Hilbert space one has now a solid
background which can be used in other areas such as control theory. In the context
of observability this was already done in [11] (based on [5] at that time). In this
paper we start an investigation of polynomial stabilizability and detectability.

Stabilizability is one of the basic concepts and topics of linear systems theory.
Let the state system be governed by a generator A on the state Hilbert space X ,
and let Y and U be the observation and the control Hilbert spaces, respectively.
For a moment, we simply consider bounded control and observation operators and
feedbacks. For a bounded control operator B : U −→ X we obtain the system

x′(t) = Ax(t) +Bu(t), t ≥ 0, x(0) = x0, (1.1)

with the control u ∈ L2loc(R+, U), the initial state x0 ∈ X and the state x(t) ∈ X
at time t ≥ 0. This system is exponentially stabilizable if one can find a (bounded)
feedback F : X −→ U such that the C0-semigroup TBF (·) solving the closed-loop
system

x′(t) = Ax(t) +BFx(t), t ≥ 0, x(0) = x0, (1.2)

is exponentially stable. Observe that A+BF generates TBF (·).
For the dual concept of exponential detectability, one starts with a generator

A and a bounded observation operator C : X −→ Y . The output of this system
is y = CT (·)x0. One then looks for a (bounded) feedback H : Y −→ X such that
the C0-semigroup THC(·) generated by A+HC becomes exponentially stable.

In our paper we allow for unbounded observation operators C defined on
D(A) and control operators B mapping into the larger space X−1 = D(A∗)∗,
where the domains are equipped with the respective graph norm. Here one has to
assume that the output map x0 �→ y and the input map u �→ x(t) are continuous.
Such systems are called admissible, see the next section for a precise definition
and further information. The monograph [24] investigates these notions in detail.
In this framework one can in particular treat boundary control and observation of
partial differential equations.

In order to use the full system (A,B,C), one also has to assume the bound-
edness of the input-output map u �→ y. This leads to the concept of a well-posed
system, which was introduced by G. Weiss and others, see Section 2, the recent
survey [25], and, e.g., [22], [27], [28]. In well-posed systems, the Laplace transform
of the input-output map gives the transfer function of the system, which plays
an important role in the present paper. For well-posed systems, it becomes more
difficult to determine the generators of the feedback systems, cf. [28]. However, in
our arguments we can avoid to use a precise description of these operators. For
well-posed systems exponential stabilizability and detectability was discussed in
many papers, see, e.g., [9], [12], [13], [20], [21], [29], and the references therein.
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In this paper we will weaken the exponential stability of the feedback sys-
tem in the above concepts to polynomial stability. Here the feedback systems are
described by equations for the resolvents of the generators of given and the feed-
back semigroup which are coupled via a perturbation term involving the feedback,
see Definitions 3.1 and 3.1. In the study of the resulting concepts of polynomial
stabilizability and detectability we pursue two main questions, also treated in the
above papers.

We show that a system possesses these properties if it can be decomposed
into a polynomial stable and an observable part, see Theorem 4.6 and 4.7. In the
exponential case, such results are often called pole-assignment if the stable part
has a finite-dimensional complement. Actually one can derive exponential stabi-
lizability from much weaker concepts (optimizability or the finite cost condition),
see [9] or [29]. So far it is not clear whether such implications hold for the natural
analogues of these concepts to the polynomial setting. Moreover, it is known that
optimizability can be characterized by decompositions as above if the resolvent
set of the generator contains a strip around iR, see [12] or [21]. In the polynomial
setting one here has to fight against the fact that the spectrum may approach the
imaginary axis at infinity. So far we only have partial results in this context, not
treated below.

The main part of our results is devoted to the relationship between poly-
nomial stability of the given semigroup and polynomial estimates on the trans-
fer function of the system. It is known that A generates an exponentially stable
semigroup if (and only if) the system (A,B,C) is exponential stabilizable and
detectable and its transfer function is bounded on the right half-plane, see [20]
and also [29] for an extension to the concepts of optimizability and estimatibil-
ity. (Note that the ‘only if’ implication is easily shown with 0 feedbacks.) The
boundedness of the transfer function is called external stability. In Theorem 4.3
we extend these results to our setting, thus requiring polynomial stabilizability
and detectability and that the transfer function grows at most polynomially as
| Imλ| → ∞. (The latter condition may be called polynomial external stability.) If
the involved semigroups are bounded, we then obtain polynomial stability of the
order one expects, i.e., the sum of the orders in the assumption. The proofs are
based on various estimates and manipulations of formulas connecting resolvents,
the transfer functions and their variants. We further use the results polynomial
stability from [6] and [7] mentioned above.

If the given semigroup is not known to be bounded, then the available the-
ory on polynomial stability does not give the above-indicated convergence order.
However, in applications one can often check the boundedness of a semigroup by
the dissipativity of its generator, possibly for an equivalent norm. Similarly one
can characterize well-posed systems with energy dissipation (so-called scattering
passive systems), see, e.g., [22]. Besides the given semigroup, here also the trans-
fer function is contractive which leads to an improvement of our main result for
scattering passive systems, see Corollary 4.4. In general, not much is known on
the preservation of boundedness under perturbations. In Theorem 5 of the recent
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paper [19] one finds a result which requires smallness of the perturbations as maps
into spaces between D(A) and X . In Proposition 4.5 we show the boundedness in
the framework of the present paper. Our approach is based on a characterization
of bounded semigroups in terms of L2-norms of the resolvents of A and A∗ due to
[10], see Proposition 2.4.

In the next section we discuss the background on polynomial stability and
well-posed systems. In Section 3 we introduce polynomial stabilizability and de-
tectability and establish several basic estimates. The last section contains our main
results on external polynomial stability and on sufficient criteria for polynomial
stabilizability and detectability.

2. Polynomial stability and well-posed systems

We first discuss polynomially stable semigroups. Throughout T (·) denotes a C0-
semigroup on a Banach space X with generator A. There are numbers � ∈ R and
M ≥ 1 such that ‖T (t)‖ ≤ Me�t for all t ≥ 0. The infimum of these numbers �
is denoted by ω0(A). The semigroup is called bounded if ‖T (t)‖ ≤M for all t ≥ 0.

We fix some ω > ω0(A). It is well known that then the fractional powers
(ω − A)β exist for β ∈ R. They are bounded operators for β ≤ 0 and closed ones
for β > 0. The domain Xβ of (ω −A)β for β > 0 is endowed with the norm given
by ‖x‖β = ‖(ω−A)βx‖. The fractional powers satisfy the power law and coincide
with usual powers for β ∈ Z. In particular, (ω − A)−β is the inverse of (ω − A)β
for all β ∈ R. We next recall a definition from [5].

Definition 2.1. A C0-semigroup T (·) is called polynomially stable (of order α > 0)
if there is a constant α > 0 such that

‖T (t)(ω −A)−α‖ ≤ ct−1 for all t ≥ 1.

(Here and below, we write c > 0 for a generic constant.) Note that a larger
order α means a weaker convergence property. Due to Proposition 3.1 of [5], a
bounded C0-semigroup T (·) is polynomially stable of order α > 0 if and only if

‖T (t)(ω −A)−αγ‖ ≤ c(γ) t−γ , t ≥ 1, (2.1)

for all/some γ > 0. (There is also a partial extension to general C0-semigroups.)

Combined with (2.1), Proposition 3 of [6] yields the following necessary con-
dition for polynomial stability of bounded C0-semigroups. Here we set

C± = {λ ∈ C
∣∣ Reλ ≷ 0} and Cr = r + C+ for r ∈ R.

Proposition 2.2. Let T (·) be a bounded C0-semigroup which is polynomially stable
of order α > 0. Then the spectrum σ(A) of A belongs to C− and its resolvent is
bounded by

‖R(λ,A)‖ ≤ c (1 + |λ|)α for all λ ∈ C+. (2.2)
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Due to Lemma 3.2 in [14], the estimate (2.2) is true if and only if

‖R(λ,A)(ω −A)−α‖ ≤ c for all λ ∈ C+. (2.3)

If one drops the boundedness assumption, the above result still holds with an
epsilon loss in the exponent in the right-hand side of (2.2) by Proposition 3.3 of
[5] and (2.3). We further note that condition (2.2) implies the inclusion

{λ ∈ σ(A)
∣∣ Reλ ≥ −δ} ⊂ {λ ∈ C−

∣∣ | Imλ| ≥ c(−Reλ)−1/α}
for some c, δ > 0, see Proposition 3.7 of [5].

The next result from [7] provides the important converse of the above propo-
sition for bounded semigroups on a Hilbert space, see Theorem 2.4 of [7].

Theorem 2.3. Let T (·) be a bounded C0-semigroup on a Hilbert space X such that
σ(A) ⊂ C− and (2.2) holds for all λ ∈ iR. Then T (·) is polynomially stable of
order α > 0.

For general Banach spaces X , in Theorem 5 in [6] this result was shown up
to a logarithmic factor in the estimate in semigroup, see also [5], [15] and [17].
The paper [7] gives an example where this logarithmic correction actually occurs.
Without assuming its boundedness, the semigroup is still polynomially stable if
a holomorphic extension of R(λ,A)(ω − A)−α satisfies (2.3), but here one only
obtains the stability order 2α+ 1 + ε for any ε > 0, see Proposition 3.4 of [5].

The proof of Theorem 2.3 is based on the following characterization of the
boundedness of C0-semigroups on Hilbert spaces, see Theorem 2 in [10] and also
Lemma 2.1 in [7].

Proposition 2.4. Let A generate the C0-semigroup T (·) on the Hilbert space X.
The semigroup is bounded if and only if C+ ⊂ ρ(A) and

sup
r>0
r

∫
R

(
‖R(r + iτ, A)x‖2 + ‖R(r + iτ, A∗)x‖2

)
dτ ≤ c ‖x‖2

for each x ∈ X.

We now turn our attention to the concept of well-posed systems. From now
on,X , U and Y are always Hilbert spaces, A generates the C0-semigroup T (·) onX
and ω > ω0(A). Let X−1 be the completion of X with respect to the norm given by
‖x‖−1 = ‖R(ω,A)x‖. We sometimes write XA

−1 instead of X−1 to stress that this
extrapolation space depends on A. The operator A has a unique extension A−1 ∈
B(X,X−1) which generates a C0-semigroup given by the continuous extension
T−1(t) ∈ B(X−1) of T (t), t ≥ 0. We often omit the subscript −1 here. One can
define such a space for each linear operator with non-empty resolvent set. Recall
that we have set X1 = D(A).

A bounded linear (observation) operator B : U −→ X−1 is called admissible
for A (or the system (A,B,−) is called admissible) if the integral

Φtu :=

∫ t

0

T (t− s)Bu(s) ds
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belongs to X for all u ∈ L2(0, t;U) and some t > 0. (The integral is initially
defined in X−1.) By Proposition 4.2.2 in [24], this property then holds for all t ≥ 0
and Φt ∈ B(L2(0, t;U), X). Moreover, these operators are exponentially bounded,
see Proposition 4.4.5 in [24].

A bounded linear (control) operator C : X1 −→ Y is called admissible for A
(or the system (A,−, C) is called admissible) if the map

Ψtx := CT (·)x, x ∈ X1,

has a bounded extension in B(X,L2(0, t;Y )) for some t > 0. Propositions 4.2.3
and 4.3.3 in [24] show that this fact then holds for all t > 0 and that the extensions
are exponentially bounded. We still denote the extension by Ψt. One can extend
an admissible observation operator C to the map CΛ given by

CΛx = lim
λ→∞

CλR(λ,A)x

with domain D(CΛ) = {x ∈ X
∣∣ this limit exists in Y }. For each x ∈ X we have

T (s)x ∈ D(CΛ) for a.e. s ≥ 0 and Ψtx = CΛT (·)x a.e. on [0, t] for all t > 0 by,
e.g., (5.6) and Proposition 5.3 in [28].

Theorem 4.4.3 of [24] shows that an operator B ∈ B(U,X−1) is admissible
for A if and only if its adjoint B∗ ∈ B(D(A∗), U) is admissible for A∗. Here we
recall that X−1 is the dual space of D(A∗), if considered as a Banach space, see,
e.g., Proposition 2.10.2 in [24].

Let system (A,B,C) be a system with a generator A and admissible control
and observation operators B and C. One says that (A,B,C) is well posed if there
are bounded linear operators Ft : L

2(0, t;U) −→ L2(0, t;Y ) such that

Fτ+tu =

{
Fτu1 on [0, τ ],

Ftu2 +ΨtΦτu1 on [τ, τ + t]

for all t, τ ≥ 0 and u ∈ L2(0, τ + t;U), where u = u1 on (0, τ) and u = u2 on
(τ, τ + t), see [27]. Also these (input-output) operators are exponentially bounded
by Proposition 4.1 of [27].

One can introduce versions of the maps Ψt and Ft on the time interval R+

using L2loc spaces. We denote these extensions by Ψ and F respectively. For x0 ∈ X
and u ∈ L2loc(R+, U) the output of the well-posed system (A,B,C) is then given
by y = Ψx0 + Fu. In [27] it was shown that the Laplace transform ŷ of y satisfies

ŷ(λ) = C(λ−A)−1x0 +G(λ)û(λ)

for all λ ∈ Cω, where G : Cω → B(U, Y ) is a bounded analytic function. It
satisfies G′(λ) = −CR(λ,A)2B and it is thus determined by A, B and C up to an
additive constant. (See, e.g., Theorem 2.7 in [22].) We call G the transfer function
of (A,B,C).

Set Z = D(A)+R(ω,A−1)BU and endow it with the norm ‖z‖Z given by the
infimum of all ‖x‖1 + ‖R(ω,A−1)Bv‖ with z = x + R(ω,A−1)Bv, x ∈ D(A) and
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v ∈ U . Theorem 3.4 and Corollary 3.5 of [22] then yield an extension C ∈ L(Z,U)
of C such that the transfer function is represented as

G(λ) = CR(λ,A−1)B +D, λ ∈ Cω, (2.4)

for a feedthrough operator D ∈ L(U, Y ). Hence, the operators CR(λ,A−1)B are
uniformly bounded on Cω.

This representation of G is not unique in general since D(A) need not to be
dense in Z. Under the additional assumption of regularity, one can replace here C
by CΛ (possibly for a different D), see Theorem 5.8 in [27] and also Theorem 4.6
in [22] for refinements. We will not use regularity below.

3. Polynomial stabilizability and detectability

In this section we introduce our new concepts and establish their basic properties.
We start with the main definitions.

Definition 3.1. The admissible system (A,B,−) is polynomially stabilizable (of or-
der α > 0) if there exists a generator ABF of a polynomially stable C0-semigroup
TBF (·) on X (of order α > 0) and an admissible observation operator F ∈
L(D(ABF ), U) of ABF such that

R(λ,ABF ) = R(λ,A) +R(λ,A)BFR(λ,ABF ) (3.1)

for all Reλ > max{ω0(A), ω0(ABF )}.

Definition 3.2. The admissible system (A,−, C) is polynomially detectable (of order
α > 0) if there exists a generator AHC of a polynomially stable C0-semigroup

THC(·) (of order α > 0) and an admissible control operator H ∈ L(Y,XAHC
−1 ) of

AHC such that

R(λ,AHC) = R(λ,A) +R(λ, (AHC )−1)HCR(λ,A) (3.2)

for all Reλ > max{ω0(A), ω0(AHC)}.

Here F , resp. H , plays the role of a feedback. These definitions are inspired
by the Definition 3.2 in [12] for the exponentially stable case. For this case, in,
e.g., [29] concepts of exponential stabilizability or detectability were used which
are (at least formally) a bit stronger than those in [12], cf. Remark 3.3(b). In our
context, one could also include the boundedness of the feedback semigroup TBF (·)
or THC(·) in the above definitions since the theory of polynomial stability works
much better in the bounded case, as seen in the previous section. Instead, we make
additional boundedness assumptions in some of our results. In applications one can
check the boundedness or TBF (·) or THC(·) by showing that the generators ABF

or AHC are dissipative, respectively, where one may use their representation given
in the next remark.
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Remark 3.3. (a) Let (A,B,−), (ABF ,−, F ), (A,−, C) and (AHC , H,−) be admis-
sible. Proposition 4.11 in [13] (with β = γ = 1 and b = c = 0) then shows that the
equations (3.1) and (3.2) are equivalent to

TBF (t)x = T (t)x+

∫ t

0

T (t− s)BFΛTBF (s)x ds = T (t)x+ΦtFΛTBF (·)x, (3.3)

THC(t)x = T (t)x+

∫ t

0

THC(t− s)HCΛT (s)x ds (3.4)

for all t ≥ 0 and x ∈ X , respectively.
(b) Applying λ − A−1 to (3.1), we see that ABF is a restriction of the part

(A−1+BF )|X of A−1+BF in X . Similarly, multiplication of (3.2) by λ−AHC,−1

leads to A ⊂ (AHC,−1 − HC)|X . See Proposition 6.6 in [28]. We note that in
[29] exponential stabilizability and detectability was defined in such a way that
ABF = (A−1 +BFΛ)|X and AHC = (A−1 + CHΛ)|X .

(c) The system (A,B,−) is polynomially stabilizable of order α > 0 (with
feedback F ) if and only if (A∗,−, B∗) is polynomially detectable of order α > 0
(with feedback H = F ∗). Moreover, the semigroups of the feedback systems are
dual to each other.

(d) Let L be a closed operator with ∅ �= Λ ⊂ ρ(L) and Ω ⊃ Λ be connected.
If R(·, L) has a holomorphic extension Rλ to Ω, then Ω ⊂ ρ(L) and Rλ = R(λ, L)
for every λ ∈ Ω. (See Proposition B5 in [3].)

In a sequence of lemmas we relate the growth properties of several operators
arising in (3.1) or (3.2). We use the spectral bound s(L) = sup{Reλ

∣∣λ ∈ σ(L)} ∈
[−∞,∞] for a closed operator L, where sup ∅ = −∞

Lemma 3.4. Let C ∈ B(X1, Y ) and B ∈ B(U,X−1) be admissible observation and
control operators for A, respectively and let

‖R(r + iτ, A)‖ ≤ c |τ |α (3.5)

for some r > s(A) and α > 0 and all |τ | ≥ 1. We then obtain the estimates

‖CR(r + iτ, A)‖ ≤ c |τ |α and ‖R(r + iτ, A)B‖ ≤ c |τ |α

for all |τ | ≥ 1. Moreover, if (A,B,C) is also well posed, we have

‖CR(r + iτ, A)B‖ ≤ c |τ |α

for all |τ | ≥ 1. Here the constants are uniform for r in bounded intervals.

Proof. Let λ = r + iτ and μ = ω + iτ for τ ∈ R and some ω > max{0, ω0(A)}.
The resolvent equation yields

CR(λ,A) = CR(μ,A) + (ω − r)CR(μ,A)R(λ,A). (3.6)

Let x ∈ D(A). Since the resolvent is the Laplace transform of T (·), from the
admissibility of C and exponential bound of T (·) we deduce

‖CR(μ,A)x‖2 ≤
[ ∫ ∞

0

e−
ω
2 te−

ω
2 t ‖CT (t)x‖ dt

]2
≤ c
∫ ∞

0

e−ωt ‖CT (t)x‖2 dt (3.7)
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≤ c
∞∑
n=0

e−ωn ‖CT (·)T (n)x‖2L2(0,1;Y ) ≤ c
∞∑
n=0

e−ωn‖T (n)x‖2 ≤ c ‖x‖2.

By density, the formulas (3.5), (3.6) and (3.7) imply

‖CR(λ,A)‖ ≤ c+ c |τ |α ≤ c |τ |α

for |τ | ≥ 1. The second asserted inequality then follows by duality because B∗ is
an admissible observation operator for A∗ and ‖R(λ,A)B‖ = ‖B∗R(λ,A∗)‖. For
the final claim, we start from the equation

CR(λ,A)B = CR(μ,A)B + (ω − r)CR(μ,A)R(λ,A)B
for λ = r + iτ , μ = ω + iτ , τ ∈ R and some ω > max{0, ω0(A)}. As noted in the
previous section, CR(μ,A)B : U → Y is uniformly bounded. The third assertion
now is a consequence of the two previous ones. �

In the next lemma we deduce resolvent estimates for A from those for ABF .

Lemma 3.5. Let B ∈ L(U,X−1) be an admissible control operator for A. Assume
that there exist a generator ABF of a C0-semigroup TBF (·) on X and an admissible
observation operator F ∈ L(D(ABF ), U) of ABF such that (3.1) holds. Assume
that

‖R(λ,ABF )‖ ≤ c (1 + |λ|α)
for r < Reλ ≤ r + δ and some r ≥ s(ABF ), δ > 0, α ≥ 0. Suppose that R(λ,A)B
has a holomorphic extension RB

λ to Cr satisfying

‖RB
λ ‖ ≤ c (1 + |λ|β)

for r < Reλ ≤ r + δ and some β ≥ 0. Then R(·, A) can be extended to a neigh-
borhood of Cr, and we obtain

‖R(λ,A)‖ ≤ c (1 + |λ|α+β) (3.8)

for r ≤ Reλ ≤ r + δ. Moreover, (3.1) holds on Cr. If r = 0, then T (·) is polyno-
mially stable with order 2(α+ β) + 1 + η for any η > 0.

Proof. By the assumption, (3.1) and Remark 3.3, the resolvent R(·, A) has the
extension

R(λ,A) = R(λ,ABF )− RB
λ FR(λ,ABF )

to λ ∈ Cr. Lemma 3.4 and the assumption then imply that

‖R(λ,A)‖ ≤ c (1 + |λ|α+β)

for r < Reλ ≤ r + δ. A standard power series argument allows us to extend this
inequality to λ ∈ Cr and to deduce that a neighborhood of Cr belongs to ρ(A).
The uniqueness of the holomorphic extension now yields that RB

λ = R(λ,A)B on

Cr and that (3.1) holds on Cr. The last assertion then follows from estimate (3.8)
and Propositions 3.4 and 3.6 in [5]. �

The next result is proved in the same manner as the above lemma.
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Lemma 3.6. Let the operators A, C and H satisfy the assumptions of Definition 3.2
except for the polynomial stability of THC(·). Assume that

‖R(λ,AHC)‖ ≤ c (1 + |λ|α)
for r < Reλ ≤ r + δ and some r ≥ s(AHC), δ > 0 and α ≥ 0. Let CR(λ,A) have
a holomorphic extension RC

λ to Cr. Suppose that

‖RC
λ ‖ ≤ c (1 + |λ|β)

for r < Reλ ≤ r + δ and some β > 0. Then ρ(A) contains a neighborhood of Cr,
the equality (3.2) holds on Cr, and we obtain

‖R(λ,A)‖ ≤ c (1 + |λ|α+β)

for r ≤ Reλ ≤ r + δ. If r = 0, then T (·) is polynomially stable with order 2(α +
β) + 1 + η for any η > 0.

To apply Proposition 2.4, we will need a variant of the above estimates.

Lemma 3.7. Let A generate a bounded C0-semigroup and C be an admissible ob-
servation operator for A. Then

sup
r>0
r

∫
R

‖CR(r + iτ, A)x‖2 dτ ≤ c ‖x‖2

for all r > 0 and x ∈ X.

Proof. Take r > 0 and x ∈ D(A). Since A − r generates the exponentially stable
semigroup (e−rtT (t))t≥0, Plancherel’s theorem and the assumption yield

‖CR(r + i·, A)x‖2L2(R+,Y ) = ‖Ce−r·T (·)x‖2L2(R+,Y )

=
∑
n≥0

∫ 1

0

e−2rne−2rs‖CT (s)T (n)x‖2 ds.

≤ c
∑
n≥0

e−2rn‖T (n)x‖2 ≤ c ‖x‖2
1− e−2r

≤ c
r
‖x‖2.

The assertion follows by density. �

4. Main results

We show that external polynomial stability in the frequency domain, i.e., a poly-
nomial estimate on the transfer function, imply polynomial stability of the state
system. We begin with a result involving only the control operator B.

Proposition 4.1. Let (A,B,−) be admissible and polynomially stabilizable of order
α > 0. Assume that R(λ,A)B has a holomorphic extension to C+ which is bounded
by c (1 + |λ|β) for 0 < Reλ ≤ δ and some β ≥ 0, δ > 0. The following assertions
hold.
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a) The resolvent R(·, A) can be extended to a neighborhood of C+ and

‖R(λ,A)‖ ≤ cε (1 + |λ|α+β+ε) (4.1)

for 0 ≤ Reλ ≤ δ and every ε > 0. If TBF (·) is bounded, we can choose ε = 0.

b) The semigroup T (·) is polynomially stable. If T (·) is also bounded, then it is
polynomially stable of order α + β + ε. If in addition TBF (·) is bounded, we
can take ε = 0.

Proof. a) Propositions 3.3 and 3.6 in [5] imply that σ(ABF ) ⊂ C− and

‖R(λ,ABF )‖ ≤ cε(1 + |λ|α+ε)

holds for Reλ ≥ 0 and every ε > 0. Using Lemma 3.5, we infer σ(A) ⊂ C− and
(4.1). If TBF (·) is bounded, we can use Proposition 2.2 instead of the results from
[5] and obtain the above estimates with ε = 0.

b) Proposition 3.4 of [5] and (4.1) imply the polynomial stability of T (·). If
also T (·) is bounded, it is polynomially stable of order α+β+ε due to Theorem 2.3
and (4.1). �

By duality, the above proposition implies the next one for the observation
system (A,−, C).

Proposition 4.2. Let (A,−, C) be admissible and polynomially detectable of order
α > 0. Assume that CR(·, A) has a holomorphic extension to C+ which is bounded
by c (1 + |λ|β) for 0 < Reλ ≤ δ and some β ≥ 0. The following assertions hold.

a) The resolvent R(·, A) can be extended to a neighborhood of C+ and estimate
(4.1) holds for every ε > 0. If THC(·) is bounded, we can take ε = 0.

b) The semigroup T (·) is polynomially stable. If T (·) is also bounded, then it is
polynomially stable of order α+ β + ε. If in addition THC(·) is bounded, we
can take ε = 0.

We now can state our main result which uses the full system (A,B,C) and
the transfer function G.

Theorem 4.3. Let (A,B,C) be a well-posed system which is polynomially stabiliz-
able of order α > 0 and polynomially detectable of order β > 0. Assume that G has
a holomorphic extension to C+ which is bounded by c (1 + |λ|γ) for 0 < Reλ ≤ δ
and some γ ≥ 0 and δ > 0. The following assertions hold.

a) The extension C of C is an admissible observation operator for ABF , σ(A) ⊂
C−, and

‖R(λ,A)‖ ≤ cε(1 + |λ|α+β+γ+ε)

for 0 < Reλ ≤ δ and all ε > 0. If TBF (·) is bounded, we can take ε = 0.

b) The semigroup T (·) is polynomially stable. If T (·) is bounded, then it is poly-
nomially stable of order α + β + γ + ε. If in addition TBF (·) is bounded, we
can take ε = 0.
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Proof. a) Due to (3.1) and (2.4), we have D(ABF ) ⊂ Z and

CR(λ,ABF ) = CR(λ,A) + CR(λ,A)BFR(λ,ABF ),

CR(λ,ABF ) = CR(λ,A) +G(λ)FR(λ,ABF )−DFR(λ,ABF ) (4.2)

for Reλ > max{ω0(A), ω0(ABF )}. Taking the inverse Laplace transform of this
equation, we define

ΨBFx := L−1(CR(·, ABF )x) = Ψx+ FFTBF (·)x −DFTBF (·)x (4.3)

for x ∈ D(ABF ). By assumption, ΨBF : X −→ L2loc(R+, Y ) is continuous. For
τ ≥ 0 and x ∈ D(ABF ), the properties of a well-posed system and (3.3) yield

ΨBFx(·+ τ) = ΨT (τ)x+ FFTBF (·)TBF (τ)x +ΨΦτFTBF (·)x
−DFTBF (·)TBF (τ)x

= ΨTBF (τ)x + FFTBF (·)TBF (τ)x −DFTBF (·)TBF (τ)x

= ΨBFTBF (τ)x.

As a result, (ΨBF , TBF ) is an observation system in the sense of [26] or Sec-
tion 4.3 in [24]. The proof of Theorem 3.3 of [26] and (4.3) thus show that ΨBFx =

C̃TBF (·)x for x ∈ D(ABF ) and the admissible control operator C̃ ∈ L(D(ABF ), Y )
for ABF given by

C̃x = Ψ̂BF (λ)(λ −ABF )x = CR(λ,ABF )(λ −ABF )x = Cx for x ∈ D(ABF );

i.e., ΨBFx = CTBF (·)x for x ∈ D(ABF ). Proposition 3.4 of [5] and Lemma 3.4
then yield

‖CR(λ,ABF )‖ ≤ c (1 + |λ|α+ε) and ‖FR(λ,ABF )‖ ≤ c (1 + |λ|α+ε)

for Reλ ≥ 0 and any ε > 0. If TBF (·) is bounded, we can use Proposition 2.2
instead of the results in [5] and derive these estimates with ε = 0. By means of
(4.2) and the bound on G, we now extend CR(·, A) (using the same symbol) to
C+ and obtain

‖CR(λ,A)‖ ≤ c (1 + |λ|α+γ+ε)

for 0 < Reλ ≤ δ. Proposition 4.2 then gives

‖R(λ,A)‖ ≤ cε(1 + |λ|α+β+γ+ε)

for 0 < Reλ ≤ δ and all ε > 0, where we can take ε = 0 if TBF (·) is bounded.
b) Proposition 3.4 of [5] and part a) imply the polynomial stability of T (·). If

T (·) is bounded, it is polynomially stable of order α+β+γ+ε due to Theorem 2.3
and part a), where we can take ε = 0 if TBF (·) is bounded. �

In the above results one obtains the expected stability order of T (·) only if
this semigroup is bounded. This property automatically holds in the important
case of a scattering passive system (A,B,C); i.e., if we have

‖y‖2L2(0,t;Y ) + ‖x(t)‖2 ≤ ‖u‖2L2(0,t;U) + ‖x0‖2
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for all u ∈ L2(0, t;U), x0 ∈ X and t ≥ 0, where x(t) = T (t)x0 + Φtu is the state
and y = Ψx0 + Fu is the output of (A,B,C). This class of systems has been
characterized and studied in, e.g., [22]. In this case T (t) and G(λ) are contractions
for t ≥ 0 and λ ∈ C+ by Proposition 7.2 and Theorem 7.4 of [22].

Corollary 4.4. Let (A,B,C) be a scattering passive system which is polynomially
stabilizable of order α > 0 and polynomially detectable of order β > 0. Then T (·)
is polynomially stable of order α + β + ε for each ε > 0. We can take ε = 0 if
TBF (·) is bounded.

Proposition 2.4 yields another sufficient condition for the boundedness of T (·)
in the framework of the first two propositions of this section.

Proposition 4.5. Assume that the assumptions of both Propositions 4.1 and 4.2
hold for some α > 0 and for β = 0. Let TBF (·) and THC(·) be bounded. Then T (·)
is bounded, and hence polynomially stable of order α > 0.

Proof. Definitions 3.1 and 3.2 yield

R(r + iτ, A)x = R(r + iτ, ABF )x −R(r + iτ, A)BFR(r + iτ, ABF )x, (4.4)

R(r+iτ, A∗)x = R(r + iτ, A∗
HC)x−R(r + iτ, A∗)C∗H∗R(r+iτ, A∗

HC)x (4.5)

for all r > max{ω0(A), 0}, τ ∈ R and x ∈ X . We can extend these equations to
r > 0 using the bounded extensions of R(λ,A)B and R(λ,A∗)C∗ = (CR(λ,A))∗

which are provided by our assumption. Since TBF (·) and THC(·) are bounded,
Lemma 3.7 implies that the terms on the right-hand sides belong to L2(R, X) as
functions in τ , with norms bounded by cr−1/2‖x‖. Employing Proposition 2.4, we
then deduce the boundedness of T (·) from (4.4) and (4.5). The final assertion now
follows from Proposition 4.1. �

We finally present sufficient conditions for polynomial stabilizability and for
polynomial detectability by means of a decomposition into a polynomial stable
and an observable part. An admissible system (A,B,−) is called null controllable
in finite time if for each initial value x0 ∈ X there is a time τ > 0 and a control
u ∈ L2(0, τ ;U) such that x(τ) = T (τ)x0 +Φτu = 0. We further note that one can
extend an operator S to X−1 if it commutes with T (t) for all t ≥ 0 since then
SR(ω,A) = R(ω,A)S.

Theorem 4.6. Let (A,B,−) be admissible and let P 2 = P ∈ B(X) satisfy T (t)P =
PT (t) for all t ≥ 0. Set Xs = PX, Xu = (I−P )X, Ts(t) = T (t)P , Au = (I−P )A
and Bu = (I − P )B. Assume that

(i) the C0-semigroup Ts(·) is polynomially stable of order α > 0 on Xs and
(ii) the system (Au, Bu,−) is null controllable in finite time on Xu.

Then the system (A,B,−) is polynomially stabililizable of order α > 0.

Proof. First observe that Tu(·) is the C0-semigroup on Xu generated by Au and
that Bu is admissible for Au. Due to (ii), for each x0 ∈ Xu there is a time τ > 0 and
a control u ∈ L2(0, τ ;U) such that xu(τ) = Tu(τ)x0 + (I −P )Φτu = 0. Extending
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xu and u by 0 to (τ,∞), we see that the system (Au, Bu,−) is optimizable in the
sense of Definition 3.1 in [29]. Propositions 3.3 and 3.4 of [29] (or Theorem 2.2 of
[9]) then give an operator Fu which satisfies the conditions of Definition 3.1 where
TBuFu(·) is even exponentially stable, i.e., ω0(ABuFu) < 0. We thus have

R(λ,ABuFu) = R(λ,Au) +R(λ,Au)BuFuR(λ,ABuFu) (4.6)

for all Reλ > max(ω0(A), ω0(ABuFu)). We now set

F =

(
0

Fu

)
and ABF :=

(
As 0
0 ABuFu

)
.

It is then straightforward to check that these operators fulfill the conditions of
Definition 3.1. �

The next result follows by duality from Theorem 4.6.

Theorem 4.7. Let (A,−, C) be admissible and let P 2 = P ∈ B(X) satisfy T (t)P =
PT (t) for all t ≥ 0. Set Xs = PX, Xu = (I−P )X, Ts(t) = T (t)P , Au = (I−P )A
and Cu = C(I − P ). Assume that

(i) the C0-semigroup Ts(·) is polynomially stable of order α > 0 on Xs and
(ii) the system (A∗

u, C
∗
u,−) is null controllable in finite time on Xu.

Then the system (A,−, C) is polynomially detectable of order α > 0.

Remark 4.8. The results of Theorem 4.6 and 4.7 also hold if we replace the con-
dition (ii) by (ii)′: The system (Au, Bu,−) (resp., (A∗

u, C
∗
u,−)) is polynomially

stabilizable of order α.
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[23] L. Tébou, Well-posedness and energy decay estimates for the damped wave equation
with Lr localizing coefficient. Comm. Partial Differential Equations 23 (1998), 1839–
1855.

[24] M. Tucsnak and G. Weiss, Observation and Control for Operator Semigroups.
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Minimal Primal Ideals in the Multiplier
Algebra of a C0(X)-algebra

R.J. Archbold and D.W.B. Somerset

Abstract. Let A be a stable, σ-unital, continuous C0(X)-algebra with sur-
jective base map φ : Prim(A) → X, where Prim(A) is the primitive ideal
space of the C∗-algebra A. Suppose that φ−1(x) is contained in a limit set in
Prim(A) for each x ∈ X (so that A is quasi-standard). Let CR(X) be the ring
of continuous real-valued functions on X. It is shown that there is a homeo-
morphism between the space of minimal prime ideals of CR(X) and the space
MinPrimal(M(A)) of minimal closed primal ideals of the multiplier algebra
M(A). If A is separable then MinPrimal(M(A)) is compact and extremally
disconnected but if X = βN \ N then MinPrimal(M(A)) is nowhere locally
compact.
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Keywords. C∗-algebra, C0(X)-algebra, multiplier algebra, minimal prime
ideal, minimal primal ideal, primitive ideal space, quasi-standard.

1. Introduction

Let A be a C∗-algebra with multiplier algebra M(A) [10] and with primitive ideal
space Prim(A). The ideal structure of M(A) has been widely studied, and is typi-
cally much more complicated than that of A, see for example [1], [13], [21], [25],[27].
One approach, which the authors used in an earlier paper [7], is to endow A with a
C0(X)-structure (this can always be done, sometimes in many different ways). Let
A be a σ-unital C0(X)-algebra (defined below) with base map φ : Prim(A)→ X ,
and let Xφ denote the image of Prim(A) under φ. The authors showed that there
is a map from the lattice of z-ideals of CR(Xφ) into the lattice of closed ideals
of M(A), and that this map is injective if A is stable [7, Theorem 3.2]. If Xφ is
infinite then z-ideals generally exist in great profusion – for example, CR(R) has
uncountable chains of prime z-ideals associated with each point of R [22], [26] –

c© Springer International Publishing Switzerland 2015
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so this yields a vast multiplicity of closed ideals in M(A) and indicates something
of the complexity of Prim(M(A)) [7, Theorem 5.3].

The most studied z-ideals are the minimal prime ideals and in this note
we consider the image of the space of minimal prime ideals of CR(Xφ) under
the injective map. We show in Theorem 3.4 that if A is stable, σ-unital, and
quasi-standard (defined below) then the image of the space of minimal prime
ideals is precisely MinPrimal(M(A)), the space of minimal closed primal ideals
of M(A) (see below). It follows that MinPrimal(M(A)) is totally disconnected
and countably compact (Corollary 4.1). If A is also separable – for example if
A equals C[0, 1] ⊗ K(H) (where K(H) is the algebra of compact operators on a
separable infinite-dimensional Hilbert space) – then MinPrimal(M(A)) is compact
and extremally disconnected (Corollary 4.3).

All ideals in this paper will be two-sided, but not necessarily closed unless
stated to be so. An ideal J in a C∗-algebra A is primal if whenever I1, . . . , In
is a finite collection of ideals of A with the product I1 . . . In = {0} then Ii ⊆ J
for at least one i ∈ {1, . . . , n}. An equivalent definition, when J is closed, is that
the hull of J should be contained in a limit set in Prim(A) [3, Proposition 3.2].
Every primitive ideal is prime and hence primal. Each closed primal ideal of a
C∗-algebra A contains one or more minimal closed primal ideals [2, p. 525]. The
space of minimal closed primal ideals with the τw-topology (defined in Section 3)
is denoted MinPrimal(A). This Hausdorff space is often identifiable in situations
where the primitive ideal space is non-Hausdorff and highly complicated. Indeed,
the multiplier algebras considered in this paper are a case in point.

A C∗-algebra A is said to be quasi-standard if the relation ∼ of inseparability
by disjoint open sets is an open equivalence relation on Prim(A) [5]. This condition
is a wide generalisation of the special case where Prim(A) is Hausdorff. Examples
include, in the unital case, von Neumann and AW∗-algebras, local multiplier alge-
bras of C∗-algebras [29], and the group C∗-algebras of amenable discrete groups
[17]; and in the non-unital case, many other group C∗-algebras, see [4]. A basic
non-unital example, however, is simply A = C0(X)⊗K(H), where X is a locally
compact Hausdorff space, and even in this case the ideal structure of M(A) is not
well understood, see [20], [7]. The connection between quasi-standard C∗-algebras
and C0(X)-algebras is explained in Lemma 2.1 and the remarks preceding it.

The structure of the paper is that in Section 2, we set up some machinery;
in Section 3, we prove the main homeomorphism result; and in Section 4, we give
some applications.

2. Preliminaries

First we collect the information that we need on C0(X)-algebras. Recall that a
C∗-algebra A is a C0(X)-algebra if there is a continuous map φ, called the base
map, from Prim(A), the primitive ideal space of A with the hull-kernel topology,
to the locally compact Hausdorff space X [31, Proposition C.5]. Then Xφ, the
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image of φ in X , is completely regular; and if A is σ-unital, Xφ is σ-compact and
hence normal [7, Section 1]. If φ is an open map then Xφ is locally compact.

For x ∈ Xφ, set Jx =
⋂
{P ∈ Prim(A) : φ(P ) = x}, and for x ∈ X \Xφ, set

Jx = A. For a ∈ A, the function x→ ‖a+ Jx‖ (x ∈ X) is upper semi-continuous
[31, Proposition C.10]. The C0(X)-algebra A is said to be continuous if, for all
a ∈ A, the norm function x→ ‖a+ Jx‖ (x ∈ X) is continuous. By Lee’s theorem
[31, Proposition C.10 and Theorem C.26], this happens if and only if the base map
φ is open.

An important special case (through which all other cases factor) is when
φ is the complete regularization map φA for Prim(A) [14, Theorem 3.9]. In this
case, the ideals Jx (x ∈ Xφ) are called the Glimm ideals of A, and the set of
Glimm ideals with the complete regularization topology is called Glimm(A). Each
minimal closed primal ideal of A contains a unique Glimm ideal [5, Lemma 2.2]. If
A is quasi-standard then the complete regularization map φA is open [5, Theorem
3.3], so Glimm(A) is locally compact and A is a continuous C0(X)-algebra with
X = XφA = Glimm(A). Furthermore, if A is quasi-standard then each Glimm
ideal of A is actually primal and indeed the topological spaces Glimm(A) and
MinPrimal(A) coincide [5, Theorem 3.3]. It then follows from [3, Proposition 3.2]
that φ−1

A (x) is a maximal limit set in Prim(A) for all x ∈ X . The following result
is closely related to [5, Theorem 3.4].

Lemma 2.1. For a C∗-algebra A, the following are equivalent:

(i) A is quasi-standard;
(ii) A is a continuous C0(X)-algebra over a locally compact Hausdorff space X

with base map φ such that φ−1(x) is contained in a limit set in Prim(A) for
all x ∈ Xφ.

When these equivalent conditions hold, there is a homeomorphism ψ : Glimm(A)→
Xφ such that φ = ψ◦φA, where φA is the complete regularization map for A. More-
over, for all x ∈ Xφ, φ

−1(x) is a maximal limit set in Prim(A) and Jx is a minimal
closed primal ideal of A.

Proof. We have seen that (i) implies (ii). Conversely, suppose that (ii) holds. Since
X is a locally compact Hausdorff space, for P,Q ∈ Prim(A), P ∼ Q if and only if
φ(P ) = φ(Q). It follows that ∼ is an equivalence relation. Let Y be a non-empty
open subset of Prim(A). Then Y ′ := φ−1(φ(Y )) is the ∼-saturation of Y , and Y ′

is open since φ is open. Hence ∼ is an open equivalence relation so (i) holds.
When (ii) holds, we have that φ is continuous and open with image Xφ,

and that it factors as φ = ψ ◦ φA, where ψ : Glimm(A) → Xφ is continuous
[14, Theorem 3.9]. Then ψ is surjective, and the limit set hypothesis easily shows
that ψ is injective. Since φ is open and φA is continuous, ψ is open. Thus ψ is a
homeomorphism.

Finally, let x ∈ Xφ and let Ω be a net in Prim(A) whose limit set L contains
φ−1(x). Since φA is constant on L, φ(L) = {x}. Thus L = φ−1(x) and φ−1(x) is a
maximal limit set. It follows from [3, Proposition 3.2] that Jx is a minimal closed
primal ideal of A. �
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Now let J be a proper, closed ideal of a C∗-algebra A. The quotient map qJ : A→
A/J has a canonical extension q̃J : M(A) → M(A/J) such that q̃J (b)qJ(a) =
qJ(ba) and qJ (a)q̃J (b) = qJ (ab) (a ∈ A, b ∈ M(A)). We define a proper, closed

ideal J̃ of M(A) by

J̃ = ker q̃J = {b ∈M(A) : ba, ab ∈ J for all a ∈ A}.

Various properties of J̃ were established in [6, Proposition 1.1]. For example, J̃ is

the strict closure of J in M(A) and J̃ ∩ A = J .

The following proposition was proved in [6, Proposition 1.2].

Proposition 2.2. Let A be a C0(X)-algebra with base map φ. Then φ has a unique

extension to a continuous map φ : Prim(M(A)) → βX such that φ(P̃ ) = φ(P )
for all P ∈ Prim(A). Hence M(A) is a C(βX)-algebra with base map φ and
Im(φ) = clβX(Xφ).

Now let A be a C0(X)-algebra with base map φ and let φ : Prim(M(A)) → βX
be as in Proposition 2.2. For x ∈ βX , we define

Hx =
⋂
{Q ∈ Prim(M(A)) : φ(Q) = x},

a closed two-sided ideal of M(A). Thus Hx is defined in relation to (M(A), βX, φ)
in the same way that Jx (for x ∈ X) is defined in relation to (A,X, φ). It fol-
lows that for each b ∈ M(A), the function x → ‖b + Hx‖ (x ∈ βX) is up-
per semi-continuous. If φ is the complete regularization map for Prim(A) and
X = βGlimm(A) then Glimm(M(A)) = {Hx : x ∈ X}; see the comment after [9,
Proposition 4.4].

The next proposition is contained in [7, Proposition 2.3].

Proposition 2.3. Let A be a C0(X)-algebra with base map φ, and set Xφ = Im(φ).

(i) For all x ∈ X, Jx ⊆ Hx ⊆ J̃x and Jx = Hx ∩ A.
(ii) For all b ∈M(A),

‖b‖ = sup{‖b+ J̃x‖ : x ∈ Xφ} = sup{‖b+Hx‖ : x ∈ Xφ}.

In the case when A = C0(X)⊗K(H) ∼= C0(X,K(H)) and φ : Prim(A)→ X is the
homeomorphism such that φ−1(x) = {f ∈ C0(X) : f(x) = 0} ⊗ K(H) (x ∈ X),
the multiplier algebra M(A) is isomorphic to the C∗-algebra of bounded, strong∗-
continuous functions from X to B(H) (the algebra of bounded linear operators on
the Hilbert space H) [1, Corollary 3.5]. Then for x ∈ X ,

J̃x = {f ∈M(A) : f(x) = 0}.

On the other hand, by Proposition 2.2 M(A) is a C(βX)-algebra, and for
x ∈ βX ,

Hx = {f ∈M(A) : lim
y→x

‖f(y)‖ = 0}.
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We shall recall in Theorem 2.4 below that when A is a σ-unital C0(X)-algebra
with base map φ there is an order-preserving map from the lattice of z-ideals of
CR(Xφ) into the lattice of closed ideals of M(A). To describe this map, we give a
brief account of the theory of z-ideals.

Let X be a completely regular topological space and let CR(X) denote the
ring of continuous real-valued functions on X . For f ∈ CR(X), let

Z(f) = {x ∈ X : f(x) = 0},

the zero set of f . We note for later that every zero set clearly arises as the zero
set of a bounded continuous function. A non-empty family F of zero sets of X is
called a z-filter if: (i) F is closed under finite intersections; (ii) ∅ /∈ F ; (iii) each
zero set which contains a member of F belongs to F . Each ideal I ⊆ CR(X) yields
a z-filter Z(I) = {Z(f) : f ∈ I}. An ideal I is called a z-ideal if Z(f) ∈ Z(I)
implies f ∈ I; and if F is a z-filter on X then the ideal I(F) defined by

I(F) = {f ∈ CR(X) : Z(f) ∈ F}

is a z-ideal. There is a bijective correspondence between the set of z-ideals of
CR(X) and the set of z-filters on X , given by I = I(Z(I))↔ Z(I).

Now let A be a σ-unital C0(X)-algebra with base map φ, and let u ∈ A be
a strictly positive element. For a ∈ A, set Z(a) = {x ∈ Xφ : a ∈ Jx}. Unless norm
functions of elements of A are continuous on Xφ, Z(a) will not necessarily be a
zero set of Xφ. However, since Z(u) = ∅ and A is closed under multiplication by
Cb(Xφ), every zero set Z(f) of Xφ arises as Z(a) for the element a = f · u ∈ A
(f ∈ Cb

R(Xφ)). For b ∈ M(A), set Z(b) = {x ∈ Xφ : b ∈ J̃x}. Note that if

b ∈ A then this definition is consistent with the previous one because J̃x ∩A = Jx
(x ∈ Xφ). It is also useful to note that for b ∈ M(A) and x ∈ Xφ, b ∈ J̃x if and

only if bu ∈ J̃x if and only if bu ∈ Jx. Hence Z(b) = Z(bu).
For a z-filter F on Xφ define LalgF = {b ∈ M(A) : ∃Z ∈ F , Z(b) ⊇ Z}, and

let LF be the norm-closure of LalgF in M(A). Let b ∈ LalgF . Then for a ∈ M(A),

Z(ab) ⊇ Z(b) and Z(ba) ⊇ Z(b), while for a ∈ LalgF , Z(a+ b) ⊇ Z(a)∩Z(b). Hence
LalgF is an ideal of M(A), so LF is a closed ideal of M(A).

Theorem 2.4. ([7, Theorem 3.2]) Let A be a σ-unital C0(X)-algebra with base map
φ. Suppose that A/Jx is non-unital for all x ∈ Xφ. Let I and J be z-ideals of
CR(Xφ) and suppose that there exists a zero set Z of Xφ such that Z ∈ Z[I] but
Z /∈ Z[J ]. Then LZ[I] �⊆ LZ[J]. Hence the assignment I → LZ[I] defines an order-
preserving injective map L from the lattice of z-ideals of CR(Xφ) into the lattice
of closed ideals of M(A).

To identify what happens to some of the most important z-ideals of CR(Xφ)
under this map, we use the following notation. For x ∈ X , let Mx be the maximal
ideal given by Mx = {f ∈ CR(X) : f(x) = 0}, and let

Ox = {f ∈ CR(X) : x ∈ int(Z(f))}



22 R.J. Archbold and D.W.B. Somerset

where int(Z(f)) denotes the interior of Z(f). ThenMx and Ox are z-ideals, and Ox

is the smallest ideal of CR(X) which is not contained in any maximal ideal other
than Mx. The definitions just given can be extended as follows. For p ∈ βX , let
Mp = {f ∈ CR(X) : p ∈ clβXZ(f)} and define Op to be the set of all f ∈ CR(X)
for which clβXZ(f) is a neighbourhood of p in βX . Then for x ∈ X ,Mx =Mx and

Ox = Ox. The embedding map takesMx to J̃x and Op toHp (and hence Ox toHx).

Proposition 2.5 ([7, Theorem 4.3]). Let A be a σ-unital C0(X)-algebra with base
map φ.

(i) For x ∈ Xφ, LZ[Mx] = J̃x.
(ii) For p ∈ clβXXφ, LZ[Op] = Hp.

Proposition 2.5 shows that the embedding map of Theorem 2.4 is mainly shedding
light on the lattice of closed ideals of M(A) between J̃x and Hx; see [7, Section 4]
for further discussion. Before presenting a simple example to illustrate Theorem 2.4
and Proposition 2.5, we need further terminology.

A z-filter F on a completely regular spaceX is said to be prime if Z1∪Z2 ∈ F
implies that either Z1 ∈ F or Z2 ∈ F , for zero sets Z1 and Z2. Let PF (X)
denote the set of prime z-filters, and let PZ(X) be the set of prime z-ideals
(recall that an ideal P ⊆ CR(X) is prime if fg ∈ P implies f ∈ P or g ∈ P ).
The bijective correspondence between z-ideals and z-filters restricts to a bijective
correspondence j : PZ(X) → PF (X) given by j(P ) = {Z(f) : f ∈ P} (see [14,
Chapter 2]). If P ∈ PZ(X) and P ⊆ Mx for some x ∈ X then Ox ⊆ P [14, 4I],

and hence Hx ⊆ LZ[P ] ⊆ J̃x by Proposition 2.5. Every z-ideal of CR(X) is an
intersection of prime z-ideals and the minimal prime ideals of CR(X) are z-ideals
[14, 2.8, 14.7]. The prime ideals containing a given prime ideal form a chain [14,
14.8].

Example. Let X = N ∪ {ω} be the one-point compactification of N and set
A = C(X)⊗K(H). Then Mx = Ox for x ∈ N, but Mω �= Oω. The assignment

F → PF = {f ∈ CR(X) : Z(f) \ {ω} ∈ F}
gives a bijection between the family of free ultrafilters on N (every ultrafilter on N
is trivially a z-ultrafilter) and the family of non-maximal prime z-ideals contained
in Mω. Each PF is a minimal prime z-ideal [14, 14G] and we shall see in Section 4
that its image LF under the mapping of Theorem 2.4 is a minimal closed primal
ideal of M(A). The ideal Hω = LZ(Oω) is a Glimm ideal but is not primal.

3. The homeomorphism onto MinPrimal(M(A))

In this section we specialize to the case when A is a σ-unital quasi-standard C∗-
algebra. We will be assuming that A is canonically represented as a C0(X)-algebra
with the base map φ as the complete regularization map for Prim(A) and with
X = Xφ = Glimm(A). For the main result we will also need to assume that A/Jx
is non-unital for x ∈ X (note that this is automatically satisfied if A is stable).
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The reasons for restricting to quasi-standard C∗-algebras are twofold. The
first is the fact, already mentioned, that when A is quasi-standard, MinPrimal(A)
and Glimm(A) coincide as sets (and indeed as topological spaces). This has the

implication that, for x ∈ X = Glimm(A), the ideal J̃x is primal inM(A) [6, Lemma
4.5]; and hence there must be minimal closed primal ideals ofM(A) lying between

J̃x and the Glimm ideal Hx of M(A). But secondly, if A is quasi-standard then
norm functions of elements of A are continuous on Glimm(A), so for a ∈ A, Z(a)
is a zero set of Glimm(A). Furthermore if A is also σ-unital and u ∈ A is a strictly
positive element then, as we have already mentioned, for b ∈M(A) Z(b) = Z(bu),
so Z(b) is also a zero set of Glimm(A). Thus the elaborate machinery of zero sets
works smoothly for this class of algebras.

For a ring R let Min(R) be the space of minimal (algebraic) primal ideals of
R with the lower topology generated by sub-basic sets of the form

{P ∈Min(R) : a /∈ P}
as a varies through elements of R. If R is a commutative ring then an argument of
Krull shows that every minimal primal ideal of R is prime, and Min(R) is the usual
space of minimal prime ideals of R with the hull-kernel topology, see [28] and the
references given there. If P is a minimal prime ideal of CR(X) then P is a z-ideal,
as we have mentioned, so an obvious step is to identify the image of Min(CR(X))
under the embedding map L of Theorem 2.4. We shall show that the embedding
map L carries Min(CR(X)) homeomorphically onto MinPrimal(M(A)) with the
τw-topology (where the τw-topology is defined on MinPrimal(A) by taking sets of
the form {P ∈ MinPrimal(A) : a /∈ P} (a ∈ A) as sub-basic; see [2, p. 525] where
an equivalent definition is given).

It is convenient to proceed in two stages. In Theorem 3.2 we show that

the assignment P �→ LalgZ[P ] defines a homeomorphism Θ from Min(CR(X)) onto

Min(M(A)). For this theorem we do not require the quotients A/Jx (x ∈ X) to be
non-unital. Then in Theorem 3.4 we show that, if these quotients are non-unital,

the assignment LalgF �→ LF defines a homeomorphism Φ from Min(M(A)) onto
MinPrimal(M(A)). The method of proof of Theorem 3.2 is similar to that of [28,
Theorem 3.2] except that we are here working with filters of zero sets rather than
with ideals of cozero sets. For further work on the space of minimal (algebraic)
primal ideals of a C∗-algebra, see [29] and [30].

For a C∗-algebra B and a ∈ B, let Ia be the closed ideal of B generated
by a. The following lemma is a special case of [28, Theorem 2.3], which itself is a
special case of a more general result due to Keimel [18]. Recall that ideals are not
necessarily closed unless stated to be so.

Lemma 3.1. Let B be a C∗-algebra and let P be a primal ideal of B. Then P is
a minimal primal ideal if and only if for all a ∈ P there exist b1, . . . , bn ∈ B \ P
such that IaIb1 . . . Ibn = {0}.
Let I⊥a be the largest ideal of B such that IaI

⊥
a = {0}. Then Lemma 3.1 implies

that if P is a minimal primal ideal of B and a ∈ P then I⊥⊥
a ⊆ P .
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Theorem 3.2. Let A be a σ-unital quasi-standard C∗-algebra and set X=Glimm(A).

Then the assignment P �→ LalgZ[P ] defines a homeomorphism Θ from Min(CR(X))

onto Min(M(A)).

Proof. First we show that if F = Z[P ] for P ∈Min(CR(X)) then LalgF is a minimal

primal ideal of M(A). Let bi ∈M(A) \ LalgF (1 ≤ i ≤ n). Then Z(bi) /∈ F for each
i, so Z(b1)∪· · ·∪Z(bn) /∈ F since F is a prime z-filter. Hence Z(b1)∪· · ·∪Z(bn) �=
X , so there exists x ∈ X such that bi /∈ J̃x (1 ≤ i ≤ n). Since J̃x is primal,

b1M(A) . . .M(A)bn �= {0}. Hence LalgF is primal. Now let b ∈ LalgF with b �= 0. Then
Z(b) ∈ F , so by [19, Lemma 3.1] there exists f ∈ CR(X) such that Z(f)∪Z(b) = X
and Z(f) /∈ F . Let c ∈ A with Z(c) = Z(f). Then Z(c) /∈ F so c /∈ LalgF , and

Z(c)∪Z(b) = X , so bM(A)c = {0} by Proposition 2.3(ii). This shows that LalgF is
a minimal primal ideal of M(A) and hence that Θ maps into Min(M(A)).

Now let P and Q be distinct elements of Min(CR(X)). Then Z[P ] �= Z[Q],
and since for each zero set Z there exists c ∈ A with Z(c) = Z, it follows that

LalgZ[P ] �= L
alg
Z[Q]. This shows that Θ is injective.

Now suppose that Q ∈ Min(M(A)) and let G = {Z(b) : b ∈ Q}. We show
that G is a minimal prime z-filter on X . First note that if b ∈ Q then I⊥b is
non-zero by Lemma 3.1, and indeed I⊥b = {a ∈ M(A) : Z(a) ∪ Z(b) = X} by

the primality of the ideals J̃x (x ∈ X). Hence Z(b) is non-empty, so ∅ /∈ G.
For b, c ∈ Q, Z(b) ∩ Z(c) = Z(bb∗ + cc∗) ∈ G. If b ∈ Q and c ∈ M(A) with
Z(c) ⊇ Z(b) then Z(a) ∪ Z(c) = X for all a ∈ I⊥b , so c ∈ I⊥⊥

b ⊆ Q, as observed
after Lemma 3.1. Hence Z(c) ∈ G. This shows that G is a proper z-filter, and also

that Q = LalgG . To show that G is a prime z-filter, let Z1 and Z2 be zero sets of X
such that Z1 ∪ Z2 = X . Let b, c ∈ A such that Z1 = Z(b) and Z2 = Z(c). Then
bM(A)c = {0}, so at least one of b and c (b say) belongs to Q since Q is primal.
Hence Z1 ∈ G. This shows that G is prime [14, 2E].

To see that G is minimal prime, let Z ∈ G and let b ∈ Q such that Z(b) = Z.
Then by Lemma 3.1 there exist c1, . . . , cn ∈M(A)\Q such that IbIc1 . . . Icn = {0}.
Hence Z(ci) /∈ G (1 ≤ i ≤ n), by an argument in the previous paragraph, and

Z(b) ∪ Z(c1) ∪ · · · ∪ Z(cn) = X by the primality of the ideals J̃x (x ∈ X). Set
Y = Z(c1) ∪ · · · ∪ Z(cn). Then Y is a zero set in X , being a finite union of zero
sets, and Y /∈ G since G is prime. Since Z∪Y = X it follows that no z-filter strictly

smaller than G can be prime. Hence G is a minimal prime z-filter, and Q = LalgG
belongs to the range of Θ. Thus Θ is a bijection.

Finally, for f ∈ CR(X) we can find a ∈ A such that Z(a) = Z(f); and
conversely, given a ∈ M(A), since A is σ-unital and quasi-standard we can find
f ∈ CR(X) such that Z(a) = Z(f). Hence in either case

Θ({P ∈Min(CR(X)) : f /∈ P}) = Θ({P ∈Min(CR(X)) : Z(f) /∈ Z[P ]})
= {LalgZ[P ] ∈ Min(M(A)) : Z(a) /∈ Z[P ]}

= {LalgZ[P ] ∈ Min(M(A)) : a /∈ LalgZ[P ]}.
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Since the hull-kernel topology on Min(CR(X)) can be defined either using ideals
or using elements, it follows that Θ is a homeomorphism. �

A comparison of the proof of Theorem 3.2 with that of [28, Theorem 3.2]
shows that when A is a σ-unital quasi-standard C∗-algebra, the assignment Q �→
Q ∩ A gives a homeomorphism from Min(M(A)) onto Min(A).

For the next theorem, we need the following family of functions which is useful

for relating LF and LalgF . For 0 < ε < 1/2, define the continuous piecewise linear
function fε : [0,∞) → [0,∞) by: (i) fε(x) = 0 (0 ≤ x ≤ ε); (ii) fε(x) = 2(x − ε)
(ε ≤ x ≤ 2ε); (iii) fε(x) = x (2ε ≤ x). Note that for b ∈ M(A)+, if b ∈ LF then

fε(b) belongs to the Pedersen ideal of LF for all ε [24, 5.6.1], and hence fε(b) ∈ LalgF .
On the other hand, ‖b− fε(b)‖ ≤ ε. Thus we have the following lemma.

Lemma 3.3. Let A be C0(X)-algebra with base map φ and let F be a z-filter on Xφ.

Let b ∈ M(A)+. Then with the notation above, b ∈ LF if and only if fε(b) ∈ LalgF
for all ε ∈ (0, 1/2).

Theorem 3.4. Let A be a σ-unital, quasi-standard C∗-algebra with A/G non-unital
for all G ∈ Glimm(A) and set X = Glimm(A). Then the assignment P �→ LZ[P ]

defines a homeomorphism from Min(CR(X)) onto MinPrimal(M(A)).

Proof. By Theorem 3.2, it is enough to show that the assignment

LalgZ[P ] �→ LZ[P ] (P ∈Min(CR(X)))

defines a homeomorphism Φ from Min(M(A)) onto MinPrimal(M(A)). If R is a

minimal closed primal ideal of M(A) then R contains some LalgZ[P ] ∈ Min(M(A)),

and hence R = LZ[P ]. Thus the range of Φ certainly contains MinPrimal(M(A)).
Furthermore, Theorem 2.4 implies that Φ is injective and also that if P,Q ∈
Min(CR(X)) with P �= Q then LZ[P ] �⊆ LZ[Q]. Suppose that Q ∈ Min(CR(X)).

Then LalgZ[Q] ∈ Min(M(A)) so LZ[Q] is a closed primal ideal of M(A). Hence LZ[Q]

contains a minimal closed primal ideal of M(A), which we have just seen is of
the form LZ[P ] for P ∈ Min(CR(X)). Thus P = Q, so the range of Φ equals
MinPrimal(M(A)). Hence Φ is a bijection.

Now let a ∈M(A)+ and let Z = Z(a), a zero set in X . Then by [7, Corollary

3.1] there exists c ∈ M(A)+ such that ‖c+ J̃x‖ = 1 for x ∈ X \ Z and c ∈ J̃x for
x ∈ Z. Hence Z(fε(c)) = Z for all ε ∈ (0, 1/2). Thus

Φ({LalgF ∈Min(M(A)) : a /∈ LalgF }) = Φ({LalgF ∈ Min(M(A)) : Z /∈ F})
= {LF ∈MinPrimal(M(A)) : c /∈ LF},

by Lemma 3.3. On the other hand, again by Lemma 3.3,

Φ−1({LF ∈MinPrimal(M(A)) : a /∈ LF})

=
⋃

ε∈(0,1/2)

{LalgF ∈ Min(M(A)) : fε(a) /∈ LalgF }).

Thus it follows that Φ is a homeomorphism. �
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Corollary 3.5. Let A be a σ-unital, continuous C0(X)-algebra with base map φ
such that A/Jx is non-unital and φ−1(x) is contained in a limit set in Prim(A)
for all x ∈ Xφ. Then Min(CR(Xφ)) is homeomorphic to MinPrimal(M(A)).

Proof. By Lemma 2.1, A is quasi-standard and there is a homeomorphic map ψ :
Glimm(A)→ Xφ. For G ∈ Glimm(A), there exists x ∈ Xφ such that ψ−1(x) = G.
Hence Jx = G, so A/G is non-unital. The result now follows from Theorem 3.4. �

4. Applications

The space of minimal prime ideals of CR(X) has been studied in numerous papers,
e.g., [19], [15], [12], [11], [16], so Theorem 3.4 has various immediate corollaries. We
present a sample of these. Recall that a topological space Y is countably compact
if every countable open cover of Y has a finite subcover. If Y is a T1-space then Y
is countably compact if and only if every infinite subset of Y has a limit point in
Y [23, p. 181].

Corollary 4.1. Let A be a σ-unital, quasi-standard C∗-algebra with A/G non-unital
for all G ∈ Glimm(A).

(i) The Hausdorff space MinPrimal(M(A)) is totally disconnected and countably
compact.

(ii) If MinPrimal(M(A)) is locally compact then it is basically disconnected.

Proof. (i) The space of minimal closed primal ideals of a C∗-algebra is always
Hausdorff in the τw-topology [2, Corollary 4.3]. The total disconnectedness and
countable compactness follow from Theorem 3.4 and from [15, Corollary 2.4] and
[15, Theorem 4.9] respectively.

(ii) This follows from Theorem 3.4 and [15, Theorem 4.7]. �

In the context of Corollary 4.1, recall that a necessary and sufficient condi-
tion for M(A) to be quasi-standard is that Glimm(M(A)) and MinPrimal(M(A))
should coincide both as sets and as topological spaces [5, Theorem 3.3]. Since
M(A) is unital, Glimm(M(A)) is compact, so MinPrimal(M(A)) would also have
to be compact. By Corollary 4.1(ii), this implies that MinPrimal(M(A)), and hence
Glimm(M(A)), would have to be basically disconnected; and this in turn implies
that Glimm(A) would have to be basically disconnected [14, 6M.1]. Thus we recover
the necessity of Glimm(A) being basically disconnected ifM(A) is quasi-standard.
In point of fact, it was shown in [6, Corollary 4.9] that if A is a σ-unital quasi-
standard C∗-algebra with centre equal to {0} then M(A) is quasi-standard if and
only if Glimm(A) is basically disconnected.

Corollary 4.2. Let A be a σ-unital, quasi-standard C∗-algebra and suppose that
A/G is non-unital for all G ∈ Glimm(A). Then the following are equivalent:

(i) MinPrimal(M(A)) is compact;
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(ii) Glimm(A) is cozero-complemented; that is, for every cozero set U in
Glimm(A) there exists a cozero set V in Glimm(A) such that U ∩ V = ∅
and U ∪ V is dense in Glimm(A).

Proof. This follows by Theorem 3.4 and the characterization in [15, Corollary 5.5].
�

For example, if Glimm(A) is basically disconnected or is homeomorphic to an ordi-
nal space then Glimm(A) is cozero complemented [16, Examples 1.6], so the space
MinPrimal(M(A)) is compact. On the other hand, if Glimm(A) is the Alexandroff
double of a compact metric space without isolated points then Glimm(A) is com-
pact and first countable but not cozero complemented [16, Examples 1.7]. Hence
MinPrimal(M(A)) is not compact.

If A is separable, much more can be said. Recall that a regular closed set is
one that is the closure of its interior. If A is separable then Glimm(A) is perfectly
normal [8, Lemma 3.9] (i.e., every closed subset of Glimm(A) is a zero set) so A
certainly satisfies condition (ii) of the next corollary.

Corollary 4.3. Let A be a σ-unital, quasi-standard C∗-algebra. Suppose that A/G
is non-unital for G ∈ Glimm(A). Then the following are equivalent:

(i) MinPrimal(M(A)) is compact and extremally disconnected;
(ii) Every regular closed set in Glimm(A) is the closure of a cozero set.

In particular, if A is separable then A satisfies these equivalent conditions.

Proof. This follows by Theorem 3.4 and the characterization in [15, Theorems 4.4
and 5.6]. �

More generally, recall that a topological spaceX has the countable chain con-
dition if every family of non-empty pairwise disjoint open subsets ofX is countable.
It is easily seen that a completely regular topological space with the countable
chain condition has property (ii) of Corollary 4.3. If a C∗-algebra A has a faithful
representation on a separable Hilbert space, then Glimm(A) satisfies the countable
chain condition [30, p. 85].

We conclude with one further application of Theorem 3.4.

Corollary 4.4. Set A = C(βN \N)⊗K(H). Then MinPrimal(M(A)) is nowhere
locally compact. If Martin’s Axiom holds then MinPrimal(M(A)) is not an F-space.

Proof. Both statements follow from Theorem 3.4, the first by [15, Example 5.9],
and the second by [12, Corollary 4]. �
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Dedicated to Charles Batty on the occasion of his sixtieth birthday

Abstract. We reconsider the contour argument and proof by transfinite in-
duction of the ABLV-Theorem given in [AB88]. But here we use the method
to prove a Tauberian Theorem for Laplace transforms which has the ABVL-
Theorem about stability of a semigroup as corollary and also gives quantita-
tive estimates.

It is interesting that considering countable spectrum leads to the same
problems Cantor encountered when he tried to prove a uniqueness result for
trigonometric series. It led him to invent ordinal numbers and transfinite
induction. We explain these connections in the article.

Mathematics Subject Classification (2010). 47D06, 44A10.

Keywords. Semigroups, asymptotic behavior, Laplace transform, Tauberian
theorem, countable spectrum, transfinite induction, uniqueness theorem for
trigonometric series.

1. Introduction

Frequently, it is worthwhile to revisit a mathematical result with the benefit of
several years’ hindsight. Things may appear in a different light, different methods
might be known. The result I am talking about here is the stability theorem I
proved together with Charles Batty 25 years ago, which says the following. Let
(T (t))t≥0 be a bounded C0-semigroup with generator A. If σ(A)∩ iR is countable
and σp(A

′) ∩ iR = ∅ (where σp(A
′) denotes the point spectrum of the adjoint),

then the semigroup is stable; i.e., limt→∞ T (t)x = 0 for all x ∈ X .
It was not necessary to wait 25 years for new methods to appear. In fact, ex-

actly at the same time, this stability result was obtained independently by Ljubich
and Vu [LV88] at the University of Kharkov in the Soviet Union by completely dif-
ferent methods. For this reason the result is frequently called the ABLV-Theorem.
Ljubich and Vu use a quotient method, and later Fourier methods were developed
by Esterle, Strouse and Zouakia [ESZ92] (spectral synthesis) and it was Chill

c© Springer International Publishing Switzerland 2015
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[Chi98] who shed new light onto the old methods of Ingham – 80 years after their
first appearance. These different approaches all have their advantages and mer-
its. The proof by Ljubich and Vu is the most functional analytical in nature. Its
disadvantage is that it merely works in the context of semigroups and not more
generally for Laplace transforms. The advantage of Chill’s approach is that it is
valid for Laplace transforms (see [Chi98], [ABHN11, Theorem 4.9.7]). We refer to
the survey by Chill and Tomilov [CT07] for more information and also to Section
5.5 of [ABHN11].

Still, we want to revisit our proof from 1986, which used two ingredients, a
contour argument and transfinite induction. Compared with the other methods,
there are two advantages: our proof is completely elementary and it also gives quan-
titative results (which have grown in importance recently, see Batty [Bat90], Batty
and Duykaerts [BD08], Borichev and Tomilov [BT10], Batty, Chill and Tomilov
[BCT], [BBT14] as well as Section 4.4 in [ABHN11]).

Concerning elegance and esthetics, the opinions of colleagues are not unan-
imous. Most people believe that our method is quite technical and even we did
not use it in our book [ABHN11] to prove the ABLV-Theorem. Still, we believe
that the transfinite induction argument we used in 1986 is quite striking and even
elegant. Once the inductive statement is formulated in the right way, its proof is
automatic. Our aim in this article is to make this transparent by formulating the
technical part in an abstract and easy way (Lemma 3.6). But we also arrange the
arguments differently and obtain a new interesting result, namely a (quantitative)
Tauberian theorem for Laplace transforms (Theorem 3.1) where an exceptional
countable set occurs in the hypothesis. It is this result which we prove by transfi-
nite induction in the present article (in contrast to our original proof [AB88] where
the argument by transfinite induction was done on the level of the semigroup). The
powerful Mittag-Leffler Theorem, a topological argument in the spirit of Baire’s
theorem, allows one to pass from the Tauberian theorem to the ABLV-Theorem,
see Section 4. Our Tauberian theorem gives also an improvement of a Tauberian
theorem for power series by Allan, O’Farrell and Randsford [AOR87] which was
motivated by the Katznelson–Tzafriri theorem.

Concerning the contour estimates, they demonstrate the power of Cauchy’s
Theorem and are most elegant when the spectrum on the imaginary axis is empty.
As an appetizer we consider this case in Section 2 emphasizing the quantitative
character. In Section 3 we prove the general Tauberian theorem elaborating the use
of transfinite induction. It is interesting that Cantor encountered similar problems
as we did in the context of countable spectrum when he tried to prove a uniqueness
result for trigonometric series where a closed, countable exceptional set has to be
mastered. It was this problem which led him to develop set theory, ordinal numbers
and transfinite induction. In Section 5 we take the opportunity to present the
solution of Cantor’s problem by transfinite induction, a striking resemblance to
our proof, a resemblance of which we were not aware in 1986.

Cantor must have been aware of the argument, but he never published the
end of the proof.
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2. Empty spectrum

This section is an introduction to the subject where we consider the simplest case
of a complex Tauberian theorem, the Newman-trick for contour integrals and the
special case of the ABLV-Theorem where the spectrum on the imaginary axis is
empty. The results are contained in [AB88], [AP92] (see also [ABHN11]). Here
however, we put them together in a way which makes transparent the quantitative
nature of the results and which demonstrates the power of the contour argument
in a simple case. The more refined techniques are then presented in Section 3.

We consider a function f ∈ L∞(R+, X) where X is a complex Banach space,
R+ = [0,∞). By

f̂(λ) :=

∫ ∞

0

e−λtf(t) dt (Reλ > 0)

we denote the Laplace transform of f . It is a holomorphic function defined on the
right half-plane C+.

If F (t) :=
∫ t

0
f(s) ds converges to F∞ as t→∞, then limλ→0 f̂(λ) = F∞. This

Abelian theorem is easy to see. The converse is false in general: If limλ→∞ f̂(λ) =
F∞ exists, then

∫ t

0 f(s) ds need not converge as t → ∞. But if a theorem says
that it does under some additional hypothesis then we call it a Tauberian theorem
and the additional hypothesis a Tauberian condition. An interesting Tauberian
theorem is the following.

Theorem 2.1 (Newman–Korevaar–Zagier). Assume that f̂ has a holomorphic ex-
tension to an open set containing C+. Then

lim
t→∞

∫ t

0

f(s) ds

exists.

It follows that limt→∞
∫ t

0 f(s) ds = f̂(0) by the remark above. Here the

Tauberian condition is that f̂ can be extended to a holomorphic function on an
open set containing C+. A theorem of this type had already been proved by Ing-
ham [Ing35] in the thirties (see also Korevaar’s book [Kor04, p. 135]). But Newman
[New80] found an elegant contour argument (which he applied to Dirichlet series),
that was used by Korevaar [Kor82] and Zagier [Zag97] for Laplace transforms to
give beautiful proofs of the prime number theorem. Here is an estimate, which
implies Theorem 2.1 and which shows the simplicity of the argument as well as its
quantitative aspect.

We let ‖f‖∞ := supt≥0 ‖f(t)‖.

Proposition 2.2. Let R > 0. Assume that f̂ has a holomorphic extension to a
neighborhood of C+ ∪ i[−R,R]. Then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s)− f̂(0)
∥∥∥∥ ≤ ‖f‖∞R .
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Proof. Let g = f̂ and for t > 0 let

gt(z) =

∫ t

0

e−zsf(s) ds.

Thus gt is an entire function. Let U be an open, simply connected set containing
i[−R,R]∪C+. Denote by γ a path going from iR to −iR lying entirely in U ∩{z ∈
C : Re z < 0} besides the endpoints.

We apply Cauchy’s Theorem to this contour. The introduction of an ad-
ditional fudge factor under the following integral is the ingenious trick due to
Newman.∫ t

0

f(s) ds− f̂(0) = gt(0)− g(0)

=
1

2πi

∫
|z|=R
Re z>0

(gt(z)− g(z))etz
(
1 +
z2

R2

)
dz

z

+
1

2πi

∫
γ

(gt(z)− g(z))etz
(
1 +
z2

R2

)
dz

z

=: I1(t) + I2(t).

It follows from the Dominated Convergence Theorem that limt→∞ I2(t) = 0.
In order to estimate I1(t) let z = Reiθ, |θ| < π

2 , be on the right-hand semi-
circle. Then on the one hand

‖(gt(z)− g(z))etz‖ =
∥∥∥∥∫ ∞

t

e−zsf(s) ds etz
∥∥∥∥

≤ ‖f‖∞
∫ ∞

t

e−sR cos θ ds etR cos θ

≤ ‖f‖∞
R cos θ

and on the other

|1 + z
2

R2
| = |1 + ei2θ| = |e−iθ + eiθ|
= 2 cos θ.

Thus

‖I1(t)‖ ≤
1

2π
π
‖f‖∞
R cos θ

2 cos θ =
‖f‖∞
R

and the proposition is proved. �

In 1986 when we worked in Oxford on stability of semigroups we knew a
version of Theorem 2.1 from an unpublished manuscript by Zagier (cf. [Zag97]).
It was easy to apply it to semigroups:

Let (T (t))t≥0 be a C0-semigroup with generator A. Assume that ‖T (t)‖ ≤M
for all t ≥ 0. For x ∈ X let f(t) = T (t)x. Then f̂(λ) = R(λ,A)x. Now assume that
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σ(A) ∩ iR = ∅. Then f̂(0) = −A−1x and the Newman–Korevaar–Zagier Theorem
2.1 implies that ∫ t

0

f(s) ds =

∫ t

0

T (s)AA−1xds

= T (t)A−1x−A−1x

converges to −A−1x as t→∞.

Hence T (t)A−1x→ 0 as t→∞ for all x ∈ X . Since rgA−1 = D(A) is dense
in X and ‖T (t)‖ ≤ M it follows that limt→∞ T (t)x = 0 for all x ∈ X ; i.e., the
semigroup is stable. We have proved the following.

Theorem 2.3. Assume that (T (t))t≥0 is a bounded C0-semigroup with generator A.
If σ(A) ∩ iR = ∅, then limt→∞ T (t)x = 0 for all x ∈ X.

It is natural to ask what happens if σ(A) ∩ iR �= ∅. If iη ∈ σp(A′), the point
spectrum of the adjoint A′ of A, then T (t)′x′ = eiηtx′ for all t ≥ 0 and some
x′ ∈ X ′ \ {0}. Let x ∈ X be such that 〈x′, x〉 = 1. Then 〈T (t)x, x′〉 = eiηt for all
t ≥ 0 and so the semigroup is definitely not stable. Thus

σp(A
′) ∩ iR = ∅ (2.1)

is a necessary condition for stability.

By the Hahn–Banach Theorem, condition (2.1) is equivalent to

rg(iη −A) being dense in X (2.2)

where rg stands for the range of the operator. What is special for x ∈ rg(iη−A)?
Let x = (iη −A)y where y ∈ D(A), f(t) = T (t)x as before. Then∫ t

0

f(s)e−iηs ds = y − e−iηtT (t)y.

Thus

sup
t≥0

∥∥∥∥∫ t

0

f(s)e−iηs ds

∥∥∥∥ <∞. (2.3)

This condition turns out to be useful for proving a Tauberian theorem by the
contour method if iη is a singular point.

Before discussing this in the next section we point out a generalization of
the Tauberian Theorem 2.1. It is not necessary to assume that a holomorphic
extension exists, a continuous extension suffices.

Theorem 2.4. Let f ∈ L∞(R+, X), R > 0, F∞ ∈ X. Assume that 1
λ(f̂(λ) − F∞)

has a continuous extension to C+ ∪ i[−R,R]. Then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds− F∞
∥∥∥∥ ≤ 2‖f‖∞

R
. (2.4)
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This is obtained by a modification of the contour argument above (cf. [AP92,
Lemma 5.2], where a more complicated situation is considered). We give the proof
of Theorem 2.4 in order to be complete. It is interesting that now, instead of
the Dominated Convergence Theorem, we use the Riemann–Lebesgue Theorem
for Fourier coefficients. The price is a factor 2 appearing in the estimate (2.4) in
contrast to the better estimate given in Proposition 2.2.

Proof. First case: F∞ = 0.

Let g = f̂ . Thus g(z)
z has a continuous extension to C+ ∪ i[−R,R]. By (a

slight extension of) Cauchy’s Theorem one has∫
γ

g(z)

z
(1 +

z2

R2
)etz dz +

∫
|z|=R
Re z>0

g(z)

z
(1 +

z2

R2
)etz dz = 0 (2.5)

where γ is the straight line from iR to −iR.
For t > 0 consider the entire function

gt(z) =

∫ t

0

e−szf(s) ds.

Thus by (2.5),∫ t

0

f(s) ds =
1

2πi

∫
|z|=R

gt(z)

(
1 +
z2

R2

)
etz

dz

z

=
1

2πi

∫
|z|=R
Re z>0

(gt(z)− g(z))
(
1 +
z2

R2

)
etz

dz

z

− 1

2πi

∫
γ

g(z)etz
(
1 +
z2

R2

)
dz

z
+

1

2πi

∫
|z|=R
Re z<0

gt(z)

(
1 +
z2

R2

)
etz

dz

z

=: I1(t) + I2(t) + I3(t).

By the Riemann–Lebesgue Theorem, limt→∞ I2(t) = 0.
One has ‖I1(t)‖ ≤ 1

R‖f‖∞ for all t ≥ 0 as in Proposition 2.2.
The integral I3(t) can be estimated in a similar way,

lim sup
t→∞

‖I3(t)‖ ≤
1

R
‖f‖∞.

Thus lim supt→∞ ‖
∫ t

0 f(s) ds‖ ≤
2
R‖f‖∞.

Second case: F∞ ∈ X is arbitrary.

Let ϕ : [0,∞)→R be continuous with compact support satisfying
∫ 1

0
ϕ(s)ds=1.

Let f1(t) := f(t)− ϕ(t)F∞. Then f̂1(λ) = f̂(λ)− ϕ̂(λ)F∞, ϕ̂(0) = 1.
Thus

f̂1(λ)

λ
=
f̂(λ)− F∞

λ
− ϕ̂(λ)− ϕ̂(0)

λ
F∞

has a continuous extension to C+ ∪ i[−R,R].
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By the first case

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds− F∞
∥∥∥∥ ≤ 2

R
‖f‖∞. �

Applying the preceding results to f(·+ s) instead of f one even obtains the
estimate

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds− F∞
∥∥∥∥ ≤ 1

R
lim sup
t→∞

‖f(t)‖, (2.6)

in Proposition 2.2 and the estimate

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds− F∞
∥∥∥∥ ≤ 2

R
lim sup
t→∞

‖f(t)‖, (2.7)

instead of (2.4), cf. [AP92, Remark 9.2].

We finish this section by going back to the origins of Tauberian theory. Given
a bounded sequence (an)n∈N0 consider the power series p(z) =

∑∞
n=0 anz

n which
is defined for |z| < 1. If

∑∞
n=0 an =: b∞ exists then Abel showed in 1826 that

lim
x↗1
p(x) = b∞. (2.8)

The converse is not true in general. Additional assumptions are needed. It was
Tauber who proved in 1897 that the series converges if in addition to (2.8) one
assumes that

lim
n→∞n‖an‖ = 0, (2.9)

thus proving the first “Tauberian theorem”.

Littlewood showed in 1911 that the “Tauberian condition” (2.9) can be re-
laxed to supn∈N n‖an‖ <∞.

Another Tauberian theorem is due to Riesz. It is actually a consequence of
the estimate (2.6).

Theorem 2.5 (Riesz). Let an ∈ X, n ∈ N0, such that limn→∞ ‖an‖ = 0. Assume
that the power series

p(z) =

∞∑
n=0

anz
n (|z| < 1)

has a holomorphic extension to an open neighborhood of 1. Then

∞∑
n=0

an = p(1).

Proof. Let f(t) = an if t ∈ [n, n+ 1). Then f ∈ L∞(R+, X) and

f̂(λ) =
1− e−λ

λ
p(e−λ) (Reλ > 0).
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Thus f̂ has a holomorphic extension to a disc of radius 2R centered at 0 for some

R > 0 and f̂ = p(1). Thus (2.6) implies that

lim
n→∞

∥∥∥∥∥
n∑

k=0

ak − p(1)
∥∥∥∥∥ ≤ 1

R
lim sup
n→∞

‖an‖ = 0. �

This proof is taken from [AP92, Remark 3.4].

3. A complex Tauberian theorem

Let f ∈ L∞(R+, X). The Laplace transform f̂ of f is a holomorphic function from
the open right-hand half-plane C+ into X .

If F (t) :=
∫ t

0
f(s) ds converges to F∞ as t →∞, then limλ↘0 f̂(λ) = F∞ by

an easy Abelian theorem. As in Section 2, we want to prove the converse. But here
we will relax the assumptions considerably. As in Theorem 2.4 we will estimate

lim sup
t→∞

‖F (t)− F∞‖.

The Tauberian condition is expressed in terms of the boundary behavior of f̂(λ)
as λ→ iη.
Theorem 3.1. Let R > 0, F∞ ∈ X. Let E ⊂ (−R, 0) ∪ (0, R) be closed and
countable. Assume that

(a) f̂(λ)−F∞
λ has a continuous extension to C+ ∪ i([−R,R] \ E) and that

(b) supt≥0 ‖
∫ t

0
e−iηsf(s) ds‖ <∞ for all η ∈ E.

Then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds− F∞
∥∥∥∥ ≤ 2‖f‖∞

R
. (3.1)

Our point is that the bound in (b) may depend on η ∈ E. In the case where
it is independent, (3.1) can be proved purely by a contour argument (see [AP92,
Theorem 3.1], and [AB88, Theorem 4.1] for a slightly more special case). Since
we do not assume a uniform bound in (b) our proof needs an argument of trans-
finite induction. It is similar to the transfinite induction argument given for the
proof of the ABLV-Theorem in [AB88] and, we think, an interesting mathematical
argument in its own right. Here it is.

As in the proof of Proposition 2.4 we may assume that F∞ = 0 which we do
now. We assume the hypotheses of Theorem 3.1.

For the proof we denote by Jn the set of all (η1, . . . , ηn, ε1, . . . , εn) with ηj ∈
E, εj > 0 such that the intervals (ηj − εj , ηj + εj) are pairwise disjoint and 0 �∈⋃n

j=1[ηj − εj , ηj + εj ] ⊂ (−R,R). Given a set K ⊂ (−R, 0) ∪ (0, R) we say that

(η1, . . . , ηn, ε1, . . . , εn) covers K, if K ⊂
⋃n

j=1(ηj − εj , ηj + εj). With the help of
these notations the basic estimate can be formulated as follows.

Lemma 3.2 (basic estimate). There exist functions an, bn : Jn → (0,∞) satisfying
for all n, p ∈ N
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(a) an(η1, . . . , ηn, ε1, . . . , εn)→ 1 as (ε1, . . . , εn)→ 0 in Rn

(b) an+p(η1, . . . , ηn+p, ε1, . . . , εn+p)→ an(η1, . . . , ηn, ε1, . . . , εn)
as (εn+1, . . . , εn+p)→ 0 in Rp

(c) bn(η1, . . . , ηn, ε1, . . . , εn)→ 0 as (ε1, . . . , εn)→ 0 in Rn

(d) bn+p(η1, . . . , ηn+p, ε1, . . . , εn+p)→ bn(η1, . . . , ηn, ε1, . . . , εn)
as (εn+1, . . . , εn+p)→ 0 in Rp

such that the following holds:
If E is covered by (η1, . . . , ηn, ε1, . . . , εn) ∈ Jn then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds

∥∥∥∥
≤ 2‖f‖∞

R
an(η1, . . . , ηn, ε1, . . . , εn) + bn(η1, . . . , ηn, ε1, . . . , εn).

These estimates are obtained by changing the contour in the proof of The-
orem 2.4 on the straight line i[−R,R] by introducing semicircles of radius εj ,
j = 1, . . . , n. For the proof we refer to [AP92, Lemma 5.2] (which is a modification
of [AB88, Lemma 3.1]).

Remark. The reader might better understand the proof of [AP92, Lemma 5.2] by
replacing “and 0 =” on line 11, 12 of p. 430 by a “−” and lifting the term to the
end of line 10. Also the signs “+” on lines 15 and 17 should be replaced by a “−”.

Proof of Theorem 3.1. Let E0 := E ∩ [−R,R]. Thus E0 is compact and countable.
Given an ordinal α we define Eα inductively by

Eα =

⎧⎪⎪⎨⎪⎪⎩
the set of all cluster points

of Eα, if α is a successor ordinal;⋂
β<α

Eβ , if α is a limit ordinal.

We will prove that the following statement S(α) holds for all ordinals α:

S(α) : if Eα = ∅, then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds

∥∥∥∥ ≤ 2

R
‖f‖∞ (3.2)

and if Eα is covered by (η1, . . . , ηn, ε1, . . . , εn) ∈ Jn then

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds

∥∥∥∥
≤ 2‖f‖∞

R
an(η1, . . . , ηn, ε1, . . . , εn) + bn(η1, . . . , ηn, ε1, . . . , εn).

(3.3)

Once this statement is proved the proof of the theorem is completed as fol-
lows:

Since Eα is compact and countable it possesses an isolated point whenever
Eα is non empty. Thus Eα+1 � Eα whenever Eα �= ∅. This implies that Eα0 = ∅
for some α0 (see Proposition 5.2). Hence statement S(α0) gives the result.
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Now we prove that S(α) holds for all ordinals α.

α = 0: If E0 = ∅, this is Theorem 2.4. If E0 �= ∅, then this follows immediately
from the basic estimate Lemma 3.2.

α > 0: Assume that S(β) holds for all β < α. We show that S(α) holds.

First case: α is a limit ordinal.
Then Eα =

⋂
β<αEβ .

If Eα = ∅, then there exists β < α such that Eβ = ∅. The inductive hypothesis
implies that (3.2) holds.

If Eα is covered by (η1, . . . , ηn, ε1, . . . , εn) ∈ Jn, then there exists β < α such
that Eβ is covered by (η1, . . . , ηn, ε1, . . . , εn). Thus (3.3) follows by the inductive
hypothesis.

Second case: α is a successor ordinal.
If Eα = ∅, then Eα−1 is finite, say Eα−1 = {η1, . . . , ηn}. Choose εj > 0 so

small that (η1, . . . , ηn, ε1, . . . , εn) ∈ Jn. Then it follows by the inductive hypothesis
that

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds

∥∥∥∥
≤ 2‖f‖∞

R
an(η1, . . . , ηn, ε1, . . . , εn) + bn(η1, . . . , ηn, ε1, . . . , εn).

Letting (ε1, . . . , εn)→ 0 in Rn yields (3.2).
If Eα is covered by (η1, . . . , ηn, ε1, . . . , εn) ∈ Jn, then

Eα−1 \
n⋃

j=1

(ηj − εj, ηj + εj)

is finite, consisting of, say, {ηn+1, . . . , ηn+p}. Choose εj > 0, j = n+1, . . . , n+p, so
small that (η1, . . . , ηn+p, ε1, . . . , εn+p) ∈ Jn+p. Then by the inductive hypothesis

lim sup
t→∞

∥∥∥∥∫ t

0

f(s) ds

∥∥∥∥
≤ 2‖f‖∞

R
an+p(η1, . . . , ηn+p, ε1, . . . , εn+p) + bn+p(η1, . . . , ηn+p, ε1, . . . , εn+p).

Sending (εn+1, . . . , εn+p) to 0 in Rp gives the desired estimate (3.3).
Thus S(α) is proved. �

Remark 3.3. Applying Theorem 3.1 to the function f(·+s) instead of f one obtains
the estimate

lim sup
t→∞

‖
∫ t

0

f(s) ds− F∞‖ ≤
2

R
lim sup
t→∞

‖f(t)‖ (3.4)

which improves (3.1), cf. [AP92, Remark 3.2].

The following is an immediate consequence of Theorem 3.1.
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Corollary 3.4. Let E ⊂ R be closed and countable such that 0 �∈ E. Let F∞ ∈ X.
Assume that

(a) f̂(λ)−F∞
λ has a continuous extension to C+ \ iE and that

(b) supt≥0 ‖
∫ t

0 e
−iηsf(s) ds‖ <∞ for all η ∈ E.

Then limt→∞
∫ t

0 f(s) ds = F∞.

Remark. In the case where (a) is replaced by the stronger hypothesis

(a′) f̂ has a holomorphic extension to an open set containing C+ \ iE,
Corollary 3.4 is proved by Batty, van Nerven and Räbiger [BvNR98, Theorem 4.3],
where a slightly weaker hypothesis than (b) is considered (cf. [BvNR98, Remark 2].
The methods are very different though.

We may transform Corollary 3.4 into a Tauberian theorem of a different type
where convergence of f(t) as t→∞ is the conclusion.

Corollary 3.5. Let f ∈ L∞(0,∞;X) and f∞ ∈ X. Assume that

f̂(λ) − f∞
λ

(Reλ > 0)

has a continuous extension to C+\iE where E ⊂ R is closed, countable and 0 �∈ E.
Assume that

sup
t≥0

∥∥∥∥∫ t

0

e−iηsf(s) ds

∥∥∥∥ <∞ for all η ∈ E. (3.5)

Then limt→∞ 1
δ

∫ δ+t

t
f(s) ds = f∞ for all δ > 0.

If f is uniformly continuous on [τ,∞) for some τ > 0, then

lim
t→∞ f(t) = f∞.

This follows from Corollary 3.4 as [AP92, Theorem 3.5] follows from [AP92,
Theorem 3.1]. We refer to Chill [Chi98], [ABHN11, Theorem 4.9.7] for a different
approach via Fourier Analysis to such Tauberian theorems.

Finally, we apply Corollary 3.5 to power series. By D := {z ∈ C : |z| < 1}
we denote the unit disc and by Γ := {z ∈ C : |z| = 1} the unit circle.

Corollary 3.6. Let an ∈ X, supn∈N0
‖an‖ < ∞, p(z) =

∑∞
n=0 anz

n for z ∈ D. Let
F be a closed, countable subset of Γ such that

(a) p has a continuous extension to D \ F and

(b) supN∈N ‖
∑N

n=0 anz
n‖ <∞ for all z ∈ Γ.

Then limn→∞ an = 0

It follows from Riesz’ Theorem 2.5 that
∞∑
n=0

anz
n = p(z)

for all z ∈ D \ F .
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Proof. Replacing an by w−nan where w ∈ Γ \ F we may assume that 1 �∈ F .
Let f(t) = an if t ∈ [n, n+ 1). Then f ∈ L∞(R+, X) and

f̂(λ) =
1− e−λ

λ
p(e−λ) (Reλ > 0)

has a continuous extension to C+ \ iE where E := {η ∈ R : e−iη ∈ F}.
Moreover, for t ∈ [n, n+ 1) we have∫ t

0

e−iηsf(s) ds =

n∑
m=0

ame
−iηm 1− e−iη

iη
+ ane

−iηn 1− e−iη(t−n)

iη
.

Thus (3.4) is satisfied. It follows from Corollary 3.5 that

an =

∫ n+1

n

f(s) ds→ 0 as n→∞. �

Corollary 3.6 improves Theorem 4 of Allan–O’Farrell and Ransford [AOR87]
where a uniform bound is assumed in (b). This is possible by the transfinite in-
duction argument we gave.

4. The ABLV-Theorem

It is easy to deduce the ABLV-Theorem from the Tauberian Theorem 3.1, if one
has at hand a powerful topological tool, the Mittag-Leffler Theorem, see below.

Theorem 4.1 (ABLV-Theorem). Let (T (t))t≥0 be a C0-semigroup on a Banach
space X and A its generator. Assume

(a) ‖T (t)‖ ≤M (t ≥ 0)
(b) σ(A) ∩ iR is countable
(c) σp(A

′) ∩ iR = ∅.
Then limt→∞ T (t)x = 0 for all x ∈ X.

Proof. Replacing A by A − iη if necessary, we may assume that 0 �∈ σ(A). By
hypothesis the space rg(A− iη) is dense in X . The Mittag-Leffler Theorem implies
that even

Y :=
⋂
η∈E

rg(A− iη) (4.1)

is dense in X (see Proposition 4.2 below). Let x ∈ Y and consider f(t) = T (t)x.

Then f̂(λ) = R(λ,A)x. Hence f̂(0) = −A−1x. Thus f satisfies the hypothesis (a)
of Corollary 3.4 with F∞ = −A−1x, iE = σ(A) ∩ iR.

We prove that condition (b) of Corollary 3.4 is satisfied. Let η ∈ E. Since
x ∈ Y , there exists z ∈ D(A) such that (A− iη)z = x. Hence∫ t

0

e−iηsT (s)xds = e−iηtT (t)z − z.
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It follows that ‖
∫ t

0
e−iηsT (s)xds‖ ≤ (M +1)‖z‖ for all t ≥ 0. Now we can deduce

from Corollary 3.4 that

T (t)A−1x =

∫ t

0

AT (s)A−1xds+A−1x =

∫ t

0

f(s)xds− f̂(0)

converges to 0 as t→∞.
Since Y is dense in X it follows that limt→∞ T (t)A−1x = 0 for all x ∈ X .

Since rgA−1 = D(A) is dense in X , we finally deduce that limt→∞ T (t)x = 0 for
all x ∈ X . �

We remark that conditions (a) and (c) of Theorem 4.1 are necessary as we
have already noted in Section 2. Condition (b) is not necessary, but optimal by
[AB88, Example 2.5 (a)]. Up to date, there seems to be no complete characteriza-
tion of stability. However, Tomilov [Tom01] obtained an interesting result which (in
view of the Mittag-Leffler Theorem) generalizes the ABLV-Theorem. A bounded
C0-semigroup with generator A is stable whenever the space⋂

iη∈iR∩σ(A)

rg(iη −A)

is dense in X . But also this condition is not necessary, see [CT03].
Next we state the Mittag-Leffler Theorem and prove the density of the space

Y in (4.1). A very good reference for the Mittag-Leffler Theorem is the article by
Esterle [Est84]. In Esterle–Strouse–Zouakia [ESZ92] the Mittag-Leffler Theorem
is used in a similar way as we do here.

Let Mn be a complete metric space and Θn : Mn+1 →Mn a continuous map
with dense image (n ∈ N). A sequence (yn)n∈N with yn ∈Mn is called projective if
Θnyn+1 = yn for all n ∈ N. In that case we call y1 the final point of the projective
sequence.

Let F := {y1 ∈ M1 : there exists a sequence (yn)n∈N such that Θnyn+1 =
yn for all n ∈ N} be the set of all final points of a projective sequence.

Theorem 4.2 (Mittag-Leffler). The set F is dense in M1.

As application we prove the density of Y .

Proposition 4.3. Let A be an operator on X such that ρ(A) �= ∅. Let λn ∈ C such
that rg(A− λn) is dense in X.

Then

Y :=
⋂
n∈N

rg(A− λn)

is dense in X.

Proof. We may assume that 0 ∈ ρ(A) replacing A by A − μ and λn by λn − μ
otherwise. Then D(An) is a Banach space for the norm ‖x‖n := ‖Anx‖.

If for λ ∈ C, (A − λ)D(A) is dense in X , then (A − λ)D(An+1) is dense in
D(An) with respect to ‖ · ‖n. In fact, let x ∈ D(An). Then there exists yk ∈ D(A)
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such that (λ − A)yk → Anx =: y in X as k → ∞. Thus A−nyk ∈ D(An) and
(λ−A)A−nyk → x in D(An) as k →∞.

Let Θn : D(A
n+1) → D(An) be defined by Θnx = (A − λn)x. Then Θn is

continuous with dense image. Thus, by the Mittag-Leffler Theorem the set F of
all final points is dense in X . Since F ⊂ Y , the claim follows. �

The discrete stability theorem [AB88, Theorem 5.1] is a direct consequence
of Corollary 3.5. Recall that Γ = {z ∈ C : |z| = 1}.

Theorem 4.4. Let T ∈ L(X) such that M := supn∈N ‖T n‖ <∞. Assume that

(a) σ(T ) ∩ Γ is countable and
(b) σp(T

′) ∩ Γ = ∅.
Then limn→∞ T nx = 0 for all x ∈ X.

Proof. By hypothesis rg(λ − T ) is dense for all λ ∈ σ(T ) ∩ Γ. It follows from the
Mittag-Leffler Theorem that

Y :=
⋂

λ∈σ(T )∩Γ

rg(λ− T )

is dense in X .
Let p(z) :=

∑∞
n=0 z

nT n = (I − zT )−1, |z| < 1, F := {z : z ∈ σ(T ) ∩ Γ}.
Then p has a continuous extension to D \ F . Let y ∈ Y . Then for z ∈ F there
exists x ∈ X such that y = (I − zT )x. Thus∥∥∥∥∥

N∑
n=0

znT ny

∥∥∥∥∥ = ‖x− zN+1TN+1x‖ ≤ (M + 1)‖x‖.

It follows from Corollary 3.6 that limn→∞ T ny = 0. Since Y is dense in X ,
the proof is finished. �

5. Cantor’s work on trigonometric series

In this section we describe Cantor’s work on the uniqueness property for trigono-
metric series.

Definition 5.1. A subset of E ⊂ [0, 2π] is called a set of uniqueness if the following
holds: If ck ∈ C, k ∈ Z, and

lim
N→∞

N∑
k=−N

cke
ikt = 0

for all t ∈ [0, 2π] \ E, then ck = 0 for all k ∈ Z.

In 1870 Cantor showed that finite sets are sets of uniqueness. Two years later
he extended his result to a certain class of countable closed sets. More precisely, in
his article [Can72] he considered a closed countable subset E of [0, 2π] and defined

E′ := {t ∈ E : t is a cluster point of E}.
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Today we sometimes call E′ the derivative of E in the sense of Cantor. Succes-
sively, one may define E(1) := E′, E(n) = (E(n−1))′. Now Cantor was able to show
that a countable closed set E is a set of uniqueness whenever E(n) = ∅ for some
n ∈ N.

It was tempting to conjecture that all countable, closed sets are sets of unique-
ness. Cantor’s method of proof had conceptual limits, though. And in fact, Cantor
turned away from the problem to develop set theory, ordinal numbers and trans-
finite induction. Having transfinite induction as a tool one can indeed show that
closed, countable sets are sets of uniqueness.

We want to explain this in more detail in order to point out the similarity to
the proof of the ABLV-Theorem in [AB88] (and also our proof of the Tauberian
theorem in Section 3).

Let E0 ⊂ R be a compact, countable set. Given an ordinal α > 0 we define
Eα inductively as follows:

Eα :=

{
(Eα−1)

′ if α is a successor ordinal⋂
β<αEβ if α is a limit ordinal.

Then Eα is compact, countable and Eα2 ⊂ Eα1 if α1 ≤ α2.
Denote by ω1 the first uncountable ordinal.

Proposition 5.2. There exists α0 < ω1 such that Eα0 = ∅.

Proof. Let E0 = {qn : n ∈ N} with qn �= qm for n �= m. Assume that Eα �= ∅ for
all α < ω1.

It follows from Baire’s Theorem that Eα has isolated points for all α < ω1.
Thus Eα \ Eα+1 �= ∅ for all α < ω1.

Define f : [0, ω1)→ N by

f(α) = min{n ∈ N : qn ∈ Eα \ Eα+1}.

Then f is injective. In fact, assume that α < β and f(α) = f(β). Then α+1 ≤ β.
Thus Eβ ⊂ Eα+1. Then qf(β) = qf(α) �∈ Eα+1. Hence qf(β) �∈ Eβ , a contradiction.

Thus f is injective. Since [0, ω1) is uncountable, this is not possible. �

Remark. To each α < ω1 there exists a compact, countable set E0 ⊂ R such that
Eα �= ∅ and Eα+1 = ∅.

Now we discuss the uniqueness problem. We consider a trigonometric series

∞∑
n=−∞

cne
int (5.1)

where cn ∈ C, n ∈ Z. We assume that E ⊂ [0, 2π] is closed and countable and that

the series converges to 0 (i.e., limN→∞
∑N

i=−N cne
int = 0) for all t ∈ [0, 2π] \ E.

We want to prove that cn = 0 for all n ∈ Z.
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The assumption implies that lim|n|→∞ cn = 0. It was an idea of Riemann to
consider the formal second anti-derivative

F (t) := c0
t2

2
−
∑
n�=0
n∈Z

cn
n2
eint

which defines a continuous function F : R→ C. The following two lemmas are due
to Riemann, Schwarz and Cantor. For the proof and further details we refer to the
beautiful lecture notes of Kechris [Kec92] which inspired our presentation.

Lemma 5.3. If the series (5.1) converges to 0 on an interval (a, b) ⊂ R, then F is
affine on [a, b].

See [Kec92, 2.2 and 3.3].

Lemma 5.4. Let t1 < t2 < t3 be real numbers. If F is affine on (t1, t2) and on
(t2, t3), then F is affine on [t1, t3].

This follows from [Kec92, 2.6]. The next lemma is easy to prove.

Lemma 5.5. If F is affine on [−2π, 2π], then cn = 0 for all n ∈ Z.

Proof. We have

c0
t2

2
−
∑
n�=0

cn
n2
eint = at+ b

on [−2π, 2π]. Evaluating at t = ±π and subtracting yields a = 0. Evaluating at
t = 0 and t = 2π yields c0 = 0. Thus∑

n�=0
n∈Z

cn
n2
eint = b.

Since this series converges uniformly, it follows that cn
n2 = 1

2π

∫ 2π

0
be−int dt = 0 for

all n �= 0. �
Now we can prove that closed, countable sets are sets of uniqueness.

Theorem 5.6. Assume that (5.1) converges to 0 outside a closed, countable set
E ⊂ [0, 2π]. Then cn = 0 for all n ∈ Z.

Proof. We may assume that the series converges to 0 at 0 (translations of sets
of uniqueness are sets of uniqueness). Since the series is 2π-periodic we find a
compact, countable subset E0 of (−2π, 2π) such that the series converges to 0 on
[−2π, 2π] \ E0.

For an ordinal α define the set Eα as before and consider the statement

S(α) : if [a, b] ⊂ [−2π, 2π] such that

Eα ∩ [a, b] = ∅ then F is affine on [a, b].

We will prove this statement by transfinite induction.

α = 0: This follows from Lemma 5.3.



Countable Spectrum, Transfinite Induction and Stability 47

Let α > 0 be an ordinal such that S(β) holds for all β < α. We have to prove
S(α).

First case: α is a limit ordinal.
Then Eα =

⋂
β<αEβ . Let Eα ∩ [a, b] = ∅. Then there exists β < α such that

Eβ ∩ [a, b] = ∅. Thus the claim follows from the inductive hypothesis.

Second case: α has a predecessor.
Let Eα∩[a, b] = ∅. Since Eα is the set of all limit points of Eα−1, it follows that

Eα−1∩[a, b] is finite consisting of, say, {t1, . . . , tn} with α ≤ t1 < t2 < · · · < tn < b.
Then Eα−1∩(ti−1, ti) = ∅. It follows from the inductive hypothesis that F is affine
on each strict subinterval of (ti−1, ti). Since F is continuous, F is affine on [ti−1, ti].
Now Lemma 5.4 implies that F is affine on [a, b].

Thus S(α) is true for all ordinals α. There exists an ordinal α0 such that
E(α0) = ∅. Hence F is affine on [−2π, 2π]. It follows from Lemma 5.5 that cn = 0
for all n ∈ Z. �

It is strange that after his development of set theory and ordinals Cantor
never came back to his original problem. It was Lebesgue [Leb03] who gave a proof
of Theorem 5.6. Today it is known that all countable sets are sets of uniqueness.
Moreover a measurable set of positive Lebesgue measure is not a set of uniqueness.
But there exist closed, non-empty sets without isolated points which are sets of
uniqueness. We refer to [Kec92] for much more information on this subject.
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Abstract. We study maximal regularity in interpolation spaces for the sum of
three closed linear operators on a Banach space, and we apply the abstract
results to obtain Besov and Hölder maximal regularity for complete second-
order Cauchy problems under natural parabolicity assumptions. We discuss
applications to partial differential equations.
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1. Introduction

We study maximal regularity results in certain time interpolation spaces for the
second-order Cauchy problem

ü+Bu̇+Au = f in [0, T ],

u(0) = u0, u̇(0) = u1.
(1.1)

Here A and B are closed linear operators defined on a complex Banach space X
with domains DA and DB respectively. By a maximal regularity result we mean a
result which asserts that for every f in a certain function space E ⊆ L1(0, T ;X)
and homogeneous initial values u0 = u1 = 0 the problem (1.1) admits a unique
strong solution u satisfying ü, Bu̇, Au ∈ E. In particular, the three terms on the
left-hand side of (1.1) have the same regularity as the given right-hand side.

The notion of Lp maximal regularity (that is, E = Lp(0, T ;X)) and, closely
connected with it, of maximal regularity in rearrangement invariant Banach func-
tion spaces for this abstract second-order Cauchy problem has been studied in
Chill & Srivastava [13, 14] and Chill & Król [12]. See also Arendt et al. [1], Batty,
Chill & Srivastava [4], Cannarsa, Da Prato & Zolésio [10], Dautray & J.-L. Lions
[18, Chapter XVIII, Section 5], Favini [19] and Yakoubov [36] for generalisations to

c© Springer International Publishing Switzerland 2015



50 C.J.K. Batty, R. Chill and S. Srivastava

non-autonomous problems, Bu & Fang [8, 9], Keyantuo & Lizama [26] for second-
order problems with periodic boundary conditions, Fernández, Lizama & Poblete
[22] for third-order problems, Zacher [37] for Volterra equations and Bu [6, 7],
Keyantuo & Lizama [27], Lizama & Poblete [28] for fractional-order problems
with periodic boundary conditions.

The notion of maximal regularity for the second-order problem generalises in
a natural way the notion of maximal regularity for the first-order problem

u̇+Au = f in [0, T ],

u(0) = 0,
(1.2)

which in turn goes back to the notion of maximal regularity of the sum of two
closed linear operators on a Banach space by Da Prato & Grisvard [16]; see also the
monograph by Lunardi [30, Theorem 3.18]. In particular, Da Prato and Grisvard
showed that if A, D are two sectorial operators with domains DA and DD and
sectoriality angles ϕA and ϕD, respectively, and if ϕA + ϕD < π, then for every x
in a real interpolation space between X and DD (or DA) there is a unique solution
y of the operator equation Ay +Dy = x lying in the space DA ∩DD with Ay and
Dy belonging to the same interpolation space. This result was then applied to the
first-order Cauchy problem (1.2) by taking D to be the differentiation operator
on, for example, Lp(0, T ;X) or C([0, T ];X). The real interpolation spaces then
include the Besov spaces and the Hölder spaces, respectively, that is, one obtains
Besov or Hölder maximal regularity, the latter also being called optimal regularity
in the literature.

Analogously, maximal regularity of the sum of three operators corresponds
with the definition of maximal regularity of the second-order problem (1.1) as
mentioned above. In this paper we follow the idea of [16] to prove a maximal
regularity result on interpolation spaces for the second-order abstract problem
(1.1) for u0 = u1 = 0. Here no assumptions are needed on the space X , and
the operators A and B are not required to satisfy assumptions about functional
calculus or R-boundedness. Moreover, we extend the result in such a way that in
principle we can also treat initial value problems of the general form (1.1), although
here the identification of the associated trace spaces remains an open problem. The
conclusions provide Besov or Hölder maximal regularity of second-order Cauchy
problems; see also Favini et al. [11, 20, 21], Mezeghrani [31] for similar results for
elliptic problems with inhomogeneous Dirichlet boundary conditions or Bu [5, 6],
Bu & Fang [9], Keyantuo & Lizama [26, 25], Poblete [33, 34] for second-order
problems with periodic boundary conditions or on the line.

The paper is organised as follows. Section 2 is of a preliminary nature where
we recall relevant definitions and facts. In Section 3 an abstract result concerning
maximal regularity of certain sums of three closed operators is proven. As an ap-
plication we obtain our main result on the maximal regularity for the second-order
Cauchy problem in Section 4. Section 5 is devoted to the initial value problem,
while examples of applications can be found in Section 6.
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2. Preliminaries

Let X be a complex Banach space. Whenever (D,DD) is a closed linear operator
on X , θ ∈ (0, 1), 1 ≤ p ≤ ∞, we denote by

DD(θ, p) := (X,DD)θ,p and

DD(θ) := (X,DD)θ

the real interpolation spaces between X and DD (the latter space is equipped with
the graph norm), as defined by the K-method or the trace method. Recall that
DD(θ) is a closed subspace of DD(θ,∞).

The operator D is called sectorial of angle ϕ ∈ (0, π) if σ(D) ⊆ Σϕ, where

Σϕ = {λ ∈ C : λ �= 0, |argλ| < ϕ}

is the open sector of opening angle ϕ, and for every ϕ′ ∈ (ϕ, π) one has

sup
λ�∈Σϕ′

‖λR(λ,D)‖ <∞.

For a sectorial operator D, for θ ∈ (0, 1) and 1 ≤ p ≤ ∞ we have the equalities

DD(θ, p) =

{
x ∈ X : ‖tθD(t+D)−1x‖ ∈ Lp

(
0,∞;

dt

t

)}
and

DD(θ) =
{
x ∈ DD(θ,∞) : lim

t→∞ t
θD(t+D)−1x = 0

}
,

and

‖x‖θ,p := ‖x‖+ ‖tθD(t+D)−1x‖Lp(0,∞; dtt )

is an equivalent norm on the interpolation space DD(θ, p) [29, Propositions 2.2.2

and 2.2.6]. Note that if ϕ′ ∈ (ϕ, π), then −e±iϕ′
D is sectorial and its domain is

DD with an equivalent graph norm. Hence

DD(θ, p) =

{
x ∈ X : ‖tθDR(te±iϕ′

, D)−1x‖ ∈ Lp
(
0,∞;

dt

t

)}
. (2.1)

Example 2.1. Let X be a Banach space, and fix 1 ≤ p < ∞. If Dmax is the
differentiation operator on Lp(0, T ;X) with maximal domain, that is,

DDmax :=W 1,p(0, T ;X),

Dmaxu := u̇,

then we have

DDmax(θ, q) = B
θ
pq(0, T ;X) (θ ∈ (0, 1), 1 ≤ q <∞),

and, in particular,

DDmax(θ, p) =W
θ,p(0, T ;X) (θ ∈ (0, 1));



52 C.J.K. Batty, R. Chill and S. Srivastava

compare with [30, Exercise 6, p. 18] or [35, Theorem, p. 204]. Here, Bθ
pq and W θ,p

are the Besov spaces and fractional-order Sobolev spaces defined respectively by

Bθ
pq(0, T ;X) :=

⎧⎨⎩u ∈ Lp(0, T ;X) :

∫ T

0

(∫ T

0

‖u(t)− u(s)‖p
|t− s|θp+p/q

ds

)q/p

dt <∞

⎫⎬⎭ ,
W θ,p(0, T ;X) :=

{
u ∈ Lp(0, T ;X) :

∫ T

0

∫ T

0

‖u(t)− u(s)‖p
|t− s|θp+1

ds dt <∞
}
.

If D is the restriction of the differentiation operator Dmax on Lp(0, T ;X) to the
domain

DD = W̊ 1,p(0, T ;X) := {u ∈W 1,p(0, T ;X) : u(0) = 0},
then

DD(θ, q) =

{
B̊θ

pq(0, T ;X) if θ > 1
p ,

Bθ
pq(0, T ;X) if θ < 1

p ;

compare with [35, Theorem, p. 210], where actually two-sided homogeneous bound-

ary conditions were considered. Here B̊θ
pq is the space of all functions u ∈ Bθ

pq with

trace u(0) = 0; note that the trace is well defined whenever θ > 1
p , since then the

Besov space Bs
pq is embedded into the space of continuous functions. On the other

hand,

DDmax(θ, q) = DD(θ, q) whenever θ <
1

p
.

Recall that the operator D is sectorial of angle π
2 , while Dmax is not sectorial (in

fact, σ(Dmax) = C).

Example 2.2. If Dmax is the differentiation operator on C([0, T ];X) with maximal
domain, that is,

DDmax := C1([0, T ];X),

Dmaxu := u̇,

then we have

DDmax(θ,∞) = Cθ([0, T ];X) and

DDmax(θ) = h
θ([0, T ];X);

compare with [30, Example 1.9 and Exercise 5, p. 18]. Here, Cθ and hθ are the
Hölder and little Hölder spaces defined respectively by

Cθ([0, T ];X) :=

⎧⎪⎨⎪⎩u ∈ C([0, T ];X) : sup
t,s∈[0,T ]

s�=t

‖u(t)− u(s)‖
|t− s|θ <∞

⎫⎪⎬⎪⎭ and

hθ([0, T ];X) :=

{
u ∈ Cθ([0, T ];X) : lim

|t−s|→0

‖u(t)− u(s)‖
|t− s|θ = 0

}
.
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If D is the restriction of the differentiation operator Dmax to the domain

DD := C̊1([0, 1];X) := {u ∈ C1([0, T ];X) : u(0) = 0}
(so that D is no longer densely defined), then

DD(θ,∞) = C̊θ([0, T ];X)

:= {u ∈ Cθ([0, T ];X) : u(0) = 0} and
DD(θ) = h̊θ([0, T ];X)

:= {u ∈ hθ([0, T ];X) : u(0) = 0}.

Also in this example, D is sectorial of angle π
2 while σ(Dmax) = C.

3. An abstract theorem

Our main abstract result is a maximal regularity result for the sum of three closed,
linear, commuting operators. We say that an operator A commutes with an in-
vertible operator D if AD ⊆ DA, or equivalently if D−1A ⊆ AD−1. Here the
compositions such as AD have their natural domains.

Theorem 3.1. Let A, B and D be three closed, linear operators on a Banach space
X with both A,B commuting with D. Assume that

(a) the operator D is invertible and sectorial of angle ϕ1 ∈ (0, π),
(b) there exists ϕ2 ∈ (ϕ1, π), such that H(λ) := (λ2 + λB +A)−1 exists in L(X)

for every λ ∈ Σϕ2 ,
(c) H is holomorphic from Σϕ2 to L(X), and
(d) the functions

λ �→ λ2H(λ),

λ �→ λBH(λ), and

λ �→ AH(λ)

are uniformly bounded in Σϕ2 with values in L(X).

Then, for every θ ∈ (0, 1) and every 1 ≤ p ≤ ∞ the operator Lθ,p on DD(θ, p)
given by

DLθ,p
:= {x ∈ DD2 ∩ DBD ∩ DA : D2x, BDx, Ax ∈ DD(θ, p)},

Lθ,px := D
2x+BDx+Ax,

is closed and boundedly invertible. More precisely, if we define

Sx :=
1

2πi

∫
Γ

R(λ,D)H(λ)x dλ, x ∈ X, (3.1)

where Γ is a path connecting eiϕ
′∞ with e−iϕ′∞ for some ϕ′ ∈ (ϕ1, ϕ2) and

surrounding σ(D), then S ∈ L(X), S is a left-inverse of D2 +BD+A in X, and
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for every x ∈ DD(θ, p) one has

Sx ∈ DD2 ∩ DBD ∩ DA,

D2Sx, BDSx, ASx ∈ DD(θ, p) and

Lθ,pSx = (D2 +BD +A)Sx = x,

that is, S restricted to DD(θ, p) is the bounded inverse of Lθ,p. A similar result
holds for DD(θ) instead of DD(θ, p).

Proof. It follows from the assumptions, more precisely from the estimates on
R(λ,D) and H , that the integral in (3.1) converges absolutely and that S is thus
a bounded operator on X . Note that since 0 /∈ σ(D), the path Γ may be chosen
so that 0 /∈ Γ and lying in the sector Σϕ2 . Since A and B commute with D, the
bounded operators H(λ) and R(λ,D) commute with each other.

Let us first prove that S is a left-inverse of D2 + BD + A. By definition of
S, for every x ∈ DD2 ∩ DBD ∩ DA we can calculate, using Lebesgue’s dominated
convergence theorem,

S(D2 +BD +A)x

=
1

2πi

∫
Γ

R(λ,D)H(λ)(D2 +BD +A)x dλ

= lim
s→+∞

1

2πi

∫
Γ

s

s+ λ
R(λ,D)H(λ)(D2 − λ2 +B(D − λ) + λ2 + λB +A)x dλ

= − lim
s→+∞

1

2πi

∫
Γ

s

s+ λ
H(λ)(D + λ+B)x dλ+ lim

s→+∞
1

2πi

∫
Γ

s

s+ λ
R(λ,D)x dλ

= x.

In the last step we have used the identities

lim
s→+∞

1

2πi

∫
Γ

s

s+ λ
R(λ,D)x dλ = x

and
1

2πi

∫
Γ

s

s+ λ
H(λ)(D + λ+B)x dλ = 0 for every s > 0,

which follow from a simple application of Cauchy’s residue theorem, remembering
that x ∈ DD2 ∩ DBD and the estimate on the function H in assumption (d);
compare also with [29, Proposition 2.1.4 (i)].

Now, fix θ ∈ (0, 1) and 1 ≤ p ≤ ∞. We show that S is a right inverse of Lθ,p
in DD(θ, p). By definition of S, for every t > 0 and every x ∈ X we have, by the
resolvent identity,

(t+D)−1Sx =
1

2πi

∫
Γ

1

t+ λ
(t+D)−1H(λ)x dλ

+
1

2πi

∫
Γ

1

t+ λ
R(λ,D)H(λ)x dλ
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=
1

2πi

∫
Γ

1

t+ λ
R(λ,D)H(λ)x dλ

=
1

2πi

∫
Γ

1

t+ λ
H(λ)R(λ,D)x dλ. (3.2)

For every t > 0 and every x ∈ DD(θ, p), we have

g1(r) :=
(re±iϕ′

)1−θ

t+ re±iϕ′ ∈ Lq
(
0,∞;

dr

r

)
, 1 ≤ q ≤ ∞,

g2(r) := ‖rθR(re±iϕ′
, D)x‖ ∈ Lp

(
0,∞;

dr

r

)
,

by (2.1), and ‖AH(re±iϕ′
)‖ is bounded by assumption (d). By Hölder’s inequality,

the integral

1

2πi

∫
Γ

1

t+ λ
AH(λ)DR(λ,D)x dλ =

1

2πi

∫
Γ

λ1−θ

t+ λ
AH(λ)λθDR(λ,D)x

dλ

λ

converges absolutely. Since A is closed, we conclude from this and (3.2) that,
for every x ∈ DD(θ, p), y := D(t + D)−1Sx ∈ DA. Since A commutes with D,
Sx = tD−1y + y ∈ DA and

D(t+D)−1ASx = AD(t+D)−1Sx =
1

2πi

∫
Γ

1

t+ λ
AH(λ)DR(λ,D)x dλ.

Let

g3(r) =
rθ

| cosϕ′|+ r ∈ L
1

(
o,∞;

dr

r

)
.

By assumption (d), we can estimate

‖tθD(t+D)−1ASx‖ ≤ C
π

∫ ∞

0

g3(t/r)g2(r)
dr

r
,

It follows from Young’s inequality (applied to the multiplicative group (0,∞) with
the Haar measure 1

t dt) that

‖tθD(t+D)−1ASx‖ ∈ Lp
(
0,∞;

dt

t

)
as well. This proves that ASx ∈ DD(θ, p).

Similarly, we deduce that for every x ∈ DD(θ, p) one has Sx ∈ DBD and

D(t+D)−1BDSx = lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
BDH(λ)DR(λ,D)x dλ

= lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
λBH(λ)DR(λ,D)x dλ

− lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
BDH(λ)x dλ

=

∫
Γ

1

t+ λ
λBH(λ)DR(λ,D)x dλ.
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This computation is also justified by (3.2) (for the first equality), by Cauchy’s
theorem and since the integral on the right-hand side converges absolutely for
every x ∈ DD(θ, p), using again assumption (d). One can proceed similarly as
above and one obtains BDSx ∈ DD(θ, p). Similar arguments prove that Sx ∈ DD2

and D2Sx ∈ DD(θ, p). Indeed, by Cauchy’s theorem,

D(t+D)−1D2Sx = lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
D2H(λ)DR(λ,D)x dλ

= lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
D2H(λ)x dλ

+ lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
λDH(λ)x dλ

− lim
s→+∞

1

2πi

∫
Γ

s

s+ λ

1

t+ λ
λ2DH(λ)R(λ,D)x dλ

=
1

2πi

∫
Γ

1

t+ λ
λ2H(λ)DR(λ,D)x dλ.

Assumption (d) allows us to proceed as in the previous case.
From what we have proved above, it follows that the operator S leaves

DD(θ, p) invariant. By the closed graph theorem, the restriction of S to DD(θ, p)
is bounded. Moreover, the above equalities show that SLθ,px = x for all x ∈ DLθ,p

and Lθ,pSy = y for all y ∈ DD(θ, p). Thus Lθ,p : DLθ,p
→ DD(θ, p) is boundedly

invertible (and necessarily closed) with L−1
θ,p = S|DD(θ,p). �

4. Maximal regularity of the second-order Cauchy problem
in interpolation spaces

In this section we consider the second-order Cauchy problem with homogeneous
initial data:

ü+Bu̇+Au = f in [0, T ],

u(0) = u̇(0) = 0.
(4.1)

Theorem 4.1. Let A and B be two closed linear operators on a Banach space X.
Assume that

(b) there exists ϕ ∈ (π2 , π), such that H(λ) := (λ2 + λB + A)−1 exists in L(X)
for every λ ∈ Σϕ,

(c) H is holomorphic from Σϕ to L(X), and
(d) the functions

λ �→ λ2H(λ),

λ �→ λBH(λ), and

λ �→ AH(λ)

are uniformly bounded in Σϕ with values in L(X).
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Then the problem (4.1) has Besov and Hölder regularity in the following sense: for

every f ∈ Bθ
pq(0, T ;X), θ < 1

p (resp. f ∈ B̊θ
pq(0, T ;X) if θ > 1

p , f ∈ C̊θ([0, T ];X),

f ∈ h̊θ([0, T ];X)) the problem (4.1) admits a unique solution u satisfying

u, u̇, ü, Bu̇, Au ∈ Bθ
pq(0, T ;X)

(resp. ∈ B̊θ
pq(0, T ;X), C̊θ([0, T ];X), h̊θ([0, T ];X)).

Proof. Let the operators Ā, B̄ and D defined on the space Lp(0, T ;X) (resp.
C([0, T ];X)) be given as follows:

(Āu)(t) := Au(t),

(B̄u)(t) := Bu(t),

(Du)(t) := u̇(t).

Here the multiplication operators Ā and B̄ have their natural domains, that is,

DĀ = Lp(0, T ;DA)

and similarly for DB̄, and

DD := W̊ 1,p(0, T ;X) (resp. DD := C̊1([0, T ];X) );

compare with Examples 2.1 and 2.2. Recall that D is sectorial of angle π
2 . Applying

Theorem 3.1 to the above operators and noting that (compare with Examples 2.1
and 2.2)

DD(θ, p) = Bθ
pq(0, T ;X) if θ < 1

p ,

(resp. DD(θ, p) = B̊θ
pq(0, T ;X) if θ > 1

p ,

DD(θ, p) = C̊θ([0, T ];X),

DD(θ) = h̊θ([0, T ];X) ),

we obtain the required maximal regularity. �

The fractional power Aε in the following corollary is defined by using any
standard functional calculus for sectorial operators; see, for example, [23].

Corollary 4.2. Consider the abstract second-order Cauchy problem

ü(t) + αAεu̇(t) +Au(t) = f(t), t ∈ [0, T ],

u(0) = u̇(0) = 0,
(4.2)

where A is a sectorial operator of angle ϕ ∈ (0, π) on a Banach space X, and
ε ∈ { 12 , 1}, α > 0. Assume that one of the following conditions holds:

(a) ε = 1
2 , α ≥ 2, and ϕ ∈ (0, π).

(b) ε = 1
2 , α ∈ (0, 2), and ϕ ∈ (0, π − 2 arctan

√
4−α2

α ).
(c) ε = 1, α > 0 and ϕ ∈ (0, π2 ).

Then the problem (4.2) has Besov and Hölder maximal regularity in the sense of
Theorem 4.1 above.
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Proof. This follows directly from Theorem 4.1. The assumptions (b), (c) and (d)
from Theorem 4.1 are easy to verify in the case ε = 1. If ε = 1

2 , then one factorizes

λ2 + αA
1
2 +A = (c1 +A

1
2 )(c2 +A

1
2 ) similarly as in the proof of [13, Lemma 4.1],

and uses the fact that A
1
2 is sectorial of angle ϕ

2 . �

There is an important difference between Corollary 4.2 and [13, Theorem 4.1],
which is cited in the proof above and which asserts Lp-maximal regularity of the
problem (4.2). Compared to [13, Theorem 4.1], Corollary 4.2 contains no further
assumptions on the Banach space X and the operator A. In particular, X need not
be a UMD space and A need not have a bounded RH∞-functional calculus. The
above result applies in general Banach spaces and for general sectorial operators.
However, the conclusion of Corollary 4.2 is not Lp-maximal regularity, but rather
Besov and Hölder maximal regularity.

5. The initial value problem

In this section we solve the abstract second-order Cauchy problem with initial
values in certain trace spaces. Before turning to the Cauchy problem, however, we
formulate an abstract theorem in the spirit of Theorem 3.1.

Theorem 5.1. Take the assumptions of Theorem 3.1, fix θ ∈ (0, 1), 1 ≤ p ≤ ∞,

and let Lθ,p be the operator on DD(θ, p) as defined in Theorem 3.1. Let D̂ be a

closed extension of D, and let L̂θ,p be the operator on DD̂(θ, p) given by

DL̂θ,p
:= {x ∈ DD̂2 ∩ DBD̂ ∩ DA : D̂2x, BD̂x, Ax ∈ DD̂(θ, p)},

L̂θ,px := D̂
2x+BD̂x+Ax.

Then, for every f ∈ DD̂(θ, p) and every x0 ∈ DL̂θ,p
satisfying the compatibility

condition f − L̂θ,px0 ∈ DD(θ, p) there exists a unique solution x ∈ DL̂θ,p
of the

problem

D̂2x+BD̂x+Ax = f,

x− x0 ∈ DLθ,p
.

(5.1)

Proof. Uniqueness follows from the injectivity of the operator Lθ,p (Theorem 3.1):

in fact, if x1, x2 ∈ DL̂θ,p
are two solutions of (5.1), then L̂θ,p(x1 − x2) = 0. On

the other hand, x1 − x2 = (x1 − x0)− (x2 − x0) ∈ DLθ,p
, so that L̂θ,p(x1 − x2) =

Lθ,p(x1 − x2) since L̂θ,p is an extension of Lθ,p. Now the injectivity of Lθ,p yields
x1 = x2.

Existence: Let g := D̂2x0 + BD̂x0 + Ax0 = L̂θ,px0 ∈ DD̂(θ, p). By assumption,
f − g ∈ DD(θ, p). By Theorem 3.1, there exists a unique x1 ∈ DLθ,p

such that

Lθ,px1 = D2x1 +BDx1 +Ax1 = f − g ∈ DD(θ, p).

Then x := x0 + x1 is a desired solution of the problem (5.1). �
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The assumptions of Theorem 5.1 are quite general, and in view of an appli-
cation to the second-order Cauchy problem, we shall successively impose further
assumptions. Let D̂ be a closed extension of D such that the operator D̂2 with the
natural domain is closed, too. Then the domain DL̂θ,p

equipped with the norm

‖x‖DL̂θ,p
:= ‖x‖DD̂(θ,p) + ‖D̂2x‖DD̂(θ,p) + ‖BD̂x‖DD̂(θ,p) + ‖Ax‖DD̂(θ,p),

becomes a Banach space. The domain DLθ,p
is a closed subspace for the induced

norm

‖x‖DLθ,p
:= ‖x‖DD(θ,p) + ‖D2x‖DD(θ,p) + ‖BDx‖DD(θ,p) + ‖Ax‖DD(θ,p)

or for the equivalent graph norm

‖x‖DLθ,p
:= ‖x‖DD(θ,p) + ‖Lθ,px‖DD(θ,p).

Consider now the bounded operators

Sθ,p : DL̂θ,p
→ DD̂(θ, p)× DL̂θ,p

/DLθ,p

u �→ (L̂θ,pu, [u])

and

Tθ,p : DD̂(θ, p)× DL̂θ,p
/DLθ,p

→ DD̂(θ, p)/DD(θ, p),

(f, [u0]) �→ [f − L̂θ,pu0] ,

where u �→ [u] denotes various quotient maps. Note that Tθ,p is well defined in the
sense that the definition does not depend on the choice of the representative u0.
With these definitions one easily sees that the kernel kerTθ,p is exactly the (closed)
space of all pairs (f, [u0]) satisfying the compatibility condition from Theorem 5.1
(which does not depend on the representative u0), and that the compatibility
condition is necessary for the existence of a solution of (5.1) since Sθ,p maps into
kerTθ,p. Theorem 5.1 implies that Sθ,p is an isomorphism onto kerTθ,p.

The drawback of this abstract situation is, however, that in general we have no
general description of either the kernel of Tθ,p, or the quotient space DL̂θ,p

/DLθ,p
.

Example 5.2 (The second-order Cauchy problem). Let A and B be two closed,
linear operators on a Banach space X , and let 1 ≤ p < ∞, 1 ≤ q ≤ ∞ and θ ∈
(0, 1p ). On the space Lp(0, 1;X), let the differentiation operatorsD and D̂ := Dmax

be given as in Example 2.1. Then D̂2 is closed as one easily verifies. Unlike in the
proof of Theorem 4.1, we denote the multiplication operators on Lp(0, T ;X) again
by A and B, respectively.

Recall from Example 2.1 that

DD̂(θ, p) = DD(θ, p) = Bθ
pq(0, T ;X).

Hence,

DL̂θ,q
= {u ∈W 2,p(0, T ;X) : ü, Bu̇, Au ∈ Bθ

pq(0, T ;X)}
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and

DLθ,q
= {u ∈ DL̂θ,q

: u(0) = u̇(0) = 0}.

Note that in this situation, the quotient DL̂θ,q
/DLθ,q

can be naturally identified

with the trace space

(X,DB,DA)Bθ
pq

:= {(u0, u1) ∈ X ×X : ∃u ∈ DL̂θ,q
s.t. u(0) = u0, u̇(0) = u1},

and the quotient map is then the natural trace operator u �→ (u(0), u̇(0)). For the
trace space we use a notation which is similar to the notation of classical real
interpolation spaces between a pair of Banach spaces. This is appropriate because
the classical real interpolation spaces can be identified with trace spaces involving
weighted Lp spaces. However, we point out that here we “interpolate” between
three Banach spaces and that the trace space is a subspace of the product space
X ×X .

Corollary 5.3. Let A and B be two closed, linear operators on a Banach space
X satisfying the hypotheses (b), (c) and (d) of Theorem 4.1. Let 1 ≤ p < ∞,
1 ≤ q ≤ ∞ and θ ∈ (0, 1p ). Then for every f ∈ Bθ

pq(0, T ;X) and every (u0, u1) ∈
(X,DB,DA)Bθ

pq
the second-order Cauchy problem

ü+ Bu̇+Au = f in [0, T ],

u(0) = u0, u̇(0) = u1,
(5.2)

admits a unique solution u ∈ Bθ
pq(0, T ;X) satisfying

u̇, ü, Bu̇, Au ∈ Bθ
pq(0, T ;X).

Proof. Note that for the particular choice of p, q and θ we have Tθ,q = 0, and
hence the compatibility condition from Theorem 5.1 is empty. In other words, by
Theorem 5.1, the operator

Sθ,q : DL̂θ,q
→ Bθ

pq(0, T ;X)× (X,DB,DA)θ,q

u �→ (L̂θ,qu, u(0), u̇(0))

is invertible, and this implies the claim. �

We point out that in the particular case p = 1 there is no restriction on the
value of θ ∈ (0, 1).

The identification of the trace space (X,DB,DA)Bθ
pq
, even for particular

choices of X , B and A, is left as an open problem.
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6. Examples

Example 6.1 (Strong damping I). Let Ω ⊆ Rn be an open set, and let α > 0. We
consider the following initial-boundary value problem:

utt − αΔut −Δu = f in (0, T )× Ω,

u = 0 in (0, T )× ∂Ω,
u(0, x) = 0 in Ω,

ut(0, x) = 0 in Ω.

(6.1)

For 1 ≤ r ≤ ∞, we consider the space

Xr :=

{
Lr(Ω) if 1 ≤ r <∞,
C0(Ω) if r =∞.

On X2 = L2(Ω) we consider the negative Dirichlet–Laplace operator B2 given by

DB2 := {u ∈ H1
0 (Ω) : ∃f ∈ L2(Ω)∀v ∈ H1

0 (Ω) :

∫
Ω

∇u∇v =
∫
Ω

f v̄},

B2u := f.

It is known that B2 is selfadjoint, nonnegative, and thus sectorial of angle ϕ = 0.
Hence, the operator −B2 generates an analytic C0-semigroup which is known to
have Gaussian upper bounds [2], [17], [32]. Thus, if 1 ≤ r < ∞, the operator B2,
restricted to Xr ∩ L2(Ω), extends consistently to a sectorial operator Br on Xr

of angle ϕ = 0 [24, Theorem 2.3]. For domains with uniform C2-boundary, and if
1 ≤ r < ∞, one may also refer to [29, Theorem 3.1.3], where one finds also the
characterization of the domain

DBr =W 2,r(Ω) ∩W 1,r
0 (Ω) if 1 < r <∞.

However, we are particularly interested in the end points r = 1 and r =∞.

If 1 ≤ r < ∞, and if we put A := B := Br and ε = 1, then we see that this
example is a special case of Corollary 4.2. We thus obtain the following result.

Corollary 6.2. Fix θ ∈ (0, 1) 1 ≤ p, q ≤ ∞, and 1 ≤ r < ∞. Then for every
f ∈ Bθ

pq(0, T ;L
r(Ω)) the problem (6.1) admits a unique strong solution

u ∈ Bθ+1
pq (0, T ;DBr) ∩B2+θ

pq (0, T ;Lr(Ω)).

On the space X∞ = C0(Ω) we take the following realization of the negative
Dirichlet–Laplace operator:

DB∞ := {u ∈ C0(Ω) : Δu ∈ C0(Ω)},
B∞u := −Δu.

It has been shown in [3, Theorem 1.1] that −B∞ is the generator of an analytic
semigroup if and only if Ω is Wiener regular, that is, if and only at each point
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x ∈ ∂Ω there exists a barrier [3, Definition 3.1]. A bounded open set Ω is Wiener
regular if and only if the Dirichlet problem

−Δu = 0 in Ω,

u = g in ∂Ω,

admits for each g ∈ C(∂Ω) a unique solution u ∈ C(Ω̄). Note that in R2 every
bounded, simply connected domain is Wiener regular [15, Corollary 4.18, p. 276].

If Ω is Wiener regular, then the operator B∞ is sectorial of angle < π
2 .

Again, if we put A := B := B∞ and ε = 1, then we see that Corollary 4.2 applies
to problem (6.1) and we obtain the following corollary.

Corollary 6.3. Assume that Ω is open and Wiener regular, and fix θ ∈ (0, 1). Then
for every f ∈ Cθ([0, T ];C0(Ω)) the problem (6.1) admits a unique strong solution

u ∈ C1,θ([0, T ];DB∞) ∩C2,θ([0, T ];C0(Ω)).

Remark 6.4. Note again that the above maximal regularity results apply in partic-
ular in the spaces L1(Ω) (Corollary 6.2) and C0(Ω) (Corollary 6.3) which are not
UMD spaces. Moreover, in Corollary 6.2, the time regularity allows us to consider
also the space Bθ

1,q and in particular Bθ
1,1.

Example 6.5 (Strong damping II). Let Ω ⊆ Rn be an open set. We consider now
the following initial-boundary value problem:

utt −A(x,D)ut −A(x,D)u = f in (0, T )× Ω,

u = 0 in (0, T )× ∂Ω,
u(0, x) = 0 in Ω,

ut(0, x) = 0(x) in Ω.

(6.2)

Here A(x,D) is formally given by

A(x,D)u =
n∑

i,j=1

Di(aijDju) +
n∑

i=1

(Di(biu) + ciDiu) + du

with real coefficients aij , bi, ci, d ∈ L∞(Ω) satisfying the ellipticity condition

n∑
i,j=1

aij(x)ξiξj ≥ η |ξ|2

for some η > 0 and all x ∈ Ω, ξ ∈ Rn, and the dissipativity condition
n∑

i=1

Dibi + d ≤ 0 in D(Ω)′.

Under these assumptions, we have an operator A : H1(Ω)→ H−1(Ω) given by

〈Au, v〉H−1,H1
0
:=

n∑
i,j=1

∫
Ω

aijDjuDiv +

n∑
i=1

∫
Ω

(biuDiv − ciDiuv̄)−
∫
Ω

duv̄.
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We consider the same scale of spaces as in Example 6.1. We now define an
operator B2 on X2 = L2(Ω) by

DB2 := {u ∈ H1
0 (Ω) : ∃f ∈ L2(Ω)∀v ∈ H1

0 (Ω) : 〈Au, v〉H−1,H1
0
=

∫
Ω

f v̄},

B2u := f.

The operator B2 is associated with an elliptic form, it is sectorial of angle ϕ < π
2 ,

and hence −B2 generates an analytic C0-semigroup. Again, this semigroup has
Gaussian upper bounds [2], [17], [32], and if 1 ≤ r < ∞, then the operator B2,
restricted to Xr ∩L2(Ω), extends consistently to a sectorial operator Br on Xr of
the same angle ϕ [24, Theorem 2.3]. In particular, if 1 ≤ r < ∞, and if we put
A := B := Br and ε = 1, then we see that this example is also a special case of
Corollary 4.2. We thus obtain the following result.

Corollary 6.6. Fix θ ∈ (0, 1) 1 ≤ p, q ≤ ∞, and 1 ≤ r < ∞. Then for every
f ∈ Bθ

pq(0, T ;L
r(Ω)) the problem (6.2) admits a unique strong solution

u ∈ Bθ+1
pq (0, T ;DBr) ∩B2+θ

pq (0, T ;Lr(Ω)).

On the space X∞ = C0(Ω) we consider the following operator:

DB∞ := {u ∈ C0(Ω) ∈ H1
loc(Ω) : A(x,D)u ∈ C0(Ω)},

B∞u := −A(x,D)u.
It has been shown in [3, Corollary 4.7] that if Ω is bounded and Wiener regular,
then −B∞ is the generator of an analytic semigroup. Hence, if Ω is bounded and
Wiener regular, then the operator B∞ is sectorial of angle < π

2 . Again, if we put
A := B := B∞ and ε = 1, then we see that Corollary 4.2 applies to problem (6.2)
and we obtain the following corollary.

Corollary 6.7. Assume that Ω is open, bounded and Wiener regular, and fix θ ∈
(0, 1). Then for every f ∈ Cθ([0, T ];C0(Ω)) the problem (6.2) admits a unique
strong solution

u ∈ C1,θ([0, T ];DB∞) ∩C2,θ([0, T ];C0(Ω)).

Example 6.8 (Intermediate damping). Let Ω ⊆ Rn be an open set. We consider
the following initial-boundary value problem:

utt − αΔut +Δ2u = f in (0, T )× Ω,

u = Δu = 0 in (0, T )× ∂Ω,
u(0, x) = 0 in Ω,

ut(0, x) = 0 in Ω.

(6.3)

This problem is in fact a special case of the problem (4.2) from Corollary 4.2 if we
let 1 ≤ r ≤ ∞, Br be the negative Dirichlet–Laplace operator on Xr (see Example
6.1), and if we put A = B2

r and ε = 1
2 . Then A is still sectorial with angle ϕ = 0

if 1 ≤ r < ∞ and ϕ ∈ (0, π) if r = ∞. Moreover, Br = A
1
2 , and we obtain the

following two corollaries.
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Corollary 6.9. Fix θ ∈ (0, 1) 1 ≤ p, q ≤ ∞, and 1 ≤ r < ∞. Assume that α > 0.
Then for every f ∈ Bθ

pq(0, T ;L
r(Ω)) the problem (6.3) admits a unique strong

solution

u ∈ Bθ
pq(0, T ;DB2

r
) ∩B1+θ

pq (0, T ;DBr) ∩B2+θ
pq (0, T ;Lr(Ω)).

Corollary 6.10. Assume α ≥ 2, that Ω is open and Wiener regular, and fix θ ∈
(0, 1). Then for every f ∈ Cθ([0, T ];C0(Ω)) the problem (6.3) admits a unique
strong solution

u ∈ Cθ([0, T ];DB2∞) ∩ C1,θ([0, T ];DB∞) ∩C2,θ([0, T ];C0(Ω)).
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Stability of Quantum Dynamical Semigroups
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Dedicated to Prof. Charles Batty on his 60th birthday

Abstract. A one parameter semigroup of maps is said to be stable if it even-
tually decays to zero. Generally different topologies for convergence to zero
give rise to different notions of stability. Stability is also connected with ab-
sence of fixed points. We examine these concepts in the context of quantum
dynamical semigroups and dilation theory.

Mathematics Subject Classification (2010). 46L57; 47D03 .

Keywords. Quantum dynamical semigroups, stability.

1. Introduction

Stability and asymptotics of semigroups of bounded maps have been extensively
studied in classical settings. A comprehensive survey may be found, for example,
in [3]. This paper aims to look at the notion of stability for quantum dynamical
semigroups on B (H), the Banach space of bounded linear operators on a Hilbert
Space H. By a quantum dynamical semigroup (Q.D.S.) on B (H) we shall mean a
one parameter semigroup T = (Tt)t≥0 of completely positive, contractive, normal

maps from B (H) to itself such that for each X ∈ B (H) the map t �→ Tt(X) is
continuous in the weak operator topology. The large time behaviour of quantum
Markov semigroups, in particular their recurrence and transience, have been in-
vestigated in depth by Fagnola, Rebolledo, and Umanita [9, 13] by introducing
the concept of potential associated with such semigroups. The Q.D.S. considered
in this paper, however, are sub-Markovian and usually uniformly continuous and
the aim is to connect the presence or absence of stability with the properties of
the (coefficients of) the bounded generator. Our approach therefore is quite dif-
ferent from the above-mentioned articles. We link stability with the existence of
fixed points of the Q.D.S. and then study the behaviour of these under minimal
dilations of the Q.D.S. We refer to [6] for characterisations and liftings of fixed
points of a single completely positive map on a von Neumann algebra. Recently, a

c© Springer International Publishing Switzerland 2015
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characterisation of liftings of fixed points of quantum dynamical semigroups under
dilations has also been obtained in [12]. Sections 2 and 3 discuss some necessary
and sufficient conditions for the different notions of stability for quantum dynam-
ical semigroups and the interplay with fixed points whereas behaviour of fixed
points under dilations are dealt with in Section 4.

2. Stability

We begin by recalling some well-known facts about quantum dynamical semigroups
and setting notation. LetH be a complex separable Hilbert space and B (H) be the
von Neumann algebra of all bounded operators on H. By a quantum dynamical
semigroup (Q.D.S.) on B (H) we shall mean a one parameter semigroup T =
(Tt)t≥0 of completely positive, contractive, normal maps from B (H) to itself such

that for each X ∈ B (H) the map t �→ Tt(X) is continuous in the weak operator
topology.

If the Q.D.S. is uniformly continuous, the infinitesimal generator L of this
semigroup is bounded and is given by

L(X) := lim
t→0

Tt(X)−X
t

.

The limit above exists in the norm topology. Moreover, it is well known [4]
that if the Q.D.S. is uniformly continuous then L is given by

L(X) = KX +XK∗ +
∑

j
L∗jXLj, X ∈ B (H) , (2.1)

whereK,Lj ∈ B (H) and the sum on the right-hand side above converges in strong
operator topology. Note that such a decomposition is not unique. We will often
write L = L1 + L0 where L1 is the completely positive part of the generator,
given by

L1(X) =
∑

j
L∗jXLj, (2.2)

while L0 is given by
L0(X) = KX +XK∗, (2.3)

for all X ∈ B (H) . For the general theory of uniformly continuous completely
positive semigroups we refer to [8] and [10].

In this note, we shall assume, unless otherwise stated, that the Q.D.S. (Tt)t≥0

is sub-Markovian, that is, Tt(I) ≤ I, for all t ≥ 0. The generator for such a Q.D.S.
necessarily satisfies L(I) ≤ 0, which also forces K +K∗ ≤ 0.

For any operator A, bounded or unbounded, acting on a Banach space, the
spectral bound s(A) of A is defined by

s(A) = sup{Reλ : λ ∈ σ (A)}
where σ (A) denotes the spectrum of A. The exponential growth bound w0(T ) of a
semigroup T is given by

w0(T ) = inf
{
w ∈ R : there exists Mw > 0 with ‖Tt‖ ≤Mwe

wt
}
.
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If A is the generator of a C0 semigroup T, then s(A) ≤ w0(T ). For a uniformly
continuous Q.D.S. T , s(L) = w0(T ) ≤ 0. The first equality is due to uniform
continuity while the second inequality holds because T is contractive.

Borrowing from the theory of stability for classical semigroups, we may define
analogous notions of stability for quantum dynamical semigroups. Here are some
possibilities. We shall call a Q.D.S. T
(i) Uniformly exponentially stable if there is an M > 0 and an ε > 0 such that
‖Tt‖ ≤Me−εt, t ≥ 0.

(ii) Uniformly stable if limt→∞ ‖Tt‖ = 0.
(iii) Strongly stable if limt→∞ ‖Tt(X)‖ = 0, for every X ∈ B (H) .
(iv) Stable if limt→∞ Tt(I) = 0 in the strong operator topology and
(v) Weakly stable if limt→∞ Tt(I) = 0 in the weak operator topology.

It is obvious from the definitions above that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v). But
more is true. As in the case of C0 semigroups on Banach spaces, [5, Proposition
V.1.2], the class of uniformly exponentially stable Q.D.S. coincides with that of
uniformly stable Q.D.S.. Further, since the operators Tt are completely positive,
‖Tt‖ = ‖Tt(I)‖, so that strong stability of a Q.D.S. is equivalent to uniform stabil-
ity. Thus the first three definitions are equivalent. Moreover, the positivity of Tt(I)
implies that the stable and weakly stable Q.D.S. coincide. Therefore, it suffices to
have the following definition.

Definition 2.1. A quantum dynamical semigroup is said to be uniformly stable if
(i) holds and stable if (iv) holds.

To begin with, we note down some basic properties of these two notions.

Remark 2.2.

(i) From the definition, (Tt)t≥0 is uniformly stable if and only if w0(T ) < 0.
(ii) Note that if T is a quantum dynamical semigroup, then since Tt is contractive,

(e−αtTt)t≥0 is uniformly stable for every α > 0.
(iii) If T is stable then s-limt→∞ Tt(X) = 0 for all X ∈ B (H) . Indeed, for

0 ≤ X ≤ I, the positivity of Tt for each t implies 0 ≤ Tt(X) ≤ Tt(I).
This forces Tt(X) to converge to 0 as t tends to infinity, in the strong opera-
tor topology. Since every operator in B (H) is a finite linear combination of
positive elements, the claim follows.

(iv) If T is a uniformly continuous Q.D.S. with generator L, then s(L) = w0(T )
as remarked before. Therefore, if L = L1 then the semigroup T cannot be
uniformly stable. In fact in this case, L being positive, s(L) ≥ 0. Therefore,
w0(T ) ≥ 0.

(v) On the other hand, if L = L0 then the semigroup is uniformly stable if and
only if the semigroup on H generated by the operator K is uniformly stable.
Indeed, if (Pt)t≥0 is the semigroup generated by K, that is, Pt = e

Kt, t ≥ 0

and T 0
t (X) = eL0t(X) = eK

∗tXeKt, X ∈ B (H) is the quantum dynamical

semigroup, then
∥∥T 0

t

∥∥ = ∥∥T 0
t (I)

∥∥ = ‖Pt‖2 . So w0(T ) = 2w0(P ). Since T 0 is

uniformly stable if and only if w0(T 0) < 0, the claim holds.



70 B.V. Rajarama Bhat and S. Srivastava

The two notions of stability coincide, of course, if the underlying Hilbert
space is finite dimensional. For the general case, as the following example shows,
while uniform stability implies stability, the converse need not be true.

Example. Let H = L2(−1, 0) and A be the multiplication operator given by
(Af)(s) = q(s)f(s), where q(s) = s, s ∈ (−1, 0). Let (Pt)t≥0 be the uniformly

continuous semigroup generated by A. Then (Ptf)(s) = e
tq(s)f(s), for f ∈ H, s ∈

(−1, 0), t ≥ 0. Since σ(A) = range q, s(A) = 0 = w0(P ). Let Tt(X) = PtXP
∗
t , X ∈

B (H) , t ≥ 0. Then Tt is a quantum dynamical semigroup and since w0(T ) =
w0(P ) = 0, it is not uniformly stable in view of Remark 2.2,(i). However,

lim
t→∞ Tt(I)f = lim

t→∞

∫ 0

−1

|e2tsf(s)|2ds = 0,

for every f ∈ H. Therefore, T is stable.

There is a close connection between the invertibility of the operator coefficient
K that appears in the expression (2.1) for L and the stability of the semigroup
generated by L.
Theorem 2.3. Suppose H is finite dimensional and (Tt)t≥0 is a uniformly contin-

uous Q.D.S. on B (H) with generator L given by (2.1). If the semigroup is stable,
then s(K) < 0. In particular K has full rank.

Proof. We write L = L0 +L1 where L0,L1 are as in (2.2) and (2.3) denote by T 0

the Q.D.S. generated by L0, so that T 0
t (X) = eKtXeK

∗t, t ≥ 0, X ∈ B (H) . We
may consider the Q.D.S. T as the semigroup obtained by perturbing the generator
L0 by the completely positive operator L1. Then the following relation holds:

Tt(X) = T 0
t (X) +

∫ t

0

T 0
t−sL1Ts(X) ds,

for all X ∈ B (H) . Due to the positivity of T 0,L1, T it follows that Tt ≥ T 0
t , t ≥ 0.

Therefore, Tt(I) ≥ T 0
t (I), t ≥ 0. Since T is stable, s − limt→∞ Tt(I) = 0, so that

s − limt→∞ T 0
t (I) = 0. As the underlying space is finite dimensional this implies

that

lim
t→∞

∥∥ eKt
∥∥2 = lim

t→∞

∥∥∥ eKteK
∗t
∥∥∥

= lim
t→∞

∥∥T 0
t (I)

∥∥
= 0.

Thus the semigroup
(
eKt
)
t≥0

is uniformly stable, so that s(K) = w0(K) < 0. In

particular, this means that 0 /∈ σ(K) so that K is invertible. �
Remark 2.4.

(i) Theorem 2.3 is no longer true if the underlying Hilbert space is not finite
dimensional. This is clear from Example 2 with K taken to be the multipli-
cation operator A defined there. The Q.D.S. in this example is stable, the
generator L is given by L(X) = KX +XK∗ but s(K) = 0.
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(ii) Recall that a matrix K for which s(K) < 0 is called stable. We also note here
that it is possible that K +K∗ is not invertible even if s(K) < 0. In fact, if
H = C2 and

K =

(
−1 2
0 −1

)
,

then s(K) = −1 < 0 but the matrix

K +K∗ =

(
−2 2
2 −2

)
is not invertible. Note that the quantum dynamical semigroup T 0 acting on
B (H) generated by L0 where L0(X) = KX +XK∗ is uniformly stable.

The following example exhibits a Q.D.S. in a finite-dimensional setting such
that s(K) < 0 yet the Q.D.S. is not stable. Thus the converse of Theorem 2.3 is
not true in general.

Example. Let H = C2 and

K =

(
−1 2
0 −1

)
, L =

(
1 −1
−1 1

)
.

Then s(K) = −1 < 0. Let L be the bounded operator acting on B (H) as

L(X) = KX +XK∗ + LXL∗, X ∈ B (H) .

Then the Q.D.S. T generated by L satisfies L(I) ≤ 0. In fact, routine calculations
show that

L
((
x y
z w

))
=

(
−x+ y + z + w −x− y + w + z
−x+ y − z + w x− y − z − w

)
,

so that L(I) = 0. This implies that Tt(I) = I for all t ≥ 0. Thus T is not stable.

As we have already seen, one way of looking at L is to consider it as the gen-
erator of the semigroup obtained by perturbing the generator L0 by the bounded,
completely positive map L1. A conditional converse of Theorem 2.3 can be ob-
tained on invoking a well-known perturbation result from the theory of classical
semigroups:

Theorem 2.5 ([7, Theorem 3.1.1]). Let X be a Banach space and let θ be the
infinitesimal generator of a C0 semigroup Tt on X , satisfying ‖Tt‖ ≤ Mewt. If φ
is a bounded linear operator on X , then θ + φ is the infinitesimal generator of a
C0 semigroup S on X , satisfying ‖St ‖ ≤Me(w+M‖φ‖)t, for all t ≥ 0.

As a direct consequence of this result we have:

Theorem 2.6. Suppose that L is a bounded operator on B (H) with L(I) ≤ 0 and
there exists b < 0 such that

∑
j L

∗
jLj < −bI < −(K +K∗), where K,Lj ∈ B (H)

and L(X) = KX+XK∗+
∑

j L
∗
jXLj, X ∈ B (H) . Then the Q.D.S. T generated

by L is uniformly stable.
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Proof. As before, we write L = L0+L1 where L1(X) =
∑

j L
�
jXLj, and L0(X) =

KX + XK∗, for all X ∈ B (H) . Now K generates a uniformly continuous semi-
group

(
etK
)
t≥0

, being a bounded operator. SinceK+K∗ < bI, K− b
2 is a bounded,

dissipative operator. Therefore, by the Lumer–Phillips Theorem, [5, Theorem 3.15]
K − b

2 generates a semigroup of contractions. Hence,

‖etK‖ ≤ et b
2 , t ≥ 0. (2.4)

Since b < 0, (2.4) implies that the semigroup generated by K is exponentially
stable. Thus, the semigroup T 0 generated by L0 is also uniformly stable (see Re-
mark 2.2 (v)) and

∥∥T 0
t

∥∥ ≤ etb. Applying Theorem 2.5 to the uniformly continuous

semigroup T 0 acting on B (H) , with generator L0 we have that L0+L1 generates
a uniformly continuous semigroup T satisfying

‖Tt‖ ≤ e(b+‖L1‖)t, t ≥ 0. (2.5)

Since L1 is completely positive, the hypothesis implies that

‖L1‖ = ‖L1(I)‖ =
∥∥∥∑

j
L∗jLj

∥∥∥ < −b.
Then (2.5) implies that T is uniformly stable. �

The following example illustrates Theorem 2.6.

Example. Let H = C2 and a ∈ C. Set

K =

(
−1 + i 1

0 −1 + i

)
, L =

(
a 0
0 a

)
.

It is easy to see that K +K∗ < − 1
2I. Then choosing a so that |a|2 < 1

2 ensures

that L∗L < 1
2I < −(K + K∗). Thus the hypothesis of Theorem 2.6 is satisfied.

Therefore, if L(X) = KX +XK∗ + L∗XL, X ∈ B (H) , then L must generate a
stable Q.D.S. On the other hand, actual computation shows that

L
((
x y
z w

))
=

(
(|a|2 − 2)x+ y + z (|a|2 − 2)y + w
(|a|2 − 2)z + w (|a|2 − 2)w

)
.

This implies that L is represented by the 4× 4 matrix⎛⎜⎜⎝
(|a|2 − 2) 1 1 0

0 (|a|2 − 2) 0 1
0 0 (|a|2 − 2) 1
0 0 0 (|a|2 − 2)

⎞⎟⎟⎠ .
Therefore, s(L) < 0, so that the semigroup generated by L is uniformly stable.

Corollary 2.7. Suppose that L = L1+L0 generates a quantum dynamical semigroup
T which is uniformly stable, so that ‖Tt‖ ≤ Me−εt, for some M, ε > 0. If ‖L1‖ <
ε
M then s(K) < 0.
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Proof. Perturbing the generator L by −L1 and invoking Theorem 2.5, we get that
L0 generates a uniformly continuous semigroup T 0, satisfying,

‖Tt‖ ≤Me(−ε+M‖L1‖)t, t ≥ 0.

Due to the condition on L1 this implies that the semigroup T is exponentially
stable. Therefore, the semigroup generated by K is exponentially stable and in
turn s(K) < 0. �

3. Fixed points and stability

In this section we shall discuss the role played by fixed points of a quantum dy-
namical semigroup. Recall that an operator C ∈ B (H) is called a fixed point of
the semigroup T defined on B (H) if

Tt(C) = C for all t ≥ 0.

Denote by F(T ) the set of all fixed points of T . If for some X ∈ B (H), T∞(X) :=
s− limt→∞ Tt(X) exists, then T∞(X) is a fixed point of T . Moreover, every fixed
point of T is of this form. Further, note that C is a fixed point of a uniformly
continuous Q.D.S. semigroup T , if and only if L(C) = 0. In other words the set of
fixed points of the semigroup is exactly the kernel of L. Moreover, if there exists
C ∈ B (H) , satisfying L(C) = 0, C �= 0, then the quantum dynamical semigroup
generated by L cannot be stable: In fact, if C �= 0 is a fixed point, then Tt(C) �→ 0
as t→∞. We have

Theorem 3.1. Let T be a Q.D.S. on B (H) with generator L. The semigroup T is
stable if and only if the only fixed point of the family (Tt)t≥0 is the operator 0.

Proof. First note that since 0 ≤ Ts+t(I) ≤ Tt(I) ≤ I for all t, s ≥ 0, the family
(Tt(I))t≥0 must converge strongly in B (H) as t→∞. Let C := s− limt→∞ Tt(I).
The operators Tt are normal, the net Tt(I) decreases strongly to C, and the nor-
mality of Ts for any s > 0 implies that Tt+s(I) converges strongly to Ts(C). Thus
C is a fixed point of T .

Now suppose that the only fixed point of the family (Tt)t≥0 is the operator
0. Then C = 0, so that the Q.D.S. is stable.

Conversely, suppose that T is stable, so that s − limt→∞ Tt(X) = 0 for
every X ∈ B (H) (Remark 2.2 (iii)) and let Y be a fixed point of B (H) . Then
0 = s− limt→∞ Tt(Y ) = Y. Thus the only fixed point of T is the zero operator. �

Remark 3.2. Suppose that K,Li are selfadjoint operators in B (H) and L given by
L(X) = KX +XK∗ +

∑
i LiXLi, X ∈ B (H) generates the quantum dynamical

semigroup T . If Ker K �= {0}, then for every x0 ∈ Ker K,C := |x0〉〈x0| is a fixed
point for T . Indeed, if x0 ∈ KerK, ‖x0‖ = 1, then L(I) ≤ 0 implies〈(

2K +
∑

i
L2i

)
x0, x0

〉
≤ 0 or

∑
i
‖Li(x0)‖2 ≤ 0,
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which ensures that Li(x0) = 0 for all i. Let C = |x0〉〈x0| . Then

L(C) = K |x0〉〈x0|+ |x0〉〈x0|K +
∑

i
Li |x0〉〈x0|Li

= |K(x0)〉〈x0|+ |x0〉〈K(x0)|+
∑

i
|Li(x0)〉〈Li(x0)| = 0.

Thus such a semigroup cannot be stable.

For a completely positive map φ acting on B (H), the set

{X ∈ B (H) , X ≥ 0 : φ(X) = X}

of positive fixed points of φ and the set {X ∈ B (H) , X ≥ 0 : φ(X) ≤ X} have
been studied by Popescu [6] in detail. Analogously, we set, in addition to the

already defined set F(T ) of fixed points of T , F̂ = {X ∈ B (H) : X = X∗,
Tt(X) ≤ X, t ≥ 0}, for the quantum dynamical semigroup T on B (H) . For some

characterisations of the subspace F(T ), and F̂ we refer to [13].

Note that positive elements of the subspace F(T ) are also called harmonic

operators with respect to the Q.D.S. T while positive operators in F̂ are called
super-harmonic. A positive operator X ∈ B (H) is said to be sub-harmonic if
Tt(X) ≥ X for all t ≥ 0. Clearly a stable Q.D.S does not have any non trivial
sub-harmonic operators. A Markovian quantum dynamical semigroup is said to
be irreducible if it has no non-trivial sub-harmonic projections. Extending this
concept to our case of sub-Markovian Q.D.S. we see that a stable Q.D.S. is irre-
ducible (see [9]). Moreover, for E semigroups, that is, quantum dynamical semi-
groups consisting of automorphisms, the converse is also true, because in this case
T ∞(I) = s− limt→∞ Tt(I) is a sub-harmonic orthogonal projection.

The proof of the following works exactly as in Theorem 3.1 [6]. For a different
approach to a similar decomposition see [13, Theorem 2.13].

Theorem 3.3. Let T be a quantum dynamical semigroup on B (H) and let A ∈
B (H) be a selfadjoint operator satisfying

Tt(A) ≤ A for all t ≥ 0.

Then A admits a decomposition A = B + C where B,C ∈ B (H) and

(i) B = B∗ and Tt(B) = B for all t ≥ 0.
(ii) C ≥ 0 and Tt(C) ↓ 0 in the strong operator topology as t→∞.
If T has a bounded generator L then L(A) ≤ 0 if and only if Tt(A) ≤ A for all
t ≥ 0.

Proof. Since {Tt(A)}t≥0 is decreasing and bounded, it follows that it converges

strongly in B (H). Let B = s− limt→∞ Tt(A). Then B is selfadjoint and Tt(B) = B
for all t ≥ 0. Set C = A − B. Then clearly C ≥ 0 and for every t ≥ 0, Tt(C) =
Tt(A) −B. This implies that Tt(C) ≤ C and limt→0 Tt(C) = 0. �

Next, we have an ergodic type result, similar to Theorem 3.2 [6].
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Corollary 3.4. Let T be a quantum dynamical semigroup on B (H) and let A ∈
B (H) be a selfadjoint operator satisfying

Tt(A) ≤ A for all t ≥ 0.

Then

w − lim
t→∞

1

t

∫ t

0

Tt(A) dt = B,

where A = B + C as obtained in the last theorem.

Proof. Using the decomposition of A obtained above, we have

1

t

∫ t

0

Tt(A) dt = B +
1

t

∫ t

0

Tt(C) dt.

Therefore, it suffices to show that the integral on the right-hand side above con-
verges strongly to 0. Since Tt(C) converges strongly to zero we have that w −
limt→∞ 1

t

∫ t

0
Tt(C) dt = 0. �

Recall that a strongly continuous semigroup A = (At)t≥0 of bounded oper-

ators on Ĥ is said to be a unit of the Q.D.S. T if there exists a c > 0 such that
T dominates the elementary quantum dynamical semigroup (e−ctαAt )t≥0 where
αAt (X) = AtXA

∗
t , X ∈ B(H). The unit A is said to be normalised if c can be

taken to be zero. Every normalised unit is contractive. The following results bring
out the strong connection between super-harmonic operators in B (H) with respect
to the Q.D.S. and the invariant subspaces of the units of T . The proofs are along
the same lines as [6, Section 4].

Theorem 3.5. Let T be a quantum dynamical semigroup on B (H) . If C ≥ 0
satisfies Tt(C) ≤ C then the subspace KerC is invariant under each (A∗

t )t≥0,
where (At)t≥0 is any unit for T . In particular, if M is a subspace of H and
Tt(PM) ≤ (PM), then M is invariant under each At, t ≥ 0.

Proof. It is enough to establish the result for normalised units. Suppose Tt(C) ≤ C
and let (At)t≥0 be a normalised unit for T . For h ∈ KerC, and any t ≥ 0,

〈AtCA
∗
th, h〉 ≤ 〈Tt(C)h, h〉 ≤ 〈Ch, h〉 = 0.

It follows therefore that CA∗
th = 0. Thus, A∗

t (Ker C) ⊂ Ker C, for all t ≥ 0.
Equivalently, At((Ker C)

⊥) ⊂ (Ker C)⊥. In particular, this holds for C = PM, so
that M is invariant under each At. �

The proofs for the following two results work along the same lines as in
[6, Corollary 4.2 and Theorem 4.3] and are not included here. We shall call an
operator C ∈ B(H) a pure solution of the operator inequality Tt(X) ≤ X, t ≥ 0 if
Tt(C) ≤ C, t ≥ 0 and s− limt→∞ Tt(C) = 0. This is consistent with the definition
in [6] for the discrete case. Note that a pure solution is always positive.

Corollary 3.6. If X ∈ B (H) is a sub-harmonic operator with respect to the Q.D.S.
T and ‖X‖ = 1, then the fixed point set of X is invariant under A∗

t , t ≥ 0, where
A is a unit of T .
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Theorem 3.7. Let C be a non-zero positive operator in B (H) such that Tt(C) ≤ C.
Every unit A of T has a non-trivial invariant subspace provided one of the following
statements hold:

(i) C is not injective.
(ii) C is not pure with respect to T and there is a h ∈ B (H) , h �= 0, such that

limt→∞ Tt(C)h = 0.
(iii) C is not a fixed point of T and there exists a h �= 0 such that Tt(C)h = Ch,

for all t ≥ 0.

If (Tt)t≥0 is a quantum dynamical semigroup satisfying Tt(I) ≤ I for all
t > 0, then (Tt)t≥0 is a bounded, decreasing family of positive operators in B (H).
Therefore, limt→∞ Tt(I) exists in the strong operator topology in B (H). We list
some properties of this operator. The first two of these follow directly from the
definition while the remaining can be deduced by adapting the proofs for the
discrete case given in [6, Proposition 4.5].

Theorem 3.8. Let (Tt)t≥0 be a quantum dynamical semigroup satisfying Tt(I) ≤
I, t ≥ 0. Then

T ∞(I) := s− lim
t→∞ Tt(I)

exists and has the following properties:

(i) 0 ≤ T ∞(I) ≤ I.
(ii) Tt(T ∞(I)) = T ∞(I).
(iii) If T ∞(I) �= 0 then ‖T ∞(I)‖ = 1.
(iv) If T ∞(I)h �= 0, then Tt(I)h �= 0 for any t ≥ 0.
(v) Ker T ∞(I) = {h ∈ H : limt→∞ Tt(I)h = 0} .
(vi) Ker (I − T ∞(I)) = {h ∈ H : Tt(I)h = h, t ≥ 0} .

The following is a continuous version of the Wold type decomposition theo-
rem proved in [6, 4.7]. Again, the proof is similar to the discrete case, just using
Theorem 3.5 instead of [6, Lemma 4.1] and we omit the details.

Theorem 3.9. Let (Tt)t≥0 be a Q.D.S. with Tt(I) ≤ I for all t ≥ 0. Then H admits
a decomposition of the form

H =M⊕Ker(I − T ∞(I)) ⊕KerT ∞(I),

and the subspaces Ker(I − T ∞(I)) and KerT ∞(I) are invariant under (A∗
t )t≥0,

where A = (At)t≥0 is any unit for T . Further, M = {0} if and only if T ∞(I) is
an orthogonal projection.

Remark 3.10. If T is a semigroup of endomorphisms then T ∞(I) is automatically
an orthogonal projection. However, the following example shows that this may not
be true for a general quantum dynamical semigroup.

Example. Let L be the operator on B(C2) given by L(X) = KX +XK∗+LXL∗

where

K =

(
−1 0
0 0

)
, L =

(
c d
0 0

)
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where |c|2 + |d|2 − 2 < 0, and c, d �= 0. Then, since

L
((
x y
z w

))
=

(
(|c|2 − 2)x+ cdy + cdz + |d|2w y

z 0

)
,

for x, y, z, w ∈ C, it follows that

KerL =

{(
|d|2

2−|c|2w 0

0 w

)
: w ∈ C

}
.

Now T ∞(I) is an element of KerL. Therefore, it cannot be an orthogonal projec-
tion.

4. Fixed points and dilations

Just as every C0 semigroup of contractions (Tt)t≥0 on a Hilbert space H admits
a minimal dilation consisting of semigroup of isometries [11, Section 11.18 ], ev-
ery quantum dynamical semigroup has a minimal dilation (unique, up to unitary
equivalence) consisting of E semigroups. We recall here that a Q.D.S. on B (H) is
called an E semigroup if it consists of ∗-endomorphisms of B (H) . Suppose (Tt)t≥0

is a quantum dynamical semigroup on B (H). If Ĥ is a Hilbert space containing

H as a closed subspace and if θ = (θt)t≥0 is an E semigroup on B(Ĥ), such that

Tt(X) = Pθt(X)P, t ≥ 0, X ∈ B (H) = PB(Ĥ)P ⊂ B(Ĥ),

where P is the orthogonal projection of Ĥ onto H, then θ is called a dilation of
T . The dilation θ is said to be minimal if

span {θr1(X1) . . . θrn(Xn)u : ri ≥ 0, Xi ∈ B (H) , u ∈ H, 1 ≤ i ≤ n, n ≥ 0}
is all of Ĥ. Note that a semigroup (θt)t≥0 of ∗-endomorphisms is called an E0

semigroup if it is unital, that is, θt(I) = I ∀ t ≥ 0. Minimal dilation of a Q.D.S.
is an E0 semigroup if and only if the Q.D.S. is unital. We refer to [1] and [2] for
details concerning minimal dilations of Q.D.S..

Theorem 4.1. A quantum dynamical semigroup is stable if and only if its minimal
dilation is stable.

Proof. Let θ be the minimal E dilation of the stable quantum dynamical semigroup
(Tt)t≥0. Now the unitisation of (Tt)t≥0 is the unital semigroup (T̃t)t≥0 acting on
C⊕B (H) according to the rule

T̃t
((
a 0
0 X

))
=

(
a 0
0 Tt(X) + a(I − Tt(I))

)
,

where a ∈ C, X ∈ B (H). If (θt)t≥0 is the minimal dilation of T acting on B(Ĥ)

then its unitisation, acting on C⊕B(Ĥ) is similarly given by (θ̃t)t≥0 with

θ̃t

((
a 0
0 Z

))
=

(
a 0
0 θt(Z) + a(I − θt(I))

)
,
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for Z ∈ B(Ĥ). Also,

θ̃t

((
1 0
0 0

))
↑
(

1 0
0 IĤ

)
,

strongly as t→∞. Therefore, s− limt→∞ θt(I) = 0, so that θ is stable.

Conversely, if θ is stable, then θt(I) → 0, strongly as t → ∞. This forces
Tt(I)→ 0 strongly. So T is stable. �

Now we look at the behaviour of fixed points of a quantum dynamical semi-
group. The following theorem obtains a characterization of fixed points.

Theorem 4.2. Let (Tt)t≥0 be a uniformly continuous quantum dynamical semi-
group on B (H). A positive operator C ∈ B (H) satisfies the equation Tt(X) =
X for all t ≥ 0, (respectively, the inequality Tt(X) ≤ X for all t ≥ 0) if and only if
there exists a quantum dynamical semigroup (βt)t≥0 on B (H), such that βt(I) = I,
(resp. βt(I) ≤ I) and

Tt(C
1
2XC

1
2 ) = C

1
2βt(X)C

1
2 (4.1)

for all t ≥ 0 and X ∈ B (H) . Moreover, C is a pure solution of Tt(X) ≤ X if and
only if there exists a Q.D.S. β which is stable and satisfies (4.1).

Proof. If (4.1) holds with βt(I) = I then it is easy to see that Tt(C) = C.
Now assume conversely that the positive operator C ∈ B (H) satisfies Tt(C) =

C for all t ≥ 0. Let θ be the minimal E0 dilation of T acting on B(Ĥ), where Ĥ
is a Hilbert space and H ⊂ Ĥ, as discussed at the end of Section 2.

Let K := Range(C
1
2 ). For t ≥ 0, define

Wt : K −→ Ĥ, by setting (4.2)

Wt(C
1
2 h) = θt(C

1
2 )h, h ∈ H. (4.3)

Then

〈Wt(C
1
2 h),Wt(C

1
2h)〉 = 〈θt(C

1
2 )h, θt(C

1
2 )h〉

= 〈θt(C)h, h〉
= 〈Pθt(C)Ph, h〉
= 〈Tt(C)h, h〉
= 〈Ch, h〉.

Thus, ||Wt(C
1
2h)|| = ||C 1

2 h||, so that Wt is a well-defined isometry.

Define, for t ≥ 0, γt : B(K) −→ B(K) by

γt(X) = PW ∗
t θt(X)WtP |K, (4.4)

for all X ∈ B(K). Here P := PK is the orthogonal projection of Ĥ onto K. We
claim that (γt)t≥0 is a unital quantum dynamical semigroup acting on B(K) and
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satisfies Tt(C
1
2XC

1
2 ) = C

1
2 γt(X)C

1
2 for all X ∈ B(K). Observe that, for t ≥ 0

and h, g ∈ H, and X ∈ B(K),

〈C 1
2 γt(X)C

1
2 (h), g〉 = 〈C 1

2PW ∗
t θt(X)WtPC

1
2 (h), g〉

= 〈(WtPC
1
2 )∗θt(X)θt(C

1
2 )(h), g〉

= 〈θt(XC
1
2 )h, (WtC

1
2 )g〉

= 〈θt(XC
1
2 )Ph, θt(C

1
2 )g〉

= 〈θt(C
1
2XC

1
2 )Ph, Pg〉

= 〈Tt(C
1
2XC

1
2 )h, g〉.

Therefore

C
1
2 γt(X)C

1
2 = Tt(C

1
2XC

1
2 ) (4.5)

for t ≥ 0 and X ∈ B(K). Using the same argument as above we also obtain, for
h, g ∈ H,

〈γt(I)C
1
2h,C

1
2 g〉 = 〈Tt(C)h, g〉

= 〈C h, g〉

= 〈C 1
2 h,C

1
2 g〉.

Thus γt(I) = I for all t ≥ 0.
For each t, γt is clearly completely positive and t �→ γt is continuous in the

weak operator topology since θ is. Next we check the semigroup property for γ.
Note first that, for t, s ≥ 0, h ∈ H,

(θs(WtP )WsP )(C
1
2h) = θs(WtP )θs(C

1
2 )(h)

= θs(WtC
1
2 )h

= θs(θt(C
1
2 ))h

= θs+t(C
1
2 )h

=Ws+tP (C
1
2 h).

It follows that

θs(WtP )WsP =Wt+sP, for all t ≥ 0. (4.6)

Therefore, for X ∈ B(K),
γsγt(X) = γs (PW

∗
t θt(X)WtP )

= PW ∗
s θs (PW

∗
t θt(X)WtP )WsP

= PW ∗
s θs(PW

∗
t )θs+t(X)θs(WtP )WsP

= PW ∗
s θs(PW

∗
t )θs+t(X)Ws+tP

= PW ∗
s+tθs+t(X)Ws+tP

= γt+s(X),
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which establishes that γ is a semigroup. Thus γ is a quantum dynamical semigroup
on B(K). Now we will extend (γt)t≥0 to a quantum dynamical semigroup on B(H).
Note that the uniform continuity of T implies the uniform continuity of θ which
in turn makes the operator family Wt uniformly continuous and hence the Q.D.S.
γ as well. Suppose the generator of the former is L, given as usual by L(X) =
KX+XK∗+

∑
i L

∗
iXLi, X ∈ B (H) while the generator of the latter semigroup is

represented asM(X) =MX+XM∗+
∑

j N
∗
jXNj, X ∈ B(K). HereK,Li ∈ B (H)

while M,Nj ∈ B(K), and j ∈ J, say. From (4.5) it follows that

KC
1
2XC

1
2 + C

1
2XC

1
2K∗ +

∑
i
L∗iC

1
2XC

1
2Li

= C
1
2

(
MX +XM∗ +

∑
j
N∗

jXNj

)
C

1
2

(4.7)

for all X ∈ B(K). Choose operators A,Bj ∈ B(K⊥) such that A+A∗+
∑

j B
∗
jBj =

0. Set

Q :=

(
M 0
0 A

)
, Rj :=

(
Nj 0
0 Bj

)
.

Then Q,Rj ∈ B (H) and L̃ given by L̃(X) = QX+XQ∗+
∑

j RjXR
∗
j is a bounded

operator onB (H) .Moreover, it generates a unital, quantum dynamical semigroup,

say β. From (4.7) and the construction of Q,Rj it follows that L(C 1
2XC

1
2 ) =

C
1
2 L̃(X)C

1
2 for all X ∈ B (H) . The proof for C satisfying the operator inequality

Tt(C) ≤ C works in an almost identical manner as above with equality replaced
by an inequality in appropriate places. Alternatively, the argument used below to
prove the last part of the result would also suffice.

To prove the last part, assume that Tt(C) ≤ C. Construct Wt as above and

then extend it linearly to the whole of Ĥ by taking it as zero on K⊥. Define
βt : B (H)→ B (H) by setting

βt(X) = PHW ∗
t θt(X)WtPH, t ≥ 0, X ∈ B (H) .

Then (βt)t≥0 is a Q.D.S satisfying (4.1) and βt(X)g = βt(X)PKg, for any g ∈ Ĥ.
Here PH and PK respectively are the orthogonal projections of Ĥ onto H and K.
Since for h, g ∈ H,

〈Tt(C)h, g〉 = 〈βt(I)C
1
2h,C

1
2 g〉

if β is a stable Q.D.S., C must be a pure solution of Tt(X) ≤ X. On the other
hand, if C is a pure solution, then

lim
t→∞〈βt(I)C

1
2 h,C

1
2 g〉 = 0.

This implies that s− limt→∞ βt(I) = 0. �

Remark 4.3. Note that in Theorem 4.2 above, the boundedness of the generator
of (Tt)t≥0 is used just to extend the unital quantum dynamical semigroup (γt)t≥0

acting on B(K) to a unital quantum dynamical semigroup acting on all of B (H) .
The existence of the unital semigroup (γt)t≥0 satisfying the intertwining relation
(4.5) is valid even without this assumption.
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Next we explore the behaviour of fixed points of a quantum dynamical semi-
group under dilations. The following lifting theorem holds.

Theorem 4.4 (Prunaru, [12]). Let (Tt)t≥0 be a quantum dynamical semigroup act-

ing on B (H) and let (θt)t≥0 be its minimal dilation acting on B(Ĥ). A positive
operator C is a fixed point of T iff C = PHD|H, for some fixed point D of θ.
Moreover, C is positive iff D is positive and ‖C‖ = ‖D‖.

Proof. This result for fixed points can be found in [12]. The construction of D is
through Banach limits and it retains positivity and norm. �

At times lifting of fixed points to dilation can also be done through commu-
tant lifting or intertwining lifting. We recall the Sz. Nagy-Foiaş commutant lifting
theorem for contractions [11] and extend it to one parameter semigroups. We do
not know as to whether this extension is already known or not. To this end we
observe that the minimal isometric dilation of a contraction semigroup (Tt)t≥0

defined on a Hilbert space H can also be obtained via the cogenerator of the semi-
group. Let T be the cogenerator of the given semigroup and let U be its minimal
unitary dilation on say K. Then K =

∨∞
n=−∞ U

nH. It is shown in [11, Section III.9]
that the semigroup (Ut)t≥0 which has U as its cogenerator, is the minimal unitary
dilation of (Tt)t≥0 . By considering U+, the minimal isometric dilation of T on K+,

given by K+ =
∨∞

n=0 U
nH, U+ = U

∣∣K+ we can similarly construct the minimal
isometric dilation of the given semigroup. Indeed, since U is the minimal unitary
dilation of T, and T being a cogenerator cannot have 1 as an eigenvalue, neither
can U . But U is the minimal unitary dilation of U+ as well, so that 1 cannot be
an eigenvalue of U+. Therefore, by Theorem III.8.1, [11], U+ is the cogenerator
of a semigroup

(
U+
t

)
t≥0

of isometries on K+. Using [11, Theorem III.2.3 (g) and

Prop III. 9.2], it can be deduced that

〈Tth, h́〉 = 〈U+
t h, h́〉

for all h, h́ ∈ H. Further

K+ =

∞∨
n=0

UnH =
∨
s≥0

UsH =
∨
s≥0

U+
s H.

Thus,
(
U+
t

)
t≥0

is the minimal isometric dilation of (Tt)t≥0. We also recall here

that the cogenerator T and the semigroup(Tt)t≥0 can be realized in terms of each
other in the following manner:

T = lim
s→0+

ψs(Ts), Tt = et(T ) where

ψs(λ) =
1− s
1 + s

− 2s

1 + s

∞∑
n=1

λn

(1 + s)n
, and

et(λ) = e
( s(λ+1)

λ−1 ).

(4.8)

For details see [11, Chapter III].
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Theorem 4.5. Let (Rt)t≥0 and (St)t≥0 be two strongly continuous contraction semi-
groups acting on the Hilbert spaces H and K, respectively. Suppose that (Vt)t≥0 and
(Wt)t≥0 are the respective minimal isometric dilations acting on the Hilbert spaces

Ĥ and K̂. If a bounded operator C : H → K satisfies the equation

CRt = StC, t ≥ 0 (4.9)

then there exists an operator Ĉ : Ĥ → K̂ such that

ĈVt =WtĈ, t ≥ 0, (4.10)

and ‖Ĉ‖ = ‖C‖, PHĈ |H = C.

Proof. Let R0 and S0 denote the respective cogenerators of the semigroups (Rt)t≥0

and (St)t≥0 and let V0 and W0 be their isometric dilations, acting on H̃ and K̃.
Further, let (V 0

t ) and (W 0
t ) be the corresponding minimal isometric semigroup

dilations. It is clear from (4.8) that CR0 = S0C. By the Sz. Nagy-Foiaş commutant

lifting theorem [11, Theorem II.2.3], it follows that there exists a C̃ : H̃ → K̃ such

that C̃V0 =W0C̃, ‖C̃‖ = ‖C‖, and C = PHC̃ |H Now,

V 0(t) = et(V0) = s− lim
r→1−0

et,r(V0)

where

et,r(λ) = et(rλ) =

∞∑
k=0

cr,kV
k
0

and et ∈ H∞
V0
, and ck,r ∈ C with

∑∞
0 |ck,r| <∞.

For the definition of H∞
V0

we refer again to [11, Section III.2]. A similar ex-

pression holds for W 0
t . Thus for any x ∈ H̃ we have

c̃V 0
t x = C̃

[
lim

r→1−0

∞∑
k=0

ck,rV
k
0 x

]
= lim

r→1−0

∞∑
k=0

ck,rC̃V
k
0 x

= lim
r→1−0

∞∑
k=0

ck,rW
k
0 C̃x =

[
lim

r→1−0

∞∑
k=0

ck,rW
k
0

]
(C̃x)

= et(W0)C̃x =W
0
t C̃x.

Thus C̃V 0
t = W 0

t C̃ for all t ≥ 0. Now Vt and V 0
t , being two minimal isometric

dilations of Rt, are unitarily equivalent, that is, there exists a unitary operator

φ1 : H̃ → Ĥ such that V 0
t = φ−1

1 Vtφ1 for all t ≥ 0. Similarly, there exists a unitary

operator φ2 : K̃ → K̂ such that W 0
t = φ−1

2 Wtφ2 for all t ≥ 0. Setting Ĉ = φ2C̃φ
−1
1 ,

we get the required operator satisfying (4.10). �
The following result concerns implications of Theorem 4.2 for dilation the-

ory. For any quantum dynamical semigroup η, we shall denote, for the sake of
convenience, the operator ηr1(X1)ηr2(X2) . . . ηrn(Xn) by η(r,X) for n-tuples r =
(r1, r2, . . . , rn) , ri ≥ 0, and

X = (X1, X2, . . . , Xn) , Xi ∈ B (H) .
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Theorem 4.6. Suppose T and β acting on B (H) are Q.D.S. with β unital, and
there exists an invertible operator R ∈ B (H) satisfying

Tt(RXR∗) = Rβt(X)R∗,

for all X ∈ B (H) , t ≥ 0. Let θ and η be the minimal dilations of T and β, acting
on B(K1) and B(K2), respectively, where H ⊂ K1 and H ⊂ K2. Then there exists

R̃ : K2 → K1 such that

θt(R̃Y R̃
∗) = R̃ηt(Y )R̃∗, Y ∈ B(K2), t ≥ 0,

with R = R̃|H, ‖R̃‖ = ‖R‖.

Proof. Since θ and η are minimal dilations of T and β respectively, it follows that

K1 = span {θ(r, Y )u : (r, Y ) ∈ N, u ∈ H} ,
K2 = span {η(r, Y )u : (r, Y ) ∈ N, u ∈ H} ,where
N = {(a, Y ) : a1 ≥ a2 ≥ · · · an ≥ 0, Yi ∈ B (H) , n ∈ N ∪ {0}} .

Define S : K1 → K2 by setting

S(θ(a,B)v) = ηa1(R
∗B1R

∗−1

)ηa2(R
∗B2R

∗−1

) . . . ηan(R
∗BnR

∗−1

)R∗v (4.11)

where v ∈ B (H) ,

B = (B1, B2, . . . , Bn), Bi ∈ B (H) ,

a = (a1, a2, . . . , an), ar ≥ as if r ≥ s.
Then it is straightforward to check that for u, v ∈ H,

〈S(θ(a,A)u), S(θ(a,B)v)〉 = 〈θa1(R
∗R)θa1(A1) . . . θan(An)u, θ(a,B)v〉,

and for c, d ∈ C,

〈S(cθ(a,A)u+ dθ(a,B)v), S(cθ(a,A)u+ dθ(a,B)v)〉
= 〈θa1(R

∗R)(cθ(a,A)u+ dθ(a,B)v), cθ(a,A)u+ dθ(a,B)v〉.
In fact, the equation above holds for any finite linear combination of terms of the
form θ(a, Y ), so that we have∥∥∥∥S∑k

i=1
ciθ(a,A

i)ui
∥∥∥∥2 ≤ ‖R∗R‖

∥∥∥∥∑k

i=1
ciθ(a,A

i)ui
∥∥∥∥2 .

Therefore, S is a well-defined, bounded linear operator from K1 to K2 with ‖S‖ ≤
‖R‖. Further,

Sθ(o, I)v = η0(R
∗R∗−1

)R∗v = R∗u

for all u ∈ H. Thus S|H = R∗ and ‖S‖ = ‖R∗‖. Moreover, routine calculations
show that

S∗(η(a,B)u) = θa1(RB1R
∗)θa2(R

∗−1

B2R
∗)θa3(R

∗−1

B3R
∗) · · ·

· · · θan(R
∗−1

BnR
∗)R∗−1

u.
(4.12)
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Also, S∗η(o, I)u = Ru. We will show next that θt(S
∗XS) = S∗ηt(X)S for all

X ∈ B(K2). It is enough to establish this formula for X of the form X =
ηa1(X1)ηa2(X2) . . . ηan(Xn).

For such an X, and (s,B) ∈ N we have, on using (4.12),

(S∗XS)(θ(s,B)v)

= S∗Xηs1(R
∗B1R

∗−1

)ηs2 (R
∗B2R

∗−1

) . . . ηsk(R
∗BkR

∗−1

)R∗v

= S∗ηa1(X1) . . . ηan(Xn)ηs1(R
∗B1R

∗−1

)ηs2(R
∗B2R

∗−1

) · · · ηsk(R∗BkR
∗−1

)R∗v

= θa1(RX1R
∗)θa2(R

∗−1

X2R
∗) . . . θan(R

∗−1

XnR
∗)θs1(B1)θs2(B2) · · · θsk(Bk)v.

Therefore,

S∗XS = θ(a, X̃) where

X̃ = (RX1R
∗, R∗−1

X2R
∗, . . . , R∗−1

XnR
∗).

(4.13)

Therefore, for any t ≥ 0, θt(θ(a, X̃)) = θ(a+ t, X̃). Thus,

θt(S
∗XS)(θ(s,B)u)

= θa1+t(RX1R
∗)θa2+t(R

∗−1

X2R
∗) · · · θan+t(R

∗−1

XnR
∗)

◦ θs1(R∗−1

R∗B1R
∗−1

R∗) · · · θsn(R∗−1

R∗BnR
∗−1

R∗)R∗−1

R∗u

= S∗ηa1+t(X1)ηa2+t(X2) · · · ηan+t(Xn)ηs1(R
∗B1R

∗−1

) · · · ηsn(R∗BnR
∗−1

)R∗u

= S∗ηa1+t(X1)ηa2+t(X2) · · · ηan+t(Xn)Sθ(s,B)u

= (S∗ηt(X)S)(θ(s,B)u).

Hence, θt(S
∗XS) = S∗ηt(X)S. Using similar arguments as above, it may be

checked that S∗ is actually invertible and

S∗
−1

θ(a,B)v = ηa1(R
−1B1R

∗−1

)ηa2(R
∗B2R

∗−1

) · · · ηan(R
∗BnR

∗−1

)R∗v.

Now R̃ may be chosen to be S∗. �

This theorem can be used for lifting positive, invertible fixed points of uni-
formly continuous quantum dynamical semigroups in a concrete way, as follows.

Corollary 4.7. Let (Tt)t≥0 be a uniformly continuous quantum dynamical semi-

group acting on B (H) and let (θt)t≥0 be its minimal dilation acting on B(Ĥ). A
positive, invertible operator C ∈ B (H) is a solution of the equation Tt(X) = X
for all t ≥ 0, if and only if C = PHD|H, where D is a positive, invertible solution
of the equation θt(Y ) = Y , t ≥ 0, such that ‖C‖ = ‖D‖.

Proof. From Theorem 4.2 it follows that the invertible positive operator C satisfies
the equation Tt(X) = X for all t ≥ 0, if and only if the Q.D.S. T is similar to
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another Q.D.S. β acting on B (H) such that βt(I) = I. By Theorem 4.6, there

exists R̃ : K2 → Ĥ such that

θt(R̃Y R̃
∗) = R̃γt(Y )R̃∗, Y ∈ B(K2), t ≥ 0,

with C
1
2 = R̃|H, ‖R̃‖ = ‖C

1
2 ‖. Then D = R̃R̃∗ works. �

References

[1] B.V.R. Bhat, An index theory for quantum dynamical semigroups, Trans. of Amer.
Math. Soc. 348 (1996), 561–583.

[2] B.V.R. Bhat, Minimal dilations of quantum dynamical semigroups to semigroups of
endomorphisms of C∗ algebras, J. Ramanujan Math. Soc. 14 (1999), 109–124.

[3] R. Chill and Y. Tomilov, Stability of operator semigroups: ideas and results, Perspec-
tives in Operator Theory, Banach Center Publications, no. 75 (2007), 71–109.

[4] G. Lindblad, On the generators of quantum dynamical semigroups, Comm. Math.
Phys. 48 (1976), 119–130.

[5] K.J. Engel and R. Nagel, One-Parameter Semigroups for Linear Evolution Equa-
tions, Springer, New York (2000).

[6] G. Popescu, Similarity and ergodic theory of positive maps, J. reine angew. Math.
561 (2003), 87–129.

[7] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential
Equations, Springer Verlag, 1975.

[8] F. Fagnola, Quantum Markov Semigroups and Quantum Flows, Proyecciones 18
(1999), no. 3, 144 pp.

[9] F. Fagnola and R. Rebolledo, Transience and recurrence of quantum Markov semi-
groups, Probab. Theory Relat. Fields 126 (2003), 289–306.

[10] K.B. Sinha and D. Goswami, Quantum Stochastic Processes and Non Commutative
Geometry, Cambridge Tracts in Mathematics, no. 169 (2007).
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Abstract. We present generation and limit results for semigroups and co-
sine families for snapping out Brownian motion, a process modeling diffusion
through permeable membranes.
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1. Introduction

Let U be the union of two compactified half-lines U = [−∞, 0−] ∪ [0+,∞] (with
0 split into two points 0− and 0+, interpreted as representing positions to the
immediate left and to the immediate right from a membrane situated at 0), and
let C(U) be the space of continuous functions on U, with the usual supremum
norm. It will be convenient to identify C(U) with the Cartesian product

X := C[0,∞]× C[0,∞]

via the formula

C(U) � f �→ (f−1, f1) ∈ C[0,∞]× C[0,∞]

where f−1, f1 ∈ C[0,∞] are determined by fi(x) = f(ix), x > 0, i ∈ I := {−1, 1},
and C[0,∞] is the space of continuous functions on [0,∞) having limits at infinity
(with the supremum norm). Given four positive numbers σi, ki, where i ∈ I we

This research was supported in part by the Polish Government under Grant 6081/B/H03/
2011/40.

c© Springer International Publishing Switzerland 2015
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define an operator A in C(U) by

A (fi)i∈I =
(
σ2i f

′′
i

)
i∈I

(1.1)

with domain composed of (fi)i∈I ∈ C2[0,∞]× C2[0,∞] satisfying

f ′i(0) = ki[fi(0)− f−i(0)], i ∈ I; (1.2)

the C2[0,∞] ⊂ C[0,∞] denoting twice continuously members of C[0,∞] with
second derivative in C[0,∞].

The related Cauchy problem in C(U):

u′(t) = Au(t), t ≥ 0, u(0) = f ∈ C(U) (1.3)

models heat flow in two media (two half-lines), separated by a semi-permeable
membrane located at x = 0, and transmission conditions (1.2) describe heat flow
through the membrane.

These conditions may be plausibly interpreted: according to Newton’s Law of
Cooling, the temperature at x = 0 changes at a rate proportional to the difference
of temperatures on either sides of the membrane, see [12, p. 9]. In this context,
J. Crank uses the term radiation boundary condition. (Although, strictly speaking,
these are not boundary, but transmission conditions, see [13–15].)

In the context of passing or diffusing through membranes, analogous trans-
mission conditions were introduced by J.E. Tanner [31, Eq. (7)], who studied dif-
fusion of particles through a sequence of permeable barriers (see also Powles et al.
[29, Eq. (1.4)], for a continuation of the subject). In [1] (see, e.g., Eq. (4) there)
similar conditions are used in describing absorption and desorption phenomena.
We refer also to [19], where a compartment model with permeable walls (repre-
senting, e.g., cells, and axons in the white matter of the brain in particular) is
analyzed, and to Equation [42] there.

In the context of neurotransmitters, conditions (1.2) were (re)-invented in [9]
and [7], and interpreted in probabilistic terms (see [27] for a thorough stochastic
analysis). To summarize the analysis presented in [9], we note that these conditions
are akin to the elastic barrier condition: An elastic Brownian motion on R+ :=
[0,∞) (see, e.g., [23, 24]) is the process with generator Gf = 1

2f
′′ defined on the

domain composed of f ∈ C2[0,∞] satisfying the Robin boundary condition (known
also as elastic barrier condition):

f ′(0) = kf(0).

In this process, the state-space is R+, and each particle performs a standard Brow-
nian motion while away from the barrier x = 0. Upon touching the barrier a par-
ticle is reflected, but its time spent at the boundary (the so-called local time) is
measured and after an exponential time with parameter k with respect to the local
time, the particle is killed and no longer observed. Condition (1.2) expresses the
fact that in the stochastic process described by the operator (1.1), each particle,
instead of being killed, is transferred to the other side of the membrane x = 0.
(Such a process, following Lejay [27], will be referred to as snapping out Brownian
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motion.) In particular, we see that ki are permeability coefficients: the larger they
are the shorter is the time for particles to diffuse through the membrane.

The paper is devoted to families of operators related to the snapping out
Brownian motion. We show existence of semigroups and cosine families in the
spaces of continuous and integrable functions. The generation theorem for cosine
families involves Lord Kelvin’s method of images modified so as to cover the case
of transmission conditions. Moreover, we study the limit behavior of these families,
as permeability coefficients k1 and k−1 tend to ∞ or to 0.

2. Generation theorems for semigroups

2.1. A semigroup in C(U)

We start our considerations by showing that A defined in Introduction, generates
a Feller semigroup

(
etA
)
t≥0

in C(U), i.e., a semigroup leaving the non-negative

cone of C(U) invariant, and such that etA1 = 1 where 1 is the constant function on
U being equal to one everywhere. A well-known necessary and sufficient condition
[4, 18, 30] for a densely defined operator to generate a Feller semigroup is that
it satisfies the positive maximum principle (if the maximum of an f ∈ D(A) is
attained at x ∈ U , and f(x) ≥ 0, then Af(x) ≤ 0) and the range condition (see
below). Our A is densely defined and satisfies the positive maximum principle. For
if the maximum is attained at x �∈ {0−, 0+}, then Af(x) has the same sign as
f ′′(x) ≤ 0; in the other case, for example if x = 0+, we have f ′(0+) ≤ 0 while
f(0+) ≥ f(0−). Therefore, by (1.2), f ′(0+) = f ′1(0+) = 0 and the even extension
of f1 to the whole of R is twice continuously differentiable. Since its maximum is
attained at x = 0, we have f ′′1 (0) ≤ 0, as desired.

The range condition requires that, given (gi)i∈I ∈ X and λ > 0, we may find
(fi)i∈I ∈ D(A) such that λ (fi)i∈I −A (fi)i∈I = (gi)i∈I, i.e.,

λfi − σ2i f ′′i = gi, i ∈ I.

We will look for (fi)i∈I of the form

fi(x) = Cie
√

λ
σi

x
+Die

−
√

λ
σi

x − 1

σi
√
λ

∫ x

0

sinh

√
λ

σi
(x− y)gi(y) dy

=
1

2σi
√
λ

∫ ∞

0

e
−

√
λ

σi
|x−y|

gi(y) dy +Die
−

√
λ

σi
x
, x ≥ 0, (2.1)

where Ci := 1
2σi

√
λ

∫∞
0 e

−
√

λ
σi

x
gi(y) dy and Di are to be determined. Conditions

(1.2) now impose (σi
√
λ+ ki)Di − kiD−i = (σi

√
λ− ki)Ci + kiC−i, i ∈ I. This is

satisfied iff

Di =

√
λ+ k−iσ−i − kiσi√
λ+ k−1σ−1 + k1σ1

Ci +
2kiσi√

λ+ k−1σ−1 + k1σ1
C−i, (2.2)

completing our task.
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To summarize, we have the following theorem.

Theorem 2.1. Let ki, σi, i ∈ I be positive numbers. The operator A defined by (1.1)
and (1.2) is the generator of a Feller, conservative semigroup in C(U).

2.2. A semigroup in L1(R)
The semigroup of the previous subsection describes (weighted) expected values of
the snapping out Brownian motion. More specifically,

etAf(x) = Exf(w(t)), x ∈ U, f ∈ C(U),
where w(t), t ≥ 0 is the said Brownian motion and Ex denotes expected value con-
ditional on the Brownian motion starting at x. In this section, we want to study a
semigroup in L1(R), that is in a sense dual to etA – this semigroup describes dy-
namics of the processes’ distributions or, more precisely, of their densities. Hence,
a natural concept here is that of a Markov operator which is a linear operator in
L1(R), the space space of (equivalence classes) of Lebesgue integrable functions
on R. An operator P is said to be Markov iff it leaves the positive cone of L1(R)
invariant (i.e., Pφ ≥ 0 for φ ≥ 0) and preserves the integral there, i.e.,

∫
Pφ =

∫
φ,

for φ ≥ 0. It is easy to see that Markov operators are contractions. For a densely
defined operator A in L1(R) to generate a semigroup of Markov operators it is
necessary and sufficient for its resolvent to be Markov, which means by definition
that all λ(λ − A)−1, λ > 0 are Markov. This result may be deduced from the
Hille–Yosida theorem, see [26].

As in the previous section, it will be convenient to identify a member φ of
L1(R) with the pair (φi)i∈I of functions on R+ defined by φi(x) = φ(ix), x ≥ 0.

Here, as before, I = {−1, 1}. Certainly φi ∈ L1(R+), i.e., we identify L1(R) with
L1(R+)× L1(R+) (with norm ‖ (φi)i∈I ‖ = ‖φ−1‖+ ‖φ1‖.)

With this identification in mind, and given positive constants ki, σi, i ∈ I of
Introduction, we define the operator A∗ in L1(R+) by

A∗ (φi)i∈I =
(
σ2i φ

′′
i

)
i∈I

(2.3)

with domain composed of (φi)i∈I ∈ W 2,1(R+) ×W 2,1(R+) satisfying the trans-
mission conditions :

σ21φ
′
1(0) = k1σ

2
1φ1(0)− k−1σ

2
−1φ−1(0), σ21φ

′
1(0) + σ

2
−1φ

′
−1(0) = 0. (2.4)

Here, W 2,1(R+) is the set of differentiable functions on R+ whose derivatives are
absolutely continuous with second derivatives belonging to L1(R+). The operator
A∗ is dual to A introduced in (1.1) in the sense that,∫

R

fA∗φ =

∫
R

φAf,

for all φ ∈ D(A∗) and f ∈ D(A). The key factor in the necessary calculations
(using integration by parts formula), is of course conditions (1.2) and (2.4). In other
words, (2.4) is a dual version of (1.2). Again, these conditions describe the way
the membrane allows the traffic from one half-axis to the other. Interestingly, as
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Lemma 2.2 (later on) shows, in L1(R) the second relation in (2.4) has an additional
interpretation: It is a balance condition saying that the mass inflow into one half-
axis is equal to the mass outflow out of the other one, and guarantees that the
resolvent of A∗ preserves the integral.

For an alternative proof of this result, assume that A∗ is already proved to
be the generator of a Markov semigroup, and consider the functionals F− and F+
on L1(R+) given by

F−φ =
∫ 0

−∞
φ, F+φ =

∫ ∞

0

φ.

Let φ ∈ D(A∗), where A∗ is given by (2.3) and (2.4), be a density (i.e., φ ≥ 0 and∫
R
φ = 1). Also, let α(t) := F−(etA

∗
φ), be the proportion of probability mass in

R− at time t ≥ 0. Since α satisfies

d

dt
α(t) = F−(A∗etA

∗
φ) =

∫ 0

−∞
σ2−1

d2

dx2
etA

∗
φ(x) dx = σ2−1

(
d

dx
etA

∗
φ

)
(0−),

the quantity σ2−1(
d
dxe

tA∗
φ)(0−) describes the intensity of mass inflow into (outflow

out of) R− at time t. Analyzing β(t) = F+(e
tA∗
φ) in a similar way, we conclude

that the second relation in (2.4) is a balance condition saying that the mass inflow
into one half-axis is equal to the mass outflow out of the other one. This was our
task.

Coming back to the main subject, we claim that A∗ defined above generates a
semigroup of Markov operators in L1(R). For the proof, we will need the following
two lemmas.

Lemma 2.2. For λ > 0 let the operator Rλ (ψi)i∈I = (φi)i∈I in L1(R) be given by

φi(x) = Cie
√

λ
σi

x
+Die

−
√

λ
σi

x − 1

σi
√
λ

∫ x

0

sinh

√
λ

σi
(x− y)ψi(y) dy

=
1

2σi
√
λ

∫ ∞

0

e
−

√
λ

σi
|x−y|

ψi(y) dy +Die
−

√
λ

σi
x
, x ≥ 0. (2.5)

Here, Ci = Ci(ψi) = 1
2σi

√
λ

∫∞
0 e

−
√

λ
σi

y
ψi(y) dy, and Di are some functionals on

L1(R). The operators λRλ preserve the integral iff Di are chosen so that φi satisfy
the second condition in (2.4).

Proof. By definition, λRλ preserve the integral iff
∫
R
λRλφ =

∫
R
φ, φ ∈ L1(R), λ >

0. Integrating (2.5), ∫
R+

φi =
σi√
λ
Di +

1

λ

∫
R+

ψi −
σi√
λ
Ci.

Hence the integral is preserved iff

σ1(D1 − C1) + σ−1(D−1 − C−1) = 0. (2.6)

On the other hand, φ′i(0) =
√
λ

σi
(Ci − Di) showing that the second condition in

(2.4) is equivalent to (2.6). �
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Lemma 2.3. The Rλ’s from the previous lemma leave the positive cone invariant iff

Ci +Di ≥ 0, i ∈ I. (2.7)

Proof. The above condition means that Ci(ψ) +Di(ψ) ≥ 0 provided ψ ∈ L1(R) is
non-negative. Assuming (2.7) we have

φi(x) ≥
1

2σi
√
λ

∫ ∞

0

e
−

√
λ

σi
|x−y|

ψi(y) dy − Cie
−

√
λ

σi
x

≥ 1

2σi
√
λ

∫ ∞

0

[
e
−

√
λ

σi
|x−y| − e

−
√

λ
σi

(x+y)

]
ψi(y) dy

≥ 0,

as long as ψi ≥ 0. Conversely, suppose φi ≥ 0 if ψi ≥ 0. Then, Ci+Di = φi(0) ≥ 0
since φi is continuous. �

To show that A∗ generates a semigroup of Markov operators, consider the
resolvent equation for A∗:

λ (φi)i∈I −A∗ (φi)i∈I = (ψi)i∈I (2.8)

where ψi ∈ L1(R+) and λ > 0 are given. The solution is given by (2.5) where
Di are to be determined so that (φi)i∈I ∈ D(A∗). In particular, by the second
condition in (2.4), we must have (2.6). The other condition in (2.4) forces

σ1
√
λ(C1 −D1) = k1σ

2
1(C1 +D1)− k−1σ

2
−1(C−1 +D−1).

These two are satisfied iff

Di =

√
λ+ k−iσ−i − kiσi√
λ+ k−1σ−1 + k1σ1

Ci +
2k−iσ

3
−i

σ1σ−1

√
λ+ k−1σ2−1σ1 + k1σ

2
1σ−1

C−i. (2.9)

This proves that the resolvent equation has a solution. Moreover, since the coef-
ficient of Ci above is no less than −1, we have Di + Ci ≥ 0. By Lemmas 2.2 and
2.3, the resolvent of A∗ is Markov. Hence, we are done provided we show that A∗

is densely defined, but this is straightforward.
To summarize, we have the following theorem.

Theorem 2.4. Let ki, σi, i ∈ I be positive numbers. The operator A defined by (2.3)
and (2.4) is the generator of a semigroup of Markov operators in L1(R).

3. Limit behavior (large permeability coefficients)

In this section, we study the limit of snapping out Brownian motions, as the
membrane’s permeability increases.

3.1. A limit in L1(R)
First, we consider the semigroups in the set up of L1(R): Let A∗

n be defined by
(2.3) and (2.4) with ki replaced by nki. The resolvents (λ − A∗

n)
−1 are again
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given by (2.5) provided (2.9) is also modified by replacing ki by nki. Then, the
corresponding sequence of Di = Di(n), n ≥ 1 (see (2.9)) converges to

Di =
k−iσ−i − kiσi
k−1σ−1 + k1σ1

Ci +
2k−iσ

3
−i

k−1σ2−1σ1 + k1σ
2
1σ−1

C−i. (3.1)

Therefore, the resolvents of An converge also. We check directly that (2.5) with
the above Di is the resolvent of the densely defined operator A∗

∞ given by (2.3),
and related to the transmission conditions

k1σ
2
1φ1(0) = k−1σ

2
−1φ−1(0), σ21φ

′
1(0) + σ

2
−1φ

′
−1(0) = 0. (3.2)

Since the limit of Markov operators is Markov, the resolvent of A∗
∞ is Markov,

and we conclude that A∗∞ generates a semigroup of Markov operators. By the
Trotter–Kato theorem [2, 4, 16, 21, 28], the semigroups generated by A∗

n converge
to the semigroup generated by A∗

∞, almost uniformly in t ∈ R+, i.e., uniformly in
compact subintervals of R+.

We will argue that the limit process is not entirely ‘free’ – there is still a kind
of barrier at x = 0. To this end, consider a process on R in which points of R+

move to the right with speed σ1 and points of R− move to the right with speed
σ−1. If φ is an initial distribution of such points, then

T (t)φ(x) =

⎧⎪⎨⎪⎩
φ(x − σ1t), x ≥ σ1t,
σ−1

σ1
φ(σ−1

σ1
x− σ−1t), 0 < x < σ1t,

φ(x − σ−1t), x ≤ 0,

(3.3)

is their distribution after time t ≥ 0 (see Figure 1). It is easy to check that this
formula defines a semigroup of Markov operators in L1(R), and that the generator
of this semigroup is Bσ−1,σ1φ(x) = σsgn xφ

′(x) with domain composed of functions

φ ∈W 1,1(R+) ∩W 1,1(R−) where R− = (−∞, 0], satisfying
σ−1φ(0−) = σ+1φ(0+). (3.4)

Next, let J ∈ L(L1(R)) be given by Jφ(x) = φ(−x). Clearly, J is a Markov
operator with J−1 = J. Moreover, for φ ∈ D(Bσ−1,σ1), we have Jφ ∈ D(Bσ1,σ−1)
and JBσ−1,σ1Jφ = −Bσ1,σ−1φ. Therefore, −Bσ−1,σ1 is similar (or: isomorphic) to

1
2

1
2

Figure 1. The semigroup {T (t), t ≥ 0} in action: it maps the graph
on the left to the graph on the right. Here σ1 = 1, σ−1 = 2, t = 1

2 .
Points on the left half-axis move fast, and need to slow down on the
right half-axis: hence, they are congested in the interval [0, 1

2 ].
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Bσ1,σ−1 [4, 16, 17], and generates the semigroup of Markov operators {JT (t)J, t ≥
0}. By the generation theorem for groups (see, e.g., [16, p. 79]) Bσ−1,σ1 generates
a group of Markov operators.

Combining this with Theorems 3.14.15 and 3.14.17 in [2], we see that B2
σ−1,σ1

generates the strongly continuous cosine family

C(t) =
1

2

(
e|t|Bσ−1,σ1 + Je|t|Bσ−1,σ1J

)
, t ∈ R,

and the related semigroup (both composed of Markov operators) defined by the
Weierstrass formula.

The latter semigroup is a natural candidate for describing diffusion with
different coefficients in the two half-axes and no barrier at x = 0. The domain of
B2

σ−1,σ1
contains functions φ ∈ W 2,1(R+) ∩W 2,1(R−) with

σ−1φ(0−) = σ1φ(0+), σ2−1φ
′(0−) = σ21φ′(0+), (3.5)

and we have B2
σ−1,σ1

φ = σ2sgn xφ
′′.

Finally, recalling the isomorphism of L1(R) and L1(R+)×L1(R+), we see that
the isomorphic image in the latter space of the semigroup generated by B2

σ−1,σ1

is A∗∞ provided kiσi = 1 for i ∈ I. In other words, A∗∞ describes the case of no
barrier at x = 0 if the influences of diffusion and permeability coefficients cancel
out. In other words, as we claimed, in general, conditions (3.2) do not describe the
case of no barrier at x = 0, as there is an asymmetry in the way the particles filter
in through the membrane from one half-axis to the other.

3.2. A limit in C(U)

Now, we would like to see what happens when permeability of the membrane
becomes infinite, but this time we want to do analysis in C(U). Replacing ki with
nki in (1.2) and defining the related operators An, we check that the corresponding
sequence Di = Di(n), n ≥ 1 (see (2.2)) converges to

Di =
k−iσ−i − kiσi
k−1σ−1 + k1σ1

Ci +
2kiσi

k−1σ−1 + k1σ1
C−i. (3.6)

Therefore, the resolvents of An converge to the operator defined by (2.1) with Di

introduced above. However, here, we cannot apply the Trotter–Kato theorem in
its classical form. The reason is that fi defined by (2.1) and Di given above satisfy:

f1(0) = C1 +D1 =
2k−1σ−1

k−1σ−1 + k1σ1
C1 +

2k1σ1
k−1σ−1 + k1σ1

C−1 = C−1 +D−1

= f−1(0).

It follows that the range of the limit Rλ of (λ−An)
−1 is not dense in X and cannot

be the resolvent of a densely defined operator. It may be shown though, that Rλ

is the resolvent of the operator A∞ defined by (1.1) with (1.2) replaced by

k−1f
′
1(0) + k1f

′
−1(0) = 0, f1(0) = f−1(0). (3.7)

Notably, A∞ is not densely defined.
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In such a case, we cannot claim almost uniform convergence of the semigroups
on the whole of X: rather the semigroups converge in this way merely on a subspace
X0 defined as the closure of the range of the limit pseudoresolvent Rλ (see, e.g.,
[4, Section 8.4.3]).

As we will show now, X0 turns out to be the subspace of (fi)i∈I ∈ X satisfying
f1(0) = f−1(0), which may be identified with C[−∞,∞], the space of continuous
functions on R with limits at plus and minus infinity. To this end first note that,
by (2.1) and (2.9), the coordinates of Rλ (gi)i∈I are

fi(x) =
1

2σi
√
λ

∫ ∞

−∞
e
−

√
λ

σi
|x−y|

g∗i (y) dy, x ≥ 0, (3.8)

where

g∗i (x) =
k−iσ−i − kiσi
k−1σ−1 + k1σ1

gi(−x) +
2kiσi

k−1σ−1 + k1σ1
g−i(−

σ−i

σi
x), x < 0.

For (gi)i∈I ∈ X0, g
∗
i is a continuous function, a member of C[−∞,∞]. Also,

the operators Bi = σ
2
i

d2

dx2 with domain C2[−∞,∞] generate strongly continuous
semigroups in C[−∞,∞], and their resolvents are:

(λ− Bi)
−1
g(x) =

1

2σi
√
λ

∫ ∞

−∞
e
−

√
λ

σi
|x−y|

g(y) dy, λ > 0, x ∈ R. (3.9)

In particular limλ→∞ λ (λ−Bi)
−1
g = g in C[−∞,∞]. This implies that for

(gi)i∈I ∈ X0, λfi, where fi is defined by (3.8), converges in C[0,∞] to gi and
shows that the range of Rλ is dense in X0, as claimed.

Hence, in X0 there is a semigroup being the limit of the semigroups generated
by An. Its generator is the part Ap of A∞ in X0 (see [4, Section 8.4.9]).

4. Limit behavior (small permeability coefficients)

If permeability coefficients are small, conditions (1.2) may be approximated by the
Neumann boundary conditions

f ′i(0) = 0, i ∈ I, (4.1)

describing perfectly non-permeable membrane. This intuition is confirmed by the
following limit procedure.

For n ≥ 1, let An be the operator defined by (1.1) and (1.2), with ki replaced
by 1

nki. The resolvent of An is then given by (2.1) with Di of (2.2) modified

in the same way (i.e., with ki replaced by 1
nki). As n → ∞, such Di converges

to Ci. Therefore, the corresponding f ′is of (2.1) converge to fi’s of (3.8) with
g∗i (x) = g(−x), x ≥ 0. This means that the resolvents of An converge to the
resolvent of A0 defined by (1.1) with boundary conditions (4.1). A similar analysis
shows that the same approximation works in L1(R).

To obtain a more interesting limit, we need to simultaneously let ki → 0 and
σi → ∞, while adding a reflecting barrier at x = ±1. More specifically, consider
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Ũ = [−1, 0−] ∪ [0+, 1] and the space C(Ũ) identified with C[0, 1] × C[0, 1]. Let
C2[0, 1] be the space of twice continuously differentiable functions on [0, 1], and
let the operators An in C[0, 1]× C[0, 1] be defined by

An (fi)i∈I =
(
nσ2i f

′′
i

)
i∈I

(4.2)

for fi ∈ C2[0, 1], i ∈ I such that

f ′i(0) =
1

n
kifi(0)−

1

n
kif−i(0) and f

′
i(1) = 0. (4.3)

These operators generate Feller semigroups in C(Ũ) and we have

lim
n→∞ etAn (fi)i∈I = etQP (fi)i∈I (4.4)

almost uniformly in t ∈ (0,∞). Here, P defined by P (fi)i∈I =
(∫ 1

0
fi

)
i∈I

is a

projection on the subspace C0(Ũ) of functions that are constant on each of the
intervals [−1, 0−] and [0+, 1]; this subspace may of course be identified with R2

(with supremum norm). Moreover, Q is an operator in C0(Ũ) identified with the
matrix (

−k1σ1 k1σ1
k−1σ−1 −k−1σ−1

)
.

Interpreted, (4.4) means that as diffusion coefficients increase while permeability
coefficients decrease, points in each interval are lumped together to form two ‘com-
bined’ points of the state-space of the limit process, and diffusions on two adjacent
intervals are approximated by a two-state Markov chains with intensity matrix Q.
Notably, the limit jump intensities are proportional to permeability and diffusion
coefficients. This result is a simple case of a general theorem on fast diffusions on
graphs – see [7]; an L1(R) analogue of this theorem may be found in [22].

5. A cosine family in C(U)

Our aim in this section is to prove that the operator A of Introduction with σ−1 =
σ1 generates a cosine family; without loss of generality we assume σ1 = σ−1 = 1
(see Remark 5.5). To this end, we modify Lord Kelvin’s method of images used
previously in [5,6,10,11] in dealing with boundary conditions, to make it suitable
in the case of transmission conditions, like (1.2).

The key step in the reasoning is finding extensions of members of C(U),
suitably coupled with transmission conditions (1.2). We start by introducing spaces
where these extensions ‘live’. Throughout this section ω > 0 is a fixed parameter,
C[0,∞], as before, is the space of continuous functions on R+ with limits at infinity
(with usual supremum norm, denoted ‖ · ‖), and Cω[0,∞] is the space of functions
on R+ such that eωf ∈ C[0,∞], where

eω(x) = e−ωx, x ≥ 0.
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The norm in Cω[0,∞] is

‖f‖ω := ‖eωf‖.
For a function f : R → R, by Rf and Lf we denote its restrictions to R+

and R−, respectively. Moreover, for a function f : D → R where D ⊂ R, by Of (in
Polish, ‘reflection’ starts with ‘o’, and the letter ‘r’ is already used for R=‘right’),
we denote the function on −D := {x ∈ R;−x ∈ D} defined by

Of(x) = f(−x).

Let CL
ω (R) be the space of f : R→ R such that

Rf ∈ C[0,∞] and OLf ∈ Cω [0,∞];

the norm in this space is ‖f‖L = ‖Rf‖ ∨ ‖OLf‖ω. (This space will contain func-
tions extended to the left.) Analogously, CR

ω (R) is the space of functions with the
following properties:

Rf ∈ Cω [0,∞] and OLf ∈ C[0,∞];

the norm here is ‖f‖R = ‖Rf‖ω ∨ ‖OLf‖.
Let {C(t), t ∈ R} be the basic cosine family in CL

ω (R) and CR
ω (R) given

formally by the same formula:

C(t)f(x) =
1

2
[f(x+ t) + f(x− t)], x ∈ R. (5.1)

We note that in both spaces the operator norm ofC(t) does not exceed eωt. Also, let

C(t)(f, g) = (C(t)f, C(t)g)

be the Cartesian product cosine family in CR
ω (R)× CL

ω (R).
The main idea is to represent the searched-for cosine family {CA(t), t ∈ R}

in X in the form (see also (5.10))

CA(t)(f−1, f1) = (OLC(t)Õf−1, RC(t)f̃1), (f−1, f1) ∈ X, (5.2)

referred to as the abstract Kelvin formula, where f̃1 and Õf−1 are suitable ex-
tensions of f1 and Of−1 to members of CR

ω (R) and CL
ω (R), respectively. (See

Figure 2.) We will argue that for f = (f−1, f1) ∈ D(A), these extensions are de-
termined uniquely. To this end, we recall that a cosine family leaves the domain
of its generator invariant. Hence, if (5.2) is to work, we must have

(OLC(t)Õf−1, RC(t)f̃1) ∈ D(A), t ≥ 0. (5.3)

We will formulate the existence and uniqueness result as a lemma.

Lemma 5.1. For f = (f−1, f1) ∈ D(A), there is a unique pair (Õf−1, f̃1) ∈
CR

ω (R) × CL
ω (R) such that (5.3) holds for t ∈ R. Moreover, both extensions are

twice continuously differentiable.
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f1

g−1
Of−1

Og1

Figure 2. Extension of f ∈ C(U) to a pair (Õf−1, f̃1) ∈ CR
ω (R) ×

CL
ω (R). Given f−1, f1 ∈ C[0,∞], we search for g−1, g1 ∈ Cω[0,∞]. (In

general, g−1, g1 �∈ C[0,∞].)

Proof. We need to find

g−1(x) = Õf−1(x),

g1(x) = f̃1(−x), x ≥ 0, (5.4)

and show that g−1, g1 ∈ Cω[0,∞] are determined uniquely. Of course, we need to
have

g1(0) = f1(0) and g−1(0) = f−1(0). (5.5)

Moreover, since C(t) = C(−t), condition (5.3) requires for all t ≥ 0,

d

dx

[
Õf−1(−x+ t) + Õf−1(−x− t)

]
|x=0

= k−1[Õf−1(t) + Õf−1(−t)− f̃1(t)− f̃1(−t)],
d

dx

[
f̃1(x+ t) + f̃1(x− t)

]
|x=0

= k1[f̃1(t) + f̃1(−t)− Õf−1(t)− Õf−1(−t)],

i.e.,

−g′−1(t) + f
′
−1(t) = k−1[g−1(t) + f−1(t)− f1(t)− g1(t)],

f1
′(t)− g′1(t) = k1[f1(t) + g1(t)− g−1(t)− f−1(t)].

Moving unknowns to the left-hand side,

g′−1 + k−1g−1 − k−1g1 = f ′−1 − k−1f−1 + k−1f1,

g′1 + k1g1 − k1g−1 = f ′1 − k1f1 + k1f−1. (5.6)
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Pausing for the moment, we note that for any continuously differentiable h
on R+, and a constant k > 0,

(h′ + kh) ∗ ek = h− h(0)ek,

where ∗ denotes convolution on R+. Hence, convolving both sides of equations
(5.6) with ek−1 and ek1 , respectively, and using conditions (5.5), we see that (5.6)
implies

g−1 − k−1ek−1 ∗ g1 = f−1 − 2k−1ek−1 ∗ f−1 + k−1ek−1 ∗ f1,
g1 − k1ek1 ∗ g−1 = f1 − 2k1ek1 ∗ f1 + k1ek1 ∗ f−1. (5.7)

Noting that ek ∗h = 0 implies h = 0, we see that (5.7) is in fact equivalent to (5.6)
coupled with (5.5).

Next, we equip Cω[0,∞]× Cω [0,∞] with the norm

‖(g−1, g1)‖ω = ‖g−1‖ω ∨ ‖g1‖ω,

and consider a map T in this space, given by the formula:

T (g−1, g1) = (k−1ek−1 ∗ g1, k1ek1 ∗ g−1).

We have (compare [3])

‖T (g−1, g1)‖ω = max
i∈I

sup
x≥0

∣∣∣∣e−ωxki

∫ x

0

e−ki(x−y)g−i(y) dy

∣∣∣∣
≤ max

i∈I
ki sup

x≥0

∫ x

0

e−(ki+ω)(x−y)e−ωy|g−i(y)| dy

≤ max
i∈I
ki sup

x≥0

∫ x

0

e−(ki+ω)(x−y)‖(g−1, g1)‖ω dy

≤ max
i∈I

ki
ω + ki

‖(g−1, g1)‖ω

=
k

ω + k
‖(g−1, g1)‖ω,

where k = k−1∨k1. This proves that T is a bounded linear operator in Cω[0,∞]×
Cω[0,∞] with norm at most k

ω+k < 1. Hence, I − T is invertible with bounded

inverse, ‖(I − T )−1‖ ≤ ω+k
ω . Therefore, there is a unique solution of (5.7), given

by

(g−1, g1) = (I − T )−1(h−1, h1)

where h−1 and h1 are right-hand sides of (5.7). (We note that h−1, h1 ∈ C[0,∞]
and ‖h−1‖ ∨ ‖h1‖ ≤ 4(‖f−1‖ ∨ ‖f1‖.) Hence,

‖(g−1, g1)‖ω ≤
ω + k

ω
‖(h−1, h1)‖ω ≤

ω + k

ω
‖(h−1, h1)‖

≤ 4
ω + k

ω
‖(f−1, f1)‖; (5.8)
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we will need this information later.) By (5.6), it follows that g−1, g1 are twice
continuously differentiable in t ≥ 0 (with right-hand derivative at t = 0) provided
so are f−1, f1, proving the first part of the lemma.

Turning to the second claim: we note that, by assumption (f−1, f1) ∈ D(A),
the right-hand sides of (5.6), evaluated at t = 0, are zero. Therefore, in view of
(5.5),

g′−1(0) = k−1[g1(0)− g−1(0)] = −f ′−1(0),

g′1(0) = k1[g−1 − g1(0)] = −f ′1(0), (5.9)

proving that the left-hand and right-hand derivatives of Õf−1 and f̃−1 agree at
t = 0, and so these functions are differentiable everywhere. Finally, differentiating
the first equation in (5.6),

g′′−1(0) + k−1[g
′
−1(0)− g′1(0)] = f ′′−1(0) + k−1[f

′
1(0)− f ′−1(0)],

which, by (5.9) implies g′′−1(0) = f
′′−1(0), i.e., that Õf−1 is twice differentiable at

t = 0. A similar calculation of g′′1 (0) completes the proof. �

Definition 5.2. Let f = (f−1, f1) ∈ X = C[0,∞] × C[0,∞] (not necessarily in

D(A)); the pair (Õf−1, f̃1) ∈ CR
ω (R)×CL

ω (R), defined by (5.4) and (5.7), and de-
noted Ef , will be termed the transmission-mirror extension of f , or the extension
of f through transmission mirror. Of course, for f �∈ D(A), these extensions are
not differentiable. We note that for k1 = k−1 = 0, transmission mirror extensions
reduce to classical even extensions.

Using (5.8) we see that E is a bounded linear operator from X to CR
ω (R) ×

CL
ω (R) with norm not exceeding 4ω+k

ω . Introducing the map R : CR
ω (R)×CL

ω (R)→
X = C[0,∞] × C[0,∞] given by R(f, g) = (OLf,Rg), we see that R is bounded
with norm equal to 1, and that the abstract Kelvin formula (5.2) may be written as

CA(t) = RC(t)E, (5.10)

so that CA(t) is a bounded operator with norm not exceeding 4ω+k
ω eωt.

Lemma 5.3. Formula (5.10) defines a strongly continuous cosine family in X.

Proof. Fix s ∈ R and f ∈ D(A). Lemma 5.1 says now that RC(u)Ef ∈ D(A) for
all u ∈ R. By d’Alembert’s formula for {C(t), t ∈ R},

RC(t)C(s)Ef =
1

2
RC(t+ s)Ef + 1

2
RC(t− s)Ef ∈ D(A), t ∈ R.

Since, by the same lemma, extensions through transmission mirror are unique for
members of D(A), and RC(s)Ef belongs to D(A), we obtain

C(s)Ef = ERC(s)Ef.
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It follows that

2CA(t)CA(s)f = 2[RC(t)E][RC(s)E] = 2RC(t)[ERC(s)E] = 2RC(t)C(s)Ef
= RC(t+ s)Ef +RC(t+ s)Ef
= CA(t+ s)f + CA(t− s)f.

Since D(A) is dense and the operators involved are bounded, this proves
d’Alembert’s formula for {CA(t), t ∈ R}. Strong continuity of the cosine family
follows by analogous property of the Cartesian product cosine family {C(t), t ∈ R}.

�

We are in position to prove our main theorem in this section.

Theorem 5.4. The operator

A (fi)i∈I = (f ′′i )i∈I (5.11)

with domain composed of (fi)i∈I ∈ C2[0,∞] × C2[0,∞] satisfying (1.2) is the
generator of the cosine family (5.10).

Proof. For (f−1, f1) ∈ D(A), both coordinates of E(f−1, f1) are twice continuously
differentiable functions on R (see Lemma 5.1). The Taylor formula implies now that

lim
t→0

2

t2
[C(t)f̃1(x) − f̃1(x)] = f̃1

′′
(x), x ∈ R,

and the limit is uniform in x ∈ [0,∞) since f̃1
′′
is uniformly continuous in, say,

[−1,∞), f1 having a limit at ∞ by assumption. This shows that the second coor-
dinate of 2

t2 [CA(t)f − f ] converges to f ′′1 in C[0,∞]. Similarly, the first coordinate
converges to f ′′−1. Hence, the generator, say G, of the cosine family (5.10) extends
A. However, G cannot be a proper extension of A, since for λ > ω, both λ − A
and λ−G are onto and injective – for G this is clear since G is the generator, and
for A this has been proved in Section 2.1. �

Remark 5.5. The case σ−1 �= σ1 should be treated by replacing the basic cosine
family (5.1) by a cosine constructed, as in Section 3.1, from a ‘dual’ to (3.3). Since
calculations are more extensive, they will be presented elsewhere. The main idea,
though, remains the same.

6. A cosine family in L1(R)

We proceed to showing that the operator A∗ defined in (2.3) and (2.4) with σ1 =
σ−1 = 1, generates a cosine family in L1(R) identified with L1(R+) × L1(R+).
The argument is quite analogous to that presented in Section 5; hence, we merely
sketch it.

Instead of C[0,∞], we consider L1(R+). The role of Cω[0,∞] will be played
by L1ω(R

+) composed of (classes of) measurable functions φ with eωφ ∈ L1(R+);
the norm here is ‖φ‖ω = ‖eωφ‖L1(R+) =

∫∞
0 e−ωt|φ(t)| dt.
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Given (φi)i∈I ∈ D(A∗) we search for smooth extensions Õφ−1 and φ̃1 such
that

(OLC(t)Õφ−1 , RC(t)φ̃1) ∈ D(A∗), t ≥ 0. (6.1)

This leads to the following system of differential equations:

ψ′−1 + k−1ψ−1 − k1ψ1 = φ′−1 − k−1φ−1 + k1φ1,

ψ′1 + k1ψ1 − k−1ψ−1 = φ′1 − k1φ1 + k−1φ−1 (6.2)

for ψ−1(x) = Õφ−1(x) and ψ1(x) = φ̃1(−x), x ≥ 0. As before, by ψ1(0) = φ1(0)
and ψ−1(0) = φ−1(0), this system is equivalent to

ψ−1 − k1ek−1 ∗ ψ1 = φ−1 − 2k−1ek−1 ∗ φ−1 + k1ek−1 ∗ φ1,
ψ1 − k−1ek1 ∗ ψ−1 = φ1 − 2k1ek1 ∗ φ1 + k−1ek1 ∗ φ−1. (6.3)

Noting that, for every k > 0 and φ ∈ L1(R+),

‖ek ∗ φ‖ω ≤
∫ ∞

0

e−ωt

∫ t

0

e−k(t−s)|φ(s)| ds dt

=

∫ ∞

0

eks|φ(s)|
∫ ∞

s

e−(ω+k)t dt ds

=
1

ω + k

∫ ∞

0

e−ωs|φ(s)| ds = 1

ω + k
‖φ‖ω,

we conclude that a solution to (6.3) exists in L1ω(R
+) provided ω is large enough.

More precisely, the map (ψi)i∈I → (k1ek−1 ∗ ψ1, k−1ek1 ∗ ψ−1), as an operator in

L1ω(R
+)× L1ω(R+) (with norm ‖ (ψi)i∈I ‖ = ‖ψ−1‖ω + ‖ψ1‖ω), has norm at most

K =
k1

ω + k−1
∨ k−1

ω + k1
. (6.4)

Hence, it suffices to take

ω > |k1 − k−1| (6.5)

to obtain the norm < 1. In other words, Õφ−1 is a member of the space LRω (R),
composed of ϕ : R→ R such that

Rϕ ∈ L1ω(R+) and OLϕ ∈ L1(R+);

(the norm in this space is ‖ϕ‖L = ‖Rϕ‖ω+‖OLϕ‖L1(R+)). Analogously, φ̃1 belongs

to LRω (R), the space of functions ϕ with the following properties:

Rϕ ∈ L1(R+) and OLϕ ∈ L1ω(R+);

the norm here is ‖ϕ‖R = ‖Rϕ‖L1(R+) ∨ ‖OLϕ‖ω.
We note that the pair formed by the right-hand sides in (6.3), as the member

of L1(R+) × L1(R+) has norm at most (3 +K)‖φ‖L1(R), where K was defined in
(6.4). Therefore, the extension operator defined as in Definition 5.2, has norm at
most 3+K

1−K . The related restriction operator R has norm one, and the formula

CA∗(t) = RC(t)E,
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where C is the Cartesian product of the basic cosine families in LRω (R) and L
L
ω(R),

defines a cosine family with

‖CA∗(t)‖L(L1(R)) ≤
3 +K

1−K eωt. (6.6)

(As in the spaces of continuous functions of the previous section, the basic cosine
families have norms not exceeding eω·.) This is precisely the cosine family generated
by A∗.

Remark 6.1. It is tempting to study convergence of the cosine families obtained
in this section and the section preceding it, as permeability coefficients converge
to infinity. For one thing, convergence of resolvents has been already established
in Section 3. However, the Trotter–Kato analogue for cosine operators cannot be
used here [20, 21, 25], since we do not have a stability condition at our disposal.
For, if we take nki instead of ki, and want to find ω independent of n, then (6.5)
requires k1 = k−1, and even if this condition is fulfilled, still K in (6.6) converges
to 1, and 3+K

1−K converges to ∞. A similar problem is faced when we try to study

convergence of cosine families in C(U) (see estimate (5.8)).
Fortunately, such problems do not occur in studying convergence as perme-

ability coefficients tend to zero. Both in C(U) and in L1(R), the cosine families
involved converge to the cosine families related to the von Neumann conditions.

A potential cosine analogue of the limit (4.4) would be quite uninteresting,
since cosine families by nature cannot converge outside of the regularity space
defined as the closure of the limit pseudoresolvent (see [8]). In our case, this means

that we cannot have convergence of cosine families outside of C0(Ũ).
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and Hélène Lanchon, translated from the French by Ian N. Sneddon, with a preface
by Jean Teillac.

[15] , Mathematical analysis and numerical methods for science and technology.
Vol. 3, Springer-Verlag, Berlin, 1990. Spectral theory and applications, With the
collaboration of Michel Artola and Michel Cessenat, translated from the French by
John C. Amson.

[16] K.-J. Engel and R. Nagel, One-Parameter Semigroups for Linear Evolution Equa-
tions, Springer, New York, 2000.

[17] , A short course on operator semigroups, Springer, New York, 2006.

[18] S.N. Ethier and T.G. Kurtz, Markov processes. Characterization and convergence,
Wiley, New York, 1986.

[19] E. Fieremans, D.S. Novikov, J.H. Jensen, and J.A. Helpern, Monte Carlo study of
a two-compartment exchange model of diffusion, NMR in Biomedicine 23 (2010),
711–724.

[20] J.A. Goldstein, On the convergence and approximation of cosine functions, Aequa-
tiones Math. 11 (1974), 201–205.

[21] , Semigroups of Linear Operators and Applications, Oxford University Press,
New York, 1985.

[22] A. Gregosiewicz, Asymptotic behaviour of diffusions on graphs, Probability in Action,
Banek, T., Kozlowski, E., eds., Lublin University of Technology, 2014, pp. 83–96.
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Multiscale Unique Continuation Properties
of Eigenfunctions

Denis Borisov, Ivica Nakić, Christian Rose,
Martin Tautenhahn and Ivan Veselić

Abstract. Quantitative unique continuation principles for multiscale struc-
tures are an important ingredient in a number applications, e.g., random
Schrödinger operators and control theory.

We review recent results and announce new ones regarding quantitative
unique continuation principles for partial differential equations with an under-
lying multiscale structure. They concern Schrödinger and second-order elliptic
operators. An important feature is that the estimates are scale free and with
quantitative dependence on parameters. These unique continuation principles
apply to functions satisfying certain ‘rigidity’ conditions, namely that they
are solutions of the corresponding elliptic equations, or projections on spec-
tral subspaces. Carleman estimates play an important role in the proofs of
these results.
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1. Introduction

Motivation: Retrival of global properties from local data

In several branches of mathematics, as well as in applications, one often encounters
problems of the following type: Given a region in space Λ ⊂ Rd, a subset S ⊂ Λ, and
a function f : Λ→ R, what can be said about certain properties of f : Λ→ R given
certain properties of f |S : S → R? In specific cases one may want to reconstruct f
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as accurately as possible based on knowledge of f |S , in others it may be sufficient
to estimate some features of f .

It is clear that for this task additional global information on f is needed.
Indeed, if f is one of the indicator functions χS or χΛ\S , an estimate based on f |S
would yield wrong results. The first helpful property which comes to one’s mind
is some regularity or smoothness property of f . However, since there are C∞-
functions supported inside S (or inside Λ \S) this is not quite the right condition.
The required property of f is more adequately described as rigidity, as we will see
in specific theorems formulated below.

In this paper we are mainly concerned with problems with a multiscale struc-
ture. For this reason it is natural to require that the set S is in some sense equidis-
tributed within Λ. At this point we will not give a precise definition of such sets. It
will become clear that such a set S should be relatively dense in Rd or Λ, and should
have positive density. A particularly nice set S would be a periodic arrangement
of balls, and we want to include small perturbations of such a configuration. Thus,
equidistributed sets could be seen as a generalization of such a situation, cf. Fig. 1.

Figure 1. Examples of equidistributed sets S within region Λ ⊂ R2.

Example: Shannon sampling theorem

We recall a well-known theorem as an example or benchmark, see, e.g., [4]. This
way we will see what is the best we can hope for in the task of reconstructing a
function. Moreover, we will encounter one possible interpretation of what the term
rigidity means, and see major differences between the reconstruction problem in
dimension one and higher dimensions.

The Shannon sampling theorem states: Let f ∈ C(R) ∩ L2(R) be such that
the Fourier transform

f̂(p) =
1√
2π

∫
R

e−i x p f(x) dx
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vanishes outside [−πK, πK]. Then the series

(SKf)(x) =
∑
j∈Z

f

(
j

K

)
sinπ(K x− j)
π(K x− j) (1.1)

converges absolutely and uniformly for x ∈ R and

SKf = f on R.

Thus we can reconstruct the original function f from the sample values f(j/K),
which are multiplied with weights depending on the distance to the point x ∈ R
and summed up. Here the rigidity condition is implemented by the requirement

supp f̂ ⊂ [−πK, πK], which implies that f is entire. A remarkable feature of this
exact result is that it is stable under perturbations: If the nodes j deviate slightly
from the integers, or if the measurement data f( j

K ) are inaccurate, the error

f − SKf can still be controlled. If the support condition supp f̂ ⊂ [−πK, πK] is
violated, the aliasing error is estimated as

sup
x∈R

|f(x) − SKf(x)| ≤
√

2

π

∫
|p|>πK

|f̂(p)| dp. (1.2)

This will give, for instance, good results for centered Gaussians with appropriate
variance.

Statements (1.1) and (1.2) are strong with respect to the sampling set S = Z,
which is very thin. It has zero Lebesgue measure, in fact, it is discrete. Albeit,
it is relatively dense in R, so it has some of the properties we associated with
an equidistributed set. Compared to Shannon’s theorem, the results we present
below appear much weaker. This is, among others, due to two features: we consider
functions on multidimensional space, which, in addition, have low regularity, in fact
are defined as equivalence classes in some L2 or Sobolev space. In this situation
evaluation of a function at a point may not have a proper meaning. This is one of
the reasons why we have to consider samples S which are composed of small balls,
rather than single points. A second aspect where dimensionality comes into play
is the following: A polynomial of one variable of degree N vanishes identically
if it has N + 1 zeros. A non-trivial polynomial in two variables may vanish on
an uncountable set (albeit not on one of positive measure). This illustrates that
reconstruction estimates for functions of several variables are more subtle than
Shannon’s theorem. Consequently, one has to settle for more modest goals than
the full reconstruction of the function f . We want to derive an equidistribution
property for functions satisfying some rigidity property. As will be detailed later
this result is called – depending on the context and scientific environment – scale
free unique continuation property, observability estimate, or uncertainty relation.
A first result of this type is formulated in the next section.



110 D. Borisov, I. Nakić, C. Rose, M. Tautenhahn and I. Veselić

2. Equidistribution property of Schrödinger eigenfunctions

The following result [15] was motivated by questions arising in the spectral theory
of random Schrödinger operators. Later, it turned out that similar estimates are
of relevance in the control theory of the heat equation.

We fix some notation. For L > 0 we denote by ΛL = (−L/2, L/2)d a cube in
Rd. For δ > 0 the open ball centered at x ∈ R with radius δ is denoted by B(x, δ).
For a sequence of points (xj)j indexed by j ∈ Zd we denote the collection of balls
∪j∈ZdB(xj , δ) by S and its intersection with ΛL by SL. We will be dealing with cer-

tain self-adjoint operators on subsets of Rd. Let Δ be the d-dimensional Laplacian,
V : Rd → R a bounded measurable function, and HL = (−Δ+V )ΛL a Schrödinger
operator on the cube ΛL with Dirichlet or periodic boundary conditions. The
corresponding domains are denoted by C(ΔΛ,0) ⊂ W 2,2(ΛL) and C(ΔΛ,per), re-
spectively. Note that we denote a multiplication operator by the same symbol as
the corresponding function.

Theorem 2.1 ([15]). Let δ,K > 0. Then there exists C ∈ (0,∞) such that for all
L ∈ 2N + 1, all measurable V : Rd → [−K,K], all real-valued ψ ∈ C(ΔΛ,0) ∪
C(ΔΛ,per) with (−Δ + V )ψ = 0 almost everywhere on ΛL, and all sequences
(xj)j∈Zd ⊂ Rd, such that ∀j ∈ Zd : B(xj , δ) ⊂ Λ1 + j we have∫

SL

ψ2 ≥ C
∫
ΛL

ψ2. (2.1)

To appreciate the result properly, the quantitative dependence of the constant
C on model parameters is crucial. The very formulation of the theorem states that
C is independent of position of the balls B(xj , δ) within Λ1+j, and independent of
the scale L ∈ 2N+1. The estimates given in Section 2 of [15] show moreover, that
C depends on the potential V only through the norm ‖V ‖∞ (on an exponential
scale), and it depends on the small radius δ > 0 polynomially, i.e., C � δN , for
some N ∈ N which depends on the dimension d and ‖V ‖∞. This shows that we are
not able to control the integral

∫
SL
ψ2 by evaluating ψ at the midpoints j ∈ Zd of

the unit cubes. One sees with what rate the estimate diverges, as the balls become
smaller and approximate a single point. The polynomial behavior C � δN can be
readily understood when looking at monomials ψn(x) = xn on the unit interval
(0, 1). There we have ∫

(0,δ)

ψ2n =
δ2n+1

2n+ 1
= δ2n+1

∫
(0,1)

ψ2n.

We formulated the theorem only for the eigenvalue zero, but it is easily applied to
other eigenfunctions as well since

HLψ = Eψ ⇔ (HL − E)ψ = 0.

Consequently the constant K = KV has to be replaced with the possibly larger
K = KV−E .
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There is a very natural question, which was spelled out in [15], namely does
the same estimate (2.1) hold true for linear combinations ψ ∈ Ranχ(−∞,E](HL)
of eigenfunctions as well? The property in question can be equivalently stated
as: Given δ > 0,K ≥ 0, E ∈ R there is a constant C > 0 such that for all
measurable V : Rd → [−K,K], all L ∈ 2N + 1, and all sequences (xj)j∈Zd ⊂ Rd

with B(xj , δ) ⊂ Λ1 + j for all j ∈ Zd we have

χ(−∞,E](HL)WL χ(−∞,E](HL) ≥ C χ(−∞,E](HL), (2.2)

where WL = χSL is the indicator function of SL and χI(HL) denotes the spectral
projector of HL onto the interval I. Here C = Cδ,K,E is determined by δ,K,E
alone.

Note that all considered operators are lower bounded by −K in the sense of
quadratic forms. Thus the spectral projection on the energy interval (−∞, E] is the
same as the spectral projection on the energy interval [−K,E]. The upper bound E
in the energy parameter is crucial for preventing the corresponding eigenfunctions
to oscillate too much.

One can pose a modified version of the question: Given δ > 0,K ≥ 0, a < b ∈
R is there is a constant C̃ > 0 such that for all measurable V : Rd → [−K,K], all
L ∈ 2N+ 1, and all sequences (xj)j∈Zd ⊂ Rd with B(xj , δ) ⊂ Λ1 + j for all j ∈ Zd

we have

χ[a,b](HL)WL χ[a,b](HL) ≥ C̃ χ[a,b](HL). (2.3)

Here C̃ = C̃δ,K,a,b depends (only) on δ,K, a, b. Note that inequality (2.2) implies
(2.3) since

χ[a,b](HL)WL χ[a,b](HL)

= χ[a,b](HL)χ(−∞,b](HL)WL χ(−∞,b](HL)χ[a,b](HL)

≥ Cδ,K,b χ[a,b](HL)χ(−∞,b](HL)χ[a,b](HL)

= Cδ,K,bχ[a,b](HL).

However, Cδ,K,b may be substantially smaller than C̃δ,K,a,b due to the enlarged
energy interval.

Klein obtained a positive answer to the question for sufficiently short inter-
vals.

Theorem 2.2 ([8]). Let d ∈ N, E ∈ R, δ ∈ (0, 1/2] and V : Rd → R be measurable
and bounded. There is a constant Md > 0 such that if we set

γ =
1

2
δMd

(
1+(2‖V ‖∞+E)2/3

)
,

then for all energy intervals I ⊂ (−∞, E] with length bounded by 2γ, all L ∈ 2N+1,

L ≥ 72
√
d and all sequences (xj)j∈Zd ⊂ Rd with B(xj , δ) ⊂ Λ1 + j for all j ∈ Zd

χI(HL)WL χI(HL) ≥ γ2χI(HL). (2.4)
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Although this does not answer the above-posed question for arbitrary com-
pact intervals, the result is sufficient for many questions in spectral theory of
random Schrödinger operators. A generalization of Theorem 2.2 to intervals of
arbitrary length is given in Section 4. This answers completely the question posed
in [15].

Depending on the context and the area of mathematics the above-described
estimates carry various names. If one speaks of an equidistribution property of
eigenfunctions, one is interested in the comparison of the measure |ψ(x)|2dx with
the uniform distribution on the cube ΛL. The term scale free unique continuation
principle is used in works concerning random Schrödinger operators. It refers to a
quantitative version of the classical unique continuation principle, which is uniform
on all large length scales. One can interpret Theorem 2.1 as an uncertainty relation:
the condition HLψ = Eψ corresponds to a restriction in momentum/Fourier-space
and enforces a delocalization/flatness property in direct space. Similarly, the spec-
tral projector χ(−∞,E] in Inequality (2.2) corresponds to a restriction in momentum
space. Here we see a direct analogy to Shannon’s theorem discussed above: If the
Fourier transform of a function is sufficiently concentrated, the function itself can-
not vary too much over short distances. Inequality (2.3) can also be interpreted
as a gain of positive definiteness. It says that for a general self-adjoint operator
A ≥ 0, which may have a kernel, and an appropriately chosen spectral projector
P of the Hamiltonian, the restriction PAP ≥ cP is strictly positive. In control
theory results as we discuss them are sometimes called observability estimates.
This term is more common for time-dependent partial differential equations, but
sometimes used for stationary ones as well.

In the literature on random Schrödinger operators related results have been
derived before in a number of papers. For more details we refer to Section 1 of [15].

3. Methods and background

A paradigmatic result for the weak unique continuation principle is the following.
A solution of Δf ≡ 0 on Rd satisfying f ≡ 0 on B(0, δ) for arbitrary small, but
positive δ, must vanish on all of Rd. The restrictive conditions can be relaxed.
First of all, the condition f ≡ 0 on B(0, δ) can be replaced by

∀N ∈ N lim
δ↘0
δ−N

∫
B(0,δ)

|f(x)|dx = 0.

In this form the implication is called strong unique continuation principle. More-
over, the Laplacian Δ can be replaced by a rather general second-order elliptic
operator. We will discuss related results in Sections 5 and 6. A powerful method
to prove unique continuation statements, as well as quantitative versions thereof,
are Carleman estimates. Originally, Carleman [5] derived them for functions of two
variables. Later Müller [11] extended the estimates to higher dimensions. By now,
there are hundreds of papers dealing with Carleman estimates. We will describe
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one explicit version in Section 5, which is an important tool for the quantita-
tive unique continuation estimates discussed shortly for Schrödinger operators. In
Section 6 we will present new results in this direction which deal with elliptic
second-order operators with variable coefficients.

Quantitative unique continuation principle

In [1] Bourgain and Kenig derived the following pointwise quantitative unique
continuation principle.

Theorem 3.1. Assume (−Δ+V )u = 0 on Rd and u(0) = 1, ‖u‖∞ ≤ C, ‖V ‖∞ ≤ C.
Let x0 ∈ Rd, |x0| = R > 1. Then there exists a constant C′ > 0 such that

max
|x−x0|≤1

|u(x)| > C′ exp
(
−C′(logR)R4/3

)
.

In our context a version of this result with local L2-averages is more appro-
priate. Various estimates of this type have been given in [7, 2, 15]. We quote here
the version from the last mentioned paper.

Theorem 3.2. Let K,R, β ∈ [0,∞), δ ∈ (0, 1]. There exists a constant CqUC =
CqUC(d,KV , R, δ, β) > 0 such that, for any G ⊂ Rd open, any Θ ⊂ G measurable,
satisfying the geometric conditions

diamΘ+ dist(0,Θ) ≤ 2R ≤ 2 dist(0,Θ), δ < 4R, B(0, 14R) ⊂ G,
and any measurable V : G→ [−K,K] and real-valued ψ ∈ W 2,2(G) satisfying the
differential inequality

|Δψ| ≤ |V ψ| a.e. on G as well as

∫
G

|ψ|2 ≤ β
∫
Θ

|ψ|2,

we have ∫
B(0,δ)

|ψ|2 ≥ CqUC

∫
Θ

|ψ|2.

4. Equidistribution property of linear combinations
of eigenfunctions

In this section we present a result from a project of I. Nakić, M. Täufer, M. Taut-
enhahn and I. Veselić [13], namely which gives Inequality (2.1) also for linear com-
binations of eigenfunctions ψ ∈ Ranχ(−∞,E](HL) for arbitrary E ∈ R. As shown
above, this implies Inequality (2.2) for arbitrary E ∈ R and hence Inequality (2.3)
for [a, b] ⊂ (−∞, E]. Indeed, our result gives a full answer to the open question
in [15] whether Theorem 3.2 holds also for linear combinations of eigenfunctions,
which was partially answered in [8], cf. Theorem 2.2.

Since we first show Inequality (2.2) for arbitrary E ∈ R, the constant C̃ in
Inequality (2.3) will not be optimal, since it does not depend on the lower bound
a of the interval [a, b] ⊂ (−∞, E].
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Figure 2. Assumptions in Theorem 3.2 on the geometric constellation
of G, Θ, and B(0, δ)

The following theorem was given in [13] and full proofs will be provided in [14].

Theorem 4.1 ([13]). There is N = N(d) such that for all δ ∈ (0, 1/2), all measur-
able and bounded V : Rd → R, all L ∈ N, all E ≥ 0 and all ψ ∈ Ran(χ(−∞,E](HL))

and all sequences (xj)j∈Zd ⊂ Rd, such that for all j ∈ Zd B(xj , δ) ⊂ Λ1 + j, we
have ∫

SL

|ψ|2 ≥ Csfuc

∫
ΛL

|ψ|2 (4.1)

where

Csfuc = Csfuc(d, δ, E, ‖V ‖∞) := δN
(
1+‖V ‖2/3

∞ +
√
E
)
.

Hence, as in Theorem 2.1, the constant is independent on the position of the
balls B(xj , δ), the scale L, and it depends on the potential V only through the
norm ‖V ‖∞.

Here we give a sketch of the proof. We use two different Carleman inequalities
in Rd+1, one with a boundary term in Rd × {0} and the other without boundary
terms. From these Carleman estimates we deduce two interpolation inequalities
for a solution of a Schrödinger equation in Rd+1. In the final step we apply these
interpolation inequalities to the function F : ΛL × R→ C defined by

F (x) =
∑
k∈N

Ek≤E

αkψk(x
′)sk(xd+1),

where αk = 〈ψk, ψ〉 with ψk denoting the eigenfunctions of HL corresponding to
the eigenvalues Ek, Rd+1 � x = (x′, xd+1), x

′ ∈ Rd, xd+1 ∈ R and

sk(x) =

⎧⎪⎨⎪⎩
sinh(

√
Ekx)/

√
Ek, Ek > 0,

x, Ek = 0,

sin(
√
|Ek|x)/

√
|Ek|, Ek < 0.
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This function F satisfies ΔF = V F on ΛL × R and ∂d+1F (x
′, 0) = ψ(x′) on ΛL,

and one can obtain upper and lower estimates for the H1-norm of the function F
in terms of the parameters K, E, d and

∑
Ek≤E |αk|2.

5. Explicit Carleman estimates for elliptic operators

As mentioned above, Carleman estimates play a significant role in the results about
unique continuation principles. In the case of quantitative unique continuation
principles on multiscale structures, it is important to have a Carleman estimate
with dependence on various parameters as precise as possible.

We consider the second-order elliptic partial differential operator

L = −
d∑

i,j=1

∂i
(
aij∂j

)
,

acting on functions in Rd. We introduce the following assumption on the coefficient
functions aij .

Assumption (A). Let r, ϑ1, ϑ2 > 0. The operator L satisfies A(r, ϑ1, ϑ2), if and
only if aij = aji for all i, j ∈ {1, . . . , d} and for almost all x, y ∈ B(r) and all
ξ ∈ Rd we have

ϑ−1
1 |ξ|2 ≤

d∑
i,j=1

aij(x)ξiξj ≤ ϑ1|ξ|2 and
d∑

i,j=1

|aij(x) − aij(y)| ≤ ϑ2|x− y|.

Here B(r) ⊂ Rd denotes the open ball in Rd with radius r and center zero.
Let the entries of the inverse of the matrix (aij(x))di,j=1 be denoted by aij(x).

We present the result for the ball B(1), but by scaling arguments this result
can be generalized to arbitrary large balls B(R), now with a different weight
function which depends also on R.

In the following theorem we formulate a Carleman estimate for elliptic par-
tial differential operators with variable coefficients analogous to those given in [6]
for parabolic operators. In the case of the pure Laplacian this has already been
done in [1]. In particular, we establish that the estimate is valid on the whole
domain (i.e. δ = 1 holds in the notation of [6]) and give quantitative estimates
for all the parameters. This is part of a recent work of I. Nakić, C. Rose and
M. Tautenhahn [12].

For μ > 0 let σ : Rd → [0,∞) and ψ : [0,∞)→ [0,∞) be given by

σ(x) =

⎛⎝ d∑
i,j=1

aij(0)xixj

⎞⎠1/2

and ψ(s) = s · exp
[
−
∫ s

0

1− e−μt

t
dt

]
.
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We define the weight function w : Rd → [0,∞) by w(x) = ψ(σ(x)). Note that the
weight function satisfies the bounds

∀x ∈ B(1) : |x|
C3

√
ϑ1
≤ w(x) ≤

√
ϑ1|x| with C3 = eμ. (5.1)

Theorem 5.1 ([6, 12]). Let ϑ1, ϑ2 > 0 and Assumption A(1, ϑ1, ϑ2) be satisfied.
Then there exist constants μ,C1, C2 > 0 depending only on ϑ1, ϑ2 and the dimen-
sion d such that for all f ∈ C∞

0 (B(0, 1) \ {0}) and all α > C1 we have∫
αw1−2α|∇f |2 + α3w−1−2αf2 ≤ C2

∫
w2−2α(Lf)2.

Explicit bounds on μ = μ(ϑ1, ϑ2) are given in [12]. In particular,

∀T > 0 : μT = sup{μ(ϑ1, ϑ2) : 0 < ϑ1, ϑ2 ≤ T } <∞. (5.2)

With a regularization procedure (see, for example, [18, Theorem 1.6.1]) this
result can be extended to the functions in H2

0 (B(0, 1)) which are compactly sup-
ported away from the origin.

6. Quantitative unique continuation estimates for elliptic operators

In this section we announce a result from an ongoing work of D.I. Boris, M. Tauten-
hahn and I. Veselić [3]. It concerns a quantitative unique continuation principle for
elliptic second-order partial differential operators with slowly varying coefficients.

As in the previous section we denote by L the second-order partial differential
operator

Lu = −
d∑

i,j=1

∂i
(
aij∂ju

)
,

acting on functions u on Rd.

Theorem 6.1 ([3]). Let R, ϑ1, ϑ2 ∈ (0,∞), D0 < 6R, KV , β ∈ [0,∞), δ ∈ (0, 4R],
let C3 = C3(d, ϑ1, ϑ2) be the constant from Equation (5.1), and assume that

A(12R+ 2D0, ϑ1, ϑ2) and ϑ1C3 <
1

4R

are satisfied. Then there exists CqUC = CqUC(d, ϑ1, ϑ2, R,D0,KV , δ, β) > 0, such
that, for any G ⊂ Rd open, x ∈ G and Θ ⊂ G measurable, satisfying

diamΘ+ dist(x,Θ) ≤ 2R ≤ 2 dist(x,Θ) and B(x, 12R+ 2D0) ⊂ G,
and any measurable V : G → [−KV ,KV ] and real-valued ψ ∈ W 2,2(G) satisfying
the differential inequality

|Lψ| ≤ |V ψ| a.e. on G as well as

∫
G

|ψ|2 ≤ β
∫
Θ

|ψ|2,

we have ∫
B(x,δ)

|ψ|2 ≥ CqUC

∫
Θ

|ψ|2.
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Theorem 6.1 generalizes Theorem 2.1 to second-order elliptic operators with
slowly varying coefficient functions. This is explicitly given by the assumption
ϑ1C3 < 1/(4R). Indeed, for fixed R > 0 the last inequality is satisfied for ϑ1
sufficiently small, since (5.2) implies limϑ1→0 ϑ1μ(ϑ1, ϑ2) = 0. Furthermore, once
one has a quantitative estimate on the dependence (ϑ1, ϑ2) �→ μ, the assumption
4Rϑ1C3 < 1 can be formulated as a condition involving ϑ1, ϑ2 and R only.

The proof of Theorem 6.1 is based on ideas developed in [15] for the pure
Laplacian. The key tool for the proof is a Carleman estimate. For second-order
elliptic operators there exist plenty of them in the literature, see, e.g., [9, 10, 16].
However, since we are interested in quantitative estimates, the Carleman estimate
from Theorem 5.1 proved to be useful in this context.

Acknowledgment

I.V. would like to thank Thomas Duyckaerts and Matthieu Léautaud for discus-
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Abstract. The results in this survey indicate that the quantitative behaviour
of the semigroup at the origin provides additional qualitative information,
such as uniform continuity or analyticity.
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In line with an Oxford tradition,
Charles Batty was sent on a mission:

to instruct all the troops
in C0 semigroups –

this indeed was a brilliant decision!

1. Introduction

We recall that a one-parameter family (T (t))0<t<∞ in a Banach algebra (often
itself simply the algebra of bounded linear operators on a Banach space X ) is a
semigroup if

T (s+ t) = T (s)T (t) for all t, s > 0.

We shall be concerned here with semigroups that are strongly continuous on R+ :=
(0,∞), but not necessarily norm-continuous at the origin. As an example to bear
in mind we mention the semigroup T (t) : x �→ xt in the algebra C0([0, 1]) of
continuous functions on [0, 1] vanishing at the origin, which will be discussed later.

Later, we consider semigroups defined on a sector in the complex plane, in
which case they will be assumed to be analytic: that is, complex-differentiable in
the norm topology.

c© Springer International Publishing Switzerland 2015



120 I. Chalendar, J. Esterle and J.R. Partington

The results in this survey indicate that the quantitative behaviour of the
semigroup at the origin provides additional qualitative information, such as uni-
form continuity or analyticity. Here are a few examples.

We recall the classical zero–one law, asserting that if the semigroup satisfies
lim supt→0+ ‖T (t)− I‖ < 1, then in fact ‖T (t)− I‖ → 0 and hence the semigroup
is uniformly continuous, and of the form etA for some bounded operator A. To see
this, set L = lim supt→0+ ‖T (t)− I‖. Since

2(T (t)− I) = T (2t)− I − (T (t)− I)2,

we have 2L ≤ L+ L2, and thus L = 0 or L ≥ 1. This proof is due to T. Coulhon.

Another result involving the asymptotic behaviour at 0 and providing a uni-
formly continuous semigroup is the following, proved in 1950 by Hille [12] (see also
[13, Thm. 10.3.6]). This result is usually stated for n = 1, but Hille’s argument
works for any positive integer.

Theorem 1.1. Let (T (t))t>0 be a n-times continuously differentiable semigroup
over the positive reals. If lim supt→0+ ‖tnT (n)(t)‖ < (ne )

n, then the generator of
the semigroup is bounded.

In the direction of analyticity, a classical result of Beurling [3] is the following:

Theorem 1.2. A C0-semigroup (T (t))0≤t<∞ on a complex Banach space X is holo-
morphic if and only if there exists a polynomial p such that

lim sup
t→0+

‖p(T (t))‖ < sup{|p(z) : |z| ≤ 1}. (1.1)

Kato [15] and Neuberger [18] proved the sufficiency of (1.1) with p(z) = z−1,
and sup |p(z)| = 2, providing a zero–two law for analyticity. In general the converse
is not true with p(z) = z − 1, although it holds if X is uniformly convex and the
semigroup is contractive [19]. Some extensions of this result to arbitrary Banach
spaces and for semigroups which are not necessarily contractive may be found in
the very recent paper [11].

The more recent results considered in this survey concern estimates of the
norm or spectral radius of quantities such as T (t) − T ((n + 1)t) as t tends to 0.
These are often formulated as dichotomy results, such as the zero–quarter law (the
case n = 1 in the following theorem).

Theorem 1.3 ([10, 17]). Let n ≥ 1 be an integer, and let (T (t))t>0 be a semigroup
in a Banach algebra. If

lim sup
t→0+

‖T (t)− T ((n+ 1)t)‖ < n

(n+ 1)1+1/n
,

then either T (t) = 0 for t > 0 or else the closed subalgebra generated by (T (t))t>0

is unital, and the semigroup has a bounded generator A: that is, T (t) = exp(tA)
for t > 0.
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Another result that we mention here concerns the link between the norm
and spectral radius ρ, and was motivated also by the Esterle–Katznelson–Tzafriri
results on estimates for ‖T n − T n+1‖, where T is a power-bounded operator (see
[8, 16]). We have rewritten it in the notation of differentiable groups (T (t)) =
(exp(tA)), which may even be defined for t ∈ C if A is bounded; note that
T ′(t) = AT (t).

Theorem 1.4 ([14]). Let A be a bounded operator on a Banach space, and let (T (t))
be the group given by T (t) = exp(tA). Then each of the following conditions implies
that ρ(A) = ‖A‖.
(i) supt>0 t‖T ′(t)‖ ≤ 1/e;

(ii) supt>0 ‖T (t)− T ((s+ 1)t)‖ ≤ s(s+ 1)−(1+1/s) for some s > 0;

(iii) supt>0 ‖T ((s+ i)t)− T ((s− i)t)‖ ≤ 2e−sarctan(1/s)/
√
1 + s2 for some s ≥ 0.

The third condition of Theorem 1.4 is linked to the Bonsall–Crabb proof
of Sinclair’s spectral radius formula for Hermitian elements of a Banach algebra,
given in [4].

In Section 2 we review the existing literature on dichotomy laws for semi-
groups, first for semigroups on R+ and then for analytic semigroups defined on a
sector in the complex plane; our main sources here are [1] and [5]. Then in Sec-
tion 3 we present some very recent generalizations of these results, formulated in
the language of functional calculus: this discussion is based on [6] and [7].

2. Dichotomy laws

2.1. Semigroups on R+

We begin with a result on quasinilpotent semigroups, that is, semigroups whose
elements all have spectral radius 0. This is a commonly-occurring case, examples
being found in the convolution algebra L1(0, 1).

Theorem 2.1 ([9]). Let (T (t))t>0 be a C0-semigroup of bounded quasinilpotent lin-
ear operators on a Banach space X . Then there exists δ > 0 such that

‖T (t)− T (s)‖ > θ(s, t) for 0 < t < s < δ,

where

θ(s, t) = (s− t)tt/(s−t)ss/(t−s).

In particular, for all γ > 0, there exists δ > 0 such that

‖T (t)− T ((γ + 1)t)‖ > γ

(γ + 1)1+1/γ

for all 0 < t < δ.
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This is a sharp result, in the sense that given a non-decreasing function
ε : (0, 1)→ (0,∞) there exists a nontrivial quasinilpotent semigroup (Tε(t))t>0 on
a Hilbert space such that:

‖Tε(t)− Tε(s)‖ ≤ θ(s, t) + (s− t)ε(s)

(see [9]). Note that θ(s, t) = max0≤x≤1(x
t − xs).

It is a quantitative formulation of an intuitive fact: T (t) cannot be uniformly
too close to T (s) for s �= t, with s, t small when the generator is unbounded.

In the non-quasinilpotent case, it is possible to formulate similar results using
the spectral radius. The following theorem is a strengthening of [10, Thm 2.3],
which is expressed in terms of lim supt→0 ρ(T (t)− T (t(γ + 1))). Note that RadA
denotes the radical of the algebra A, i.e., the set of elements with spectral radius
zero.

Theorem 2.2 ([1]). Let (T (t))t>0 be a non-quasinilpotent semigroup in a Banach
algebra, let A be the closed subalgebra generated by (T (t))t>0, and let γ > 0 be a
real number. If there exists t0 > 0 such that

ρ(T (t)− T (t(γ + 1))) <
γ

(γ + 1)1+
1
γ

for 0 < t ≤ t0, then A/Rad(A) is unital, and there exist an idempotent J in A, an
element u of JA and a mapping r : R+ → Rad(JA), with the following properties:

(i) ϕ(J) = 1 for all ϕ ∈ Â;
(ii) r(s+ t) = r(s) + r(t) for all s, t ∈ R+;

(iii) JT (t) = etu+r(t) for t ∈ R+, where e
v = J +

∑
k≥1

vk

k!
for v ∈ JA;

(iv) (T (t)− JT (t))t∈R+ is a quasinilpotent semigroup.

If A is semi-simple (that is, Rad(A) = {0}), then the conclusion is much
more straightforward.

Corollary 2.3 ([1]). Let (T (t))t>0 be a non-trivial semigroup in a commutative
semi-simple Banach algebra, let A be the closed subalgebra generated by (T (t))t∈R+

and let γ > 0. If there exists t0 > 0 such that

ρ(T (t)− T ((γ + 1)t)) <
γ

(γ + 1)1+
1
γ

for 0 < t ≤ t0, then A is unital and there exists an element u ∈ A such that
T (t) = etu for t ∈ R+.

The following theorem needs no hypothesis on A, but requires stronger esti-
mates, based on the norm rather than the spectral radius.

Theorem 2.4 ([1]). Let (T (t))t>0 be a non-trivial semigroup in a Banach algebra,
let A be the closed subalgebra generated by (T (t))t>0 and let n ≥ 1 be an integer.
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If there exists t0 > 0 such that

‖(T (t)− T (t(n+ 1)))‖ < n

(n+ 1)1+
1
n

for 0 < t ≤ t0, then A possesses a unit J, lim
t→0+

T (t) = J and there exists u ∈ A
such that T (t) = etu for all t > 0.

If (T (t)t>0 is a quasinilpotent semigroup, then the condition

‖T (t)− T ((n+ 1)t)‖ < n

(n+ 1)1+1/n
for 0 < t ≤ t0

implies that T (t) = 0 for all t > 0.

The sharpness of the above result is shown by the following example [1],
which involves a construction of appropriate sequences in the non-unital Banach
algebra c0.

Example. Let G be an additive measurable subgroup of R with G �= R. Then,
given (γn)n in R+ such that tγn ∈ G for all t ∈ G with t > 0 and for all n ∈ N,
there exists a nontrivial semigroup (S(t))t∈G,t>0 in c0 such that

‖S(t)− S(t(γn + 1))‖ < γn
(γn + 1)1+1/γn

,

for all t ∈ G, t > 0.

2.2. Sectorial semigroups

In this subsection we discuss the behaviour of analytic semigroups defined on a
sector

Sα = {z ∈ C \ {0} : | arg(z)| < α}.
with 0 < α ≤ π/2. We begin with the case α = π/2, so that Sα = C+.

Theorem 2.5 ([1]). Let (T (t))t∈C+ be an analytic non-quasinilpotent semigroup in
a Banach algebra. Let A be the closed subalgebra generated by (T (t))t∈C+ and let
γ > 0. If there exists t0 > 0 such that

sup
t∈C+,|t|≤t0

ρ(T (t)− T (γ + 1)t)) < 2

then A/RadA is unital, and the generator of (π(T (t)))t>0 is bounded, where π :
A → A/RadA denotes the canonical surjection.

A semigroup (T (t)) defined on the positive reals or on a sector is said to be
exponentially bounded if there exist c1 > 0 and c2 ∈ R such that ‖T (t)‖ ≤ c1ec2|t|
for every t. Beurling [3], in his work described in the introduction, showed that
there exists a universal constant k such that every exponentially bounded weakly
measurable semigroup (T (t))t>0 of bounded operators satisfying

lim sup
t→0+

‖I − T (t)‖ = ρ < 2

admits an exponentially bounded analytic extension to a sector Sα with α ≥
k(2− ρ)2. From this one easily obtains the following result.
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Theorem 2.6 ([1]). Let (T (t))t∈C+ be an analytic semigroup of bounded operators
on a Banach space X . If the generator of the semigroup is unbounded, then we
have, for −π

2 < α <
π
2 ,

lim sup
t→0+

‖I − T (t)‖ ≥ 2−
√

π
2 − |α|
k
,

where k is Beurling’s universal constant.

We now consider similar results on smaller sectors than the half-plane, and
in fact the result we prove will be stated in a far more general context.

Theorem 2.7 ([1]). Let 0 < α < π/2 and let f be an entire function with f(0) = 0
and f(R) ⊆ R, such that

sup
Re z>r

|f(z)| → 0 as r →∞, (2.1)

and f is a linear combination of functions of the form zm exp(−zw) for m =
0, 1, 2, . . . and w > 0. Let (T (t))t∈Sα = (exp(tA))t∈Sα be an analytic non-quasi-
nilpotent semigroup in a Banach algebra and let A be the subalgebra generated by
(T (t))t∈Sα . If there exists t0 > 0 such that

sup
t∈Sα,|t|≤t0

ρ(f(−tA)) < k(Sα),

with k(Sα) = supt∈Sα
|f(z)|, then A/RadA is unital and the generator of the

semigroup π(T (t))t∈Sα is bounded, where π : A → A/Rad(A) denotes the canon-
ical surjection.

Note that f(−tA) is well defined in terms of T (t) and its derivatives.

Suitable examples of f(z) are linear combinations of functions zm exp(−z),
m = 1, 2, 3, . . ., and exp(−z) − exp(−(γ + 1)z); also real linear combinations of
the form

∑n
k=1 ak exp(−bkz) with bk > 0 and

∑n
k=1 ak = 0. This provides results

analogous to those of [14, Thm. 4.12], where the behaviour of expressions such as
‖tA exp(tA)‖ and ‖ exp(tA)− exp(stA)‖ was considered for all t > 0.

Remark 2.8. Another function considered in [14] is f(z) = e−sz sin z, where we
now require s > tanα for f(−tA) to be well defined for t ∈ Sα. This does not
satisfy the condition (2.1), but we note that it holds for z ∈ Sα, while for z �∈ Sα
there exists a constant C > 0 with the following property: for each z with Re z > C
there exists λ ∈ (0, 1) such that |f(λz)| ≥ supz∈Sα

|f(z)|. Using this observation,
it is not difficult to adapt the proof of Theorem 2.7 to this case.

The sharpness of the constants can be shown by considering examples in
C0([0, 1]).

One particular case of the above is used in the estimates considered by Ben-
daoud, Esterle and Mokhtari [2, 10].
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Corollary 2.9. Let γ > 0 and 0 < α < π/2. Let (T (t))t∈Sα be an analytic non-
quasinilpotent semigroup in a Banach algebra and let A be the closed subalgebra
generated by (T (t))t∈Sα . If there exists t0 > 0 such that

sup
t∈Sα,|t|≤t0

ρ(T (t)− T (t(γ + 1))) < k(Sα),

with k(Sα) = supt∈Sα
| exp(−t) − exp(−(γ + 1)t)|, then A/RadA is unital and

the generator of π(T (t))t∈Sα is bounded, where π : A → A/Rad(A) denotes the
canonical surjection.

Now set fn(z) = z
ne−z, and set kn(α) = maxz∈Sα |fn(z)|. A straightforward

computation shows that kn(α) =
(

n
e cos(α)

)n
.

If A is the generator of an analytic semigroup (T (t))t∈Sα , then we have
fn(−tA) = (−1)ntnT (n)(t). So the following result, which may be deduced from
Hille’s work, described in Theorem 1.1, means that if

sup
t∈Sα,0<|t|<δ

‖fn(−tA)‖ < kn(α)

for some δ > 0, then the generator of the semigroup is bounded.

Theorem 2.10 ([1]). Let n ≥ 1 be an integer, let α ∈ (0, π/2) and let (T (t))t∈Sα be
an analytic semigroup. If

sup
t∈Sα,0<|t|<δ

‖tnT (n)(t)‖ <
(

n

e cos(α)

)n

for some δ > 0, then the closed algebra generated by the semigroup is unital, and
the generator of the semigroup is bounded.

The remainder of this section is devoted to quasinilpotent semigroups. We
let D(0, r) denote {z ∈ C : |z| < r}.

Remark 2.11. An analytic semigroup (T (t))t∈Sα acting on a Banach space X and
bounded near the origin can be extended to the closed sector Sα. Indeed, assume
that there exists r > 0 such that

sup
t∈D(0,r)∩Sα

‖T (t)‖ < +∞.

Then lim t→w
t∈Sα

T (t)x exists for every x ∈ X and every w ∈ ∂Sα. Moreover if we set

T (w)x = lim
t→w
t∈Sα

T (t)x,

then (T (t))t∈Sα
is a semigroup of bounded operators which is continuous with

respect to the strong operator topology. For we have lim t→w
t∈Sα

T (t)T (t0)x = T (t0)x

for every t0 > 0 and every x ∈ X . Now the result follows immediately from the
fact that

⋃
t>0 T (t)X is dense in X , given that

sup
z∈D(0,r)∩Sα

‖T (t)‖ < +∞.
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The next lemma demonstrates that nontrivial quasinilpotent analytic semi-
groups cannot be bounded on the right half-plane C+. In fact, more is true.

Lemma 2.12 ([5]). Let (T (t))t∈C+ be a quasinilpotent analytic semigroup of bounded
operators on a Banach space X . Suppose that there exists r > 0 such that

sup
t∈D(0,r)∩C+

‖T (t)‖ < +∞,

and define T (iy) for y ∈ R using Remark 2.11. If∫ ∞

−∞

log+ ‖T (iy)‖
1 + y2

dy < +∞,

then T (t) = 0 for t ∈ C+.

In the case when the semigroup is bounded near the origin, we may give
appropriate estimates on the imaginary axis.

Theorem 2.13 ([5]). Let (T (t))t∈C+ be a nontrivial quasinilpotent analytic semi-
group satisfying the conditions of Remark 2.11, and let s > 0. Then

max(ρ(T (iy)− T (iy + is)), ρ(T (−iy)− T (−iy − is))) ≥ 2,

for every y > 0.

From this we may obtain estimates for semigroups satisfying a growth con-
dition near the imaginary axis.

Corollary 2.14 ([5]). Let (T (t))t∈C+ be a quasinilpotent analytic semigroup such
that

sup
y∈R

e−μ|y|‖T (δ + iy)‖ < +∞

for some δ > 0 and some μ > 0, and let γ > 0. Then

sup
t∈D(0,r)∩C+

‖T (t)− T ((1 + γ)t)‖ ≥ 2,

for every r > 0.

3. Lower estimates for functional calculus

In this section we summarise some very recent results from [6] and [7], which
provide far-reaching generalizations of earlier work.

3.1. Semigroups on R+

3.1.1. The quasinilpotent case. Recall that if (T (t))t>0 is a uniformly bounded
strongly continuous semigroup with generator A, then

(A+ λI)−1 = −
∫ ∞

0

eλtT (t) dt, (3.1)
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for all λ ∈ C with Reλ < 0. Here the integral is taken in the sense of Bochner with
respect to the strong operator topology. If, in addition, (T (t))t>0 is quasinilpotent,
then we have (3.1) for all λ ∈ C.

Similarly, if μ ∈ Mc(0,∞) (the space of complex finite Borel measures on
(0,∞)) with Laplace transform

F (s) := Lμ(s) =
∫ ∞

0

e−sξ dμ(ξ) (s ∈ C+), (3.2)

and (T (t))t>0 is a strongly continuous semigroup of bounded operators on a Ba-
nach space X , then we have a functional calculus for its generator A, defined by

F (−A) =
∫ ∞

0

T (ξ) dμ(ξ),

in the sense of the strong operator topology; i.e.,

F (−A)x =
∫ ∞

0

T (ξ)x dμ(ξ) (x ∈ X ),

which exists as a Bochner integral.
The following theorem applies to several examples studied in [1, 9, 10, 14];

these include μ = δ1 − δ2, the difference of two Dirac measures, where F (s) :=
Lμ(s) = e−s − e−2s and F (−sA) = T (t)− T (2t). More importantly, the theorem
applies to many other examples, such as dμ(t) = (χ[1,2] − χ[2,3])(t)dt and μ =
δ1 − 3δ2 + δ3 + δ4, which are not accessible with the methods of [1, 9, 10, 14].

Theorem 3.1. Let μ ∈Mc(0,∞) be a real measure such that

∫ ∞

0

dμ(t) = 0, and let

(T (t))t>0 be a strongly continuous quasinilpotent semigroup of bounded operators
on a Banach space X . Set F = Lμ. Then there exists η > 0 such that

‖F (−sA)‖ > max
x≥0

|F (x)| for 0 < s ≤ η.

If μ ∈ Mc(0,∞) is a complex measure, then we write F̃ = Lμ, so that

F̃ (z) = F (z̄). By considering the real measure ν := μ ∗ μ, we obtain the following
result.

Corollary 3.2. Let μ ∈ Mc(0,∞) be a complex measure such that

∫ ∞

0

dμ(t) = 0,

and let (T (t))t>0 be a strongly continuous quasinilpotent semigroup of bounded
operators on a Banach space X . Set F = Lμ. Then there exists η > 0 such that

‖F (−sA)F̃ (−sA)‖ > max
x≥0

|F (x)|2 for 0 < s ≤ η.

3.1.2. The non-quasinilpotent case. Recall that a sequence (Pn)n≥1 of idempotents
in a Banach algebraA is said to be exhaustive if P 2

n = PnPn+1 = Pn for all n and if

for every χ ∈ Â there is a p such that χ(Pn) = 1 for all n ≥ p. Such sequences may
often be found in non-unital algebras: for example, Pn = e1+ · · ·+en (n = 1, 2, . . .)
in the Banach algebra c0.
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Theorem 3.3. Let (T (t))t>0 be a strongly continuous and eventually norm-continu-
ous non-quasinilpotent semigroup on a Banach space X , with generator A. Let
F = Lμ, where μ ∈ Mc(0,∞) is a real measure such that

∫∞
0 dμ = 0. If there

exists (uk)k ⊂ (0,∞) with uk → 0 such that

ρ(F (−ukA)) < sup
x>0
|F (x)|,

then the algebra A generated by (T (t))t>0 possesses an exhaustive sequence of
idempotents (Pn)n≥1 such that each semigroup (PnT (t))t>0 has a bounded gener-
ator.

If, further, ‖F (−ukA)‖ < supx>0 |F (x)|, then
⋃

n≥1 PnA is dense in A.

3.2. Analytic semigroups

For 0 < α < π/2, let H(Sα) denote the Fréchet space of holomorphic functions
on Sα, endowed with the topology of local uniform convergence; thus, if (Kn)n≥1

is an increasing sequence of compact subsets of Sα with
⋃

n≥1Kn = Sα, we may
specify the topology by the seminorms

‖F‖n := sup{|f(z)| : z ∈ Kn}.
We write H(Sα)

′ for its dual space; that is, the space of continuous linear func-
tionals ϕ : H(Sα)→ C. This means that there is an index n and a constantM > 0
such that |〈f, ϕ〉| ≤M‖f‖n for all f ∈ H(Sα).

We define the Fourier–Borel transform of ϕ by

FB(ϕ)(z) = 〈e−z, ϕ〉,
for z ∈ C, where e−z(ξ) = e

−zξ for ξ ∈ Sα.
If ϕ ∈ H(Sα)

′, as above, then by the Hahn–Banach theorem, it can be ex-
tended to a functional on C(Kn), which we still write as ϕ, and is thus induced
by a Borel measure μ supported on Kn.

That is, we have

〈f, ϕ〉 =
∫
Sα

f(ξ) dμ(ξ),

where μ (which is not unique) is a compactly supported measure. For example, if
〈f, ϕ〉 = f ′(1), then

〈f, ϕ〉 = 1

2πi

∫
C

f(z) dz

(z − 1)2
,

where C is any sufficiently small circle surrounding the point 1. Note that

FB(ϕ)(z) =
∫
Sα

e−zξdμ(ξ).

Now let T := (T (t))t∈Sα be an analytic semigroup on a Banach space X ,
with generator A. Let ϕ ∈ H(Sα)

′ and let F = FB(ϕ).
We may thus define, formally to start with,

F (−A) = 〈T, ϕ〉 =
∫
Sα

T (ξ) dμ(ξ),
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which is well defined as a Bochner integral in A. It is easy to verify that the
definition is independent of the choice of μ representing ϕ.

Indeed, if u ∈ Sα−β , where suppμ ⊂ Sβ and 0 < β < α, then we may also
define

F (−uA) =
∫
Sβ

T (uξ) dμ(ξ),

since uξ lies in Sα.
The following theorem extends [1, Thm. 3.6]. In the following, a symmetric

measure is a measure such that μ(S) = μ(S) for S ⊂ Sα. A symmetric measure

will have a Fourier–Borel transform f satisfying f(z) = f̃(z) := f(z) for all z ∈ C.

Theorem 3.4. Let 0 < β < α < π/2. Let ϕ ∈ H(Sα)
′, induced by a symmetric

measure μ ∈Mc(Sβ) such that
∫
Sβ
dμ(z) = 0, and let f = FB(ϕ). Let (T (t))t∈Sα =

(exp(tA))t∈Sα be an analytic non-quasinilpotent semigroup in a Banach algebra
and let A be the subalgebra generated by (T (t))t∈Sα . If there exists t0 > 0 such
that

sup
t∈Sα−β ,|t|≤t0

ρ(f(−tA)) < sup
z∈Sα−β

|f(z)|,

then A/RadA is unital and the generator of π(T (t))t∈Sα is bounded, where π :
A → A/Rad(A) denotes the canonical surjection.

By considering the convolution of a functional ϕ ∈ H(Sα)
′, with Fourier–

Borel transform f , and the functional ϕ̃ with Fourier–Borel transform f̃ , we obtain
the following result.

Corollary 3.5. Let 0 < β < α < π/2. Let ϕ ∈ H(Sα)
′, induced by a measure

μ ∈ Mc(Sβ) such that
∫
Sβ
dμ(z) = 0, and let f = FB(ϕ). Let (T (t))t∈Sα =

(exp(tA))t∈Sα be an analytic non-quasinilpotent semigroup in a Banach algebra
and let A be the subalgebra generated by (T (t))t∈Sα . If there exists t0 > 0 such
that

sup
t∈Sα−β,|t|≤t0

ρ(f(−tA)f̃(−tA)) < sup
z∈Sα−β

|f(z)||f̃(z)|,

then A/RadA is unital and the generator of π(T (t))t∈Sα is bounded, where π :
A → A/Rad(A) denotes the canonical surjection.

It is possible to obtain a similar conclusion, based only on estimates on the
positive real line.

Theorem 3.6. Let 0 < α < π/2. Let ϕ ∈ H(Sα)
′, induced by a symmetric measure

μ ∈Mc(Sα) such that
∫
Sα
dμ(z) = 0, and let f = FB(ϕ). Suppose that f(R+) ⊂ R.

Let (T (t))t∈Sα = (exp(tA))t∈Sα be an analytic non-quasinilpotent semigroup in a
Banach algebra and let A be the subalgebra generated by (T (t))t∈Sα . If there exists
t0 > 0 such that

ρ(f(−tA)) < sup
x>0
|f(x)|,

for all 0 < t ≤ t0, then A/RadA is unital and the generator of π(T (t))t∈Sα is
bounded, where π : A → A/Rad(A) denotes the canonical surjection.
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The following example shows that the hypotheses of Theorem 3.6 are sharp.

Example. In the Banach algebra A = C0([0, 1]) consider the semigroup T (t) : x �→
xt. Clearly, (T (t)) is not norm-continuous at 0.

For x ∈ (0, 1] (which can be identified with the Gelfand space of A) let
f = FB(μ) and

f(−tA)(x) =
∫
Sα

x−tξ dμ(ξ) =

∫
Sα

e−tξ log x dμ(ξ),

where μ ∈Mc(Sα), supposing that
∫
Sα
dμ(z) = 0 and that f(R+) ⊂ R.

Thus f(−tA)(x) = f(−t logx) and
ρ(f(−tA)) = ‖f(−tA)‖ = sup

x>0
|f(−t logx)| = sup

r>0
|f(tr)|.

Clearly,
sup

t∈Sα,|t|≤t0

ρ(f(−tA)) = sup
t∈Sα

|f(z)|

for all t0 > 0.
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[17] A. Mokhtari. Distance entre éléments d’un semi-groupe continu dans une algèbre de
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Estimates on Non-uniform Stability
for Bounded Semigroups
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Dedicated to Charles J.K. Batty

Abstract. Let S(t) be a bounded strongly continuous semigroup on a Banach
space, with generator −A. Assume that the spectrum of A has empty inter-
section with the imaginary axis. In [6], Charles J.K. Batty and the author
have given an estimate of the decay of the operator norm of S(t)(1+A)−1, as
t tends to infinity, in terms of asymptotic bounds of the resolvent of A on the
imaginary axis. In this note, we give another proof of this result. The original
proof relied on a trick appearing in an analytic proof of the prime number
theorem by D. Newman, which we do not use here.

Mathematics Subject Classification (2010). Primary: 47D06; secondary 35B35,
35B40.

Keywords. Semigroups, stability.

1. Introduction

Let (B, ‖ · ‖) be a Banach space and S(t), t ≥ 0 a strongly continuous semigroup
on B, with generator −A. Recall that A is a closed, densely defined, operator on
B. We assume that S(t) is bounded, that is

∃C̃ > 0, ∀t ≥ 0, ‖S(t)‖ ≤ C̃, (1.1)

where ‖ · ‖ also denotes the operator norm on B.
In this note, we are interested in the relationship between the stability (that

is the decay to 0 as t→ +∞) of S(t) = e−tA, and properties of the spectrum σ(A)
and of the resolvent of A. Recall that the boundedness (1.1) of S(t) implies

σ(A) ⊂ {Re z ≥ 0}.
Arendt and Batty [1] and Lyubich and Vũ [14] have proved that if σ(A) ∩ iR is
countable and σ(A∗) ∩ iR contains no eigenvalue (here A∗ is the adjoint of A),

c© Springer International Publishing Switzerland 2015
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then the semigroup is (pointwise) strongly stable, that is

∀f ∈ B, lim
t→+∞ ‖S(t)f‖ = 0. (1.2)

In applications, in particular in the study of stability of linear partial differential
equations, it is interesting to have stronger information on the decay of S(t) to 0.
When

lim
t→+∞ ‖S(t)‖ = 0,

the stability is said to be uniform, and the semigroup property implies that the
decay of ‖S(t)‖ to 0 is indeed exponential. We refer to [5], and to the books [2],
[17] and [9] for surveys on pointwise and uniform stability, as well as other classical
types of stability.

In this note, we are interested in another form of stability, stronger than
the pointwise stability (1.2) but weaker than uniform stability. In [5] (this is also
implicit in [1]), it was proved by C.J.K. Batty that

σ(A) ∩ iR = ∅ (1.3)

implies

lim
t→+∞ ‖S(t)(1 +A)

−1‖ = 0 (1.4)

(this was later called semi-uniform stability in [6]).

In applications, the rate of decay to 0 in (1.4) is of course important. This
rate is related to the growth of the norm of the resolvent on the imaginary axis.
Let

M(ξ) = sup
−ξ≤τ≤ξ

‖(iτ +A)−1‖, ξ ≥ 0. (1.5)

In [12], G. Lebeau has proved, when B is a Hilbert space, that an exponential
bound of M(τ) for large τ implies

∀t$ 1, ‖S(t)(1 +A)−1‖ ≤ C

log(t) log log(t)
. (1.6)

In [8], under the same assumption, the right-hand side of the bound (1.6) was
improved to C

log t . The proofs of [12] and [8] are based on a representation of the

solution by an infinite integral of the resolvent, together with contour deformation
arguments. An analogous result, with a closely related proof was given in [13] for
polynomial stability in Hilbert spaces.

In [6], C. Batty and the author unified and generalized the preceding results
on semi-uniform stabilities:

Theorem 1.1 (Batty, Duyckaerts). Let S(t) = e−tA be a bounded semigroup, with
generator −A, on the Banach space B. Then

1. lim
t→∞

∥∥S(t)(1 +A)−1
∥∥ = 0 ⇐⇒ σ(A) ∩ iR = ∅.
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2. Assume that the equivalent conditions in (1) hold. Let M be defined by (1.5),
and

Mlog(η) =M(η)
[
log(1 +M(η)) + log(1 + η)

]
, (1.7)

Let k be an integer such that k ≥ 1. Then there are constants Ck, Tk, such
that:

∀t ≥ Tk,
∥∥e−tA(A+ 1)−k

∥∥ ≤ Ck(
M−1

log

(
t

Ck

))k .
In the statement of the theorem, M−1

log is the inverse function of Mlog, which

maps (T,+∞) onto (0,+∞), where T =Mlog(0).
In [6], the proof of point (2) is based on the method of [5] to prove the

implication (1.3)=⇒(1.4). The main tool is a representation of S(t) by an integral
involving the resolvent of A on a closed path of the complex plane. It uses a trick
due to Newman [16] and Korevaar [10], appearing in a proof of the prime number
theorem. Carefully following the constants in the proof of [5], one obtains point
(2) of the theorem.

The purpose of this note is to give another proof of Theorem 1.1 (2) that
does not use the trick of Newman and Korevaar. Before this proof, we discuss the
optimality of Theorem 1.1 (2) and more recent works on the subject. Let

m(t) = sup
s≥t

∥∥e−sA(1 +A)−1
∥∥ , t ≥ 0,

so that Theorem 1.1 (2) means (in the case k = 1 to fix ideas)

m(t) ≤ C(
M−1

log

(
t
C

)) . (1.8)

Denote by m−1
r a right inverse of the nonincreasing function m. It was observed

in [6] that (if σ(A) ∩ iR = ∅), the following partial converse to (1.8) holds:

∀ξ ≥ ξ0, M(ξ) ≤ 1 + Cm−1
r

(
1

2(ξ + 1)

)
, (1.9)

There is a logarithmic gap between (1.8) and (1.9): in view of (1.9), the optimal
possible decay result is the following improvement of (1.8):

m(t) ≤ C(
M−1

(
t
C

)) . (1.10)

In [6], it was conjectured that this logarithmic gap is necessary in general Banach
space, but not if B is assumed to be a Hilbert space.

This was clarified by A. Borichev and Y. Tomilov [7], who constructed
bounded semigroups, satisfying conditions (1) of Theorem 1.1, such that M has
polynomial growth at infinity, and (1.8) is sharp (up to the constants). This proves
the necessity of the log correction for general Banach spaces. Furthermore, in the
same paper, the optimal bound (1.10) was proved in the case of a polynomial decay
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rate on Hilbert space. Namely, if B is a Hilbert space and M(ξ) ≤ Cξa for ξ > 1
(where a > 0) then (1.10) holds, i.e.,

‖S(t)(1 +A)−1‖ ≤ C

t1/a
.

This was already known (see [3]) for systems of commuting normal operators on
Hilbert spaces.

In the recent paper [4], the bound (1.10) was proved for other decay rates
on Hilbert spaces, including logarithmic perturbations of polynomial decay. Other
types of decays (such as the decay to 0 of ‖(1+A)−1AS(t)‖ when σ(A)∩iR = {0})
are also considered. The proofs in [7] and [4] are based on operator theoretical
arguments ultimately relying on the Plancherel theorem and are very different in
nature from the arguments of [5], [12], [8], [6].

Let us mention that the method of [6] can also be applied when σ(A) ∩ iR is
finite, but not empty: see [15]. It is also possible, by similar methods, to estimate
the decay rate of P1S(t)P2, where P1, P2 are bounded operators on B, assuming
bounds on P1(A− z)−1P2 on the imaginary axis: see [8], [6, Section 4].

Theorem 1.1 (2) is proved in the next section. The proof is elementary and
relies on the Fourier inversion formula and contour integration. As in the proof
of G. Lebeau in the case of logarithmic decay (see [12]) the idea is to use a rep-
resentation of u(t) = S(t)f by an infinite contour integral. Following the proof
of N. Burq in [8], we do not work directly on u(t), but on a truncated function
v(t) = ϕ(t)u(t), where the smooth function ϕ is supported in [1,+∞), and equal
to 1 for large t. The desired representation formula is then obtained through an
immediate application of the Fourier inversion formula. Note that the truncation
is important to avoid the additional log loss that appears in [12] and [13].

After some preliminaries (§2.1), we show, using that iR ∩ σ(A) is empty,
that the time Fourier transform û of u may be extended to an analytic function
around the imaginary axis (see §2.2). In §2.3 we conclude the proof by estimating
u(t). The idea, that also goes back to [12], is to cut-off the integral

∫
eitτ û(τ)dτ

into essentially two parts. For small τ (with respect to M−1
log (t)) we bound the

integrand using the resolvent inequality ‖(A − iτ)−1‖ ≤ M(|τ |), after a contour
deformation in the half-plane Im τ ≥ 0. For large τ , we only use the boundedness
of the semigroup. The main novelty of the proof is in this part. In [12] and [8], B
is assumed to be a Hilbert space and the bound follows from Plancherel Theorem.
In the present note, thanks to a simple smoothing trick, we are able to use an
elementary Fourier multipliers estimate which works in general Banach space.

Notation

The norm ‖ · ‖ denotes both the norm in the Banach space B and the operator
norm from B to B.

We denote by û the Fourier–Laplace transform

û(τ) =

∫ +∞

−∞
e−itτu(t)dt
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of a function f with values in the Banach space B. We will only work with integrals
that are absolutely convergent. Note that if u is a L∞ function supported in
[0,+∞), then û(z) is defined and analytic in the open half-space Im z < 0, the
Fourier transform of e−εtu(t) is û(τ − iε), and the Fourier inversion formula reads

e−εtu(t) =
1

2π

∫ +∞

−∞
eitτ û(τ − iε)dτ,

for any ε > 0 such that τ �→ û(τ − iε) is L1.

2. Proof of the main result

In this section we prove Theorem 1.1 (2).

2.1. Preliminaries

We first construct a C1 bound of the resolvent on the imaginary axis.

Lemma 2.1. Assume that iR∩A = ∅. Then there exists a non-decreasing function
Y ∈ C1([0,+∞)) and a constant t0 > 0 such that

∀τ ∈ R, ‖(iτ +A)−1‖ ≤ Y (|τ |) (2.1)

∀t ≥ t0,
1

Y −1
log (t)

≤ 2

M−1
log (t)

, (2.2)

where the increasing function Ylog is defined as Mlog by

Ylog(η) = Y (η)
[
log(1 + Y (η)) + log(1 + η)

]
. (2.3)

Proof. If M is C1, we can just take Y = M . If not, using that M is continuous,
thus locally integrable, we define

Y (η) =

∫ ∞

0

ψ(η − ξ)M(ξ)dξ, η ≥ 0, (2.4)

where

ψ ∈ C∞
0 ((−1, 0)),

∫ 0

−1

ψ = 1, ψ ≥ 0.

Using that M is non-decreasing, we get that Y is non-decreasing and

M(η) ≤ Y (η) ≤M(η + 1).

The left-hand side inequality and the definition (1.5) of M yield (2.1). The right-
hand side inequality and the definitions (1.7) and (2.3) of Mlog and Ylog imply

M−1
log (t) ≤ Y

−1
log (t) + 1,

which shows (2.2) using that M−1
log (t) tends to +∞ as t tends to ∞. �
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In all the proof we fix k ∈ N, k ≥ 1, and u0 ∈ D(Ak). The letter C denotes
a positive constant, that may change from line to line and depending only on the

function Y and the constant C̃ in (1.1), but not on u0 and k. If the constant also
depends on k we will denote it by Ck.

Fix a non-decreasing function ϕ ∈ C∞(R) such that ϕ(t) = 0 if t ≤ 1 and
ϕ(t) = 1 if t ≥ 2 and consider

v(t) = ϕ(t)e−tAu0. (2.5)

Note that

∀t ≤ 1, v(t) = 0, ∀t ≥ 2, v(t) = e−tAu0.

We will show (assuming k ≥ 2) that there exist a time Tk > 0 such that

∀t ≥ Tk, ‖v(t)‖ ≤ Ck(
Y −1
log

(
t
Ck

))k ‖u0‖D(Ak). (2.6)

In view of (2.2), the desired conclusion will follow for k ≥ 2. To deduce the case
k = 1 from the case k = 2, one can write, using the moment inequality (see, e.g.,
[11, Theorem 15.14]):

‖(1 +A)−1e−tAu0‖ ≤ C‖e−tAu0‖1/2‖(1 +A)−2e−tAu0‖1/2

≤ C‖u0‖1/2
(

C2‖u0‖(
M−1

log (t/C2)
)2
)1/2

,

which yields the result for k = 1.

2.2. Analytic extension of the time-Fourier transform

For a function y ∈ C0 (R, [0,+∞)) we will denote

Ny = {z ∈ C, −y(Re(z)) < Im z < y(Re(z))}. (2.7)

Consider

v̂(τ) =

∫ +∞

−∞
e−itτv(t)dt

the Fourier–Laplace transform of v. By (1.1), v is bounded and thus v̂ is well
defined, and analytic, in the open half-plane {Im τ < 0}.

Lemma 2.2. Assume (1.1) and that σ(A) ∩ iR = ∅. Let

y(τ) :=
1

2Y (|Re τ |) , (2.8)

where Y is given by Lemma 2.1. Then the function v̂(τ) admits an analytic exten-
sion to Ny. Furthermore

∀z ∈ Ny, ‖v̂(z)‖ ≤ Ck
Y (|Re z|)
(1 + |z|)k ‖u0‖D(Ak). (2.9)
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Proof. The function v is solution of the following equation on R:

∂tv +Av = f, (2.10)

where f(t) = ϕ′(t)e−tAu0. We first note that

f̂(τ) =

∫ +∞

−∞
e−itτf(t)dt

is the Fourier–Laplace transform of a continuous function with support in [1, 2],

and hence that f̂ is analytic in C. Furthermore, the definition of f̂ and (1.1) yield
the bound

‖f̂(z)‖ ≤ C̃e2| Im(z)|‖ϕ′‖∞‖u0‖.
Similarly, observing that

zkf̂(τ) = (−i)k
∫ +∞

−∞
e−itz∂kt f(t)dt,

and that (1.1) implies

∀t ∈ R,
∥∥∂kt f(t)∥∥ ≤ Ck‖u0‖D(Ak)

we get the bound

∀z ∈ C, (1 + |z|k)f̂(z) ≤ Cke
2| Im z|‖u0‖D(Ak). (2.11)

By (2.10), and the fact that v and f have support in (0,+∞) we have the

formula izv̂(z) +Av̂(z) = f̂(z) for Im z < 0. As a consequence,

v̂(z) = (iz +A)−1f̂(z), Im z < 0. (2.12)

The imaginary axis is in the resolvent set of A, which shows that (iz + A)−1f̂ is
analytic in a neighborhood of the real axis. Furthermore, the formula(

IdB + μ(iτ +A)−1
)
(iτ +A) = (iτ + μ+A), τ, μ ∈ R

the bound (2.1), and the von Neumann expansion formula show that (iz + A)−1

is analytic in Ny with the bound

∀z ∈ Ny,
∥∥(iz +A)−1

∥∥ ≤ 2Y (|Re z|). (2.13)

By (2.12), v̂ admits an analytic extension to Ny. By (2.11) and (2.13), we get the
announced bound (2.9). �

2.3. Decay at infinity of functions with analytic Fourier transform
and bounded derivatives

We now conclude the proof of Theorem 1.1 (2), by proving an abstract technical
result relating the decay of a function of class Ck on [0,+∞), taking values in the
Banach space B, to the behaviour of its Fourier transform around the real axis.
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Proposition 2.3. Consider two real-valued positive continuous functions P and y
on R. Assume furthermore that y is piecewise C1. Let k ≥ 2 and v ∈ C0(R, B)
such that

supp v ⊂ [0,+∞), v, ∂kt v ∈ L∞(R, B). (2.14)

Assume that the Fourier–Laplace transform v̂ of v admits an analytic continuation
to the set

{z ∈ C, Im z < y(Re z)}
such that

∀z, 0 ≤ Im z < y(Re z) =⇒ ‖v̂(z)‖ ≤ P (Re z). (2.15)

Then

∀t ≥ 1, ‖v(t)‖ ≤ gk(t), (2.16)

where gk(t) := infη0>0Gk(t, η0) with

Gk(t, η0) =
1

2π

∫ 2η0

−2η0

e−ty(η)P (η)
√

1 + |y′(η)|2dη (2.17)

+
1

πtη0

∫
η0≤|η|≤2η0

(
1− e−ty(η)

)
P (η)dη +

Ck

ηk0

∥∥∂kt v∥∥L∞(R,B)
.

Let us first prove Theorem 1.1 (2) assuming Proposition 2.3.

Proof of (2). By the arguments of §2.1, it is sufficient to show (2.6) for u0 ∈
D(Ak), k ≥ 2.

By Lemma 2.2, v satisfies the assumptions of Proposition 2.3 with

P (τ) =
CkY (|τ |)
1 + |τ |k ‖u0‖D(Ak), y(τ) =

1

2Y (|τ |) .

The function Y is C1 and thus y is C1 on (0,+∞) and (−∞, 0) and continuous
in 0.

We fix t ≥ 2kYlog(2). Let

η0 =
1

2
Y −1
log

(
t

2k

)
, i.e., t = 2kY (2η0)

[
log(1 + Y (2η0)) + log(1 + 2η0)

]
.

Note that η0 ≥ 1. By (2.16),

‖v(t)‖ ≤ Gk(t, η0).

It remains to bound each of the three terms in the definition (2.17) of Gk(t, η0)∫ 2η0

−2η0

e−ty(η)P (η)
√
1 + |y′(η)|2dη

≤ Ck‖u0‖D(Ak)

∫ 2η0

−2η0

e−2ky(η)Y (2η0)[log(1+Y (2η0))+log(1+2η0)]

× Y (|η|)
1 + |η|k (1 + |y′(η)|) dη.
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As Y is increasing and y(η) = 1
2Y (|η|) , we have 2y(η)Y (η0) ≥ 1 if −2η0 ≤ η ≤ 2η0.

Thus ∣∣∣∣e−2ky(η)Y (2η0)
[
log(1+Y (2η0))+log(1+2η0)

]∣∣∣∣ ≤ 1

(1 + Y (2η0)k)(1 + η0)k
.

Hence ∫ 2η0

−2η0

e−ty(η)P (η)
√

1 + |y′(η)|2dη

≤ Ck

(1 + η0)k
‖u0‖D(Ak)

∫ +2η0

−2η0

1

(1 + |η|)k (1 + |y′(η)|) dη

≤ Ck

(1 + η0)k
‖u0‖D(Ak).

(2.18)

To get the second inequality we used that k ≥ 2, so that
∫ +∞
−∞

1
(1+|η|)k dη converges,

and that∫ +2η0

−2η0

|y′(η)|dη =
∫ 0

−2η0

y′(η)dη −
∫ 2η0

0

y′(η)dη = y(0)− y(−2η0) + y(0)− y(2η0),

which is bounded from above by 2y(0).
On the other hand, using that Y (|η|) = 1

2y(η)

1

tη0

∫ 2η0

η0

(
1− e−ty(η)

)
P (η)dη ≤ Ck‖u0‖D(Ak)

1

η0

∫ 2η0

η0

1− e−ty(η)

ty(η)
× 1

1 + ηk
dη.

The function x �→ 1−e−x

x is bounded on [0,+∞), which yields

1

tη0

∫ 2η0

η0

(
1− e−ty(η)

)
P (η)dη ≤ Ck

(1 + η0)k
‖u0‖D(Ak), (2.19)

and similarly

1

tη0

∫ −η0

−2η0

(
1− e−ty(η)

)
P (η)dη ≤ Ck

(1 + η0)k
‖u0‖D(Ak). (2.20)

By (1.1),

‖∂kt v‖L∞(R,B)

ηk0
≤ Ck

ηk0
‖u0‖D(Ak). (2.21)

Bounds (2.18), (2.19), (2.20) and (2.21) and the definition of η0 yield (2.6). The
proof of Theorem 1.1 (2) is complete. �

Proof of Proposition 2.3. We fix t > 0, η0 > 0.
Since v is continuous and bounded, e−εtv(t) is, for any ε > 0, a L1 function

of t, with Fourier transform

v̂(τ − iε) =
∫ +∞

−∞
v(t)e−tε−itτdt.
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Using that v(k) is bounded and k ≥ 2, we deduce that t �→ ∂2t (e
−εtv(t)) is in

L1(R). As a consequence, τ �→ v̂(τ − iε) is in L1(R). By the Fourier inversion
formula,

e−εtv(t) =
1

2π

∫ +∞

−∞
eitτ v̂(τ − iε)dτ.

Let η ∈ [η0, 2η0]. We define γη as the path, depending on η, oriented from
left to right, and consisting in the union γη1 ∪ · · · ∪ γ

η
5 , where:

• γη1 =
{
Im z = 0, Re z ≤ −η

}
;

• γη2 =
{
Re z = −η, 0 ≤ Im z ≤ y(−η)

}
;

• γη3 =
{
− η ≤ Re z ≤ η, Im z = y(Re z)

}
;

• γη4 =
{
Re z = η, 0 ≤ Im z ≤ y(η)

}
;

• γη5 =
{
Im z = 0, η ≤ Re z

}
.

By a change of contour, using that v̂ is analytic in {Im z < y(Re z)}, we get:

e−εtv(t) =
1

2π

∫
γη

eitτ v̂(τ − iε)dτ =
5∑

j=1

vj(t, η, ε).

where

vj(t, η, ε) =
1

2π

∫
γη
j

v̂(τ − iε)eitτdτ.

We need to bound from above the norm of each of the terms vj in B. We will
use two different strategies.

To estimate v2, v3, v4, we will use the bound (2.15) on v̂.

To estimate v1 and v5 we would like to use the fact that ∂kt v(t) is bounded
and a Fourier multiplier estimate. However v5 (respectively v1) is the image of the
function s �→ e−εsv(s) by the Fourier multiplier whose symbol is the characteristic
function of the set {z ≥ η} (respectively {z ≤ −η}), which is not smooth. To
obtain a smooth Fourier multiplier we will integrate with respect to the parameter
η as follows.

Let

χ ∈ C∞
0 (1, 2), such that 0 ≤ χ ≤ 2 and

∫ 2

1

χ(η)dη = 1.

We have:

e−εtv(t) =

∫ 2η0

η0

1

η0
χ
( η
η0

)
e−εtv(t)dη =

5∑
j=1

Vj(t, η0, ε). (2.22)

where

Vj(t, η0, ε) =

∫ 2η0

η0

1

η0
χ
( η
η0

)
vj(t, η, ε)dη.
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We will prove the following bounds as ε→ 0, ε > 0∥∥V3(t, η0, ε)∥∥ ≤ 1

2π

∫ +2η0

−2η0

P (τ)e−ty(τ)
√
1 + |y′(τ)|2dτ (2.23)

‖V2(t, η0, ε)‖+ ‖V4(t, η0, ε)‖ ≤
1

πtη0

∫
η0≤|t|≤2η0

(1− e−ty(τ))P (τ)dτ + C(η0)ε

(2.24)

‖V1(t, η0, ε)‖+ ‖V5(t, η0, ε)‖ ≤
Ck

ηk0

(
‖∂kt v‖L∞(R,B) + C(v, k)ε

)
, (2.25)

where C(η0) depends only on η0 and C(v, k) on v and k.

Summing up (2.23), (2.24) and (2.25), and letting ε go to 0 we would get
the bound ‖v(t)‖ ≤ Gk(t, η0), where Gk is defined by (2.17), and thus, taking the
infimum on all η0 > 0, the announced result (2.16).

Proof of (2.23). Let η ∈ [η0, 2η0]. If ε > 0 is small (depending on η0), and τ ∈ γη3 ,
we have 0 ≤ (Im τ) − ε < y(Re τ) and thus, by assumption (2.15), ‖v̂(τ − iε)‖ ≤
P (Re τ). Hence

‖v3(t, η, ε)‖ ≤
1

2π

∫ η

−η

P (s)e−ty(s)
√
1 + y′(s)2ds

≤ 1

2π

∫ 2η0

−2η0

P (s)e−ty(s)
√
1 + y′(s)2ds.

Multiplying by 1
η0
χ
(

η
η0

)
and integrating on (η0, 2η0) with respect to η we get

(2.23).

Proof of (2.24). Let again η ∈ [η0, 2η0]. Then

v4(t, η, ε) =
1

2π

∫ ε

0

v̂(η + is− iε)eit(η+is) ds+
1

2π

∫ y(η)

ε

v̂(η + is− iε)eit(η+is) ds.

By assumption (2.15),

1

2π

∥∥∥∥∥
∫ y(η)

ε

v̂(η + is− iε)eit(η+is) ds

∥∥∥∥∥ ≤ 1

2π

∫ y(η)

0

e−tsP (η)ds =
1− e−ty(η)

2πt
P (η).

Furthermore, since v̂ is continuous on
{
Im z ≤ y(Re z)

}
, ‖v̂‖ is bounded in

the set {
η0 ≤ Re z ≤ 2η0, −1 ≤ Im z ≤ 0

}
,

and we deduce

1

2π

∥∥∥∥∫ ε

0

v̂(η + is− iε)eit(η+is) ds

∥∥∥∥ ≤ C(η0)ε,
with a constant C(η0) depending only on η0.
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Multiplying by 1
η0
χ
(

η
η0

)
and integrating with respect to η, we obtain

‖V4(t, η0, ε)‖ ≤
1

2πtη0

∫ 2η0

η0

(
1− e−ty(η)

)
P (η)dη + C(η0)ε.

Together with the analogous bound on V2 we get (2.24).

Proof of (2.25). We have

V5(t, η0, ε) =
1

2π

∫ +∞

0

1

η0
χ

(
η

η0

)∫ +∞

η

eitτ v̂(τ − iε)dτdη

By Fubini’s theorem:

V5(t, η0, ε) =
1

2π

∫ +∞

0

∫ τ

0

1

η0
χ
( η
η0

)
dη v̂(τ − iε)eitτdτ.

=
1

2π

∫ +∞

0

1

τk
ζ
( τ
η0

)
τkv̂(τ − iε)︸ ︷︷ ︸

Wk(τ,ε)

eitτdτ.

where:

ζ(ξ) =

∫ ξ

0

χ(η)dη

is smooth, non-decreasing, supported in (1,∞) and equals 1 for ξ ≥ 2.

Thus V5(t, η0, ε) is the inverse Fourier transform of 1
τk ζ(

τ
η0
)Wk(τ, ε). More-

over, Wk(τ, ε) is the Fourier Transform of wk,ε =
(

d
idt

)k
(e−εtv) which satisfies

∀t ≥ 0, ‖wk,ε(t)‖ ≤
∥∥∂kt v∥∥L∞(R,B)

+ C(v, k)ε. (2.26)

where C(v, k) depends only on k and ‖v‖L∞(R,B), . . . ,
∥∥∂k−1

t v
∥∥
L∞(R,B)

.

Lemma 2.4. Let ζ be a C∞ function on R, supported in (0,+∞) and bounded as
well as all its derivatives. Let

ζη0(τ) =
1

τk
ζ

(
τ

η0

)
Then

∀k ≥ 1, ζ̂η0 ∈ L1, ‖ζ̂η0‖L1(R) ≤
Ck

ηk0
. (2.27)

Proof. Observe that

ζη0(τ) =
1

ηk0
Ψk

(
τ

η0

)
, Ψk :=

1

τk
ζ(τ).

Hence

ζ̂η0(t) =
1

ηk0
η0Ψ̂k(η0t).
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It is sufficient to show that Ψ̂k is in L1. As k ≥ 1, Ψk is in Hs for all s. In
particular: ∫

|Ψ̂k(t)|2(1 + t2)2dt <∞.

Now
Ψ̂k = Ψ̂k(1 + t

2)︸ ︷︷ ︸
∈L2

(1 + t2)−1︸ ︷︷ ︸
∈L2

,

and hence Ψ̂k ∈ L1 which concludes the proof. �
Thus V5(t, η0, ε), the Fourier inverse of ζη0(τ)Wk(τ, ε), is the convolution of

wk,ε, which is in L∞(R, B), and of the Fourier inverse of ζη0 , which is by the
preceding Lemma in L1(R,C). By bounds (2.26) and (2.27), we obtain

‖V5(t, η0, ε)‖ ≤
Ck

ηk0

(
‖∂kt v‖L∞(R,B) + C(v, k)ε

)
.

Together with the analogous statement on V1, we get the announced estimate
(2.25). The proof of Proposition 2.3 is complete. �
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Université Paris XIII
99, avenue Jean-Baptiste Clément
F-93430 – Villetaneuse, France
e-mail: duyckaer@math.univ-paris13.fr

mailto:duyckaer@math.univ-paris13.fr


Operator Theory:
Advances and Applications, Vol. 250, 147–154

Convergence of the Dirichlet-to-Neumann
Operator on Varying Domains

A.F.M. ter Elst and E.M. Ouhabaz

Dedicated to Charles Batty on occasion of his 60th birthday

Abstract. We prove resolvent convergence for the Dirichlet-to-Neumann oper-
ator on domains which are uniformly starshaped with respect to a ball, when
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1. Introduction

The Dirichlet and Neumann Laplacian have been studied on varying domains by
many authors. See [Dan], [BL] and references therein. The aim of this paper is to
study the Dirichlet-to-Neumann operator if the domain changes.

If Ω is an open bounded set with Lipschitz boundary, then the Dirichlet-
to-Neumann operator NΩ is an operator that lives on the boundary of Ω. It is
defined as follows: if ϕ, ψ ∈ L2(∂Ω) then ϕ ∈ D(NΩ) and NΩϕ = ψ if and only if
there exists a u ∈ H1(Ω) such that TrΩu = ϕ, Δu = 0 weakly on Ω and ∂u

∂ν = ψ.
Since we wish to vary the domain, we transfer the operator NΩ to the boundary
of a reference domain Ω0 and then prove convergence on L2(∂Ω0). For simplicity
we assume that the domains are starshaped with respect to a common ball with
centre at the origin. Then we can choose

Ω0 = {x ∈ Rd : |x| < 1},

the unit ball, as a reference domain.

For all n ∈ N∪{∞} let Rn : S
d−1 → (0,∞) be a Lipschitz continuous function

and define

Ωn = {r ω : ω ∈ Sd−1 and r ∈ [0, Rn(ω))},

c© Springer International Publishing Switzerland 2015
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where Sd−1 = Γ0 = ∂Ω0 is the unit sphere. Throughout this paper we provide the
boundaries ∂Ωn and ∂Ω0 with the (d− 1)-dimensional Hausdorff measure. Let Nn

be the Dirichlet-to-Neumann operator on Ωn. Define Vn : L2(Γ0)→ L2(∂Ωn) by

(Vnϕ)(x) = ϕ

(
1

|x| x
)
.

Then Vn is invertible. Define the unbounded operator Bn in L2(Γ0) by

Bn = V −1
n Nn Vn.

The main result of this paper is the following.

Theorem 1.1. Suppose that limn→∞Rn = R∞ in W 1,∞(Γ0). Then

lim
n→∞(λ I +Bn)

−1 = (λ I +B∞)−1

in L(L2(Γ0)) for all λ > 0.

In Section 2 we give background information on the Dirichlet-to-Neumann
operator and in Section 3 we prove Theorem 1.1. For form methods we refer to
Section 2 in [AE].

Note when the domains Ωn vary, their boundaries ∂Ωn vary as well. Therefore
the operators Nn act on different spaces L2(∂Ωn) endowed with the corresponding
surface measures. It does not seem possible to obtain even strong convergence
of the resolvents from any known result on convergence of the associated forms.
The question whether in a general setting of a Lipschitz domain Ω one could
approximate in the resolvent senseN byNn with a sequence of Ωn which converges
in an appropriate sense is out of reach. This is an interesting question which would
allow us for example to understand the heat kernel of N by using known results
on the heat kernels of Nn when the Ωn are C∞, see [EO].

2. The Dirichlet-to-Neumann operator on starshaped domains

Let Ω ⊂ Rd be open bounded with Lipschitz boundary. Next, define the form
aΩ : H1(Ω)×H1(Ω)→ C by

aΩ(u, v) =

∫
Ω

∇u · ∇v.

Let TrΩ : H1(Ω) → L2(Γ) be the trace map, where Γ = ∂Ω. The Dirichlet-to-
Neumann operator on Ω is the operator NΩ associated with the pair (aΩ,TrΩ)
(see [AE] Section 4.4). So if ϕ, ψ ∈ L2(Γ), then ϕ ∈ D(NΩ) and ψ = NΩϕ if and
only if there exists a u ∈ D(aΩ) such that TrΩu = ϕ and aΩ(u, v) = (ψ,TrΩv)L2(Γ)

for all v ∈ D(aΩ).
We assume from now on that Ω is starshaped with respect to a ball with

centre at the origin. We wish to use spherical coordinates. Define

Ω̃ = {(r, ω) ∈ (0,∞)× Sd−1 : r ω ∈ Ω}
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and if u : Ω→ C is a function then define ũ : Ω̃→ C by ũ(r, ω) = u(r ω). Further,
if ω ∈ Sd−1 define

Ω̃ω = {r ∈ (0,∞) : r ω ∈ Ω}
and ũω : Ω̃ω → C by ũω(r) = u(r ω). Similarly define Ω̃r and ũr : Ω̃r → C by
ũr(ω) = u(r ω). Then

aΩ(u, v) =

∫
Sd−1

∫
˜Ωω

(∂ũ
∂r

(r, ω)
∂ṽ

∂r
(r, ω)+

1

r2
(∇ũr)(ω) ·(∇ṽr)(ω)

)
rd−1 dr dω (1)

for all u, v ∈ H1(Ω)∩C∞(Ω), where ∇ is the gradient on Sd−1. This follows from
Example 7 in Section 5.3 in [Hil] or (3.5) in [AH]. Define R : Sd−1 → (0,∞) by

R(ω) = sup Ω̃ω.

Then R ∈W 1,∞(Sd−1) since Ω is starshaped with respect to a ball with centre at
the origin (see [Maz] Lemma 1.1.8). Define α : Ω0 → Ω by

α(x) =

{
R( 1

|x| x)x if x �= 0,

0 if x = 0.

Let u ∈ H1(Ω) ∩ C∞(Ω) and write v = u ◦ α. Then ũ(r, ω) = ṽ( r
R(ω) , ω) and

(∇ũr)(ω) = (∇ṽr/R(ω))(ω)− (D1ṽ)(
r

R(ω)
, ω)

r

R(ω)2
(∇R)(ω),

where D1 is the partial derivative with respect to the first entry. Therefore (1),
the chain rule and the substitution r = R(ω) r′ give

aΩ(u) =

∫
Sd−1

∫ 1

0

( 1

R(ω)2

∣∣∣∂ṽ
∂r

(r, ω)
∣∣∣2

+
1

R(ω)2
1

r2

∣∣∣(∇ṽr)(ω)− ∂ṽ
∂r

(r, ω)
r

R(ω)
(∇R)(ω)

∣∣∣2)R(ω)d rd−1 dr dω

=

∫
Sd−1

R(ω)d−2 (2)

·
∫ 1

0

(∣∣∣∂ṽ
∂r

(r, ω)
∣∣∣2 + ∣∣∣1

r
(∇ṽr)(ω)−

∂ṽ

∂r
(r, ω)

(∇R)(ω)
R(ω)

∣∣∣2)rd−1 dr dω.

Since R is bounded above and below in (0,∞) and |∇R|2 is essentially bounded
on Sd−1, one has the bound

aΩ(u) ≤ 2‖R‖d−2
∞
(
1 +
∥∥∥ |∇R|2
R2

∥∥∥
∞

)
·
∫
Sd−1

∫ 1

0

(∣∣∣∂ṽ
∂r

(r, ω)
∣∣∣2 + ∣∣∣1

r
(∇ṽr)(ω)

∣∣∣2)rd−1 dr dω

= 2‖R‖d−2
∞
(
1 +
∥∥∥ |∇R|2
R2

∥∥∥
∞

)
‖∇v‖2L2(Ω0)

.
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For a converse estimate we need a lemma.

Lemma 2.1. Let L > 0. Then |a|2+ |x−a y|2 ≥ 1
4max(L,1) (|a|2+ |x|2) for all a ∈ R

and x, y ∈ Rd with |y|2 ≤ L.

Proof. Let a ∈ R and x, y ∈ Rd with |y|2 ≤ L. Then |x| ≤ |x − a y| + |a y| and
hence |x|2 ≤ 2|x − a y|2 + 2|a|2|y|2 ≤ 2max(L, 1)(|x − a y|2 + |a|2). Obviously,
|a|2 ≤ 2max(L, 1)(|x− a y|2 + |a|2) and the lemma follows. �

Let L = 4max
(∥∥|∇R|2/R2

∥∥
∞, 1

)
. It follows from (2) and Lemma 2.1 that

aΩ(u) ≥
1

L

∫
Sd−1

R(ω)d−2

∫ 1

0

(∣∣∣∂ṽ
∂r

(r, ω)
∣∣∣2 + ∣∣∣1

r
(∇ṽr)(ω)

∣∣∣2)rd−1 dr dω

≥ 1

L
‖R−1‖−(d−2)

∞

∫
Sd−1

∫ 1

0

(∣∣∣∂ṽ
∂r

(r, ω)
∣∣∣2 + ∣∣∣1

r
(∇ṽr)(ω)

∣∣∣2)rd−1 dr dω

=
1

L
‖R−1‖−(d−2)

∞ ‖∇v‖2L2(Ω0)
(3)

for all u ∈ H1(Ω) ∩ C∞(Ω), where v = u ◦ α. Since H1(Ω) ∩ C∞(Ω) is dense in
H1(Ω) and H1(Ω0) is complete one deduces that u◦α ∈ H1(Ω0) for all u ∈ H1(Ω).
By a similar argument one obtains that u �→ u ◦ α is continuous and invertible
from H1(Ω) onto H1(Ω0).

Note that Γ = ∂Ω = {R(ω)ω : ω ∈ Sd−1}. If ϕ ∈ C(Γ), then∫
Γ

|ϕ|2 =

∫
Sd−1

|ϕ(R(ω)ω)|2
√
1 +

|(∇R)(ω)|2
R(ω)2

R(ω)d−1 dω.

The equality follows from [EG] Application 3.3.4D of Theorem 3.3.2. The square
root of the determinant (g) in Application 3.3.4D can be calculated using the
identity (5.3) in [DK1] to rewrite it as the norm of a cross product (cf. the integral
formula on hypersurfaces on page 507 in [DK2]). Since the d-dimensional spherical
coordinates give an orthogonal coordinate system, the result follows.

Define β : Γ→ Sd−1 by β(z) = (1/|z|) z. Let ϕ ∈ C(Sd−1). Then∫
Γ

|ϕ ◦ β|2 =

∫
Sd−1

|ϕ(ω)|2
√
R(ω)2 + |(∇R)(ω)|2 R(ω)d−2 dω.

So by density the map ϕ �→ ϕ◦β extends to a continuous bijection from L2(S
d−1)

onto L2(Γ). Define c : Sd−1 → (0,∞) by

c = Rd−2
√
R2 + |∇R|2.

Then ∫
Γ

(ϕ ◦ β)ψ =

∫
Sd−1

c ϕ (ψ ◦ β−1) (4)

for all ϕ ∈ L2(Sd−1) and ψ ∈ L2(Γ).
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3. Convergence of the Dirichlet-to-Neumann operators

We adopt the notation and assumptions of Theorem 1.1. In addition we write
Γn = ∂Ωn for all n ∈ N ∪ {∞}. Let n ∈ N ∪ {∞}. Define αn : Ω0 → Ωn by

αn(x) =

{
Rn(

1
|x| x)x if x �= 0,

0 if x = 0,

and Φn : H
1(Ωn)→ H1(Ω0) by Φnu = u ◦ αn. On the reference domain we define

the form bn : H
1(Ω0)×H1(Ω0)→ C by

bn(u, v) = aΩn(u ◦ α−1
n , v ◦ α−1

n ).

Define βn : Γn → Γ0 by βn(z) = (1/|z|) z and define cn : Γ0 → (0,∞) by

cn = Rd−2
n

√
R2

n + |∇Rn|2.
Then Vnϕ = ϕ ◦ βn for all ϕ ∈ L2(Γ0). We define the multiplication operator
Mn in L2(Γ0) by Mnϕ =

√
cn ϕ. Note that Mn is invertible. Finally we define

jn : H
1(Ω0)→ L2(Γ0) by

jn =Mn V
−1
n TrΩn ◦ Φ−1

n =Mn TrΩ0 .

Lemma 3.1. The form bn is jn-elliptic.

Proof. Set Ln = 4max(
∥∥∥ |∇Rn|2

R2
n

∥∥∥
∞
, 1). It follows from (3) that

bn(u) ≥ 1
Ln
‖R−1

n ‖−(d−2)
∞ ‖∇u‖2L2(Ω0)

for all u ∈ H1(Ω0). Moreover,

‖TrΩ0u‖L2(Γ0) ≤ ‖c−1/2
n ‖∞ ‖jn(u)‖L2(Γ0) ≤ ‖R−1

n ‖(d−1)/2
∞ ‖jn(u)‖L2(Γ0)

for all u ∈ H1(Ω0). It is a classical fact that there exists a μ0 > 0 such that

μ0 ‖u‖2H1(Ω0)
≤ ‖∇u‖2L2(Ω0)

+ ‖TrΩ0u‖2L2(Γ0)
(5)

for all u ∈ H1(Ω0). Then

μ0 ‖u‖2H1(Ω0)
≤ Ln ‖R−1

n ‖d−2
∞ bn(u) + ‖R−1

n ‖d−1
∞ ‖jn(u)‖2L2(Γ0)

(6)

which proves the lemma. �

Let B̂n be the operator associated with (bn, jn).

Lemma 3.2. We have B̂n =MnBnM
−1
n .

Proof. Let ϕ ∈ D(B̂n) and write ψ = B̂nϕ. Then there exists a u ∈ H1(Ω0) such
that jn(u) = ϕ and bn(u, v) = (ψ, jn(v))L2(Γ0) for all v ∈ H1(Ω0). Therefore

aΩn(Φ
−1
n u, v ◦ α−1

n ) = aΩn(u ◦ α−1
n , v ◦ α−1

n ) = bn(u, v)

= (ψ, jn(v))L2(Γ0) = (ψ,
√
cn V

−1
n TrΩn(v ◦ α−1

n ))L2(Γ0)

=

(
Vn

(
1√
cn
ψ

)
, TrΩn(v ◦ α−1

n )

)
L2(Γn)
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for all v ∈ H1(Ω0), where we used (4) in the last step. Hence

aΩn(Φ
−1
n u,w) = (VnM

−1
n ψ,TrΩnw)L2(Γn)

for all w ∈ H1(Ωn). So TrΩn(Φ
−1
n u) ∈ D(Nn) and

Nn TrΩn(Φ
−1
n u) = VnM

−1
n ψ = VnM

−1
n B̂nϕ.

Note that ϕ = jn(u) =Mn V
−1
n TrΩn Φ−1

n u. Therefore VnM
−1
n ϕ = TrΩn Φ−1

n u and

Nn VnM
−1
n ϕ = VnM

−1
n B̂nϕ.

That is B̂nϕ = Mn V
−1
n Nn VnM

−1
n ϕ. So B̂n ⊂ (VnM

−1
n )−1Nn (VnM

−1
n ). Since

(VnM
−1
n ) is unitary andNn is sectorial, also the operator (VnM

−1
n )−1Nn(VnM

−1
n )

is sectorial. But B̂n is m-sectorial. Hence B̂n=MnV
−1
n NnVnM

−1
n =MnBnM

−1
n .
�

Since limn→∞Rn = R∞ in W 1,∞(Γ0), there exist κ1 > 0 and κ2 ≥ 1 such

that ‖R−1
n ‖∞ ≤ κ1 and 4

∥∥∥ |∇Rn|2
R2

n

∥∥∥
∞
≤ κ2 for all n ∈ N ∪ {∞}. Let μ0 > 0 be as

in (5).

Proposition 3.3. If λ ∈ (κd−1
1 ,∞), then

lim
n→∞(λ I + B̂n)

−1 = (λ I + B̂∞)−1

in L(L2(Γ0)).

Proof. First note that λ I + B̂n is invertible by (6) since λ > κd−1
1 . Secondly,

let ψ, ψ1, ψ2, . . . ∈ L2(Γ0) and suppose that limψn = ψ weakly in L2(Γ0). For

all n ∈ N define ϕn = (λ I + B̂n)
−1ψn. There exists a un ∈ H1(Ω0) such that

jn(un) = ϕn and

bn(un, v) + λ (jn(un), jn(v))L2(Γ0) = (ψn, jn(v))L2(Γ0) (7)

for all v ∈ H1(Ω0). Choose v = un. Then

bn(un) + λ ‖jn(un)‖2L2(Γ0)
= (ψn, jn(un))L2(Γ0) ≤ ‖ψn‖L2(Γ0) ‖jn(un)‖L2(Γ0).

So one obtains first the estimate ‖jn(un)‖L2(Γ0) ≤ λ−1 supm∈N ‖ψm‖L2(Γ0) and

then bn(un) ≤ λ−1 supm∈N ‖ψm‖2L2(Γ0)
. Hence

‖un‖2H1(Ω0)
≤ μ−1

0

(
κ2 κ

d−2
1 λ−1 + κd−1

1 λ−2
)
sup
m∈N

‖ψm‖2L2(Γ0)

by (6). This is for all n ∈ N. Therefore the sequence (un)n∈N is bounded in
H1(Ω0). Passing to a subsequence if necessary, there exists a u ∈ H1(Ω0) such that
limun = u weakly in H1(Ω0). Then limun = u in L2(Ω0) and limn→∞ TrΩ0un =
TrΩ0u in L2(Γ0), since the embedding ofH1(Ω0) into L2(Ω0) and the trace map are
compact. Since (un)n∈N is also bounded in D(b∞), we may assume that (un)n∈N is
weakly convergent in D(b∞). Because D(b∞) is continuously embedded in L2(Ω0)
it follows that lim un = u weakly in D(b∞).
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Let v ∈ H1(Ω0). It follows from (7) that

bn(un, v) + λ

∫
Γ0

cn TrΩ0un TrΩ0v =

∫
Γ0

√
cn ψn TrΩ0v

for all n ∈ N. We wish to take the limit n→∞. Note that |bn(un, v)−b∞(u, v)| ≤
|bn(un, v)−b∞(un, v)|+|b∞(un, v)−b∞(u, v)|. Clearly lim |b∞(un, v)−b∞(u, v)| =
0. By (2) and polarisation one deduces that

bn(un, v)− b∞(un, v)

=

∫
Sd−1

(Rd−2
n −Rd−2

∞ )

·
∫ 1

0

(∂ũn
∂r

∂ṽ

∂r
+
(1
r
∇ũn,r −

∂ũn
∂r

∇Rn

Rn

)
·
(1
r
∇ṽr −

∂ṽ

∂r

∇Rn

Rn

))
rd−1 dr dω

−
∫
Sd−1

Rd−2
∞

∫ 1

0

(∂ũn
∂r

( 1

Rn
∇Rn −

∇R∞
R∞

)
·
(1
r
∇ṽr −

∂ṽ

∂r

∇Rn

Rn

))
rd−1 dr dω

−
∫
Sd−1

Rd−2
∞

∫ 1

0

∂ṽ

∂r

(1
r
∇ũn,r −

∂ũn
∂r

∇R∞
R∞

)
·
( 1

Rn
∇Rn −

∇R∞
R∞

)
rd−1 dr dω.

Since

lim
n→∞ ‖R

d−2
n −Rd−2

∞ ‖∞ = lim
n→∞

∥∥∥∇Rn

Rn
− ∇R∞
R∞

∥∥∥
∞

= lim
n→∞

∥∥∥∇Rn

Rn
− ∇R∞
R∞

∥∥∥
∞

= 0

and

sup
n∈N

∫
Sd−1

∫ 1

0

(∣∣∣∂ũn
∂r

∣∣∣2 + ∣∣∣1
r
∇ũn,r

∣∣∣2)rd−1 dr dω = sup
n∈N

‖∇un‖2L2(Ω0)
<∞

it follows that lim[bn(un, v)− b∞(un, v)] = 0. So, lim bn(un, v) = b∞(u, v). Obvi-
ously lim cn = c∞ in L∞(Γ0). Hence

lim
n→∞

∫
Γ0

cn TrΩ0un TrΩ0v =

∫
Γ0

c∞ TrΩ0uTrΩ0v = (j∞(u), j∞(v))L2(Ω0)

and

lim
n→∞

∫
Γ0

√
cn ψn TrΩ0v =

∫
Γ0

√
c∞ ψTrΩ0v = (ψ, j∞(v))L2(Ω0).

Combining the three limits one deduces that

b∞(u, v) + λ (j∞(u), j∞(v))L2(Ω0) = (ψ, j∞(v))L2(Ω0).

This is for all v ∈ H1(Ω0). Therefore ϕ := j∞(u) ∈ D(B̂∞) and (λ I + B̂∞)ϕ = ψ.
Finally, limTrΩ0un = TrΩ0u in L2(Γ0). So

limϕn = lim jn(un) = lim
√
cn TrΩ0un = lim

√
c∞ TrΩ0u = j∞(u) = ϕ.

Since (λ I+B̂∞)−1 is compact the proposition follows by Proposition B.1 in [Dan].
�
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Proof of Theorem 1.1. Let λ ∈ (κd−1
1 ,∞). Then λ I + B̂n = Mn (λ I + Bn)M

−1
n

for all n ∈ N∪{∞} by Lemma 3.2. So (λ I+Bn)
−1 =M−1

n (λ I+B̂n)
−1Mn. Since

limMn = M∞ in L(L2(Γ0)) the statement follows from Proposition 3.3. Finally,
the convergence of (λ I+Bn)

−1 to (λ I+B∞)−1 for all λ > 0 follows from Theorem
IV.2.25 in [Kat]. �
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Abstract. We give a general version of the weak spectral mapping theorem
for non-quasianalytic representations of locally compact abelian groups which
are weakly continuous in the sense of Arveson, based on a Banach algebra
approach.
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1. Introduction

Let T = (T (t))t∈R be a strongly continuous one-parameter group of bounded
operators on a Banach space X, and let A be the infinitesimal generator of T.
Such a group is said to be non-quasianalytic if it satisfies the condition∑

n∈Z

log+ ‖T (n)‖
1 + n2

< +∞.

This condition implies that the spectrum of T (t) is contained in the unit circle.
The weak spectral mapping theorem says that if the group is non-quasianalytic
we have

etσ(A) = σ(T (t)).

The weak spectral mapping theorem in this form was stated by Marschall
in 1986, [25], Theorem 2.1-a, as a direct consequence of Theorem 1.3 of [24] con-
cerning decomposable operators and local multipliers. In the more general context

c© Springer International Publishing Switzerland 2015
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of Banach modules and with the notion of Beurling spectrum, the weak spectral
mapping theorem for representations of a group was stated by Baskakov in 1979,
[3], Lemma 3.

The theorem has been obtained independently and published by Lyubich and
Vu in 1989 [35]. This paper is in fact a short note which shows how the theorem can
be obtained as an easy consequence of results on “separability of the spectrum” of
non-quasianalytic strongly bounded one-parameter groups proved by Lyubich and
Matsaev in 1962 in the seminal paper [21], which was later generalized by Lyu-
bich, Matsaev and Feldman [22], [23]. Finally, unaware of previous results, Nagel
and Huang obtained again independently the weak spectral mapping theorem in
[26]. Subsequently, Huang showed that the assumption of non-quasianalyticity is
essential by giving an example in the quasianalytic case where the spectrum of
the generator is empty [15], [16], which obviously prevents any form of spectral
mapping theorem to hold.

Similar results can be obtained for more general groups of bounded operators
on Banach spaces. Let G be a locally compact abelian group, let T : g �→ T (g) ∈
B(X) be a representation ofG on a Banach spaceX, and assume that the represen-
tation is weakly continuous in Arveson’s sense, see Section 2. Set ωT(g) = ‖T (g)‖
for g ∈ G, denote by MωT(G) the convolution algebra of all Borel measures μ on
G such that

∫
G
ωT(g)d|μ|(g) < +∞. Denote by L1ωT

(G) the convolution algebra

of all Haar measurable functions f on G such that
∫
G
|f(g)|ωT(g)dm(g) < +∞,

where m denotes the Haar measure on G. Then L1ωT
(G) is an ideal of MωT(G),

and for μ ∈MωT(G), x ∈ X, the formula

φT(μ)x =

∫
G

T (g)xdμ(g)

defines an algebra homomorphism φT :MωT(G)→ B(X).

Now assume that limn→+∞ ‖T (ng)‖
1
n = 1 for every g ∈ G. Then ωT(g) ≥ 1

for g ∈ G,MωT(G) ⊂M(G) and the Fourier transform μ �→ μ̂,

μ̂(χ) =

∫
G

〈g, χ〉dμ(g) (χ ∈ Ĝ),

is well defined onMωT(G). The Arveson spectrum of T is defined by the formula

spec(T) := {χ ∈ Ĝ : f̂(χ) = 0 ∀f ∈ ker(φT) ∩ L1ωT
(G)}.

In Section 5 we describe a well-known result, given in [10] or in Proposition 3.18
of [9] in the case of bounded strongly continuous groups, which shows that if we

identify R̂ with iR then the spectrum σ(A) of the generator of a one-parameter
non-quasianalytic C0-group (T (t))t∈R equals the Arveson spectrum spec(T), and
the weak spectral mapping theorem means that the set {χ(t) : χ ∈ spec(T)} is
dense in σ(T (t)) for every t ∈ R.

The representation T is said to have the weak spectral mapping property if
the set {χ(g) : χ ∈ spec(T)} is dense in σ(T (g)) for every g ∈ G. In his celebrated
paper on classification of type III factors [5], Connes shows that this is indeed
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the case for bounded representations (this result is stated in Lemma 2.3.8 of [5]
for unitary representations of locally compact abelian groups on Hilbert spaces,
but the same argument works for bounded strongly continuous representations on
general Banach spaces).

In the same direction d’Antoni, Longo and Zsidó observed in 1981 in [6] that
if T : g �→ T (g) is a weakly continuous bounded representation of a locally compact

abelian group on a Banach space, then σ(φT(f))) = f̂(spec(T)) ∪ {0} for every
f ∈ L1ωT

(G).

The weak spectral mapping theorem means that if δg denotes the Dirac mea-

sure associated to g ∈ G, then the set δ̂g(spec(T)) is dense in σ(φT(δg)) for g ∈ G.
Takahashi and Inoue showed in [33] that μ̂(spec(T)) is dense in σ(φT(μ)) if μ
is contained in the largest regular subalgebra M0(G) of M(G) provided T is a
weakly continuous bounded representation of a compact abelian group G, and
Seferoğlu extended this result to locally compact abelian groups in [30] (see also
his previous paper [29] for bounded one-parameter groups).

In the present paper we show in Theorem 4.3 that, more generally, if T =
(T (g))g∈G is a representation of a locally compact abelian group G on B(X) which
is weakly continuous in the sense of Arveson with respect to a dual pairing (X,X∗)
(X∗ is a subspace of the dual space X ′) and satisfies the non-quasianalyticity
condition

+∞∑
n=0

log ‖T (ng)‖
1 + n2

< +∞ (g ∈ G) ,

then μ̂(spec(T)) is dense in σ(φT(μ)) for every measure μ ∈ MωT(G) which is
contained in some closed regular subalgebra ofMωT(G), or, equivalently, which is
contained in the largest closed regular subalgebra of MωT(G). This result might
be seen as well-known, but we could only find a reference for this in the case of one-
parameter non-quasianalytic groups of bounded operators [31], in a slightly less
general form: the result of [31] is stated for one-parameter C0-groups (T (t))t∈R such
that ‖T (t)‖ ≤ ω(t) for some non-quasianalytic weight w, while our result is valid
for all weakly continuous group representations where the weight ωT : g �→ ‖T (g)‖
itself is non-quasianalytic.

This paper offers also a Banach algebra approach of these spectral mapping
theorems, which is a development of the methods used by the second author in
[11], [12], [13]. In Section 3 we give a general theorem concerning continuous unital
homomorphisms φ : A → B(X), where A is a commutative semisimple unital

Banach algebra. Let I be a closed ideal of A, and for χ ∈ Î (the Gelfand space)

denote by χ̃ ∈ Â the unique extension of χ to A. Assume that I is a regular
Banach algebra which satisfies spectral synthesis (see Section 3 for the definition),
and that we have

inf
a∈I
|〈φ(a)x − x, l〉| = 0 (x ∈ X, l ∈ X∗) (1.1)

for some dual pairing (X,X∗) (see Definition 2.1).
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We have for the hull (see Section 3)

hI(ker(φ) ∩ I) = hI(ker(φ|I)) = {χ ∈ Î : χ(u) = 0 ∀u ∈ ker(φ) ∩ I} ⊂ Î.
We can summarize the spectral properties obtained in Theorem 3.2 in the following
table (in this table U denotes a closed regular subalgebra of A such that I ⊂ U ,̂ is the Gelfand transform, ˜ denotes the extension as above and spec(φ(a)) is
the spectrum of the operator φ(a) ∈ B(X)).

hI(ker(φ) ∩ I) compact hI(ker(φ) ∩ I) noncompact

a ∈ A spec(φ(a)) = â
(
h̃I(ker(φ) ∩ I)

)
spec(φ(a)) ⊂ â

(
h̃I(ker(φ) ∩ I)

)
� 0

a ∈ U spec(φ(a)) = â
(
h̃I(ker(φ) ∩ I)

)
spec(φ(a)) = â

(
h̃I(ker(φ) ∩ I)

)
� 0

a ∈ I spec(φ(a)) = â (hI(ker(φ) ∩ I)) spec(φ(a)) = â (hI(ker(φ) ∩ I)) ∪ {0}

Theorem 4.3 concerning non-quasianalytic weakly continuous representations
of locally compact abelian groups is an application of Theorem 3.2 in a concrete
situation: A :=MωT(G), φ := φT, I := L1ωT

(G), U := a regular closed subalgebra
of MωT (G). Note that in this context the Arveson spectrum spec(T) is actually
hL1

ωT
(G)(ker(φT) ∩ L1ωT

(G)).

The authors wish to thank Y. Tomilov for very valuable discussions concern-
ing the history of the weak spectral mapping theorem and for pointing to our
attention the references [22], [23], [24], [25], and to I. Kryshtal for drawing our
attention to the works of A.G. Baskakov.

2. Representations of locally compact abelian groups

Let X = (X, ‖.‖) be a Banach space. We denote by B(X) the Banach algebra of
bounded linear operators R : X → X with composition, by GL(X) the group of
invertible elements of B(X) and by I = IX the identity map on X.We also denote
by ‖.‖ the operator norm on B(X) associated to the given norm on X, and by
ρ(R) the spectral radius of R ∈ B(X). If Y is a subspace of the dual space X ′ of
X we will denote by σ(X,Y ) the weak topology on X associated to Y.

We will use the following notion, introduced by Arveson in [2]. Notice that
if we omit condition 2 we obtain the class of norming dual pairs used recently in
[14], [20] to study Markov semigroups.

Definition 2.1. Let X be a Banach space, and let X∗ be a subspace of the dual
space X ′.We will say that (X,X∗) is a dual pairing if the two following conditions
are satisfied:

1. ‖x‖ = sup{〈x, l〉 : l ∈ X∗, ‖l‖ ≤ 1} for every x ∈ X.
2. The σ(X,X∗)-closed convex hull of every σ(X,X∗)-compact subset of X is
σ(X,X∗)-compact.
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For example, (X,X ′) is a dual pairing. Also if X = Y ′ for some Banach
space Y, and if we identify Y with a subspace of X ′ = (Y ′)′ in the obvious way,
then (X,Y ) is a dual pairing, see [2]. Notice that condition 1 means that if we set
x̃(l) = 〈x, l〉 for x ∈ X, l ∈ X∗ then the map x �→ x̃ is an isometry from X into the
dual space (X∗)′.

Let S be a locally compact space, and let (X,X∗) be a dual pairing. A map
u : S → X is said to be weakly continuous with respect to (X,X∗) if the map
s �→ 〈u(s), l〉 is continuous on S for every l ∈ X∗, and we will often just say that
u is weakly continuous when no confusion may occur. In this situation it follows
from the Banach–Steinhaus theorem and from condition 1 of Definition 2.1 that
we have, for every compact subset K of S,

sup
s∈K

‖u(s)‖ = sup
s∈K

‖ũ(s)‖ = sup
s∈K

sup
l∈X∗,‖l‖≤1

〈u(s), l〉 < +∞. (2.1)

Also since ‖u(s)‖ = supl∈X∗,‖l‖≤1 |〈u(s), l〉| for s ∈ S, the function ωu : s �→
‖u(s)‖ is lower semicontinuous on S, which allows to compute the upper integral∫ ∗

S

‖u(s)‖d|μ|(s) := sup
f∈C+

c (S)
f≤ωu

∫
S

f(s)d|μ|(s) ∈ [0,+∞]

for every regular measure μ on S, where C+c (S) denotes the space of all nonnegative
compactly supported continuous functions on S.

The following proposition is an immediate generalization of Proposition 1.2
of [2].

Proposition 2.2. Let S be a locally compact space, let (X,X∗) be a dual pairing,
and let u : S → X be a weakly continuous map. Set ωu(s) = ‖u(s)‖ for s ∈ S,
and denote by Mωu(S) the set of all regular measures μ on S such that ‖μ‖ωu :=∫ ∗
S ‖u(s)‖d|μ|(s) < +∞. Then for every μ ∈ Mωu(S) there exists x ∈ X satisfying

〈x, l〉 =
∫
S

〈u(s), l〉dμ(s) (l ∈ X∗). (2.2)

Proof. Since
∫
S |〈u(s), l〉|d|μ|(s) ≤ ‖l‖‖μ‖ωu < +∞ for every l ∈ X∗, the formula

fμ(l) :=
∫
S〈u(s), l〉dμ(s) for l ∈ X∗ defines an element fμ ∈ (X∗)′, and we have

to show that fμ = x̃ for some x ∈ X. It follows from condition 1 of Definition 2.1
that we have

‖fμ‖ = sup
l∈X∗,‖l‖≤1

∣∣∣∣∫
S

〈u(s), l〉dμ(s)
∣∣∣∣ ≤ ‖μ‖ωu.

Denote by Mc(S) the space of all regular measures on S supported by some
compact subset of S. It follows from (2.1) that Mc(S) ⊂ Mωu(S), and the fact
that property (2.2) holds for every μ ∈ Mc(S) follows directly from [2], Proposition

2.1. Set X̃ := {x̃ : x ∈ X}. It follows from condition 1 of Definition 2.1 that X̃
is closed in (X∗)′. Let μ ∈ Mωu(S). There exists a sequence (μn)n≥1 of elements
of Mc(S) such that limn→+∞ ‖μ − μn‖ωu = 0. Hence limn→+∞ ‖fμ − fμn‖ = 0,

and fμ ∈ X̃. �
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When the conditions of Proposition 2.2 are satisfied, we will use the notation

x =

∫
S

u(s)dμ(s), (2.3)

where the integral is a Pettis integral computed with respect to the σ(X,X∗)
topology, which defines an element of X since (X,X∗) is a dual pairing.

Notice that since ωu is lower semicontinuous, it follows from the theory of
integration on locally compact spaces, see [4], Chapter 4, thatMωu(S) is the space
of regular measures μ such that ωu is integrable with respect to the total variation
|μ| of μ, and it follows from [4], Proposition 1, that we have for μ ∈Mωu(S)

‖μ‖ωu =

∫
S

‖u(s)‖d|μ|(s) =
∫ ∗

S

‖u(s)‖d|μ|(s) = sup
K⊂S,K compact

∫ ∗

K

‖u(s)‖d|μ|(s).

Let G be a topological group. A representation of G on a Banach space X is a
unital homomorphism T : G→ GL(X), i.e., a map g �→ T (g) satisfying T (0G) = I
and T (g1+g2) = T (g1)T (g2) for g1, g2 ∈ G.We now introduce the notion of weakly
continuous representation.

Definition 2.3. Let G be a locally compact abelian group and let X be a Banach
space. A representation T of G on X is said to be weakly continuous with respect
to a dual pairing (X,X∗) if the map g �→ 〈T (g)x, l〉 is continuous on G for every
x ∈ X and every l ∈ X∗.

We will often write T = (T (g))g∈G when T : g �→ T (g) is a representation of
G on X.

Let (X,X∗) be a dual pairing, and let T = (T (g))g∈G be a weakly continuous
representation. We have, for g ∈ G,

‖T (g)‖ = sup{〈T (g)x, l〉 : x ∈ X, ‖x‖ ≤ 1, l ∈ X∗, ‖l‖ ≤ 1}

and so the weight ωT : g �→ ‖T (g)‖ is lower semicontinuous on G. Let K be
a compact subset of G. Since supg∈K ‖T (g)x‖ < +∞ for every x ∈ X, it fol-
lows again from the Banach–Steinhaus theorem that supg∈K ‖T (g)‖ < +∞. In
this situation we can define the weighted space MωT(G) consisting of all regular
measures μ on G such that the upper integral

∫ ∗
G
‖T (g)‖d|μ|(g) is finite. Since

ωT(g1 + g2) ≤ ωT(g1)ωT(g2) for g1, g2 ∈ G, it follows from [4], Chapter 8, Propo-
sition 2 that the convolution product μ ∗ ν is well defined and belongs toMωT(G)
for μ, ν ∈ MωT(G) and that (MωT(G), ‖.‖ωT) is a Banach algebra with respect
to convolution which contains the convolution algebra Mc(G) of compactly sup-
ported regular measures on G as a dense subalgebra.

Denote by L1ωT
(G) the convolution algebra of all Haar-measurable (classes of)

functions f on G such that fωT is integrable with respect to the Haar measure m
on G, identified with the space of all measures μ ∈MωT(G) which are absolutely
continuous with respect to the Haar measure.
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The following result is an easy extension of [2], Proposition 1.4.

Proposition 2.4. Let G be a locally compact abelian group, let (X,X∗) be a dual
pairing, and let T = (T (g))g∈G be a weakly continuous representation of G on X.
The formula

φT(μ)x =

∫
G

T (g)xdμ(g) (2.4)

defines for every x ∈ X and every μ ∈ MωT(G) an element of X, φT(μ) ∈ B(X)
for every μ ∈ MωT(G), and φT : μ �→ φT(μ) is a norm-decreasing unital algebra
homomorphism from the convolution algebra MωT(G) into B(X).

Moreover we have, for x ∈ X, l ∈ X∗,

inf
f∈L1

ωT
(G)
|〈φT(f)x− x, l〉| = 0.

Proof. Since ‖T (g)x‖ ≤ ‖T (g)‖‖x‖, the fact that formula (2.4) defines an element
of X for x ∈ X and μ ∈MωT(G) follows directly from Proposition 2.2. We have

‖φT(μ)x‖ = sup
l∈X∗,‖l‖≤1

∣∣∣∣∫
G

〈T (g)x, l〉dμ(g)
∣∣∣∣

≤ sup
l∈X∗,‖l‖≤1

∫
G

|〈T (g)x, l〉| d|μ|(g) ≤ ‖x‖‖μ‖ωT,

and so φT(μ) ∈ B(X) for μ ∈MωT(G) and ‖φT(μ)‖ ≤ ‖μ‖ωT. As observed in [2],
a routine application of Fubini’s theorem shows that φT(μ ∗ ν) = φT(μ)φT(ν) for
μ, ν ∈ Mc(G). SinceMc(G) is dense inMωT(G), this shows that φT is an algebra
homomorphism.

The last assertion follows from the existence of bounded approximate iden-
tities in L1ωT

(G), see, for example, [7], Theorem 3.3.23 or [28], Section 5.1.9, as
indicated in [2], but we give the details for the sake of completeness. Let K be
a compact neighbourhood of 0G. For every open set U ⊂ K containing 0G set
fU (g) = m(U)−1 if g ∈ U, fU (g) = 0 otherwise, so that

∫
G
fU (g)dm(g) = 1. We

have, for x ∈ X, l ∈ X∗,

|〈φT(fU )x− x, l〉| =
∣∣∣∣∫

U

〈T (g)x, l〉fU (g)dm(g)− 〈x, l〉
∫
U

fU (g)dm(g)

∣∣∣∣
≤ sup

g∈U
|〈T (g)x− T (0G)x, l〉|

∫
U

fU (g)dm(g)

= sup
g∈U

|〈T (g)x− T (0G)x, l〉| ,

and so there exists a sequence (Un)n≥1 of open subsets of K containing 0G such
that limn→+∞〈φT(fUn)x−x, l〉 = 0, since the representation is weakly continuous.

�
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3. A general spectral mapping theorem

Let A be a Banach algebra, and let ρ(a) := limn→+∞ ‖an‖
1
n be the spectral radius

of a ∈ A, so that ρ(a) = supχ∈ ̂A∪{0} |χ(a)| if A is commutative, where Â denotes

the space of characters of A, endowed with the Gelfand topology. A commutative
Banach algebra A is said to be radical if ρ(a) = 0 for every a ∈ A, which means

that Â = ∅. In the other direction a commutative Banach algebra A �= {0} is
said to be semisimple if ∩χ∈ ̂Aker(χ) = {0}, which means that ρ(a) > 0 for every

a ∈ A \ {0}. It follows from Shilov’s idempotent theorem [7], Theorem 2.4.33 that

if A is semisimple and Â is compact, then A is unital. If A is unital and a ∈ A,
spec(a) denotes the spectrum of a.

Let A be a commutative Banach algebra, and let S ⊂ A. The hull of S is
defined by the formula

hA(S) := {χ ∈ Â : χ(a) = 0 ∀a ∈ S},

and we have hA(S) = hA(I(S)), where I(S) denotes the ideal of A generated by
S. We will often write h(S) instead of hA(S) if there is no risk of confusion. If A
is not radical, the Gelfand transform â ∈ C(Â) of a ∈ A is then defined by the
formula

â(χ) := χ(a) (χ ∈ Â).
We now introduce the classical notions of regularity and spectral synthesis.

Definition 3.1. A non radical commutative Banach algebra A is said to be regular

if for every proper closed subset F of Â and every χ0 ∈ Â \ F there exists a ∈ A
such that χ0(a) = 1 and χ(a) = 0 for every χ ∈ F.

A commutative non unital Banach algebra A is said to satisfy spectral syn-
thesis if h(I) �= ∅ for every proper closed ideal I of A.

We list below some standard properties of a commutative semisimple regular
Banach algebra A.
1. A is normal: for every closed subset F of Â and every compact subset K of

Â disjoint from F there exists a ∈ A such that χ(a) = 0 for every χ ∈ F and
χ(a) = 1 for every χ ∈ K, see, for example, [7], Proposition 4.1.14.

2. Let F ⊂ Â be closed and nonempty, set IF := {a ∈ A : χ(a) = 0 ∀χ ∈ F}
and denote by JF the set of all a ∈ A such that there exists an open subset

Ua ⊃ F of Â satisfying χ(a) = 0 for every χ ∈ Ua. Then h(JF ) = h(IF ) = F,
and every ideal I of A such that h(I) = F satisfies JF ⊂ I ⊂ IF , see, for
example, [28], Propositions 3.2.6 or 7.3.2. In particular, if A is not unital and
h(I) = ∅, then a ∈ I for every a ∈ A such that â is supported by some

compact subset of Â.
3. Let (Iλ)λ∈Λ be a family of closed ideals of A. Then

∪{h (Iλ) : λ ∈ Λ} is dense in h (∩{Iλ : λ ∈ Λ}) . (3.1)
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4. Let φ be a homomorphism from A into a commutative unital Banach algebra

B of unit element eB. Set φ∗(χ) = χ ◦ φ for χ ∈ B̂. Then we have, see, for
example, [7], Proposition 4.1.27.,

h(ker(φ)) ⊂ φ∗(B̂) ⊂ h(ker(φ)) ∪ {0}, (3.2)

â(h(ker(φ)) ⊂ specB(φ(a)) ⊂ â(h(ker(φ)) ∪ {0} (a ∈ A). (3.3)

If eB ∈ φ(A), then eB ∈ φ(A), h(ker(φ)) = φ∗(B̂) is compact, and we have

specB(φ(a)) = â(h(ker(φ)) (a ∈ A). (3.4)

Conversely if h(ker(φ)) is compact and nonempty, then φ(A) is unital. More-

over φ∗ is a homeomorphism from B̂ onto h(ker(φ)) if φ(A) is dense in B.
Property 3 is well known and easy to prove: denote F the closure of ∪{h (Iλ) :

λ ∈ Λ}, so that F ⊂ h (∩{Iλ : λ ∈ Λ}) . If χ /∈ F, let U ⊂ Â be an open set such
that F ⊂ U and χ /∈ U. There exists a ∈ A such that â(χ) = 1 and â(U) = {0}.
Since h(Iλ) ⊂ U, we have a ∈ Iλ for λ ∈ Λ, and χ /∈ h (∩{Iλ : λ ∈ Λ}) .

Property 4 means that φ(A) is a “full subalgebra” of B if A is semisimple

and if φ(A), or, equivalently, A, contains the unit element of B, since in this case
inv(φ(A)) = inv(B)∩ φ(A) (inv denotes the set of invertible elements). Since the
group G of invertible elements of a unital Banach algebra is open, and since the
map x �→ x−1 is continuous on G, this shows that in this situation the Banach

algebra φ(A) is also a full subalgebra of B (this property also follows from the

regularity of φ(A), see [19], Lemma 1).

The fact that eB ∈ φ(A) implies that eB ∈ φ(A) when A is semisimple and
regular is also standard. In this situation h(ker(φ)) is compact and nonempty. Let

U be a compact subset of Â the interior of which contains h(ker(φ)), and let u ∈ A
be such that û(U) = {1}. Then a − au ∈ Jh(ker(φ)) ⊂ ker(φ) for every a ∈ A. So
φ(u) is a unit element of φ(A), and φ(u) = eB.

Notice that it may happen that eB ∈ φ(A) and that φ(A) is not unital when
φ is a homomorphism from a commutative semisimple Banach algebra A into a
commutative unital Banach algebra: for r > 0 denote by Ar the Banach algebra of
holomorphic functions on the open disc Dr := D(0, r) which admit a holomorphic
extension to the closed disc Dr. Set M1 := {f ∈ A1 : f(1) = 0}. For f ∈ M1

denote by φ(f) the restriction of f to the closed disc D1/2. Set en(z) =
z−1

z−1−1/n

for |z| ≤ 1. Then en ∈M1, limn→+∞ sup|z|≤1/2 |1−en(z)| = 0, an easy verification

shows that φ(M1) is dense in the unital Banach algebra A1/2, but φ(M1) does

not contain 1 and φ(en)
−1 /∈ φ(M1) for n ≥ 1.

The closed subalgebra reg(A) of a commutative Banach algebra generated by
the union of all closed regular subalgebras of A is itself a closed regular subalgebra
of A, called the maximal regular subalgebra of A. This result goes back to Albrecht
[1] in the semisimple case, see also the proof of [27] given in [7], Proposition 4.1.17.
A very simple proof of this fact based on the hull-kernel topology was obtained by
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Inoue and Takahasi in [18], see [28], Corollary 3.2.11. Notice that reg (A) is unital
if A has a unit element e, since Ce is regular.

We now state an abstract version of the spectral mapping theorem. We will
use below the fact that if I is a closed ideal of A not contained in the radical
of A, then every χ ∈ Î has a unique extension χ̃ to A given by the formula
χ̃(a) := χ(au), where u is any element of I such that χ(u) = 1. The map χ �→ χ̃
is clearly a homeomorphism from Î onto Â \ h(I).

Theorem 3.2. Let A be a commutative unital Banach algebra, let X be a Banach
space, let X∗ be a subspace of X ′ such that supl∈X∗,‖l‖≤1 |〈x, l〉| = ‖x‖ for x ∈ X,

and let φ : A → B(X) be a continuous unital homomorphism. Let I be a closed

ideal of A, and for χ ∈ Î denote by χ̃ the unique extension of χ to A.
Assume that I is a semisimple regular Banach algebra which satisfies spectral

synthesis, and that we have

inf
a∈I
|〈φ(a)x − x, l〉| = 0 (x ∈ X, l ∈ X∗). (3.5)

Then the following properties hold:

(i) The set hI(ker(φ) ∩ I) is not empty.
(ii) If hI(ker(φ) ∩ I) is compact, then I ∈ φ(I), φ(I) = φ(A), h(ker(φ)) = {χ̃ :
χ ∈ hI(ker(φ) ∩ I)}, and

spec(φ(a)) = {χ̃(a) : χ ∈ hI(ker(φ) ∩ I)} (a ∈ A).

(iii) If hI(ker(φ) ∩ I) is not compact, then the weak∗-closure of hI(ker(φ) ∩ I)
in the unit ball of the dual of I contains 0, 0 ∈ â(hI(ker(φ) ∩ I)), and
spec(φ(a)) \ {0} ⊂ â(hI(ker(φ) ∩ I)) for a ∈ I.

(iv) If U is a closed regular subalgebra of A containing I, then the set {χ̃|U :
χ ∈ hI(ker(φ) ∩ I)} is dense in hU(ker(φ) ∩ I), and the set {χ̃(φ(a)) : χ ∈
hI(ker(φ) ∩ I)} is dense in spec(φ(a)) for every a ∈ U .

Proof. (i) Let x ∈ X \ {0} and l ∈ X∗ be such that 〈x, l〉 �= 0. It follows from (3.5)
that 〈φ(a)x, l〉 �= 0 for some a ∈ I, ker(φ) ∩ I is a proper closed ideal of I and
hI(ker(φ) ∩ I) �= ∅.

(ii) If hI(ker(φ)∩I) is compact, then φ(I) is unital and it follows from (3.5)
that I ∈ φ(I), and so φ(I) = φ(A) since φ(I) is an ideal of φ(A). Let u ∈ I such
that e− u ∈ ker(φ), where e denotes the unit element of A. Then χ(u) = χ(e) = 1
for χ ∈ h(ker(φ)), and χ /∈ h(I). Hence h(ker(φ)) = {χ̃ : χ ∈ hI(ker(φ) ∩ I)},
since χ̃ ∈ h(ker(φ)) for every χ ∈ hI(ker(φ)∩I). Let B be a maximal commutative
subalgebra of B(X) containing φ(A). Then it follows from (3.4) applied to B that
spec(φ(a)) = spec(φ(au)) = specB(φ(au)) = {χ(au) : χ ∈ hI(ker(φ) ∩ I)} =
{χ̃(a) : χ ∈ hI(ker(φ) ∩ I)}.

(iii) Now assume that hI(ker(φ) ∩ I) is not compact. Then I /∈ φ(I), 0 ∈
hI(ker(φ) ∩ I), and 0 ∈ â(hI(ker(φ) ∩ I)). The fact that spec(φ(a)) \ {0} ⊂
â(hI(ker(φ) ∩ I)) for a ∈ I follows from (3.3) applied to B.
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(iv) Denote by K(Î) the set of all nonempty compact subsets of Î, and for

K ∈ K(Î) denote by IK the set of all a ∈ I such that χ(a) = 0 for every χ ∈ K.
Then IK is a closed ideal of A. Set

XK = {x ∈ X : φ(a)x = 0 ∀a ∈ IK}.
Then XK is a closed subspace of X, and φ(a)(XK) ⊂ XK for every a ∈ A. Set
φK(a) = φ(a)|XK

for a ∈ A. Then φK : A → B(XK) is a unital homomorphism.

Let χ0 ∈ Î \ K, and let u ∈ I be such that χ0(u) = 1 and χ(u) = 0 for every
χ ∈ K. Then u ∈ IK ⊂ ker(φK), and χ0 /∈ hI(ker(φK) ∩ I). This shows that
hI(ker(φK) ∩ I) ⊂ K is compact. It follows then from (ii) that h(ker(φK)) = {χ̃ :
χ ∈ h(ker(φK) ∩ I)}.

Let U be a closed regular subalgebra of A containing I. We have that
hU (ker(φK) ∩ U) = {χ̃|U : χ ∈ hI(ker(φK) ∩ I)} ⊂ {χ̃|U : χ ∈ hI(ker(φ) ∩ I)}.

Clearly, ker(φ) ⊂ ∩{ker(φK) : K ∈ K(Î)}. Conversely assume that a ∈ A
and that φK(a) = 0 for every K ∈ K(Î). Set ΔK = I

̂I\K̊ , where K̊ denotes

the interior of K ∈ K(Î). Let x ∈ X, and let l ∈ X∗. Since I satisfies spectral

synthesis, ∪{ΔK : K ∈ K(Î)} is dense in I, and there exists a sequence (un)n≥1 of

elements of ∪{ΔK : K ∈ K(Î)} such that 〈φ(a)x, l〉 = limn→+∞〈φ(un)φ(a)x, l〉 =
limn→+∞〈φ(a)φ(un)x, l〉. Let Kn ∈ K(Î) such that un ∈ ΔKn . If b ∈ IKn , then
bun ∈ ∩χ∈̂I ker(χ) = {0}, and so φ(un)x ∈ XKn and φ(a)φ(un)x = 0. Hence

〈φ(a)x, l〉 = 0 and a ∈ ker(φ).

Hence ker(φ) = ∩{ker(φK) : K ∈ K(Î)}, ker(φ) ∩ U = ∩{ker(φK) ∩ U : K ∈
K(Î)}, and it follows from (3.1) that {χ̃|U : χ ∈ hI(ker(φ)∩I)} ⊃ ∪{hU(ker(φK)∩
U) : K ∈ K(Î)} is dense in hU (ker(φ) ∩ U).

It follows then from (3.4) that the set {χ̃(a) : χ ∈ hI(ker(φ)∩I)} is dense in
spec(φ(a)) for every a ∈ U . �

4. The weak spectral mapping theorem for representations
of locally compact abelian groups

Consider again a locally compact abelian group G. A submultiplicative locally
bounded measurable weight on G is a function ω : G → (0,+∞) which is mea-
surable with respect to the Haar measure m on G and satisfies ω(g1 + g2) ≤
ω(g1)ω(g2) for g1, g2 ∈ G and supg∈K ω(g) < +∞ for every compact subset K

of G. In this situation the space L1ω(G) of all Haar measurable functions f on G
satisfying ‖f‖ω :=

∫
G |f(g)|ω(g)dm(g) < +∞ is a Banach algebra with respect to

convolution. If limn→+∞ ω(ng)
1
n = 1 for every g ∈ G, then ω(g) ≥ 1 for every

g ∈ G, and the map s �→ χs is a homeomorphism from the dual group Ĝ onto

L̂1ω(G), where the character χs is defined by the formula

χs(f) =

∫
G

f(g)〈g, s〉dm(g) = f̂(s) (f ∈ L1ω(G)). (4.1)
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Definition 4.1. A submultiplicative measurable locally bounded weight on G is
said to be nonquasianalytic when it satisfies the condition

+∞∑
n=1

log(ω(ng))

1 + n2
< +∞ (g ∈ G). (4.2)

Notice that if ω is any submultiplicative weight on G then we have ω(g) ≥
limn→+∞ ω(ng)

1
n for g ∈ G. Condition (4.2) implies that limn→+∞ ω(ng)

1
n ≤ 1

for every g ∈ G. Since limn→+∞ ω(ng)
1
n · limn→+∞ ω(−ng)

1
n ≥ 1, we have in fact

ω(g) ≥ limn→+∞ ω(ng)
1
n = 1 for g ∈ G if ω is nonquasianalytic. This allows us to

identify the character space L̂1ω(G) with the dual group Ĝ by using formula (4.1).
The following result goes back to Domar [8].

Theorem 4.2 ([8]). Let G be a locally compact abelian group, let ω be a submulti-
plicative measurable locally bounded nonquasianalytic weight on G. Then the convo-
lution algebra L1ω(G) is a regular Banach algebra which satisfies spectral synthesis.

We now state a general version of the weak spectral mapping theorem.

Theorem 4.3. Let G be a locally compact abelian group, let (X,X∗) be a dual
pairing and let T = (T (g))g∈G be a representation of G on X which is weakly
continuous with respect to (X,X∗). Assume that the representation satisfies the
condition

+∞∑
n=1

log ‖T (ng)‖
1 + n2

< +∞ (g ∈ G). (4.3)

Set MωT(G) = {μ ∈ M(G) :
∫ ∗
G
‖T (g)‖d|μ|(g) < +∞}, and let φT :MωT(G) →

B(X) be the unital homomorphism defined by the formula

〈φT(μ)x, l〉 =
∫
G

〈T (g)x, l〉dμ(g) (μ ∈MωT(G), x ∈ X, l ∈ X∗) .

Let

spec(T) := {s ∈ Ĝ : f̂(s) = 0 ∀f ∈ ker(φT) ∩ L1ωT
(G)}

be the Arveson spectrum of the representation. Then the following properties hold.

(i) spec(T) is nonempty.
(ii) If spec(T) is compact, then the representation is continuous with respect

to the norm of B(X), φT(MωT(G)) = φT(L
1
ωT

(G)) and spec(φT(μ)) =
μ̂(spec(T)) for every μ ∈MωT(G).

(iii) If μ is contained in a regular subalgebra ofMωT(G), then the set μ̂(spec(T))
is dense in spec(φT(μ)). In particular the set {〈g, s〉 : s ∈ spec(T)} is dense
in spec(T (g)) for every g ∈ G.

Proof. It follows from Proposition 2.4 that inff∈L1
ωT

(G) |〈φT(f)x− x, l〉| = 0, and

it follows from Theorem 4.2 that the convolution algebra L1ωT
(G) is regular and

satisfies spectral synthesis. Denote by δg the Dirac measure at g ∈ G. Then
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T (g) = φT(δg). Since the discrete topology on G is locally compact, the convolu-

tion algebra l1ωT
(G) = span {δg}g∈G is also regular, and it follows from Theorem

3.2 that (i), (iii) and the last two assertions of (ii) hold. Since the map g �→ f ∗ δg
is continuous on G with respect to the norm of LqωT(G) for every f ∈ Cc(G), and
since φT is continuous, a density argument shows that the map g �→ φT(f)T (g)
is continuous with respect to the norm of B(X) for every f ∈ L1ωT

(G). Hence
the representation is continuous with respect to the norm of B(X) if spec(T) is
compact, since in this case I = φT(f) for some f ∈ L1ωT

(G). �

Notice that if τ is a locally compact group topology on G coarser than the
given one, then L1ωT

(G,mτ ) is a regular subalgebra ofMωT(G), and so μ̂(spec(T))

is dense in spec(φT(μ)) for μ ∈ L1ωT
(G,mτ ) if T is non-quasianalytic. The union of

all these convolution algebras may be strictly contained in reg(MωT(G)), see [17].

5. Link between the Arveson spectrum and the spectrum
of the generator of a C0-group

Consider the case G = R, X∗ = X ′, T a C0-group on X with non-quasianalytic
weight. Denote by A the infinitesimal generator of T ; this is an unbounded linear

operator on X with dense domain DA.We identify Ĝ with iR and for f ∈ L1ωT
(R)

the Fourier transform is

f̂(is) =

∫
R

f(t)eitsdt = χis(f) .

For the convenience of the reader, we give a proof of the following well-known
result (stated in a slightly less general form in Corollary 4.1 of [32]).

Theorem 5.1. spec(T) = σ(A)

Proof. For the inclusion “⊃” we use the following two poperties:

i) For f ∈ L1ωT
(R) with φT(f) = 0 we have σap(A) ⊂ ker f̂ (σap is the approxi-

mate point spectrum of the operator).
ii) σ(A) = σap(A)

Proof of the inclusion “⊃”:

σ(A) = σap(A) ⊂
⋂

f∈L1
ωT

(R),φT(f)=0

ker f̂ = spec(T).

Proof of i): Let λ ∈ σap(A), xn ∈ DA a sequence with ‖xn‖ = 1, λxn −Axn → 0.
Then

eλtxn − T (t)xn =

∫ t

0

eλ(t−s)T (s)(λxn −Axn)ds,
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and eλtxn − T (t)xn → 0. We compute

‖φT(f)‖ = sup
‖x‖=1

‖φT(f)x‖

≥ lim‖φT(f)xn‖

= lim‖
∫ ∞

−∞

(
T (t)xn − eλtxn + eλtxn

)
f(t)dt‖

≥ lim|
∫ ∞

−∞
eλtf(t)dt| ‖xn‖ − lim‖

∫ ∞

−∞

(
T (t)xn − eλtxn

)
f(t)dt‖

= |f̂(λ)|.

So φT(f) = 0 implies f̂(λ) = 0.

Proof of ii): This follows from the non-quasianalyticity of the weight, since σ(A) ⊂
iR, and therefore σ(A) = ∂σ(A), the boundary.

For the opposite inclusion “⊂” we use the following two properties:

iii) For f ∈ L1ωT
(R) such that f̂ has compact support and vanishes on an open

set containing σ(A) we have φT(f) = 0.
iv) L1ωT

(R) is a regular Banach algebra.

Proof of the inclusion “⊂”: If λ ∈ iR \ σ(A), choose first a closed neighbourhood
U of σ(A) (in the Euclidean topology) such that λ �∈ U . Then, by regularity, there

exists f ∈ L1ωT
(R) such that f̂ = 0 on U and f̂(λ) = 1, and there exists g ∈ L1ωT

(R)
such that ĝ has compact support and ĝ(λ) = 1. Set h = f ∗ g. Then by iii) we have

φT(h) = 0, with ĥ(λ) = 1. Hence λ /∈ spec(T).

Proof of iii): By Lebesgue and by inverse Fourier transform theorems we have

φT(f)x = lim
δ→0+

∫ ∞

−∞
e−δ|t|T (t)xf(t)dt, f(t) =

1

2π

∫ ∞

−∞
f̂(−is)eistds.

Furthermore, for &λ > 0 we have

(λ−A)−1x =

∫ ∞

0

e−λtT (t)xdt, (λ+A)−1x =

∫ 0

−∞
eλtT (t)xdt.

We compute, using Fubini and Lebesgue theorems:

φT(f)x =
1

2π
lim

δ→0+

∫ ∞

−∞

(∫ 0

−∞
+

∫ ∞

0

)
eiste−δ|t|T (t)xdtf̂(−is)ds

=
1

2π
lim

δ→0+

∫ ∞

−∞

(
(δ − is−A)−1x− (−δ − is−A)−1x

)
f̂(−is)ds

= 0.

Proof of iv): This follows from the non-quasianaliticity of the weight (4.3).

The theorem is proved. �
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1. Introduction

By now sectorial operators play a central role in the study of abstract evolution
equations. Moreover, in the past decades certain sectorial operators with additional
properties have become important both from the point of view of operator theory
and partial differential equations. We call these additional properties regularity
properties of sectorial operators. Very important examples are the boundedness of
the H∞-calculus or the imaginary powers, R-sectoriality and – in the case that
the sectorial operator generates a semigroup – the property of having a dilation to
a group. This survey is intended as a quick guide to these properties and the main
results and open questions in this area. A particular emphasis is thereby given to
the presentation of various methods to construct counterexamples.

In the first section we introduce all aforementioned properties and list the
main results. In particular we will see that on Lp for p ∈ (1,∞) and on more
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general Banach spaces the following implications hold:

loose dilation ⇒ bounded H∞-calculus ⇒ BIP ⇒ R-sectorial

and all of them imply sectoriality by their mere definitions. Our main goal in the
sections thereafter is to give explicit counterexamples which show that for each of
the above properties the converse implication⇐ does not hold. We present different
approaches to construct such counterexamples. The first one is well known and the
most far-reaching and uses Schauder multipliers. In [17] and [18] this approach has
been developed further to give the first explicit example of a sectorial operator on
Lp which is not R-sectorial. The second approach uses a theorem of S. Monniaux
to give examples of sectorial operators with BIP which do not have a bounded
H∞-calculus. Finally, we study the regularity properties on exotic Banach spaces
and show how Pisier’s counterexample to the Halmos problem can be used to give
an example of a sectorial operator with a bounded H∞(Σπ

2
+)-calculus which does

not have a dilation. Moreover, we meet and motivate open problems in the theory
and formulate them separately whenever they arise.

2. Main definitions and fundamental results

In this section we give the definitions of the regularity properties to be considered
later. Further, we present the main results for these regularity classes. Our leit-
motif is to present all results in the most general form that does not involve the
introduction of new concepts apart from the main ones. We hope that this allows
the reader to see the main ideas clearly without getting himself lost in details.
For further information we refer to [38], [12] and [26]. Furthermore we make the
following convention.

Convention 2.1. All Banach spaces are assumed to be complex.

2.1. Sectorial operators

We begin our journey with sectorial operators. For ω ∈ (0, π) we denote by

Σω := {z ∈ C \ {0} : |arg(z)| < ω}
the open sector in the complex plane with opening angle ω, where our convention
is that arg z ∈ (−π, π].

Definition 2.2 (Sectorial operator). A closed densely defined operator A with dense
range on a Banach space X is called sectorial if there exists an ω ∈ (0, π) such
that

σ(A) ⊂ Σω and sup
λ�∈Σω+ε

‖λR(λ,A)‖ <∞ ∀ε > 0. (Sω)

One defines the sectorial angle of A as ω(A) := inf{ω : (Sω) holds}.

Remark 2.3. The above definition automatically implies that A is injective. The
definition of sectorial operators varies in the literature. Some authors do not require
a sectorial operator to be injective or to have dense range. Others even omit the
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density of the domain. We give this strict definition to reduce technical difficulties
when dealing with bounded imaginary powers and bounded H∞-calculus. For a
very general treatment avoiding unnecessary restrictions in the development as far
as possible see the monograph [26].

2.2. R-sectorial operators

In the study of Lp-maximal parabolic regularity culminating in the work [60]
an equivalent characterization of maximal Lp-regularity in terms of a stronger
sectoriality condition has become very useful both for theory and applications.
This condition is calledR-sectoriality. We will exclusively treat this condition from
an operator theoretic point of view and refer to [38] and [12] for the connection
with non-linear parabolic partial differential equations.

Let rk(t) := sign sin(2kπt) be the kth Rademacher function. Then on the
probability space ([0, 1],B([0, 1]), λ), where B([0, 1]) is the Borel σ-algebra on [0, 1]
and λ denotes the Lebesgue measure, the Rademacher functions form an indepen-
dent identically distributed family of random variables satisfying P(rk = ±1) = 1

2 .

Definition 2.4 (R-boundedness). A family of operators T ⊆ B(X) on a Banach
space X is called R-bounded if for one p ∈ [1,∞) (equiv. all p ∈ [1,∞) by the
Khintchine inequality) there exists a finite constant Cp ≥ 0 such that for each
finite subset {T1, . . . , Tn} of T and arbitrary x1, . . . , xn ∈ X one has∥∥∥∥ n∑

k=1

rkTkxk

∥∥∥∥
Lp([0,1];X)

≤ Cp

∥∥∥∥ n∑
k=1

rkxk

∥∥∥∥
Lp([0,1];X)

. (2.1)

The best constant Cp such that (2.1) holds is called the R-bound of T and is
denoted (for an implicitly fixed p) by R(T ).

Furthermore we denote by Rad(X) the closed span of the functions of the
form

∑n
k=1 rkxk in L1([0, 1];X). The R-bound behaves in many ways similar to a

classical norm. For example, if S is a second family of operators, one sees that (if
the operations make sense)

R(T + S) ≤ R(T ) +R(S), R(T S) ≤ R(T )R(S).

Note that by the orthogonality of the Rademacher functions in L2([0, 1]) a family
T ⊆ B(H) for some Hilbert space H is R-bounded if and only if T is bounded in
operator norm. In fact, an R-bounded subset T ⊆ B(X) for a Banach space X
is clearly always norm-bounded and one can show that the converse holds if and
only if X is isomorphic to a Hilbert space [2, Proposition 1.13].

Now, if one replaces norm-boundedness by R-boundedness, one obtains the
definition of an R-sectorial operator.

Definition 2.5 (R-sectorial operator). A sectorial operator on a Banach space X
is called R-sectorial if for some ω ∈ (ω(A), π) one has

R{λR(λ,A) : λ �∈ Σω} <∞. (Rω)
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One defines the R-sectorial angle of A as ωR(A) := inf{ω : (Rω) holds}. If A is
not R-sectorial, we set ωR(A) :=∞.

By definition one has ω(A) ≤ ωR(A). In Hilbert spaces an operator is sectorial
if and only if it is R-sectorial. In this case the equality ω(A) = ωR(A) holds. There
are examples of sectorial operators A on Banach spaces for which one has the strict
inequalities ω(A) < ωR(A) < ∞. For this see the examples cited in Section 2.3
and use the fact that ωR(A) = ωH∞(A) on UMD-spaces. However, the following
problem seems to be open.

Problem 1. Let A be an R-sectorial operator on Lp for p ∈ (1,∞). Does one
have ω(A) = ωR(A) (if A generates a positive / contractive / positive contractive
analytic C0-semigroup)?

In general Banach spaces R-sectorial operators clearly are sectorial, the con-
verse question whether every sectorial operator is R-sectorial will be explicitly
answered negatively in Theorem 3.18.

2.3. Bounded H∞-calculus for sectorial operators

In complete analogy to the Dunford functional calculus for bounded operators one
can define a holomorphic functional calculus for sectorial operators. This goes back
to the work [46] in the Hilbert space case and to [10] in the Banach space case.
We start by introducing the necessary function spaces.

Definition 2.6. For σ ∈ (0, π) we define

H∞
0 (Σσ) :=

{
f : Σσ → C analytic : |f(λ)| ≤ C |λ|ε

(1 + |λ|)2ε on Σσ for C, ε > 0

}
,

H∞(Σσ) := {f : Σσ → C analytic and bounded}.

Now let A be a sectorial operator on a Banach space X and σ > ω(A). Then
for f ∈ H∞

0 (Σσ) one can define

f(A) =
1

2πi

∫
∂Σσ′
f(λ)R(λ,A) dλ (ω(A) < σ′ < σ).

This is well defined by the growth estimate on f and by the invariance of the
contour integral and induces an algebra homomorphism H∞

0 (Σσ)→ B(X).
One can show that this homomorphism can be extended to a bounded ho-

momorphism on H∞(Σσ) satisfying a continuity property similar to the one in
Lebesgue’s dominated convergence theorem if and only if the homomorphism
H∞

0 (Σσ)→ B(X) is bounded. This leads us to the next definition.

Definition 2.7 (Bounded H∞-calculus). A sectorial operator A is said to have
a bounded H∞(Σσ)-calculus for some σ ∈ (ω(A), π) if the homomorphism f �→
f(A) from H∞

0 (Σσ) to B(X) is bounded. The infimum of the σ for which this
homomorphism is bounded is denoted by ωH∞(A). We say that A has a bounded
H∞-calculus if A has a bounded H∞(Σσ)-calculus for some σ ∈ (0, π). If A does
not have a bounded H∞-calculus, we let ωH∞(A) :=∞.
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One can extend the functional calculus to the broader class of holomorphic
functions on Σσ with polynomial growth [38, Appendix B]. Of course, the so ob-
tained operators cannot be bounded in general. Note that it follows directly from
the definition that one always has ω(A) ≤ ωH∞(A) for a sectorial operator A.
Moreover, there exist examples of sectorial operators A for which the strict in-
equalities ω(A) < ωH∞(A) < ∞ hold: in [32] N.J. Kalton gives an example on a
uniformly convex space and in the unpublished manuscript [35] there is an example
on a subspace of an Lp-space by the same author.

There is a close connection to R-boundedness and R-sectoriality. A Banach
space X is said to have Pisier’s property (α) (as introduced in [51]) if there is
a constant C ≥ 0 such that for all n ∈ N, all n × n-matrices [xij ] ∈ Mn(X) of
elements in X and all choices of scalars [αij ] ∈Mn(C) one has∫

[0,1]2

∥∥∥∥ n∑
i,j=1

αijri(s)rj(t)xij

∥∥∥∥ ds dt ≤ C sup
i,j
|αij |

∫
[0,1]2

∥∥∥∥ n∑
i,j=1

ri(s)rj(t)xij

∥∥∥∥ ds dt.
We remark that Lp-spaces have Pisier’s property (α) for p ∈ (1,∞). A proof of
the following theorem can be found in [38, Theorem 12.8].

Theorem 2.8. Let X be a Banach space with Pisier’s property (α) and A a sectorial
operator on X with a bounded H∞(Σσ)-calculus for some σ ∈ (0, π). Then for all
σ′ ∈ (σ, π) and all C ≥ 0 the set

{f(A) : ‖f‖H∞(Σσ′ ) ≤ C}
is R-bounded.

Note that this also implies under the above assumptions that a sectorial
operator with a bounded H∞-calculus is R-sectorial. This can also be proved
under the following weaker assumption on the Banach space [37, Theorem 5.3]. A
Banach space X has property (Δ) if there is a constant C ≥ 0 such that for all
n ∈ N and all n× n-matrices [xij ] ∈Mn(X) one has∫

[0,1]2

∥∥∥∥ n∑
i=1

i∑
j=1

ri(s)rj(t)xij

∥∥∥∥ ds dt ≤ C ∫
[0,1]2

∥∥∥∥ n∑
i,j=1

ri(s)rj(t)xij

∥∥∥∥ ds dt.
Theorem 2.9. Let X be a Banach space with property (Δ). Further let A be a
sectorial operator on X with a bounded H∞-calculus. Then A is R-sectorial with
ωR(A) = ωH∞(A).

The above theorem can be seen as a generalization of the result that a sec-
torial operator with a bounded H∞-calculus on a Hilbert space satisfies ω(A) =
ωH∞(A). In particular, the example for the strict inequality ωH∞(A) > ω(A) on
a subspace of Lp gives the same strict inequality for the R-sectorial angle ωR(A).

It is an important and natural question to ask which classes of sectorial
operators have a bounded H∞-calculus. In the following a contractive analytic
semigroup is an analytic semigroup (T (z)) with ‖T (t)‖ ≤ 1 for all t ≥ 0. In the
Hilbert space case one has the following characterization.
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Theorem 2.10. Let A be a sectorial operator on a Hilbert space such that −A
generates a contractive analytic C0-semigroup. Then A has a bounded H∞-calculus
with ωH∞(A) = ω(A) < π

2 .
Conversely, if A has a bounded H∞-calculus with ωH∞(A) < π

2 , then there

exists an invertible S ∈ B(H) such that −S−1AS generates a contractive analytic
C0-semigroup.

The first implication follows from the existence of a dilation to a C0-group
as discussed in Section 3 and the fact ωH∞(A) = ω(A), the second implication is
a result of C. Le Merdy [40, Theorem 1.1]. There is an analogue in the Lp-case.

Theorem 2.11. Let p ∈ (1,∞) and A be a sectorial operator on an Lp-space Lp(Ω)
such that −A generates a contractive positive analytic C0-semigroup. Then A has
a bounded H∞-calculus with ωH∞(A) = ωR(A) <

π
2 .

Conversely, if A has a bounded H∞-calculus with ωH∞(A) < π
2 , then there

exists a sectorial operator B on a second Lp-space Lp(Ω̃) with ωH∞(B) < π
2 such

that −B generates a positive contractive analytic C0-semigroup, a quotient of a
subspace E of Lp(Ω̃) and an invertible S ∈ B(Lp(Ω), E) with A = S−1BS.

The first implication is due to L. Weis (see [60, Remark 4.9c)] and [59, Sec-
tion 4d)]), the second one was obtained by the author in [19]. There are some open
questions regarding generalizations of Weis’ result.

Problem 2. Let A be a sectorial operator on some UMD-Banach lattice and sup-
pose that −A is the generator of a positive contractive C0-semigroup. Does A have
a bounded H∞-calculus (bounded imaginary powers / is R-analytic)?

Problem 3. Let A be a sectorial operator on some Lp-space for p ∈ (1,∞) and
suppose that −A is the generator of a contractive C0-semigroup. Does A have a
bounded H∞-calculus (bounded imaginary powers / is R-analytic)?

Problem 4. Let A be a sectorial operator on some Lp-space for p ∈ (1,∞) and
suppose that −A is the generator of a positive C0-semigroup. Does A have a
bounded H∞-calculus (bounded imaginary powers / is R-analytic)?

Problem 5. Find a similar characterization as in Theorem 2.10 or Theorem 2.11
in the case ωH∞(A) =

π
2 .

It was observed by C. Le Merdy in [41, p. 33] that a counterexample to Prob-
lem 3 on Lp would also provide a negative answer to a (largely) open conjecture
by Matsaev. For an introduction to the problem, its noncommutative analogue
and further references we refer to the recent article [4]. We note that there exists
a 2 × 2-matrix counterexample to Matsaev’s conjecture for the case p = 4 which
was obtained with the help of numerics [14], but an analytic approach is missing.

2.4. Bounded imaginary powers (BIP)

Sectorial operators with bounded imaginary powers have been studied before the
first appearance of the H∞-calculus. They play an important role in the Dore–
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Venni theorem [13, Theorem 2.1] and in the interpolation of fractional domain
spaces [61].

Definition 2.12 (Bounded Imaginary Powers (BIP)). A sectorial operator on a
Banach space X is said to have bounded imaginary powers (BIP) if for all t ∈ R
the operatorAit associated to the functions λ �→ λit via the holomorphic functional
calculus is bounded.

In this case (Ait)t∈R is a C0-group on X with generator i logA [26, Corol-
lary 3.5.7]. The growth of the C0-group (Ait)t∈R is used to define the BIP-angle.

Definition 2.13. For a sectorial operator A on some Banach space with bounded
imaginary powers one defines

ωBIP(A) := inf{ω ≥ 0 : ‖Ait‖ ≤Meω|t| for all t ∈ R for some M ≥ 0}.

If A does not have bounded imaginary powers, we set ωBIP(A) :=∞.

Let A be a sectorial operator with a bounded H∞(Σσ)-calculus for some
σ ∈ (0, π). Then one has

|λit| ≤ exp(Re(it logλ)) ≤ exp(|t|σ)

for all λ ∈ Σσ. This shows that the boundedness of the H
∞-calculus for A implies

that A has bounded imaginary powers with ωBIP(A) ≤ ωH∞(A). A less obvious fact
is that BIP implies R-sectoriality on UMD-spaces [12, Theorem 4.5]. A Banach
space is called a UMD-space if the vector-valued Hilbert transform is bounded
on L2(R;X). There are more equivalent definitions of UMD-spaces. For details
we refer to [8] and [54]. We only note the following: if X is a UMD-space, then
so is Lp(Ω;X) for all measure spaces Ω and p ∈ (1,∞). In particular, Lp(Ω) is
UMD. Moreover, every UMD-space has property (Δ), but not every UMD-space
has Pisier’s property (α).

Theorem 2.14. Let A be a sectorial operator with bounded imaginary powers on a
UMD-space. Then A is R-sectorial with ωR(A) ≤ ωBIP(A).

In particular this implies that a sectorial operator A on a UMD-space with
a bounded H∞-calculus satisfies ωR(A) = ωBIP(A) = ωH∞(A). The first exam-
ple showing that the strict inequality ω(A) < ωBIP(A) can hold was found by
M. Haase [25, Corollary 5.3] (see also Remark 4.3).

2.5. Sectorial operators which have a dilation

A further regularity property which is not so inherent to sectorial operators but
nevertheless very important for their study is the existence of group dilations. This
powerful concept goes back to B. Sz.-Nagy. For a detailed treatment of dilation
theory on Hilbert spaces see [57]. In particular one has the following result [57,
Theorem 8.1].
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Theorem 2.15. Let (T (t))t≥0 be a contractive C0-semigroup on a Hilbert space
H. Then there exists a second Hilbert space K, an embedding J : H → K, an
orthogonal projection P : K → H and a unitary group (U(t))t≥0 on K with

T (t) = PU(t)J for all t ≥ 0.

It follows from the spectral theory of normal operators that the negative
generator of (U(t))t∈R and therefore also the negative generator of (T (t))t≥0 has
a bounded H∞-calculus for all angles bigger than π

2 . Hence, using the fact that
ω(A) = ωH∞(A) we have found a proof of the first part of Theorem 2.10. We have
seen the following.

Corollary 2.16. Let A be a sectorial operator on a Hilbert space such that −A
generates a contractive C0-semigroup. Then A has a bounded H∞-calculus with
ωH∞(A) = ω(A) ≤ π

2 .

It is now time to give a precise definition of semigroup dilations on general
Banach spaces. We follow the terminology used in [5].

Definition 2.17. Let (T (t))t≥0 be a C0-semigroup on some Banach spaceX . Further
let X denote a class of Banach spaces. We say that

(i) (T (t))t≥0 has a strict dilation in X if for some Y in X there are contractive
linear operators J : X → Y and Q : Y → X and an isometric C0-group
(U(t))t∈R on Y such that

T (t) = QU(t)J for all t ≥ 0.

(ii) (T (t))t≥0 has a loose dilation in X if for some Y in X there are bounded linear
operators J : X → Y and Q : Y → X and a bounded C0-group (U(t))t∈R on
Y such that

T (t) = QU(t)J for all t ≥ 0.

Note that in the above terminology Theorem 2.15 shows that every contrac-
tive C0-semigroup on a Hilbert space has a strict dilation in the class of all Hilbert
spaces. The main connection with the other regularity properties is the following
observation.

Proposition 2.18. Let A be a sectorial operator on a Banach space X such that
−A generates a C0-semigroup which has a loose dilation in the class of all UMD-
Banach spaces. Then A has a bounded H∞-calculus with ωH∞(A) ≤ π

2 .

This follows from the transference principle of R.R. Coifman and G. Weis
developed in [9] which reduces the assertion to the case of the vector-valued shift
group on Lp(R;Y ) for some UMD-space Y which can be shown directly with the
help of the vector-valued Mikhlin multiplier theorem [62, Proposition 3].

On Lp-spaces for p ∈ (1,∞) one has the following characterization of strict
dilations. A bounded linear operator T : Lp(Ω) → Lp(Ω′) is called a subpositive
contraction if there exists a positive contraction S : Lp(Ω)→ Lp(Ω′), that is ‖S‖ ≤
1 and f ≥ 0⇒ Sf ≥ 0, such that |Tf | ≤ S |f | for all f ∈ Lp(Ω).
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Theorem 2.19. Let (T (t))t≥0 be a C0-semigroup on some σ-finite Lp-space for
p ∈ (1,∞)\{2}. Then (T (t))t≥0 has a strict dilation in the class of all σ-finite Lp-
spaces if and only if (T (t))t≥0 is a semigroup consisting of subpositive contractions.

Every C0-semigroup of subpositive contractions on Lp for p ∈ (1,∞) has a
strict dilation by Fendler’s dilation theorem [20]. For the converse it suffices to
show that for a strict dilation T (t) = QU(t)J all the operators U(t), J and Q are
subpositive contractions (notice that J and Q∗ are isometries). For the first two
this essentially follows from the Banach–Lamperti theorem [21, Theorem 3.2.5] on
the structure of isometries on Lp-spaces, for the third as well if applied to the
adjoint Q∗. However, there is no characterization of semigroups on Lp with a loose
dilation.

Problem 6. Characterize those semigroups on Lp which have a loose dilation in
the class of all Lp-spaces.

For a more concrete discussion in the setting of discrete semigroups see [5,
Section 5]. We also do not know whether the following extension of Fendler’s
dilation theorem to UMD-Banach lattices holds.

Problem 7. Does every C0-semigroup of positive contractions on a UMD-Banach
lattice have a strict / loose dilation in the class of all UMD-spaces?

In the negative direction one knows the following: there exists a completely
positive contraction, i.e., a discrete semigroup, on a noncommutative Lp-space
which does not have a strict dilation in the class of all noncommutative Lp-
spaces [30, Corollary 4.4]. For a weak discrete counterexample in the setting of
Lp(Lq)-spaces see [24, Contre exemple 6.1].

Recall that by Proposition 2.18 a C0-semigroup (T (t))t≥0 with generator
−A that has a loose dilation in the class of all UMD-spaces has a bounded H∞-
calculus with ωH∞(A) ≤ π

2 . The following theorem by A. Fröhlich and L. Weis [22,
Corollary 5.4] is a partial converse. Its proof uses square function techniques which
we do not cover here, for an overview we refer to [42].

Theorem 2.20. Let A be a sectorial operator on a UMD-space X with ωH∞(A) < π
2 .

Then the semigroup (T (t))t≥0 generated by −A has a loose dilation to the space
L2([0, 1];X).

This shows that on UMD-spaces the existence of loose dilations in the class of
UMD-spaces and of a bounded H∞-calculus are equivalent under the restriction
ωR(A) <

π
2 . However, we will see in Section 5 that there exists a semigroup

generator −A on a Hilbert space with ωR(A) = ω(A) = π
2 that does not have

a loose dilation in the class of all Hilbert spaces. So in general the existence of
a dilation is a strictly stronger property than the existence of a bounded H∞-
calculus.
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3. Counterexamples I: The Schauder multiplier method

In this section we develop the most fruitful known method to construct system-
atically counterexamples: the Schauder multiplier method. This method was first
used in [6] and [58] in the context of sectorial operators to give examples of secto-
rial operators without bounded imaginary powers. After dealing with H∞-calculus
and bounded imaginary powers, we present a self-contained example of a sectorial
operator on Lp which is not R-sectorial.

3.1. Schauder multipliers

We start our journey by giving the definition of Schauder multipliers and by study-
ing its fundamental properties. After that we show how Schauder multipliers can
be used to construct (analytic) semigroups. From now on we need some background
from Banach space theory. We refer to [1], [16], [43] and [55].

Definition 3.1 (Schauder multiplier). Let (em)m∈N be a Schauder basis for a Ba-
nach space X . For a sequence (γm)m∈N ⊂ C the operator A defined by

D(A) =

{
x =

∞∑
m=1

amem :

∞∑
m=1

γmamem exists

}

A

( ∞∑
m=1

amem

)
=

∞∑
m=1

γmamem

is called the Schauder multiplier associated to (γm)m∈N.

3.1.1. Basic properties of Schauder multipliers. We now discuss some properties
of Schauder multipliers whose proofs can be found in [26, Section 9.1.1] and [58].

Proposition 3.2. The Schauder multiplier A associated to a sequence (γm)m∈N is
a densely defined closed linear operator.

A central problem in the theory of Schauder multipliers is to determine for
a given Schauder basis (em)m∈N the set of all sequences (γm)m∈N for which the
associated Schauder multiplier is bounded. In general, it is an extremely difficult
problem to determine this space exactly. For example, the trigonometric basis is
a Schauder basis for Lp([0, 1]) for p ∈ (1,∞). In this particular case the above
problem asks for a characterization of all bounded Fourier multipliers on Lp.

However, some elementary general properties of this sequence space can be
obtained easily. In what follows let BV be the Banach space of all sequences with
bounded variation.

Proposition 3.3. Let (em)m∈N be a Schauder basis for a Banach space X. Then
there exists a constant K ≥ 0 such that for every (γm)m∈N ∈ BV the Schauder
multiplier A associated to (γm)m∈N with respect to (em)m∈N is bounded and satisfies

‖A‖ ≤ K ‖(γm)m∈N‖BV .

Conversely, if A is a bounded Schauder multiplier associated to some sequence
(γm)m∈N, then (γm)m∈N is bounded.
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Remark 3.4. In general the above result is optimal. For if X = BV , then (em)m∈N0

defined by e0 as the constant sequence 1 and em = (δmn)n∈N form a conditional
basis of BV and the multiplier associated to a sequence (γm)m∈N0 is bounded if
and only if (γm) ∈ BV .

3.1.2. Schauder multipliers as generators of analytic semigroups. Given an arbi-
trary Banach space X , it is difficult to guarantee, roughly spoken, the existence of
interesting strongly continuous semigroups on this space. Of course, every bounded
operator generates such a semigroup by means of exponentiation. Such an argu-
ment does in general not work to show the existence of C0-semigroups with an
unbounded generator. Indeed, on L∞([0, 1]) a result by H.P. Lotz [45, Theorem 3]
shows that every generator of a strongly continuous semigroup is already bounded.

One therefore has to make additional assumptions on the Banach space. A
very convenient and rather general assumption for separable Banach spaces is
to require the existence of a Schauder basis for that space. Indeed, all classical
separable Banach spaces have a Schauder basis. Moreover, for a long time it has
been an open problem whether all separable Banach spaces have a Schauder basis
(this was solved negatively by P. Enflo [15]).

The next proposition shows that Schauder bases allow us to construct sys-
tematically strongly continuous semigroups (with unbounded generators) on the
underlying Banach spaces.

Proposition 3.5. Let (em)m∈N be a Schauder basis for a Banach space X. Further
let (γm)m∈N be an increasing sequence of positive real numbers. Then the Schauder
multiplier associated to (γm)m∈N with respect to (em)m∈N is a sectorial operator
with ω(A) = 0. In particular, −A generates an analytic C0-semigroup (T (z))z∈Σπ

2
.

3.2. Sectorial operators without a bounded H∞-calculus

In this subsection we apply the so far developed methods to give examples of
sectorial operators without a bounded H∞-calculus. The first example was given
in [47]. The elegant approach of this section goes back to [39] and [41].

One can easily show that one cannot obtain examples of sectorial operators
without a bounded H∞-calculus by using Schauder multipliers with respect to an
unconditional basis. However, one can produce counterexamples from Schauder
multipliers with respect to a conditional basis.

Theorem 3.6. Let (em)m∈N be a conditional Schauder basis for a Banach space X.
Then the Schauder multiplier A associated to the sequence (2m)m∈N is a sectorial
operator with ω(A) = 0 which does not have a bounded H∞-calculus.

Proof. By Proposition 3.5 everything is already shown except for the fact that A
does not have a bounded H∞-calculus. For this observe that for each f ∈ H∞(Σσ)
for some σ ∈ (0, π) the operator f(A) is given by the Schauder multiplier associated
to the sequence (f(γm))m∈N. Now assume that A has a bounded H∞(Σσ)-calculus
for some σ ∈ (0, π). By [26, Corollary 9.1.6] on the interpolation of sequences
by holomorphic functions, for every element in �∞ there exists an f ∈ H∞(Σσ)
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such that (f(2m))m∈N is the desired sequence. This means that every element in
�∞ defines a bounded Schauder multiplier. However, this means that (em)m∈N is
unconditional in contradiction to our assumption. �

Corollary 3.7. Let X be a Banach space that admits a Schauder basis. Then there
exists a sectorial operator A with ω(A) = 0 that does not have a bounded H∞-
calculus.

Proof. Every Banach space which admits a Schauder basis does also admit a con-
ditional Schauder basis [1, Theorem 9.5.6]. Then the result follows directly from
Theorem 3.6. �

Next we give a concrete example of a sectorial operator of the above form
which has boundary imaginary powers but no bounded H∞-calculus. This goes
back to G. Lancien [39] (see also [41]).

Example 3.8. We consider the trigonometric system (eimz)m∈Z for the enumeration
(0,−1, 1,−2, . . .) which is a conditional basis of Lp([0, 2π]) for p ∈ (1,∞)\{2} [44,
Theorem 2.c.16]. We can then consider the Schauder multiplier A associated to the
sequence (2m)m∈Z. As a consequence of the boundedness of the Hilbert transform
on Lp one can consider the operator separately on the two complemented parts
with respect to the decomposition

Lp([0, 2π]) = span{eimz : m < 0} ⊕ span{eimz : m ≥ 0}.
Observe that A has a bounded H∞-calculus if and only if both parts have a
bounded H∞-calculus. It then follows from Proposition 3.3 and Proposition 3.5
that A is a sectorial operator with ω(A) = 0 which by Theorem 3.6 (applied to
the second part) does not have a bounded H∞-calculus. We now show that A has
bounded imaginary powers with ωBIP(A) = 0. For this we observe that

Ait

(∑
m∈Z

ame
imz

)
=
∑
m∈Z

2mitame
imz =

∑
m∈Z

am exp(imt log 2)eimz

=
∑
m∈Z

am exp(im(t log 2 + z)) = S(t log 2)

(∑
m∈Z

ame
imz

)
,

where (S(t))t∈R is the periodic shift group on Lp([0, 2π]).

We will study examples of the above type more systematically in Section 4.

3.3. Sectorial operators without BIP

Similarly to the case of the boundedH∞-calculus one can use Schauder multipliers
to construct sectorial operators which do not have bounded imaginary powers. We
start with a weighted version of Example 3.8 which gives an example of an R-
sectorial operator without bounded imaginary powers, a discrete version of the
counterexample [38, Example 10.17]. However, before we need to state some facts
on harmonic analysis and Ap-weights.
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It is a natural question to ask for which weights w the trigonometric system is
a Schauder basis for the space Lp([0, 2π], w). Indeed, a complete characterization
of these weights is known. We identify the torus T with the interval [0, 2π) on
the real line and functions in Lp([0, 2π]) with their periodic extensions or with
Lp-functions on the torus.

Definition 3.9 (Ap-weight). Let p ∈ (1,∞). A function w : R→ [0,∞] with w(t) ∈
(0,∞) almost everywhere is called an Ap-weight if there exists a constant K ≥ 0
such that for every compact interval I ⊂ R with positive length one has(

1

|I|

∫
I

w(t) dt

)(
1

|I|

∫
I

w(t)−1/(p−1) dt

)p−1

≤ K.

The set of all Ap-weights is denoted by Ap(R). Moreover, we set in the periodic
case

Ap(T) := {w ∈ Ap(R) : w is 2π-periodic}.

For a detailed treatment of these weights and their applications in har-
monic analysis we refer to the monograph [56, Chapter V]. As an example the
2π-periodic extension of the function t �→ |t|α for α ∈ R lies in Ap(T) if and
only if α ∈ (−1, p− 1) [7, Example 2.4]. The characterization below can be found
in [49, Proposition 2.3] and essentially goes back to methods developed by R. Hunt,
B. Muckenhoupt and R. Wheeden in [29].

Theorem 3.10. Let w : R → [0,∞] with w(t) ∈ (0,∞) almost everywhere be a 2π-
periodic weight and p ∈ (1,∞). Then the trigonometric system is a Schauder basis
for Lp([0, 2π], w) with respect to the enumeration (0,−1, 1,−2, 2, . . .) of Z if and
only if w ∈ Ap(T).

Now we are ready to give the example.

Example 3.11. Let p ∈ (1,∞) and w ∈ Ap(T) be an Ap-weight. Then the trigono-
metric system (eimz)m∈Z is a Schauder basis for Lp([0, 2π], w) by Theorem 3.10.
Let A again be the Schauder multiplier associated to the sequence (2m)m∈Z. One
sees as in Example 3.8 that A is a sectorial operator. It remains to show that A
is R-sectorial. Notice that for λ = a2leiθ ∈ C \ [0,∞) with |a| ∈ [1, 2] one has for
x =

∑
m∈Z
ame

imz

λR(λ,A)x =
∑
m∈Z

λ

λ− 2m
ame

imz =
∑
m∈Z

aeiθ

aeiθ − 2m−l
ame

imz

=
∑
m∈Z

aeiθ

aeiθ − 2m
am+le

i(m+l)z = aeiθR(aeiθ, A)

(∑
m∈Z

am+le
imz

)
eilz

= eilzaeiθR(aeiθ, A)(x · e−ilz)
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Consequently for λk = a2lkeiθ with k ∈ {1, . . . , n} and x1, . . . , xn ∈ Lp([0, 2π], w)
one has∥∥∥∥ n∑

k=1

rkλkR(λk, A)xk

∥∥∥∥ = ∥∥∥∥ n∑
k=1

rke
ilkzaeiθR(aeiθ, A)(e−ilkzxk)

∥∥∥∥
≤ 2 |a|

∥∥R(aeiθ, A)∥∥ ∥∥∥∥ n∑
k=1

rke
−ilkzxk

∥∥∥∥ ≤ 8
∥∥R(aeiθ, A)∥∥ ∥∥∥∥ n∑

k=1

rkxk

∥∥∥∥
by Kahane’s contraction principle. Now it is easy to check that for every θ0 > 0

the sequences ( aeiθ

aeiθ−2±m )m∈N satisfy the assumptions of Proposition 3.3 uniformly

in θ ∈ [θ0, 2π) for θ0 > 0 and in |a| ∈ [1, 2]. By [60, Theorem 4.2 2)] and the
boundedness of the Hilbert transform on Lp([0, 2π], w) this shows that A is R-
analytic with ωR(A) = 0.

By the same calculation as in Example 3.8 the operator Ait for t ∈ R is
given by S(t log 2) on the dense set of trigonometric polynomials, where (S(t))t∈R

is the periodic shift group. Notice however that for example for w(t) = |t|α for a
suitable chosen α ∈ R such that w ∈ Ap(T) this group obviously does not leave
Lp([0, 2π], w) invariant. Hence, A does not have bounded imaginary powers.

3.4. Sectorial operators which are not R-sectorial

We now present a self-contained example of a sectorial operator on Lp which is
not R-sectorial based on [17]. In order to do that we need to study some geometric
properties of Lp-spaces.

A key role in what follows is played by Lp-functions which stay away from
zero in a sufficiently large set. More precisely, for p ∈ [1,∞) and ε > 0 we consider

Mp
ε :=

{
f ∈ Lp([0, 1]) : λ

({
x ∈ [0, 1] : |f(x)| ≥ ε ‖f‖p

})
≥ ε
}
.

Functions in these sets have a very important summability property which
is comparable to the L2-case. For the proofs of the next two lemmata we follow
closely the main ideas in [55, §21].

Lemma 3.12. For p ∈ [2,∞) and ε > 0 let (fm)m∈N ⊂ Lp([0, 1]) be a sequence
in Mp

ε such that
∑∞

m=1 fm converges unconditionally in Lp([0, 1]). Then one has∑∞
m=1 ‖fm‖

2
p <∞.

Proof. Since p ∈ [2,∞), it follows from Hölder’s inequality that for all f ∈
Lp([0, 1]) one has ‖f‖2 ≤ ‖f‖p. This shows that the series

∑∞
m=1 fm converges

unconditionally in L2([0, 1]) as well. By the unconditionality of the series there
exists a K ≥ 0 such that ‖

∑∞
m=1 εmfm‖2 ≤ K for all (εm)m∈N ∈ {−1, 1}N. Now,

for all N ∈ N one has

N∑
m=1

‖fm‖22 =

∫ 1

0

∥∥∥∥ N∑
m=1

rm(t)fm

∥∥∥∥2
2

dt ≤ K2.
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Hence,
∑∞

m=1 ‖fm‖
2
2 < ∞. Notice that the assumption fm ∈ Mp

ε implies that for
all m ∈ N

‖fm‖22 ≥
∫
|fm|≥ε‖fm‖p

|fm(x)|2 dx ≥ ε3 ‖fm‖2p .

Together with the summability shown above this yields
∑∞

m=1 ‖fm‖
2
p <∞. �

The next lemma shows that unconditional basic sequences formed out of
elements in Mp

ε behave like Hilbert space bases.

Lemma 3.13. For p ∈ [2,∞) let (em)m∈N be an unconditional normalized basic
sequence in Lp([0, 1]) for which there exists an ε > 0 such that em ∈ Mp

ε for all
m ∈ N. Then

∞∑
m=1

amem converges ⇔ (am)m∈N ∈ �2.

Proof. Assume that the expansion
∑∞

m=1 amem converges. Since (em)m∈N is an
unconditional basic sequence, the series

∑∞
m=1 amem converges unconditionally in

Lp([0, 1]). By Lemma 3.12, one has

∞∑
m=1

|am|2 =

∞∑
m=1

‖amem‖2p <∞.

Conversely, we have to show that the expansion converges for all (am)m∈N ∈ �2.
One has

∥∥∥∑N
m=1 amem

∥∥∥ ≤ K ∥∥∥∑N
m=1 εmamem

∥∥∥ for all (εm)m∈N ∈ {−1, 1}N and

all N ∈ N, where K ≥ 0 denotes the unconditional basis constant of (em)m∈N.
Now, since for p ≥ 2 the space Lp([0, 1]) has type 2, we have for all N,M ∈ N∥∥∥∥ N∑

m=M

amem

∥∥∥∥
p

≤ K
∫ 1

0

∥∥∥∥ N∑
m=M

rm(t)amem

∥∥∥∥
p

dt ≤ KC
( N∑

m=M

|am|2
)1/2

for some constant C > 0. From this it is immediate that the sequence of partial

sums (
∑N

m=1 amem)N∈N is Cauchy in Lp([0, 1]). �

For the following counterexample on Lp-spaces our starting point is a partic-
ular basis given by the Haar system.

Definition 3.14. The Haar system is the sequence (hn)n∈N of functions defined by
h1 = 1 and for n = 2k + s (where k = 0, 1, 2, . . . and s = 1, 2, . . . , 2k) by

hn(t) = 1[ 2s−2

2k+1 , 2s−1

2k+1 )(t)− 1[ 2s−1

2k+1 , 2s

2k+1 )(t) =

⎧⎪⎨⎪⎩
1 if t ∈ [ 2s−2

2k+1 ,
2s−1
2k+1 )

−1 if t ∈ [ 2s−1
2k+1 ,

2s
2k+1 )

0 otherwise

.

The Haar basis is an unconditional Schauder basis for Lp([0, 1]) for p ∈ (1,∞)
(see [1, Proposition 6.1.3 & Theorem 6.1.6]).
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Remark 3.15. Note that the Haar system is not normalized in Lp([0, 1]) for p ∈
[1,∞). Of course, we can always work with (hm/ ‖hm‖p)m∈N instead which is a
normalized basis. It is however important to note that the normalization constant
‖hm‖p = 2−k/p depends on p and we can therefore not simultaneously normalize

(hm)m∈N on the Lp-scale. This crucial point was overlooked in [17].

The following proposition is used to transfer the R-boundedness of a sec-
torial operator to the boundedness of a single operator. This approach is closely
motivated by the work [3].

Proposition 3.16. Let A be an R-sectorial operator. Then there exists a constant
C ≥ 0 such that for all (qn)n∈N ⊂ R− the associated operator

R :

N∑
n=1

rnxn �→
N∑

n=1

rnqnR(qn, A)xn

defined on the finite Rademacher sums extends to a bounded operator on Rad(X)
with operator norm at most C.

Proof. If A is R-sectorial, one has C := R{λR(λ,A) : λ ∈ R−} < ∞. Hence, for
all finite Rademacher sums we have by the definition of R-boundedness∥∥∥∥ N∑

n=1

rnqnR(qn, A)xn

∥∥∥∥ ≤ C∥∥∥∥ N∑
n=1

rnxn

∥∥∥∥. �

One now uses the freedom in the choice of the sequence (qn)n∈N. This is done
in the following elementary lemma. We will see its usefulness very soon.

Lemma 3.17. For γm > γm−1 > 0 consider the function d(t) := t[(t + γm−1)
−1 −

(t+ γm)−1] on R+. Then d has a maximum bigger than 1
2
γm−γm−1

γm+γm−1
.

Proof. By the mean value theorem we have for some ξ ∈ (γm−1, γm) and all t > 0
that

1

t+ γm−1
− 1

t+ γm
= (γm − γm−1)

1

(t+ ξ)2
≥ (γm − γm−1)

1

(t+ γm)2
.

One now easily verifies that the function t �→ (γm − γm−1)
t

(t+γm)2 has a unique

maximum for t = γm. In particular one has

max
t>0
d(t) ≥ d(γm) =

1

2

γm − γm−1

γm + γm−1
. �

We can now give examples of sectorial operators on Lp which are not R-
sectorial.

Theorem 3.18. For p ∈ (2,∞) there exists a sectorial operator A on Lp([0, 1]) with
ω(A) = 0 which is not R-sectorial.
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Proof. Until the rest of the proof let (hm)m∈N denote the normalized Haar system
on Lp([0, 1]). Choose a subsequence (mk)k∈N ⊂ 2N such that the functions hmk

have pairwise disjoint supports. Then (hmk
)k∈N is an unconditional basic sequence

equivalent to the standard basis of �p. Indeed, for any finite sequence a1, . . . , aN
we have by the disjointness of the supports∥∥∥∥∥

N∑
k=1

akhmk

∥∥∥∥∥
p

p

=
N∑

k=1

‖akhmk
‖pp =

N∑
k=1

|ak|p .

Choose a permutation of the even numbers such that π(4k) = mk. We now define
a new system (fm)m∈N as

fm :=

{
hπ(m)

hπ(m) + hπ(m−1)

=

{
hm m odd

hπ(m) + hm−1 m even.

Notice that by the unconditionality of the Haar basis (hπ(m))m∈N is a Schauder ba-
sis of Lp([0, 1]) as well. As a block perturbation of the normalized basis (hπ(m))m∈N

the sequence (fm)m∈N is a basis for Lp([0, 1]) as well [55, Ch. I, § 4, Proposition 4.4].
Further, let A be the closed linear operator on Lp([0, 1]) given by

D(A) =

{
x =

∞∑
m=1

amfm :
∞∑

m=1

2mamfm exists

}

A

( ∞∑
m=1

amfm

)
=

∞∑
m=1

2mamfm.

Proposition 3.5 shows that A is sectorial with ω(A) = 0. The basic sequences
(hπ(4m))m∈N and (h4m+1)m∈N are not equivalent: assume that the two basic se-
quences are equivalent. Then on the one hand for (h4m+1)m∈N the block basic
sequence

bk =
∑

m:4m+1
∈[2k+1,2k+1]

h4m+1

satisfies for k ≥ 2 by the disjointness of the summands

‖bk‖pp =
∑

m:4m+1
∈[2k+1,2k+1]

‖h4m+1‖pp =
∑

m:4m+1
∈[2k+1,2k+1]

1 =
1

4
· 2k = 2k−2.

Moreover, on the non-vanishing part bk satisfies |bk(t)| = 2k/p for k ≥ 2. Hence, for

the normalized block basic sequence (b̃k)k≥2 = ( bk
‖bk‖p

)k≥2 one has |b̃k(t)| = 22/p.

Therefore we have

λ
({
t ∈ [0, 1] : |b̃k(t)| ≥ ε‖b̃k‖p

})
= λ

({
t ∈ [0, 1] : |b̃k(t)| ≥ ε

})
=

1

4

for ε ≤ 22/p. In particular for ε ≤ 1
4 we have b̃k ∈Mp

ε for all k ≥ 2. By Lemma 3.13

this implies that (b̃k)k≥2 is equivalent to the standard basis in �2.
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Since we have assumed that the basic sequence (hπ(4k))k∈N is equivalent to
(h4k+1)k∈N, the block basic sequence (ck)k≥2 defined by

ck = ‖bk‖−1
p

∑
m:4m+1

∈[2k+1,2k+1]

hπ(4m)

is seminormalized. Recall that (hπ(4m))m∈N is equivalent to the standard basis
of �p. Since all semi-normalized block basic sequences of �p are equivalent to the
standard basis of �p [1, Lemma 2.1.1], the sequence (ck)k≥2 is equivalent to the
standard basis of �p. Altogether we have shown that the standard basic sequences
of �p and �2 are equivalent, which is obviously wrong.

In particular, the above arguments show that there is a sequence (am)m∈N

which converges with respect to (hπ(2m))m∈N but not with respect to (h2m+1)m∈N.
Now assume that A is R-sectorial. Let (qm)m∈N ⊂ R− be a sequence to be chosen
later. It follows from Proposition 3.16 that the operator R : Rad(Lp([0, 1])) →
Rad(Lp([0, 1])) associated to the sequence (qn)n∈N is bounded. We now show that

x =

∞∑
m=1

amhπ(2m)rm (3.1)

converges in Rad(Lp([0, 1])). Indeed, for some fixed ω ∈ [0, 1] the infinite series

∞∑
m=1

amrm(ω)hπ(2m)

converges by the unconditionality of the basic sequence (hπ(2m))m∈N as rm(ω) ∈
{−1, 1}. Hence, the above series defines a measurable function as the pointwise
limit of measurable functions. Moreover, if K denotes the unconditional constant
of (hπ(2m))m∈N, one has for each ω ∈ [0, 1]∥∥∥∥ ∞∑

m=1

rm(ω)amhπ(2m)

∥∥∥∥ ≤ K∥∥∥∥ ∞∑
m=1

amhπ(2m)

∥∥∥∥. (3.2)

This shows that the series (3.1) is in L1([0, 1];Lp([0, 1])). Using an analogous esti-

mate as (3.2) one sees that the sequence of partial sums
∑N

m=1 amhπ(2m)rm con-

verges to
∑∞

m=1 amhπ(2m)rm in Rad(Lp([0, 1])). We now apply R to x. Because of
hπ(2m) = f2m − f2m−1 we obtain

g := R(x) = R
( ∞∑

m=1

am(f2m − f2m−1)rm

)

=

∞∑
m=1

amqm
qm − γ2m

f2m −
amqm

qm − γ2m−1
f2m−1

=
∞∑

m=1

amqm
qm − γ2m

(hπ(2m) + h2m−1)−
amqm

qm − γ2m−1
h2m−1
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=

∞∑
m=1

amqm
qm − γ2m

hπ(2m) + amqm

(
1

qm − γ2m
− 1

qm − γ2m−1

)
h2m−1.

We now want to choose (qm)m∈N in such a way that the last term in the bracket
is big. Notice that if we set γm = 2m, then by Lemma 3.17 for t = γ2m one has

t[(t+ γ2m−1)
−1 − (t+ γ2m)−1] =

1

6
.

Hence, for the choice qm = −γ2m we obtain

R(x) =

∞∑
m=1

1

2
amhπ(2m) −

1

6
amh2m−1.

Then after choosing a subsequence (Nk) there exists a set N ⊂ [0, 1] of measure
zero such that

Nk∑
m=1

1

2
amrm(ω)hπ(2m) −

1

6
amrm(ω)h2m−1 −−−−→

k→∞
g(ω) for all ω ∈ N c. (3.3)

Applying the coordinate functionals for (hm)m∈N to (3.3) shows that for ω ∈
N c the unique coefficients (h∗m(g(ω))) of the expansion of g(ω) with respect to
(hm)m∈N satisfy h∗2m−1(g(ω)) = −am

6 rm(ω). Since (hm)m∈N is unconditional∑∞
m=1
amrm(ω)h2m−1 and therefore

∑∞
m=1
amh2m−1 converge.

This contradicts the choice of (am)m∈N and therefore A cannot be R-sectorial. �

Note that by taking the adjoint operators A∗ of the above counterexamples
one obtains counterexamples on the range p ∈ (1, 2). Further, the above argu-
ment works for every Banach space that admits an unconditional normalized non-
symmetric basis [18]. This allows one to prove the following result by N.J. Kalton
& G. Lancien [33].

Theorem 3.19. Let X be a Banach space that admits an unconditional basis. Then
every negative generator of an analytic semigroup is R-sectorial if and only if X
is isomorphic to a Hilbert space.

Note that on L∞([0, 1]) by a result of H.P. Lotz [45, Theorem 3] every neg-
ative generator of a C0-semigroup is already bounded and therefore R-sectorial.
However, the following questions are open [31, p. 68].

Problem 8. Does Theorem 3.19 hold in the bigger class of all Banach spaces ad-
mitting a Schauder basis / of all separable Banach spaces?

For partial results in this direction see [34].
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4. Counterexamples II: Using Monniaux’ theorem

In this section we present an alternative method to construct counterexamples.
This method is based on a theorem of S. Monniaux. We consider the following
straightforward analogue of sectorial operators on strips. For details see [26, Ch. 4].

Definition 4.1. For ω > 0 let Hω := {z ∈ C : |Im z| < ω} be the horizontal strip of
height 2ω. A closed densely defined operator B is called a strip type operator of
height ω > 0 if σ(B) ⊂ Hω and

sup{‖R(λ,B)‖ : |Imλ| ≥ ω + ε} <∞ for all ε > 0. (Hω)

Further, we define the spectral height of B as ωst(B) := inf{ω > 0 : (Hω) holds}.

Recall that if A is a sectorial operator with bounded imaginary powers, then
t �→ Ait is a strongly continuous group. Conversely, one may ask which C0-groups
can be written in this form. The following theorem of S. Monniaux [48] gives a
very satisfying answer to this question (for an alternative proof see [27, Section 4]).

Theorem 4.2. Let X be a UMD-space. Then there is a one-to-one correspondence{
A sectorial operator with BIP and

ωBIP(A) < π

}
logA←−−→
eB

{
B strip type operator with
iB ∼ C0-group of type < π

}
.

Proof. For the surjectivity let B be a strip type operator such that iB generates
a C0-group (U(t))t∈R of type < π. Then by Monniaux’ theorem [48, Theorem 4.3]
there exists a sectorial operator A with bounded imaginary powers such that Ait =
U(t) for all t ∈ R. Moreover, (U(t))t∈R is generated by i logA. It then follows from
the uniqueness of the generator that B = logA.

For the injectivity assume that logA = logB for two sectorial operators from
the left-hand side. Then by [26, Corollary 4.2.5] one has A = elogA = elogB = B.

�

Remark 4.3. In [25] M. Haase shows that for every strip type operator B with
ωst(B) < π such that iB generates a C0-group (U(t))t∈R of arbitrary type there
exists a sectorial operator A with Ait = U(t) for all t ∈ R. If one chooses B as
above such that (U(t))t∈R has group type bigger than π (which is possible on some
UMD-spaces) one sees that there exists a sectorial operator A with ωBIP(A) > π.

By taking suitable fractional powers of A one then obtains a sectorial operator Ã
with ω(Ã) < ωBIP(Ã) < π.

Because of the above results, for a moment, we restrict our attention to a
UMD-space X . A particular class of sectorial operators with bounded imaginary
powers are those with a bounded H∞-calculus. Recall that a sectorial operator
A on X with a bounded H∞-calculus satisfies ωR(A) = ωBIP(A) = ωH∞(A) by
Theorem 2.9. In particular one has ωBIP(A) < π. For sectorial operators with
a bounded H∞-calculus one can formulate an analogous correspondence which
essentially follows from an unpublished result of N.J. Kalton & L. Weis.
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In the following for a C0-group (U(t))t∈R on some Banach space we call the
infimum of those ω > 0 for which R

{
e−ω|t|U(t) : t ∈ R

}
< ∞ the R-group type

of (U(t))t∈R.

Theorem 4.4. Let X be a Banach space with Pisier’s property (α). Then there is
a one-to-one correspondence{
A sectorial operator with bounded

H∞-calculus

}
logA←−−→
eB

{
B strip type operator with iB ∼
C0-group of R-type < π

}
.

Proof. Let A be a sectorial operator with a bounded H∞-calculus. Then it follows
from Theorem 2.8 and the fact that the norm of λ �→ λit in H∞(Σσ) is bounded by
exp(|t|σ) for t ∈ R that {e−|t|σAit : t ∈ R} is R-bounded for all σ ∈ (ωH∞(A), π).
In particular (Ait)t∈R is of R-type < π.

Conversely, let B be from the right-hand side. We now use results devel-
oped in [36]. It follows from [28, Theorem 6.5] (note that R- is stronger than
γ-boundedness) that the R-type assumption implies that B has a bounded H∞-
calculus on some strip of height smaller than π. By [26, Proposition 5.3.3], the
operator eB is sectorial and has a bounded H∞-calculus.

The one-to-one correspondence then follows as in Theorem 4.2. �
From the above theorems it follows immediately that on Lp for p ∈ (1,∞)\{2}

there exist sectorial operators with bounded imaginary powers which do not have
a bounded H∞-calculus.

Corollary 4.5. Let p ∈ (1,∞) \ {2}. Then there exists a sectorial operator A on
Lp(R) with ω(A) = ωBIP(A) = 0 which does not have a bounded H∞-calculus.

Proof. Let (U(t))t∈R be the shift group on Lp(R). It follows from the Khintchine
inequality that {U(t) : t ∈ [0, 1]} is not R-bounded [38, Example 2.12]. By Theo-
rem 4.2 there exists a sectorial operator A with bounded imaginary powers such
that Ait = U(t) for all t ∈ R. Then one has ω(A) ≤ ωBIP(A) = 0. However, by
construction, Ait is not R-bounded on [0, 1] and therefore Theorem 4.4 implies
that A cannot have a bounded H∞-calculus. �

Note that the constructed counterexample is exactly the same as in Exam-
ple 3.8 which was obtained by different methods except for the fact that we worked
in Example 3.8 with the periodic shift. Of course, we could have started with the
same periodic shift in Corollary 4.5.

4.1. Some results on exotic Banach spaces

In this subsection we want to investigate shortly sectorial operators on exotic
Banach spaces. In the past twenty years Banach spaces were constructed whose
algebra of operators has an extremely different structure from those of the well-
known classical Banach spaces. The most prominent examples are probably the
hereditarily indecomposable Banach spaces.

Definition 4.6 (Hereditarily indecomposable Banach space (H.I.)). A Banach space
X is called indecomposable if it cannot be written as the sum of two closed infinite-
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dimensional subspaces. Further X is called hereditarily indecomposable (H.I.) if
every infinite-dimensional closed subspace of X is indecomposable.

It is a deep result of B. Maurey and T. Gowers that such (separable) spaces
do actually exist [23]. We are now interested in the properties of C0-semigroups
on such spaces. We will use the following theorem proved in [53, Theorem 2.3].

Theorem 4.7. Let X be a H.I. Banach space. Then every C0-group on X has a
bounded generator.

The above result can be directly used to show the following result on operators
with bounded imaginary powers.

Corollary 4.8. Let A be a sectorial operator with bounded imaginary powers on a
H.I. Banach space. Then A is bounded.

Proof. Let A be as in the assertion. Note that (Ait)t∈R is a C0-group with generator
i logA. By Theorem 4.7 logA is a bounded operator. This implies that elogA = A
is bounded. �

In particular on H.I. Banach spaces the structure of sectorial operators with
a bounded H∞-calculus is rather trivial.

Corollary 4.9. Let A be an invertible sectorial operator on a H.I. Banach space.
Then the following assertions are equivalent.

(i) A is a bounded operator.
(ii) A has bounded imaginary powers.
(iii) A has a bounded H∞-calculus.

Proof. The implication (i)⇒ (iii) can easily directly be verified and holds for every
Banach space, (iii) ⇒ (ii) also holds on every Banach space as discussed before
and (ii) ⇒ (i) follows from Corollary 4.8. �

Note that since every Banach space contains a basic sequence [1, Corol-
lary 1.5.3], there exist H.I. Banach spaces that admit Schauder bases. Then by
Proposition 3.5 on these spaces there exist semigroups with unbounded generators
which cannot have bounded imaginary powers. In particular the structure of semi-
groups on these spaces is not trivial. We do not know how R-sectoriality behaves
in these spaces.

5. Counterexamples III:
Pisier’s counterexample to the Halmos problem

We now present a counterexample to the last implication left open, namely that
there exists a C0-semigroup with generator −A and ωH∞(A) = π

2 which does not
have a loose dilation. The key ingredient here is Pisier’s counterexample to the
Halmos problem [52] (for a more elementary approach see [11]). He constructed a
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Hilbert space H and an operator T ∈ B(H) that is polynomially bounded, i.e., for
some K ≥ 0 one has

‖p(T )‖ ≤ K sup
|z|≤1

|p(z)|

for all polynomials p, but is not similar to a contraction, i.e., there does not exist
any invertible S ∈ B(H) such that S−1TS is a contraction.

Theorem 5.1. There exists a generator −A of a C0-semigroup (T (t))t≥0 on some
Hilbert space with ωH∞(A) = π

2 such that (T (t))t≥0 does not have a loose dilation
in the class of all Hilbert spaces.

Proof. Let T and H be as above from Pisier’s counterexample to the Halmos
problem. It is explained in [40, Proposition 4.8] that the concrete structure of
T allows one to define A = (I + T )(I − T )−1 which turns out to be a sectorial
operator with ω(A) = π

2 . Moreover, it is shown that −A generates a bounded C0-
semigroup (T (t))t≥0 on H . Further, it follows from the polynomial boundedness of
T with a conformal mapping argument that A has a bounded H∞-calculus with
ωH∞(A) = π

2 [40, Remark 4.4]. Now assume that (T (t))t≥0 has a loose dilation
in the class of all Hilbert spaces. Then it follows from Dixmier’s unitarization
theorem [50, Theorem 9.3] that (T (t))t≥0 has a loose dilation to a unitary C0-
group (U(t))t∈R on some Hilbert space K, i.e., there exist bounded operators
J : H → K and Q : K → H such that

T (t) = QU(t)J for all t ≥ 0.

Now let A be the unital subalgebra of L∞([0,∞)) generated by the functions
x �→ e−itx for t ≥ 0, where we identify elements in L∞([0,∞)) with multiplication
operators on the Hilbert space L2([0,∞)). This givesA the structure of an operator
space. We now show that the algebra homomorphism

u : A → B(H), e−it· �→ T (t)
is completely bounded with respect to this operator space structure for A. Indeed,
observe that by Stone’s theorem on unitary groups and the spectral theorem for
self-adjoint operators there exists a measure space Ω and a measurable function
m : Ω→ R such that after unitary equivalence U(t) is the multiplication operator
with respect to the function e−itm for all t ∈ R. Now for n ∈ N let [fij ] ∈Mn(A)
with fij =

∑N
k=1 a

(ij)
k e

−itk·. Then one has

‖un([fij ])‖Mn(B(X)) =

∥∥∥∥[ N∑
k=1

a
(ij)
k T (tk)

]∥∥∥∥
Mn(B(X))

=

∥∥∥∥[Q N∑
k=1

a
(ij)
k U(tk)J

]∥∥∥∥
Mn(B(X))

≤ ‖Q‖ ‖J‖
∥∥∥∥[ N∑

k=1

a
(ij)
k e

−itkm
]∥∥∥∥

Mn(B(L2(Ω)))

≤ ‖J‖ ‖Q‖ sup
x∈R

∥∥∥∥[ N∑
k=1

a
(ij)
k e

−itkx
]∥∥∥∥

Mn

= ‖J‖ ‖Q‖ ‖[fij ]‖Mn(L∞[0,∞)) .
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Here we have used the identification of the C∗-algebrasMn(L∞(Ω)) ( L∞(Ω;Mn)
for all n ∈ N. We deduce from Theorem [50, Theorem 9.1] that (T (t))t≥0 is similar
to a semigroup of contractions. However, since by construction T is the cogenerator
of (T (t))t≥0, this holds if and only if T is similar to a contraction [57, III,8]. This
is a contradiction to our choice of T . �
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[22] A.M. Fröhlich and L. Weis, H∞ calculus and dilations, Bull. Soc. Math. France 134
(2006), no. 4, 487–508.

[23] W.T. Gowers and B. Maurey, The unconditional basic sequence problem, J. Amer.
Math. Soc. 6 (1993), no. 4, 851–874.

[24] S. Guerre and Y. Raynaud, Sur les isométries de Lp(X) et le théorème ergodique
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[53] F. Räbiger and W.J. Ricker, C0-groups and C0-semigroups of linear operators on
hereditarily indecomposable Banach spaces, Arch. Math. (Basel) 66 (1996), no. 1,
60–70.



Regularity Properties of Sectorial Operators 197

[54] J.L. Rubio de Francia, Martingale and integral transforms of Banach space-valued
functions, Probability and Banach spaces (Zaragoza, 1985), Lecture Notes in Math.,
vol. 1221, Springer, Berlin, 1986, pp. 195–222.

[55] I. Singer, Bases in Banach spaces. I, Springer-Verlag, New York, 1970, Die
Grundlehren der mathematischen Wissenschaften, Band 154.

[56] E.M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory
integrals, Princeton Mathematical Series, vol. 43, Princeton University Press, Prince-
ton, NJ, 1993, With the assistance of Timothy S. Murphy, Monographs in Harmonic
Analysis, III.

[57] B. Sz.-Nagy, C. Foias, H. Bercovici, and L. Kérchy, Harmonic analysis of operators
on Hilbert space, enlarged ed., Universitext, Springer, New York, 2010.

[58] A. Venni, A counterexample concerning imaginary powers of linear operators, Func-
tional analysis and related topics, 1991 (Kyoto), Lecture Notes in Math., vol. 1540,
Springer, Berlin, 1993, pp. 381–387.

[59] L. Weis, A new approach to maximal Lp-regularity, Evolution equations and their
applications in physical and life sciences (Bad Herrenalb, 1998), Lecture Notes in
Pure and Appl. Math., vol. 215, Dekker, New York, 2001, pp. 195–214.

[60] , Operator-valued Fourier multiplier theorems and maximal Lp-regularity,
Math. Ann. 319 (2001), no. 4, 735–758.
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Abstract. Consider the equations of Navier–Stokes in R3 in the rotational
setting, i.e., with Coriolis force. It is shown that this set of equations admits
a unique, global mild solution provided the initial data is small with respect

to the norm of the Fourier–Besov space ˙FB
2−3/p
p,r (R3), where p ∈ (1,∞] and

r ∈ [1,∞]. In the two-dimensional setting, a unique, global mild solution
to this set of equations exists for non-small initial data u0 ∈ Lp

σ(R
2) for

p ∈ [2,∞).
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1. Introduction and main results

Consider the flow of an incompressible, viscous fluid in R3 in the rotational frame-
work which is described by the following set of equations:⎧⎪⎨⎪⎩

∂tu+ u · ∇u−Δu+Ωe3 × u+∇π = 0, in R3 × (0,∞),

div u = 0, in R3 × (0,∞),

u(0) = u0, in R3.

(1.1)

Here, u and π represent the velocity and pressure of the fluid, respectively, and
Ω ∈ R denotes the speed of rotation around the unit vector e3 = (0, 0, 1) in
x3-direction. If Ω = 0, the system reduces to the classical Navier–Stokes system.

This set of equations recently gained quite some attention due to its impor-
tance in applications to geophysical flows. In particular, large scale atmospheric
and oceanic flows are dominated by rotational effects, see, e.g., [23] or [11].
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If Ω = 0, the classical Navier–Stokes equations have been considered by many
authors in various scaling invariant spaces, in particular in

Ḣ
1
2 (R3) ↪→ L3(R3) ↪→ B−1+ 3

p
p,∞ (R3) ↪→ BMO−1(R3) ↪→ B−1

∞,∞(R3),

where 3 < p < ∞. The space BMO−1(R3) is the largest scaling invariant space
known for which equation (1.1) with Ω = 0 is well posed.

It is a very remarkable fact that the equation (1.1) allows a global, mild
solution for arbitrary large data in the L2-setting provided the speed Ω of rotation
is fast enough, see [2], [3] and [11]. More precisely, it was proved by Chemin,
Desjardins, Gallagher and Grenier in [11] that for initial data u0 ∈ L2(R2)3 +
H1/2(R3)3 satisfying div u0 = 0, there exists a constant Ω0 > 0 such that for
every Ω ≥ Ω0 the equation (1.1) admits a unique, global mild solution. The case
of periodic initial data was considered before by Babin, Mahalov and Nicolaenko
in the papers [2] and [3].

It is now a natural question to ask whether, for given and fixed Ω > 0, there
exists a unique, global mild solution to (1.1) provided the initial data is sufficiently
small with respect to the above or related norms. In this context it is natural to
extend the classical Fujita–Kato approach for the Navier–Stokes equations to the
rotational setting. Hieber and Shibata considered in [18] the case of initial data

belonging to H
1
2 (R3) and proved a global well-posedness result for (1.1) for initial

data being small with respect to H
1
2 (R3). Generalizations of this result to the case

of Fourier–Besov spaces are due to Konieczny and Yoneda [21] and Iwabuchi and
Takada [19] and Koh, Lee and Takada [20].

More precisely, Konieczy and Yoneda proved the existence of a unique global
mild solution to (1.1) for initial data u0 being small with respect to the norm

of ˙FB
2− 3

p

p,∞ (R3), where 1 < p ≤ ∞. For the case p = 1 considered in [19], the
existence of a unique global mild solution was proved provided the initial data

u0 are small with respect to ˙FB
−1

1,2(R
3). Moreover, it was shown in [19] that the

space ˙FB
−1

1,2(R
3) is critical for the well-posedness of system (1.1). In fact, it was

shown in [19] that equation (1.1) is ill posed in ˙FB
−1

1,q(R
3) whenever 2 < q ≤ ∞

and Ω ∈ R.
Giga, Inui, Mahalov and Saal considered in [15] the problem of non-decaying

initial data and obtained the uniform global solvability of (1.1) in the scaling
invariant space FM−1

0 (R3). For details, see [15] and [16]. Note that all of these
results rely on good mapping properties of the Stokes–Coriolis semigroups on these
function spaces.

It seems to be unknown, whether global existence results are also true for
initial data u0 being small with respect to Lp(R3) for p ≥ 3. The main difficulty
here is that Mikhlin’s theorem applied to the Stokes–Coriolis semigroup T yields
an estimate of the form

‖T (t)f‖Lq ≤MpΩ
2t2‖f‖Lp, t ≥ 1, f ∈ Lpσ(R3),
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which is not suitable for fixed point arguments. For this and the definition of T
we refer to Section 2 and [18]. Nevertheless, a global existence result for equation
(1.1) was recently proved by Chen, Miao and Zhang in [12] for highly oscillating
initial data in certain hybrid Besov spaces.

The aim of this paper is twofold: first we prove the existence of a unique,
global mild solution to the above problem for initial data u0 being small in the

space ˙FB
2− 3

p

p,r (R3), where 1 < p ≤ ∞ and 1 ≤ r ≤ ∞, hereby generalizing the
result in [21] for r =∞ to the case 1 ≤ r ≤ ∞. We note that Iwabuchi and Takada
[19] recently proved the well-posedness of (1.1) for data being small with respect

to the norm of ˙FB
−1

1,2(R
3).

Secondly, considering the two-dimensional situation in the Lp-setting, we
prove that (1.1) admits a unique, global mild solution u ∈ C([0,∞);Lp(R2)) for
arbitrary u0 ∈ Lpσ(R2) provided 2 ≤ q < ∞. Our argument is based on applying
the curl operator to equation (1.1). The resulting vorticity equation allows then
for a global estimate in two dimensions which can used to control the term ∇u in
the Lp-norm.

In order to formulate our first result, let us recall the definition of Fourier–
Besov spaces. To this end, let ϕ be a C∞ function satisfying supp ϕ ⊂ {3/4 ≤
|ξ| ≤ 8/3} and ∑

k∈Z

ϕ(2−kξ) = 1, ξ ∈ Rn\{0}.

For k ∈ Z, set ϕk(ξ) = ϕ(2−kξ) and hk = F−1ϕk. For s ∈ R and 1 ≤ p, r ≤ ∞, the

space ˙FB
s

p,r(R
3) is defined to be the set of all f ∈ S ′(R3) such that f̂ ∈ L1loc(R3)

and

‖f‖ ˙FB
s
p,r

:=
∥∥∥{2js‖ϕj f̂‖Lp(R3)}j∈Z

∥∥∥
lr
<∞.

Given 1 ≤ q ≤ ∞ and T ∈ (0,∞], we also make use of Chemin–Lerner type spaces

L̃q([0, T ); ˙FB
s

p,r(R
3)), which are defined to be the completion of C([0, T ];S(R3))

with respect to the norm

‖f‖
˜Lq([0,T ); ˙FB

s
p,r(R

3)) :=
∥∥∥{2js‖ϕj f̂‖Lq([0,T ];Lp(R3))}j∈Z

∥∥∥
lr
.

We are now in the position to state our first result.

Theorem 1.1. Let Ω ∈ R and 1 < p ≤ ∞, 1 ≤ r ≤ ∞. Then there exist constants

C > 0 and ε > 0, independent of Ω, such that for every u0 ∈ ˙FB
2− 3

p

p,r (R3) satisfying
div u0 = 0 and ‖u0‖

˙FB
2− 3

p
p,r

≤ ε, the equation (1.1) admits a unique, global mild

solution u ∈ X, where X is given by

X = {u ∈ C([0,∞); ˙FB
2− 3

p

p,r (R3)) : ‖u‖X ≤ Cε, div u = 0}
with

‖u‖X = ‖u‖
˜L∞([0,∞); ˙FB

2− 3
p

p,r (R3))
+ ‖u‖

˜L1([0,∞); ˙FB
4− 3

p
p,r (R3))

.
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Remarks 1.2.

a) Observe that due to the results in [19], the above system (1.1) is ill posed
provided p = 1 and r > 2.

b) Note that the case r =∞ coincides with the result of Konieczny and Yoneda
in [21].

c) Iwabuchi and Takada [19] recently proved the existence of a unique, global
mild solution to equation (1.1) for initial data small with respect to the norm

of ˙FB
−1

1,2.

d) Note that neither ˙FB
−1

1,2(R
3) ⊂ ˙FB

2−3/p

p,r (R3) for r ∈ [1,∞]

nor ˙FB
2−3/p

p,r (R3) ⊂ ˙FB
−1

1,2(R
3) for r > 2.

Our second results concerns the two-dimensional setting. The rotational term
given above by Ωe3 × u is replaced in the two-dimensional situation by the term
Ωu⊥. We hence consider the set of equations⎧⎪⎨⎪⎩

∂tu+ u · ∇u−Δu+Ωu⊥ +∇π = 0, in R2 × (0,∞),

div u = 0, in R2 × (0,∞),

u(0) = u0, in R2.

(1.2)

We denote by Lpσ(R
2) the solenoidal subspace of Lp(R2). Our second result con-

cerning non-small data in the Lp(R2)-setting reads as follows.

Theorem 1.3. Let 2 ≤ p < ∞ and u0 ∈ Lpσ(R2). Then equation (1.2) admits a
unique, global mild solution u ∈ C([0,∞), Lpσ(R

2)).

2. Linear and bilinear estimates

We start this section by considering the linear Stokes problem with Coriolis force⎧⎪⎨⎪⎩
∂tu−Δu+Ωe3 × u+∇π = 0, in R3 × (0,∞),

div u = 0, in R3 × (0,∞),

u(0) = u0, in R3.

(2.1)

It was shown in [18] that the solution of (2.1) is given by the Stokes–Coriolis
semigroup T , which has the explicit representation

T (t)f := F−1
[
cos
(
Ω
ξ3
|ξ| t
)
e−|ξ|2tIdf̂(ξ) + sin

(
Ω
ξ3
|ξ| t
)
e−ξ|2tR(ξ)f̂(ξ)

]
, t > 0,

(2.2)
for divergence free vector fields f ∈ S(R3). Here Id is the identity matrix in R3

and R(ξ) is the skew symmetric matrix defined by

R(ξ) :=
1

|ξ|

⎛⎝ 0 ξ3 −ξ2
−ξ3 0 ξ1
ξ2 −ξ1 0

⎞⎠ , ξ ∈ R3\{0}.
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For more information on C0-semigroups we refer, e.g., to [1] or [5]. In order to
solve equation (1.1), consider the integral equation

Φ(u) := T (t)u0 −
∫ t

0

T (t− τ)Pdiv(u⊗ u)(τ)dτ,

where P := (δij + RiRj)1≤i,j≤3 denotes the Helmholtz projection from Lp(R3)
onto its divergence free vector fields. Here Ri denotes the Riesz transforms for

i = 1, 2, 3. Since the Riesz transforms Ri are bounded operators on ˙FB
s

p,q for all
values of p, q ∈ [1,∞] and s ∈ R, we see that P defines a bounded operators also
on these spaces.

Our first estimate concerns the above convolution integral.

Lemma 2.1. Let 1 ≤ p, q, a, r ≤ ∞, s ∈ R and f ∈ La([0,∞); ˙FB
s

p,r(R
3)). Then

there exists a constant C > 0 such that∥∥∥ ∫ t

0

T (t− τ)f(τ)dτ
∥∥∥
˜Lq([0,∞); ˙FB

s
p,r(R

3))
≤ C‖f‖

˜La([0,∞); ˙FB
s−2− 2

q
+ 2

a
p,r (R3))

.

Proof. By the definition of the norm of L̃q([0,∞); ˙FB
s

p,r(R
3)), and by Young’s

inequality∥∥∥ ∫ t

0

T (t− τ)f(τ)dτ
∥∥∥
˜Lq([0,∞); ˙FB

s
p,r(R

3))

=
(∑

k

2ksr
(∫ ∞

0

∥∥∥ ∫ t

0

F(T (t− τ)f)(τ)dτ · ϕk
∥∥∥q
Lp
dt
) r

q
) 1

r

≤
(∑

k

2ksr
(∫ ∞

0

( ∫ t

0

e−(t−τ)·22k‖f̂(τ) · ϕk‖Lpdτ
)q
dt
) r

q
) 1

r

≤
(∑

k

2ksr
(∫ ∞

0

e−t·22kq̃dt
) r

q̃
( ∫ ∞

0

‖f̂(τ) · ϕk‖aLp

)
dt
) r

a
) 1

r

,

where q̃ satisfies 1 + 1
q = 1

q̃ + 1
a . We hence obtain∥∥∥ ∫ t

0

T (t− τ)f(τ)dτ
∥∥∥
˜Lq([0,∞); ˙FB

s
p,r(R

3))

≤ C
(∑

k

2ksr2−2k(1+ 1
q− 1

a )r‖f̂ · ϕk‖rLa([0,∞);Lp)

) 1
r

≤ C‖f‖
˜La([0,∞); ˙FB

s−2− 2
q
+ 2

a
p,r (R3))

. �

Lemma 2.2. Let 1 < p ≤ ∞ and 1 ≤ p, r ≤ ∞ and assume that −1 < s < 3 − 3
p .

Set

Y := L̃∞([0,∞); ˙FB
s

p,r(R
3)) ∩ L̃1([0,∞); ˙FB

4− 3
p

p,r (R3)).

Then there exists a constant C > 0 such that

‖uv‖
˜L1([0,∞); ˙FB

s+1
p,r (R3))

≤ C‖u‖Y ‖v‖Y .
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Proof. Let ϕ and hk be defined as in Section 1 for k ∈ Z. Define the homogeneous
dyadic blocks Δ̇k by

Δ̇ku := ϕ(2
−kD)u =

∫
RN

hk(y)u(x− y)dy, k ∈ Z,

and for j ∈ Z, set Ṡju :=
j∑

k=−∞
Δ̇ku. We then obtain

‖uv‖
˜L1([0,∞); ˙FB

s+1
p,r (R3))

=
(∑

j

2j(s+1)r
( ∫ ∞

0

‖ ˙̂Δj(uv)‖Lpdt
)r) 1

r

. (2.3)

Using the Bony decomposition (see, e.g., [6], [9] and [4, Section 2.8.1]), we rewrite

Δ̇j(uv) as

Δ̇j(uv) =
∑

|k−j|≤4

Δ̇j(Ṡk+1uΔ̇kv) +
∑

|k−j|≤4

Δ̇j(Ṡk+1vΔ̇ku) +
∑

k≥j−2

Δ̇j(Δ̇ku
˜̇Δkv)

=: I + II + III. (2.4)

Then, by triangle inequalities in Lp(R3) and lr(Z), we have

‖uv‖
˜L1([0,∞); ˙FB

s+1
p,r (R3))

≤
(∑

j

2j(s+1)r
(∫ ∞

0

‖̂̇ΔjI‖Lpdt
)r) 1

r

+
(∑

j

2j(s+1)r
(∫ ∞

0

‖̂̇ΔjII‖Lpdt
)r) 1

r

+
(∑

j

2j(s+1)r
(∫ ∞

0

‖̂̇ΔjIII‖Lpdt
)r) 1

r

=: J1 + J2 + J3.

For the term J1, we note

J1 =
(∑

j

2j(s+1)r
(∫ ∞

0

‖
∑

|k−j|≤4

̂Δ̇j(Ṡk+1uΔ̇kv)‖Lpdt
)r) 1

r

.

For fixed j, Lemma 2.1 yields

2j(s+1)

∫ ∞

0

∥∥∥∥ ∑
|k−j|≤4

̂Δ̇j(Ṡk+1uΔ̇kv)

∥∥∥∥
Lp

dt

≤ 2j(s+1)

∫ ∞

0

∑
|k−j|≤4

‖ϕj(χkû ∗ ϕkv̂)‖Lpdt

≤ 2j(s+1)

∫ ∞

0

∑
|k−j|≤4

‖χkû‖L1‖ϕkv̂)‖Lpdt

≤ 2j(s+1)

∫ ∞

0

∑
|k−j|≤4

∑
k′≤k

‖ϕk′ û‖Lp2k
′(3− 3

p )‖ϕkv̂)‖Lpdt
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≤ 2j(s+1)

∫ ∞

0

∑
|k−j|≤4

( ∑
k′≤k

‖ϕk′ û‖rLp2k
′sr
) 1

r
( ∑

k′≤k

2k
′r′(3− 3

p−s)
) 1

r′ ‖ϕkv̂)‖Lpdt

≤ C‖u‖
˜L∞([0,∞); ˙FB

s
p,r)

2j(s+1)

∫ ∞

0

∑
|k−j|≤4

2k(3−
3
p−s)‖ϕkv̂)‖Lpdt.

Hence, by Young’s inequality,

J1 ≤ C‖u‖˜L∞([0,∞); ˙FB
s
p,r)

(∑
j

( ∑
|k−j|≤4

2k(4−
3
p )2(j−k)(s+1)‖ϕkv̂)‖L1([0,∞);Lp)

)r) 1
r

≤ C‖u‖
˜L∞([0,∞); ˙FB

s
p,r)
‖v‖

˜L1([0,∞); ˙FB
4− 3

p
p,r )
.

The term J2 is estimated in the same way as J1. In fact,

J2 ≤ C‖v‖˜L∞([0,∞); ˙FB
s
p,r)

(∑
j

( ∑
|k−j|≤4

2k(4−
3
p )2(j−k)(s+1)‖ϕkû)‖L1([0,∞);Lp)

)r) 1
r

≤ C‖v‖
˜L∞([0,∞); ˙FB

s
p,r)
‖u‖

˜L1([0,∞); ˙FB
4− 3

p
p,r )
.

Finally, we focus on the third term J3. As in the estimate to J1, for fixed j, we
obtain

2j(s+1)

∫ ∞

0

∥∥∥∥ ∑
k≥j−2

∑
|k−k′|≤1

ϕj(ϕkû ∗ ϕk′ v̂)

∥∥∥∥
Lp

dt

≤ 2j(s+1)

∫ ∞

0

∑
k≥j−2

∑
|k−k′|≤1

‖ϕk′ v̂)‖Lp‖ϕkû‖Lp2k(3−
3
p )dt

≤ C2j(s+1)

∫ ∞

0

∑
k≥j−2

( ∑
|k−k′|≤1

‖ϕk′ v̂)‖rLp2k
′rs
) 1

r

2−ks2k(3−
3
p )‖ϕkû‖Lpdt

≤ C‖v‖
˜L∞([0,∞); ˙FB

s
p,r)

∑
k≥j−2

2(j−k)(s+1)2k(4−
3
p )

∫ ∞

0

‖ϕkû‖Lpdt.

Thus, by Young’s inequality

J3 ≤ C‖v‖˜L∞([0,∞); ˙FB
s
p,r)
‖u‖

˜L1([0,∞); ˙FB
4− 3

p
p,r )

since s > −1.
Summing up, we see that

‖uv‖
˜L1([0,∞); ˙FB

s+1
p,r (R3))

≤ C‖u‖Y ‖v‖Y . �

We conclude this section with the following Lemma.

Lemma 2.3. [24, Section 1.3.2] Let 1 ≤ p ≤ q ≤ ∞, 0 < r < R < ∞, j ∈ Z
and n ∈ N. Let f ∈ S(Rn) and denote by f̂ its Fourier transform. Then, for any
multiindex γ ∈ Nn, there exists a constant C > 0 such that
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a) If suppf̂ ⊂ {ξ ∈ Rn : |ξ| ≤ R 2j}, then

‖(i·)γ f̂‖Lq(Rn) ≤ C2j|γ|+nj( 1
p− 1

q )‖f̂‖Lp(Rn).

b) If suppf̂ ⊂ {ξ ∈ Rn : r 2j ≤ |ξ| ≤ R 2j}, then

‖f̂‖Lq(Rn) ≤ C2−j|γ| sup
|β|=|γ|

‖(i·)β f̂‖Lq(Rn).

3. Proof of Theorem 1.1

For the proof of Theorem 1.1 we make use of the following standard fixed point
result, see, e.g., [7] [22],[10] or [8]. For a detailed proof, we refer, e.g., to [22,
Theorem 13.2] or [7].

Proposition 3.1. Let X be a Banach space and B : X × X → X be a bounded
bilinear form satisfying ‖B(x1, x2)‖X ≤ η‖x1‖X‖x2‖X for all x1, x2 ∈ X and a
constant η > 0. Then, if 0 < ε < 1

4η and if a ∈ X such that ‖a‖X ≤ ε, the equation

x = a + B(x, x) has a solution in X such that ‖x‖X ≤ 2ε. This solution is the
only one in the ball B(0, 2ε). Moreover, the solution depends continuously on a in
the following sense: if ‖ã‖X ≤ ε, x̃ = ã+B(x̃, x̃), and ‖x̃‖X ≤ 2ε, then

‖x− x̃‖X ≤
1

1− 4ηε
‖a− ã‖X .

In the following, we choose an underlying Banach space X given by

X := L̃∞([0,∞); ˙FB
2− 3

p

p,r (R3)) ∩ L̃1([0,∞); ˙FB
4− 3

p

p,r (R3)),

and recall that Φ was defined by

Φ(u) = T (t)u0 −
∫ t

0

T (t− τ)Pdiv(u⊗ u)(τ)dτ.

We estimate first the term T (t)u0.

Lemma 3.2. Let p, r ∈ [1,∞], s = 2− 3/p and u0 ∈ ˙FB
s

p,r(R
3). Then there exists

a constant C > 0 such that

‖T (t)u0‖˜L∞([0,∞); ˙FB
s
p,r)
≤ C‖u0‖ ˙FB

s
p,r
, t > 0, (3.1)

‖T (t)u0‖
˜L1([0,∞); ˙FB

s+2
p,r )

≤ C‖u0‖ ˙FB
s
p,r
, t > 0. (3.2)

Proof. We prove first estimate (3.1). By the definition of the norm, we have

‖T (t)u0‖
˜L∞([0,∞); ˙FB

2− 3
p

p,r )
≤
(∑

k

2k(2−
3
p )r sup

t∈[0,∞)

‖ϕkT̂ (t)u0‖rLp

) 1
r

≤ C‖u0‖
˙FB

2− 3
p

p,r

.
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In order to prove the second estimate (3.2) above, note that

‖T (t)u0‖
˜L1([0,∞); ˙FB

4− 3
p

p,r )
≤
(∑

k

2k(4−
3
p )r
(∫ ∞

0

e−t22k‖ϕkû0‖Lpdt
)r) 1

r

≤ C‖u0‖
˙FB

2− 3
p

p,r

. �

We next consider the bilinear operator B given by

B(u, v) :=

∫ t

0

T (t− τ)Pdiv(u⊗ v)dτ.

By Lemma 2.1, Lemma 2.3 and Lemma 2.2 with s = 2− 3
p , we obtain

‖B(u, v)‖
˜L1([0,∞); ˙FB

4− 3
p

p,r (R3))
=
∥∥∥ ∫ t

0

T (t− τ)Pdiv(u ⊗ v)dτ
∥∥∥
˜L1([0,∞); ˙FB

4− 3
p

p,r (R3))

≤ C‖div(u⊗ v)‖
˜L1([0,∞); ˙FB

2− 3
p

p,r )

≤ C‖uv‖
˜L1([0,∞); ˙FB

3− 3
p

p,r )

≤ C‖u‖X‖v‖X .

Similarly,

‖B(u, v)‖
˜L∞([0,∞); ˙FB

2− 3
p

p,r (R3))
=
∥∥∥ ∫ t

0

T (t− τ)Pdiv(u ⊗ v)dτ
∥∥∥
˜L∞([0,∞); ˙FB

2− 3
p

p,r (R3))

≤ C‖div(u⊗ v)‖
˜L1([0,∞); ˙FB

2− 3
p

p,r )

≤ C‖uv‖
˜L1([0,∞); ˙FB

3− 3
p

p,r )

≤ C‖u‖X‖v‖X .
Thus, combining these estimates with Lemma 3.2 yields

‖Φ(u)‖X ≤ C‖u0‖
˙FB

2− 3
p

p,r

+ 4Cε2,

as well as

‖Φ(u)− Φ(v)‖X ≤ C(‖u‖X + ‖v‖X)‖u− v‖X .

Choosing now ε ≤ 1
8C , for every u0 ∈ ˙FB

2− 3
p

p,r (R3) with ‖u0‖
˙FB

2− 3
p

p,r

≤ ε
C , we finally

obtain

‖Φ(u)‖X ≤ 2ε

and

‖Φ(u)− Φ(v)‖X ≤
1

2
‖u− v‖X .

Applying Proposition 3.1 to the given situation completes the proof of Theo-
rem 1.1.
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4. Global existence for non-small data in Lp
σ(R

2)

In this section we consider equation (1.1) in the two-dimensional setting and in
the case where the initial data u0 belong to Lpσ(R

2) for p > 2. To this end, we
note first that the equations of Navier–Stokes with Coriolis force are equivalent
to the Navier–Stokes equations with linearly growing initial data. Indeed, we may
rewrite equation (1.1) for a two-dimensional rotating fluid as⎧⎪⎨⎪⎩

∂tu−Δu+ u · ∇u − 2Mu+∇π = 0, y ∈ R2, t > 0,

div u = 0, y ∈ R2, t > 0,

u(0) = u0, y ∈ R2,

(4.1)

where M is given by

M = −Ω

2

(
0 −1
1 0

)
.

Then, by the change of variables x = e−tMy and by setting

v(t, x) := e−tMu(t, etMx), q(t, x) := π(t, etMx),

we obtain the following set of equations for v:⎧⎪⎨⎪⎩
∂tv −Δv + v · ∇v −Mx · ∇v −Mv +∇q = 0, x ∈ R2, t > 0,

div v = 0, x ∈ R2, t > 0,

v(0) = u0, x ∈ R2.

(4.2)

These are the usual equations of Navier–Stokes with linearly growing initial data.
Indeed, setting U = v −Mx, we have⎧⎪⎨⎪⎩

∂tU −ΔU + U · ∇U +∇π̃ = 0, x ∈ R2, t > 0,

div U = 0, x ∈ R2, t > 0,

U(0) = u0 −Mx, x ∈ R2,

(4.3)

with ∇π̃ = ∇q − M2x. For initial data u0 ∈ Lpσ(R2), it was shown in [17]
that there exists a unique, local mild solution v to equation (4.2) in the space
C([0, T0);L

p
σ(R

2)), where 2 ≤ p < ∞. We note that if u0 ∈ Lpσ(R2), Theorem 2.1

in [17] implies that t
1
2∇v ∈ C([0, T0);Lp(R2)). Thus there exists t1 ∈ (0, T0) such

that ∇v(t1) ∈ Lp(R2) which implies that rot v(t1) ∈ Lp(R2). Hence, in order to
prove Theorem 1.3, it suffices to show an a priori estimate of the following form.
In the sequel, we set w := rot v.

Proposition 4.1. Let 2 ≤ p <∞ and v(t1) ∈ Lpσ(R2) such that rot v(t1) ∈ Lp(R2)
for some t1 ∈ (0, T0). Let v be the mild solution of (4.2). Then there exists a
constant C > 0 such that

‖v(t)‖Lp ≤ C‖v(t1)‖Lp exp
(
Ct‖w(t1)‖Lp

)
, t > t1,

where w(t1) = rot v(t1).
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Proof. Consider the operator A in Lpσ(R
2) given by

Au := −Δu− 〈M ·,∇u〉+Mu
equipped with the domain D(A) = {u ∈ W 2,p(R2) : 〈M ·,∇u〉 ∈ Lp(R2)}. By the
results in [17], the mild solution of (4.2) is represented by

v(t) = e−tAv(t1)−
∫ t

t1

e−(t−s)AP(v · ∇v)(s)ds + 2

∫ t

t1

e−(t−s)AP(Mv)(s)ds,

for t > t1. Applying Proposition 3.4 in [17] yields

‖e−(t−s)AP(v · ∇v)(s)‖Lp ≤ C

(t− s) 1
p

· ‖v · ∇v(s)‖
L

p
2

≤ C

(t− s) 1
p

· ‖v(s)‖Lp · ‖∇v(s)‖Lp , t > s > t1.

(4.4)

Employing the well-known inequality ‖∇v(s)‖Lp ≤ p2

p−1‖w(s)‖Lp based on Biot–

Savart’s law (see, e.g., [4, Proposition 7.7.5]), we see that

‖v(t)‖Lp ≤ C‖v(t1)‖Lp + C

∫ t

t1

C

(t− s)
1
p

· ‖v(s)‖Lp · ‖w(s)‖Lpds

+ C

∫ t

t1

‖v(s)‖Lpds, t > t1.

Next, applying curl to equation (4.2), we verify that the vorticity w = rot v satisfies
the equation{

∂tw −Δw + v · ∇w −Mx · ∇w = 0, x ∈ R2, t > 0,

w(0) = rot u0.
(4.5)

A standard energy estimate allows us to show that

‖w(t)‖Lp ≤ C‖w(t1)‖Lp , t > t1.

Hence, we have

‖v(t)‖Lp ≤ C‖v(t1)‖Lp + C‖w(t1)‖Lp

∫ t

t1

(
1

(t− s)
1
p

+ 1

)
‖v(s)‖Lpds, t > t1.

Finally, Gronwall’s inequality yields the desired estimate. This finishes the
proof of Proposition 4.1. �

By Proposition 4.1, we obtain a unique, global solution ṽ of (4.2) on [t1,∞)
for the initial data v(t1). A uniqueness argument ensures that v(t) = ṽ(t) on
[t1, T0). Therefore, the local solution v on [0, T0) can be continued globally. This
finishes the proof of Theorem 1.3.
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Some Operator Bounds Employing Complex
Interpolation Revisited

Fritz Gesztesy, Yuri Latushkin, Fedor Sukochev and Yuri Tomilov

Dedicated with great pleasure to Charles Batty on the occasion of his 60th birthday.

Abstract. We revisit and extend known bounds on operator-valued functions
of the type

T−z
1 ST−1+z

2 , z ∈ Σ = {z ∈ C | Re(z) ∈ [0, 1]},
under various hypotheses on the linear operators S and Tj , j = 1, 2. We
particularly single out the case of self-adjoint and sectorial operators Tj in
some separable complex Hilbert space Hj , j = 1, 2, and suppose that S (resp.,
S∗) is a densely defined closed operator mapping dom(S) ⊆ H1 intoH2 (resp.,
dom(S∗) ⊆ H2 into H1), relatively bounded with respect to T1 (resp., T ∗

2 ).
Using complex interpolation methods, a generalized polar decomposition for
S, and (a variant of) the Loewner–Heinz inequality, the bounds we establish
lead to inequalities of the following type: Given k ∈ (0,∞),

∥
∥T−z

2 ST−1+z
1

∥
∥
B(H1,H2)

≤ N1N2e
k(Im(z))2+kRe(z)[1−Re(z)]+(4k)−1(θ1+θ2)

2

× ∥
∥ST−1

1

∥
∥
1−Re(z)

B(H1,H2)

∥
∥S∗(T ∗

2 )
−1

∥
∥
Re(z)

B(H2,H1)
, z ∈ Σ,

which also implies,
∥
∥T−x

2 ST−1+x
1

∥
∥
B(H1,H2)

≤ N1N2e
(θ1+θ2)[x(1−x)]1/2

× ∥
∥ST−1

1

∥
∥1−x

B(H1,H2)

∥
∥S∗(T ∗

2 )
−1

∥
∥x

B(H2,H1)
, x ∈ [0, 1],

assuming that Tj have bounded imaginary powers, that is, for some Nj � 1
and θj � 0,

∥
∥T is

j

∥
∥
B(H)

≤ Nje
θj |s|, s ∈ R, j = 1, 2.

We also derive analogous bounds with B(H1,H2) replaced by trace ideals,
Bp(H1,H2), p ∈ [1,∞). The methods employed are elementary, predomi-
nantly relying on Hadamard’s three-lines theorem and the Loewner–Heinz
inequality.
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ties, operator and trace norm inequalities.

1. Introduction

This paper was inspired by an interesting result proved by Lesch in Appendix A
to his 2005 paper [22], dealing with uniqueness of spectral flow on spaces of un-
bounded Fredholm operators. More precisely, upon a close inspection of the proof
of [22, Proposition A.1], we derived the following interpolation result in [6] (cf. [6,
Theorem 4.1]):

Theorem 1.1. Let H be a separable Hilbert space and T ≥ 0 be a self-adjoint
operator with T−1 ∈ B(H). Assume that S is closed and densely defined in H,
with

(
dom(S)∩dom(S∗)

)
⊇ dom(T ), implying ST−1 ∈ B(H) and S∗T−1 ∈ B(H).

If, in addition, ST−1 ∈ B1(H) and S∗T−1 ∈ B1(H), then

T−1/2ST−1/2 ∈ B1(H), (T−1/2ST−1/2)∗ = T−1/2S∗T−1/2 ∈ B1(H). (1.1)

Moreover,∥∥T−1/2ST−1/2
∥∥
B1(H)

=
∥∥T−1/2S∗T−1/2

∥∥
B1(H)

�
∥∥ST−1

∥∥1/2
B1(H)

∥∥S∗T−1
∥∥1/2
B1(H)

.

(1.2)

Theorem 1.1 was used repeatedly in [6] (in Section 4 and especially, in Sec-
tion 6). We then announced the present paper in 2010, but due to a variety of
reasons, finishing it was delayed for quite a while. We should also mention that
in the meantime we became aware of a paper by Huang [14], who proved, in fact,
extended, some parts of Lesch’s Proposition A.1 in [22] already in 1988 (we will
return to this in Sections 2 and 3).

Given Theorem 1.1, we became interested in extensions of it of the following
three types:

• The case of fractional powers of T different from 1/2.
• General trace ideals Bp(H), p ∈ (1,∞).
• Classes of non-self-adjoint operators T , especially, sectorial operators T hav-
ing bounded imaginary powers.

While interpolation theory has long been raised to a high art, we emphasize
that the methods we use are entirely elementary, being grounded in complex in-
terpolation, particularly, in Hadamard’s three-lines theorem as pioneered by Kato
[18, Sect. 3], and the Loewner–Heinz inequality. In fact, Kato [18, Sect. 3] presents
a proof of the generalized Loewner–Heinz inequality applying Hadamard’s three-
lines theorem, and hence the latter is the ultimate ingredient in our proofs.

We continue with a brief summary of the content of each section. One of
the principal results proven in Section 2 reads as follows: Assume that Tj are
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self-adjoint operators in separable complex Hilbert spaces Hj with T−1
j ∈ B(Hj),

j = 1, 2, and suppose that S is a closed operator mapping dom(S) ⊆ H1 into H2

satisfying dom(S) ⊇ dom(T1) and dom(S∗) ⊇ dom(T2). Then T
−z
2 ST

−1+z
1 defined

on dom(T1), z ∈ Σ, is closable, and given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
B(H1,H2)

≤
∥∥ST−1

1

∥∥1−Re(z)

B(H1,H2)

∥∥S∗T−1
2

∥∥Re(z)

B(H2,H1)

×

⎧⎪⎨⎪⎩
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

ek| Im(z)|2+kRe(z)[1−Re(z)]+(4k)−1π2

, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

z ∈ Σ, (1.3)

as well as ∥∥T−x
2 ST

−1+x
1

∥∥
B(H1,H2)

≤
∥∥ST−1

1

∥∥1−x

B(H1,H2)

∥∥S∗T−1
2

∥∥x
B(H2,H1)

×

⎧⎪⎨⎪⎩
e2π[x(1−x)]1/2,

eπ[x(1−x)]1/2, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

x ∈ [0, 1]. (1.4)

In Section 3 we turn to trace ideals Bp(H), p ∈ (1,∞). In addition to the
hypotheses imposed on Tj , j = 1, 2, and S mentioned in the paragraph preceding

(1.3), let p ∈ [1,∞) and ST−1
1 ∈ Bp(H1,H2) and S∗T−1

2 ∈ Bp(H2,H1). Then
given k ∈ (0,∞), the principal result in Section 3 derives the analog of (1.3) and
(1.4) in the form,∥∥T−z

2 ST
−1+z
1

∥∥
Bp(H1,H2)

≤
∥∥ST−1

1

∥∥1−Re(z)

Bp(H1,H2)

∥∥S∗T−1
2

∥∥Re(z)

Bp(H2,H1)

×

⎧⎪⎨⎪⎩
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

ek| Im(z)|2+kRe(z)[1−Re(z)]+(4k)−1π2

, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

z ∈ Σ, (1.5)

as well as∥∥T−x
2 ST

−1+x
1

∥∥
Bp(H1,H2)

≤
∥∥ST−1

1

∥∥1−x

Bp(H1,H2)

∥∥S∗T−1
2

∥∥x
Bp(H2,H1)

×

⎧⎪⎨⎪⎩
e2π[x(1−x)]1/2,

eπ[x(1−x)]1/2, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

x ∈ [0, 1]. (1.6)

In our final Section 4 we discuss the extension of (1.3) and (1.4) from self-
adjoint to sectorial operators Tj , j = 1, 2. One of our principal results there reads

as follows: Assume that Tj are sectorial operators in Hj such that T−1
j ∈ B(Hj),

and that for some θj ≥ 0, Nj ≥ 1,
∥∥T is

j

∥∥
B(Hj)

≤ Nje
θj|s|, s ∈ R, j = 1, 2.

In addition, suppose that S is a closed operator mapping dom(S) ⊆ H1 into H2,
satisfying dom(S) ⊇ dom(T1) and dom(S∗) ⊇ dom(T ∗

2 ). Then T
−z
2 ST

−1+z
1 defined
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on dom(T1), z ∈ Σ, is closable, and given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
B(H1,H2)

≤ N1N2e
k(Im(z))2+kRe(z)[1−Re(z)]+(4k)−1(θ1+θ2)

2

×
∥∥ST−1

1

∥∥1−Re(z)

B(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥Re(z)

B(H2,H1)
, z ∈ Σ, (1.7)

as well as ∥∥T−x
2 ST

−1+x
1

∥∥
B(H1,H2)

≤ N1N2e
(θ1+θ2)[x(1−x)]1/2

×
∥∥ST−1

1

∥∥1−x

B(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥x
B(H2,H1)

, x ∈ [0, 1].
(1.8)

Moreover, in addition to the hypotheses on Tj , j = 1, 2, and S mentioned in the

paragraph preceding (1.7), let p ∈ [1,∞) and ST−1
1 ∈ Bp(H1,H2), S

∗(T ∗
2 )

−1 ∈
Bp(H2,H1). Then given k ∈ (0,∞), one obtains the analog of (1.5) and (1.6) in
the form,∥∥T−z

2 ST
−1+z
1

∥∥
Bp(H1,H2)

≤ N1N2e
k(Im(z))2+kRe(z)[1−Re(z)]+(4k)−1(θ1+θ2)

2

×
∥∥ST−1

1

∥∥1−Re(z)

Bp(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥Re(z)

Bp(H2,H1)
, z ∈ Σ, (1.9)

as well as ∥∥T−x
2 ST

−1+x
1

∥∥
Bp(H1,H2)

≤ N1N2e
(θ1+θ2)[x(1−x)]1/2

×
∥∥ST−1

1

∥∥1−x

Bp(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥x
Bp(H2,H1)

, x ∈ [0, 1].
(1.10)

We note that we permit operators T in (1.3)–(1.6) to have spectrum covering
R except for a neighborhood of zero. Thus, our results in Section 4 for sectorial
operators T do not cover the results (1.3)–(1.6).

In conclusion, we briefly summarize the basic notation used in this paper:
Let H be a separable complex Hilbert space, (·, ·)H the scalar product in H (linear
in the second factor), and IH the identity operator in H. Limits in the norm
topology on H (also called strong limits in H) will be denoted by s-lim. If T is
a linear operator mapping (a subspace of ) a Hilbert space into another, dom(T )
denotes the domain of T . The closure of a closable operator S is denoted by S.
The spectrum and resolvent set of a closed linear operator in H will be denoted
by σ(·) and ρ(·), respectively. The Banach spaces of bounded and compact linear
operators inH are denoted by B(H) and B∞(H), respectively; in the context of two
separable complex Hilbert spaces, Hj , j = 1, 2, we use the analogous abbreviations
B(H1,H2) and B∞(H1,H2). Similarly, the usual �p-based Schatten–von Neumann
(trace) ideals are denoted by Bp(H), p ∈ [1,∞).

2. Interpolation and some operator norm bounds revisited

In this section we revisit and extend a number of bounds collected by Lesch in [22,
Proposition A.1].

Through most of this section we will make the following assumptions:
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Hypothesis 2.1. Assume that T is a self-adjoint operator in H with T−1 ∈ B(H).
In addition, suppose that S is a closed operator in H satisfying

dom(S) ∩ dom(S∗) ⊇ dom(T ). (2.1)

In particular, Hypothesis 2.1 (and the closed graph theorem) implies that

ST−1 ∈ B(H), S∗T−1 ∈ B(H). (2.2)

Remark 2.2.

(i) In the sequel we will adhere to the following convention: Operator products
AB of two linear operatorsA and B inH are always assumed to be maximally
defined, that is,

dom(AB) = {f ∈ H | f ∈ dom(B), Bf ∈ dom(A)}, (2.3)

unless explicitly stated otherwise. The same convention is of course applied
to products of three or more linear operators in H.

(ii) We recall the following useful facts (see, e.g., [42, Theorem 4.19 ]): Suppose
Tj, j = 1, 2, are two densely defined linear operators in H such that T2T1 is
also densely defined in H. Then,

(T2T1)
∗ ⊇ T ∗

1 T
∗
2 . (2.4)

If in addition T2 ∈ B(H), then

(T2T1)
∗ = T ∗

1 T
∗
2 . (2.5)

Theorem 2.3. Assume Hypothesis 2.1. Then the following facts hold:

(i) The operators T−1ST and T−1S∗T are well defined on dom(T 2), and hence
densely defined in H,

dom
(
T−1ST

)
∩ dom

(
T−1S∗T

)
⊇ dom

(
T 2
)
. (2.6)

(ii) The relations(
T−1ST

)∗
= TS∗T−1,

(
T−1S∗T

)∗
= TST−1, (2.7)

hold, and hence TS∗T−1 and TST−1 are closed in H.
(iii) One infers that

T−1ST is bounded if and only if (T−1ST )∗ = TS∗T−1 ∈ B(H). (2.8)

In case T−1ST is bounded, then

T−1ST = (TS∗T−1)∗,
∥∥T−1ST

∥∥
B(H)

=
∥∥TS∗T−1

∥∥
B(H)
. (2.9)

Analogously, one concludes that

T−1S∗T is bounded if and only if
(
T−1S∗T

)∗
= TST−1 ∈ B(H). (2.10)

In case T−1S∗T is bounded, then

T−1S∗T =
(
TST−1

)∗
,
∥∥T−1S∗T

∥∥
B(H)

=
∥∥TST−1

∥∥
B(H)
. (2.11)
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Proof. We start by recalling that

dom
(
T−1ST

)
=
{
g ∈ dom(T )

∣∣Tg ∈ dom(S)
}
, (2.12)

dom
(
TS∗T−1

)
=
{
f ∈ H

∣∣S∗T−1f ∈ dom(T )
}
. (2.13)

(i) Suppose that g ∈ dom
(
T 2
)
. Then Tg ∈ dom(T ) ⊆ dom(S) and hence

dom
(
T−1ST

)
⊇ dom

(
T 2
)
. (2.14)

Since T and hence T 2 are self-adjoint in H and hence necessarily densely defined,
T−1ST is densely defined in H. The same applies to T−1S∗T .

(ii) Applying Remark 2.2 (ii), one obtains(
T−1ST

)∗
=
(
T−1[ST ]

)∗
= [ST ]∗T−1 ⊇ TS∗T−1, (2.15)

since T−1ST is densely defined in H by item (i). To prove the converse inclu-

sion in (2.15), we now assume that f ∈ dom
((
T−1ST

)∗)
and g ∈ dom

(
T 2
)
⊆

dom
(
T−1ST

)
. Then((

T−1ST
)∗
f, g
)
H =

(
f, T−1STg

)
H =

(
T−1f, STg

)
H =

(
S∗T−1f, T g

)
H. (2.16)

Since dom
(
T 2
)
is an operator core for T (e.g., upon applying the spectral theo-

rem), (2.16) extends to all g ∈ dom(T ), that is, one has((
T−1ST

)∗
f, g
)
H =

(
S∗T−1f, T g

)
H, f ∈ dom

((
T−1ST

)∗)
, g ∈ dom(T ).

(2.17)
Consequently, S∗T−1f ∈ dom(T ) and((

T−1ST
)∗
f, g
)
H =

(
S∗T−1f, T g

)
H =

(
TS∗T−1f, g

)
H,

f ∈ dom
((
T−1ST

)∗)
, g ∈ dom(T ),

(2.18)

implying (
T−1ST

)∗
f = TS∗T−1f, f ∈ dom

((
T−1ST

)∗)
, (2.19)

and hence, (
T−1ST

)∗ ⊆ TS∗T−1. (2.20)

Then (2.15) and (2.20) yield the first relation in (2.7). Replacing S by S∗ yields
the second relation in (2.7).

(iii) Since T−1ST is densely defined by (2.6), an application of [42, Theorem
4.14(a)] yields (2.8). Equation (2.9) is an immediate consequence of (2.8).

Again, replacing S by S∗ implies (2.10) and (2.11). �

In the following we denote by Σ ⊂ C the open strip

Σ = {z ∈ C | Re(z) ∈ (0, 1)}, (2.21)

and by Σ its closure.
To state additional results we will have to apply a version of Hadamard’s

three-lines theorem and hence recall the following general result:
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Theorem 2.4 ([13, p. 211]). Suppose φ(·) is an analytic function on Σ, continuous
on Σ, and satisfying for some fixed C ∈ R and a ∈ [0, π),

sup
z∈Σ

[
e−a| Im(z)| ln(|φ(z)|)

]
≤ C. (2.22)

Then

|φ(z)| ≤ exp

{
sin(πRe(z))

2

ˆ
R

dy

[
ln(|φ(iy)|)

cosh(π(y − Im(z)))− cosh(πRe(z))

+
ln(|φ(1 + iy)|)

cosh(π(y − Im(z))) + cosh(πRe(z))

]}
,

z ∈ Σ. (2.23)

If in addition, for some C0, C1 ∈ (0,∞),

|φ(iy)| ≤ C0, |φ(1 + iy)| ≤ C1, y ∈ R, (2.24)

then
|φ(z)| ≤ C1−Re(z)

0 C
Re(z)
1 , z ∈ Σ. (2.25)

For a recent detailed exposition of such results we refer to [10, Sects. 1.3.2,
1.3.3] (see also [8, Sect. III.13]). A classical application of Theorem 2.4 to linear
operators appeared in [35] (see also [3, Sect. 4.3]).

The growth condition (2.22) is of course familiar from Phragmen–Lindelöf-
type arguments applied to the strip Σ (see, e.g., [32, Theorem 12.9]).

In the sequel, complex powers T z, z ∈ Σ, of a self-adjoint operator T in H,
with T−1 ∈ B(H), are defined in terms of the spectral representation of T ,

T =

ˆ
σ(T )

λdET (λ), (2.26)

with {ET (λ)}λ∈R denoting the family of spectral projections of T , as follows: Since
by hypothesis, (−ε, ε) ∩ σ(T ) = ∅ for some ε > 0, one defines

T z =

ˆ
σ(T )

λz dET (λ), z ∈ Σ, (2.27)

where

λz = λRe(z)ei Im(z) ln(|λ|)[θ(λ) + e−π Im(z)θ(−λ)
]
, λ ∈ R\{0}, z ∈ Σ, (2.28)

and

θ(x) =

{
1, x > 0,

0, x < 0.
(2.29)

Consequently, one obtains the estimate∥∥T iy
∥∥
B(H)

≤ max
(
1, e−πy

)
≤ eπ|y|, y ∈ R, (2.30)

and

if T ≥ εIH, for some ε > 0, then T iy is unitary,
∥∥T iy

∥∥
B(H)

= 1, y ∈ R. (2.31)
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Theorem 2.5. Assume Hypothesis 2.1 and suppose that TST−1 ∈ B(H) as well as
TS∗T−1 ∈ B(H). Then S ∈ B(H) (and hence S∗ ∈ B(H)) and

‖S‖B(H) = ‖S∗‖B(H) ≤
∥∥TST−1

∥∥1/2
B(H)

∥∥TS∗T−1
∥∥1/2
B(H)

{
e2π,

1, if T ≥ 0.
(2.32)

Proof. Introducing

ϕk(z) = e
kz(z−1)

(
T 2f, T 2z−3ST−1−2zT 2g

)
H, f, g ∈ dom

(
T 2
)
, z ∈ Σ, k ∈ [0,∞),

(2.33)
one infers that ϕk is analytic on Σ. (We note that the idea to exploit the factor
ekz(z−1), k > 0, can already be found in the proof of [18, Theorem 6]. This factor is
used in (2.34)–(2.36) below to neutralize factors of the type e4π|y| and e4π| Im(z)|.)

In the following we focus on the general case where T is self-adjoint and
k > 0; in this case we will employ the bound (2.30).

Assuming k > 0, (2.30) yields the estimates

|ϕk(iy)| = e−ky2 ∣∣(f, T 2iy−1ST 1−2iyg
)
H
∣∣ = e−ky2 ∣∣(T−2iyf, [T−1ST ]T−2iyg

)
H
∣∣

≤ e−ky2+4π|y|∥∥T−1ST
∥∥
B(H)

‖f‖H ‖g‖H

= e−ky2+4π|y|∥∥TS∗T−1
∥∥
B(H)

‖f‖H ‖g‖H

≤ ek
−14π2∥∥TS∗T−1

∥∥
B(H)

‖f‖H ‖g‖H, f, g ∈ dom
(
T 2
)
, y ∈ R, (2.34)

using (2.9), and similarly,

|ϕk(1 + iy)| = e−ky2 ∣∣(f, T 1+2iyST−1−2iyg
)
H
∣∣

= e−ky2∣∣(T−2iyf, [TST−1]T−2iyg
)
H
∣∣

≤ ek
−14π2∥∥TST−1

∥∥
B(H)

‖f‖H ‖g‖H, f, g ∈ dom
(
T 2
)
, y ∈ R, (2.35)

again employing (2.9) and (2.30). In addition, one obtains

|ϕk(z)| = e−k| Im(z)|2+kRe(z)[Re(z)−1]
∣∣(T 2f, T 2z−3ST−1−2zT 2g

)
H
∣∣

≤ e−k| Im(z)|2+kRe(z)[Re(z)−1]+4π| Im(z)|

×
∥∥T 2Re(z)−3

∥∥
B(H)

∥∥ST−1
∥∥
B(H)

∥∥T−2Re(z)
∥∥
B(H)

∥∥T 2f
∥∥
H
∥∥T 2g

∥∥
H

≤ ek−14π2+kRe(z)[Re(z)−1]

×
∥∥T 2Re(z)−3

∥∥
B(H)

∥∥ST−1
∥∥
B(H)

∥∥T−2Re(z)
∥∥
B(H)

∥∥T 2f
∥∥
H
∥∥T 2g

∥∥
H

≤ C, f, g ∈ dom
(
T 2
)
, z ∈ Σ, (2.36)

for some finite constant C = C(f, g, S, T ) > 0, independent of z ∈ Σ.
Applying the Hadamard three-lines estimate (2.25) to ϕk(·) then yields

|ϕk(z)| ≤ ek
−14π2∥∥TS∗T−1

∥∥1−Re(z)

B(H)

∥∥TST−1
∥∥Re(z)

B(H)
‖f‖H ‖g‖H,

f, g ∈ dom
(
T 2
)
, z ∈ Σ.

(2.37)
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Taking z = 1/2 in (2.37) implies

|(f, Sg)H| ≤ e4
−1k+k−14π2∥∥TS∗T−1

∥∥1/2
B(H)

∥∥TST−1
∥∥1/2
B(H)

‖f‖H ‖g‖H,

f, g ∈ dom
(
T 2
)
.

(2.38)

Optimizing with respect to k > 0 yields

|(f, Sg)H| ≤ e2π
∥∥TS∗T−1

∥∥1/2
B(H)

∥∥TST−1
∥∥1/2
B(H)

‖f‖H ‖g‖H, f, g ∈ dom
(
T 2
)
.

(2.39)
Since dom

(
T 2
)
is dense in H, this yields that S is a bounded operator in H.

Employing that S is closed in H finally proves S ∈ B(H) and hence the first
estimate in (2.32).

If in addition, T ≥ 0, we choose k = 0 in (2.33) and then rely on equality
(2.31) (as opposed to (2.30)), which slightly simplifies the estimates (2.34)–(2.39),
implying the second inequality in (2.32). �

Remark 2.6. In the special case where T is self-adjoint and T ≥ εIH for some
ε > 0, there exists an alternative way of deriving the bound (2.32) by means
of Proposition A.1 (2) proved by Lesch [22] in the context of closed, symmetric
operators S. Indeed, an application of [22, Proposition A.1 (2)] with S replaced by
the symmetric, in fact, self-adjoint, S∗S yields

‖S∗S‖B(H) ≤
∥∥TS∗ST−1

∥∥
B(H)

=
∥∥(TS∗T−1

)(
TST−1

)∥∥
B(H)

≤
∥∥TS∗T−1

∥∥
B(H)

∥∥TST−1
∥∥
B(H)
.

(2.40)

Thus, S∗S is bounded, so both S and S∗ are bounded, and hence,

‖S‖B(H) = ‖S∗‖B(H) = ‖S∗S‖1/2B(H) ≤
∥∥TST−1

∥∥1/2
B(H)

∥∥TS∗T−1
∥∥1/2
B(H)
. (2.41)

Thus, in this special case one needs no additional arguments to prove Theorem
2.5. However, this type of argument does not apply to the remaining statements
in this section.

Theorem 2.5 allows us to derive the following result.

Theorem 2.7. In addition to Hypothesis 2.1 suppose that T ≥ 0. Then

T−1/2ST−1/2 ∈ B(H), T−1/2S∗T−1/2 ∈ B(H), (2.42)

and(
T−1/2ST−1/2

)∗
= T−1/2S∗T−1/2,

(
T−1/2S∗T−1/2

)∗
= T−1/2ST−1/2. (2.43)

Moreover,∥∥T−1/2ST−1/2
∥∥
B(H)

=
∥∥T−1/2S∗T−1/2

∥∥
B(H)

≤
∥∥ST−1

∥∥1/2
B(H)

∥∥S∗T−1
∥∥1/2
B(H)
.

(2.44)
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Proof. Applying the spectral theorem, the combined assumptions on T actually
yield T ≥ εIH for some ε > 0. (The condition T ≥ 0 has inadvertently been omitted

in [6, Theorem 4.1] and [22, Proposition A.1 (3)].) Introduce the operators Ŝ and

T̂ in H by

Ŝ = T−1/2ST−1/2, T̂ = T 1/2. (2.45)

Then T̂ is self-adjoint and dom
(
Ŝ
)
⊇ dom

(
T 1/2

)
, that is, dom

(
Ŝ
)
⊇ dom

(
T̂
)

yields that Ŝ is densely defined. Next, we note that by Remark 2.2 (ii),(
Ŝ
)∗

=
(
T−1/2

[
ST−1/2

])∗
=
[
ST−1/2

]∗
T−1/2 ⊇ T−1/2S∗T−1/2, (2.46)

and hence dom
((
Ŝ
)∗) ⊇ dom

(
T̂
)
. Moreover, since

T̂ Ŝ
(
T̂
)−1

= ST−1 ∈ B(H), T̂
(
Ŝ
)∗(
T̂
)−1 ⊇ S∗T−1 ∈ B(H), (2.47)

by Hypothesis 2.1 (resp., (2.2)), one also infers

T̂
(
Ŝ
)∗(
T̂
)−1

= S∗T−1 ∈ B(H). (2.48)

Thus, Theorem 2.5 applies to Ŝ and T̂ and hence Ŝ,
(
Ŝ
)∗ ∈ B(H), as well as∥∥Ŝ∥∥B(H)

=
∥∥(Ŝ)∗∥∥B(H)

≤
∥∥T̂ Ŝ(T̂ )−1∥∥1/2

B(H)

∥∥T̂ (Ŝ)∗(T̂ )−1∥∥1/2
B(H)

=
∥∥ST−1

∥∥1/2
B(H)

∥∥S∗T−1
∥∥1/2
B(H)
. (2.49)

Since our hypotheses are symmetric with respect to S and S∗, interchanging S
and S∗, repeating (2.45)–(2.49) with Ŝ replaced by

S̃ = T−1/2S∗T−1/2, (2.50)

then also yields
(
S̃
)∗ ⊇ T−1/2ST−1/2 = Ŝ. Since Ŝ ∈ B(H), one concludes that(

S̃
)∗

= Ŝ. Applying Theorem 2.5 to S̃ and T̂ then yields S̃ ∈ B(H) and hence also(
Ŝ
)∗

= S̃, completing the proof. �

In the special case where S is symmetric in H, S ⊆ S∗, and T ≥ 0 (actually,
T ≥ εIH for some ε > 0 as also the condition T−1 ∈ B(H) is involved), nearly
all the results of this section up to now (as well as the basic strategy of proofs
employed), appeared in Lesch [22, Appendix A]. We emphasize, however, that
some of these results, especially, Theorem 2.7, were previously derived in 1988 by
Huang [14, Lemma 2.1.(b)]. In fact, combining the spectral theorem for T and
the three-lines theorem, Huang arrives at an extension of Theorem 2.7 involving
fractional powers of Tα, α ∈ [1/2, 1], on the right-hand side of (2.44).

Next, we recall the generalized polar decomposition for densely defined closed
operators S in H derived in [7],

S = |S∗|αUS |S|1−α, α ∈ [0, 1], (2.51)

where US denotes the partial isometry in H associated with the standard polar
decomposition S = US |S|, and |S| = (S∗S)1/2 (and we interpret |S|0 = IH in this
particular context).
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We will employ (2.51) (and its analog for S∗) to prove the following result:

Theorem 2.8. Assume Hypothesis 2.1. Then T−zST−1+z, z ∈ Σ, defined on
dom(T ), is closable in H, and

T−zST−1+z = T−i Im(z)
[
|S∗|Re(z)T−Re(z)

]∗
US

× |S|1−Re(z)T−1+Re(z)T i Im(z) ∈ B(H), z ∈ Σ. (2.52)

In addition, given k ∈ (0,∞), one obtains∥∥T−zST−1+z
∥∥
B(H)

≤
∥∥ST−1

∥∥1−Re(z)

B(H)

∥∥S∗T−1
∥∥Re(z)

B(H)

×
{
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

1, if T ≥ 0,
z ∈ Σ, (2.53)

and∥∥T−xST−1+x
∥∥
B(H)

≤
∥∥ST−1

∥∥1−x

B(H)

∥∥S∗T−1
∥∥x
B(H)

{
e2π[x(1−x)]1/2,

1, if T ≥ 0,
x ∈ [0, 1].

(2.54)

In particular, assuming T ≥ 0 and taking x = 1/2 in (2.54) one recovers the
estimate (2.44) (in this particular case the operator closure sign in (2.53) is su-
perfluous since T−1/2ST−1/2 ∈ B(H) by (2.42)).

Proof. We start by noting that dom(S) ⊇ dom(T ) (together with S and T closed
by hypothesis) implies that S is relatively bounded with respect to T and hence
there exist a > 0 and b > 0 such that

‖|S|f‖2H = ‖Sf‖2H ≤ a2‖Tf‖2H + b2‖f‖2H = a2‖|T |f‖2H + b2‖f‖2H
=
∥∥[a2|T |2 + b2]1/2f∥∥2H, f ∈ dom(T ) = dom(|T |). (2.55)

Thus, applying the Loewner–Heinz inequality (cf. [5, Sect. 3.2.1], [12, Theorem 3],
[15], [21, Theorem IV.1.11], [23], [27]), one infers that

dom
(
|S|α

)
⊇ dom

((
a2|T |2 + b2

)α/2)
= dom

(
|T |α

)
, α ∈ [0, 1], (2.56)

and ∥∥|S|α[a2|T |2 + b2]−α/2
h
∥∥
H ≤ ‖h‖

2
H, h ∈ H, α ∈ [0, 1]. (2.57)

Similarly, interchanging S and S∗, one obtains

dom
(
|S∗|α

)
⊇ dom

(
|T |α

)
, α ∈ [0, 1], (2.58)

and ∥∥|S∗|α[ã2|T |2 + b̃2]−α/2
h
∥∥
H ≤ ‖h‖

2
H, h ∈ H, α ∈ [0, 1], (2.59)
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for appropriate ã > 0, b̃ > 0. Applying (2.51) to S (with α = Re(z)), and using
(2.56) and (2.58), one concludes (cf. also Remark 2.2 (ii)) that

T−zST−1+z = T−z|S∗|Re(z)US |S|1−Re(z)T−1+z

⊆
[
|S∗|Re(z)T−z

]∗
US
[
|S|1−Re(z)T−1+z

]
(2.60)

= T−i Im(z)
(
|S∗|Re(z)T−Re(z)

)∗
US |S|1−Re(z)T−1+Re(z)T i Im(z) ∈ B(H), z ∈ Σ,

proving (2.52).

Next, one defines (repeatedly employing below the fact that for a closable
operator A, A is an extension of A)

φk(z) = e
kz(z−1)

(
Tf, T−1−zST−2+zTg

)
H = ekz(z−1)

(
f, T−zST−1+zg

)
H,

f, g ∈ dom(T ), z ∈ Σ, k ∈ [0,∞).
(2.61)

Again we primarily focus on the case where T is merely self-adjoint and hence
choose k > 0 and employ the estimate (2.30) in the following.

One estimates

|φk(iy)| = e−ky2 ∣∣(T iyf, ST−1T iyg
)
H
∣∣ ≤ e−ky2+2π|y|∥∥ST−1

∥∥
B(H)

‖f‖H ‖g‖H

≤ ek−1π2∥∥ST−1
∥∥
B(H)

‖f‖H ‖g‖H, y ∈ R, (2.62)

|φk(1 + iy)| = e−ky2 ∣∣(T iyf, T−1ST iyg
)
H
∣∣ ≤ e−ky2+2π|y|∥∥T−1S

∥∥
B(H)

‖f‖H ‖g‖H

≤ ek−1π2∥∥S∗T−1
∥∥
B(H)

‖f‖H ‖g‖H, y ∈ R, (2.63)

|φk(z)| = e−k| Im(z)|2+kRe(z)[Re(z)−1]
∣∣(Tf, T−1−zST−2+zTg

)
H
∣∣

≤ e−k| Im(z)|2+kRe(z)[Re(z)−1]+2π| Im(z)|∥∥T−1−Re(z)
∥∥
B(H)

×
∥∥ST−1

∥∥
B(H)

∥∥T−1+Re(z)
∥∥
B(H)

‖Tf‖H ‖Tg‖H
≤ C, f, g ∈ dom(T ), z ∈ Σ, (2.64)

where C = C(f, g, S, T ) > 0 is a finite constant, independent of z ∈ Σ.

Applying the Hadamard three-lines estimate (2.25) to φk(·) then yields the

first estimate in (2.53) since dom(T ) is dense inH and T−zST−1+z ∈ B(H), z ∈ Σ,
by (2.52).

If in addition T ≥ 0, one chooses k = 0 in (2.61) and uses (2.31) (instead of
(2.30)) to arrive at the second estimate in (2.53). �

We emphasize that the case T ≥ 0 (actually, T ≥ εIH for some ε > 0) in the
estimate (2.54) was also derived by Huang [14, Lemma 2.1.(a)].

The results provided thus far naturally extend to the situation where
T−zST−1+z is replaced by T−z

2 ST
−1+z
1 for two self-adjoint operators Tj in Hj ,

j = 1, 2. As an example, we now illustrate this in the context of Theorem 2.8.
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Hypothesis 2.9. Assume that Tj are self-adjoint operators in Hj with T−1
j ∈

B(Hj), j = 1, 2. In addition, suppose that S is a closed operator mapping dom(S) ⊆
H1 into H2 satisfying

dom(S) ⊇ dom(T1) and dom(S∗) ⊇ dom(T2). (2.65)

In particular, Hypothesis 2.9 implies that

ST−1
1 ∈ B(H1,H2), S

∗T−1
2 ∈ B(H2,H1). (2.66)

Assuming Hypothesis 2.9, one obtains the following corollary of Theorem 2.8:

Corollary 2.10. Assume Hypothesis 2.9. Then T−z
2 ST

−1+z
1 defined on dom(T1),

z ∈ Σ, is closable, and

T−z
2 ST

−1+z
1 = T

−i Im(z)
2

[
|S∗|Re(z)T

−Re(z)
2

]∗
US

× |S|1−Re(z)T
−1+Re(z)
1 T

i Im(z)
1 ∈ B(H1,H2), z ∈ Σ.

(2.67)

In addition, given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
B(H1,H2)

≤
∥∥ST−1

1

∥∥1−Re(z)

B(H1,H2)

∥∥S∗T−1
2

∥∥Re(z)

B(H2,H1)

×

⎧⎪⎨⎪⎩
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

ek| Im(z)|2+kRe(z)[1−Re(z)]+(4k)−1π2

, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

z ∈ Σ,

(2.68)

and ∥∥T−x
2 ST

−1+x
1

∥∥
B(H1,H2)

≤
∥∥ST−1

1

∥∥1−x

B(H1,H2)

∥∥S∗T−1
2

∥∥x
B(H2,H1)

×

⎧⎪⎨⎪⎩
e2π[x(1−x)]1/2,

eπ[x(1−x)]1/2, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

x ∈ [0, 1]. (2.69)

Proof. Consider H := H1 ⊕H2 and introduce

S =

(
0 0
S 0

)
, dom(S) = dom(S)⊕H2, (2.70)

S∗ =

(
0 S∗

0 0

)
, dom(S∗) = H1 ⊕ dom(S∗), (2.71)

and

T =

(
T1 0
0 T2

)
, dom(T) = dom(T1)⊕ dom(T2). (2.72)

Then S is a closed operator in H and T is a self-adjoint operator in H with
bounded inverse given by

T−1 =

(
T−1
1 0
0 T−1

2

)
∈ B(H). (2.73)
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Moreover,

dom(S)∩dom(S∗) = dom(S)⊕dom(S∗) ⊇ dom(T1)⊕dom(T2) = dom(T), (2.74)

that is, the pair (S,T) satisfies Hypothesis 2.1.

Thus,

ST−1 =

(
0 0
ST−1

1 0

)
∈ B(H), S∗T−1 =

(
0 S∗T−1

2

0 0

)
∈ B(H), (2.75)

and∥∥ST−1
∥∥
B(H)

=
∥∥ST−1

1

∥∥
B(H1,H2)

,
∥∥S∗T−1

∥∥
B(H)

=
∥∥S∗T−1

2

∥∥
B(H2,H1)

. (2.76)

Applying Theorem 2.8 to the pair (S,T), one obtains (2.68) and (2.69). �

In the special case, where H1 = H2 = H, S and T1, T2 � 0 are bounded
linear operators in H, the third estimate (2.69) recovers Lemma 25 in [4]. On the
other hand, the case x ∈ [0, 1] in the first estimate in (2.69) is a special case of
(4.32), which in turn is recorded in [43, Lemma 16.3].

For connections with the generalized Loewner–Heinz inequality and bounds
on operators of the type T−x

2 ST
−x
1 , x ∈ [0, 1], under various conditions on S and Tj ,

j = 1, 2, we also refer to [14, Lemma 2.1], [16, Theorem 3], [18, Theorem 6], and the
references cited therein. In particular, [14, Lemma 2.1] predates and extends [22,
Proposition A.1.(3)]. For additional variants on the Loewner–Heinz inequality we
refer, for instance, to [28, Lemma 11, Remark 12], and especially, to [5, Sect. 3.12]
and the detailed bibliography collected therein. For interesting extensions of the
Loewner–Heinz inequality employing operator monotone functions we also refer to
[38], [40], [41]. (An exhaustive list of references on (extensions of) the Loewner–
Heinz inequality is beyond the scope of this short paper due to the enormous
amount of literature on this subject.)

3. Interpolation and trace ideals revisited

In this section we recall a powerful result on interpolation theory in connection
with linear operators in the trace ideal spaces Bp(H), p ∈ [1,∞), originally due to
I.C. Gohberg, M.G. Krein, and S.G. Krein (cf. [8, p. 139]) and then apply it to the
types of operators studied in Section 2. For background on trace ideals we refer to
[8, Ch. I–III], [33], [34, Chs. 1–3].

In particular, we will dwell a bit on a particular case omitted in the discussion
of Gohberg and Krein [8, Theorem III.13.1] (see also [9, Theorem III.5.1]):

Theorem 3.1 ([8], Theorem III.13.1 (see also [9], Theorem III.5.1)).
Let p0, p1 ∈ [1,∞), p0 ≤ p1, and suppose that A(z) ∈ B(H), z ∈ Σ, and that A(·)
is analytic on Σ. Assume that for some C0, C1 ∈ (0,∞),

‖A(iy)‖Bp0(H) ≤ C0, ‖A(1 + iy)‖Bp1(H) ≤ C1, y ∈ R, (3.1)
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and suppose that for all f, g ∈ H, there exist Cf,g ∈ R and af,g ∈ [0, π), such that

sup
z∈Σ

[
e−af,g| Im(z)| ln(|(f,A(z)g)H|)

]
≤ Cf,g. (3.2)

Then

A(z) ∈ Bpz(H),
1

pz
=

1− Re(z)

p0
+

Re(z)

p1
, z ∈ Σ, (3.3)

and

‖A(z)‖Bpz (H) ≤ C1−Re(z)
0 C

Re(z)
1 , z ∈ Σ. (3.4)

The estimate (3.4) remains valid for p0 ∈ [1,∞) and p1 =∞ in (3.1) and (3.3).
In particular, if p0 = p1 ∈ [1,∞), then

‖A(z)‖Bp0(H) ≤ C1−Re(z)
0 C

Re(z)
1 , z ∈ Σ. (3.5)

Proof. Theorem 3.1 and its proof is presented by Gohberg and Krein in [8, The-
orem III.13.1] under the additional assumption that p0 < p1. (Moreover, this
additional restriction is repeated in [9, Theorem III.5.1], where the result is stated
without proof.) However, their proof extends to special case where p0 = p1 ∈ [1,∞)
without any difficulties, in fact, it even simplifies a bit. For the convenience of the
reader we now present the proof in this particular situation.

Let F ∈ B(H) be a finite-rank operator and suppose that

‖F‖Bp′
0
(H) = 1, p−1

0 + (p′0)
−1 = 1, if p0 ∈ (1,∞),

‖F‖B(H) = 1, if p0 = 1,
(3.6)

and consider the function

ϕ(z) = tr(A(z)F ), z ∈ Σ. (3.7)

By the assumptions on A(·), ϕ(·) is analytic on Σ and

sup
z∈Σ

[
e−a| Im(z)| ln(|ϕ(z)|)

]
≤ C (3.8)

for some a = a(F ) ∈ [0, π) and C = C(F ) ∈ R. In addition, one estimates

|ϕ(iy)| ≤ ‖A(iy)F‖B1(H) ≤ ‖A(iy)‖Bp0(H) ‖F‖Bp′0
(H) ≤ C0, y ∈ R, (3.9)

|ϕ(1 + iy)| ≤ ‖A(1 + iy)F‖B1(H) ≤ ‖A(1 + iy)‖Bp0(H) ‖F‖Bp′
0
(H) ≤ C1, y ∈ R.

(3.10)

Applying Hadamard’s three-lines estimate (2.25) to ϕ(·) then yields

|ϕ(z)| = | tr(A(z)F )| ≤ C1−Re(z)
0 C

Re(z)
1 , z ∈ Σ. (3.11)

Next, denoting by F(H) the set of all finite-rank operators in H, we recall that
B ∈ Bp0(H) if and only if the number ‖B‖Bp0(H) is finite, where

‖B‖Bp0(H) =

{
sup0�=F∈F(H) | tr(BF )|/‖F‖Bp′

0
(H), p0 ∈ (1,∞),

sup0�=F∈F(H) | tr(BF )|/‖F‖B(H), p0 = 1
(3.12)
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(cf. [8, Lemma III.12.1]). Thus, (3.11) implies (3.5) due to the normalization
in (3.6). �

Alternatively, Theorem 3.1 follows from combining Theorems IX.20, IX.22,
and Proposition 8 in [29].

Next we prove a trace ideal analog of Theorem 2.8, using Theorem 3.1:

Theorem 3.2. In addition to Hypothesis 2.1, let p ∈ [1,∞), and assume that

ST−1 ∈ Bp(H), S∗T−1 ∈ Bp(H). (3.13)

Then T−zST−1+z, z ∈ Σ, defined on dom(T ), is closable in H, and

T−zST−1+z ∈ Bp(H), z ∈ Σ. (3.14)

In addition, given k ∈ (0,∞), one obtains∥∥T−zST−1+z
∥∥
Bp(H)

≤
∥∥ST−1

∥∥1−Re(z)

Bp(H)

∥∥S∗T−1
∥∥Re(z)

Bp(H)

×
{
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

1, if T ≥ 0,
z ∈ Σ, (3.15)

and∥∥T−xST−1+x
∥∥
Bp(H)

≤
∥∥ST−1

∥∥1−x

Bp(H)

∥∥S∗T−1
∥∥x
Bp(H)

{
e2π[x(1−x)]1/2,

1, if T ≥ 0,
x ∈ [0, 1].

(3.16)

In particular, assuming T ≥ 0 and taking x = 1/2 in (3.16) one obtains

T−1/2ST−1/2 =
(
T−1/2S∗T−1/2

)∗ ∈ Bp(H), (3.17)

and∥∥T−1/2ST−1/2
∥∥
Bp(H)

=
∥∥T−1/2S∗T−1/2

∥∥
Bp(H)

≤
∥∥ST−1

∥∥1/2
Bp(H)

∥∥S∗T−1
∥∥1/2
Bp(H)

.

(3.18)

Proof. First we note that Theorem 2.8 applies and hence (2.52), (2.53) are at our
disposal. Next, we introduce

Ak(z) = e
kz(z−1)T−zST−1+z, z ∈ Σ, k ∈ [0,∞), (3.19)

and focus again on k > 0 first.
Employing (2.30) one estimates

‖Ak(iy)‖Bp(H) = e
−ky2∥∥T−iyST−1T iy

∥∥
Bp(H)

≤ e−ky2+2π|y|∥∥ST−1
∥∥
Bp(H)

≤ ek−1π2∥∥ST−1
∥∥
Bp(H)

, y ∈ R, (3.20)

‖Ak(1 + iy)‖Bp(H) = e
−ky2∥∥T−1−iyST iy

∥∥
Bp(H)

= e−ky2∥∥T−iy(S∗T−1)∗T iy
∥∥
Bp(H)

= ek
−1π2∥∥S∗T−1

∥∥
Bp(H)

, y ∈ R, (3.21)



Operator Bounds Employing Interpolation 229

‖Ak(z)‖B(H) = e
−k| Im(z)|2+kRe(z)[Re(z)−1]

×
∥∥T−i Im(z)

(
|S∗|Re(z)T−Re(z)

)∗
US |S|1−Re(z)T−1+Re(z)T i Im(z)

∥∥
B(H)

≤ e−k| Im(z)|2+kRe(z)[Re(z)−1]+2π| Im(z)|

×
∥∥|S∗|Re(z)T−Re(z)

∥∥
B(H)

∥∥|S|1−Re(z)T−1+Re(z)
∥∥
B(H)

≤ C, z ∈ Σ, (3.22)

where C = C(S, T ) > 0 is a finite constant, independent of z ∈ Σ, employing
(2.57) and (2.59). Here again we used the generalized polar decomposition (2.51)
for S (with α = Re(z)).

Applying the Hadamard three-lines estimate (3.5) to Ak(·) then yields the
first relation in (3.14) and the estimate (3.15). �

In the special case where T ≥ 0 and S = S∗ ∈ B(H), the second estimate
(3.16) recovers the result [36, Lemma 15] (see also [24, Lemma 5.10]). For appli-
cations of (3.16) to scattering theory we refer, for instance, to [30, Appendix 1].

Corollary 3.3. In addition to Hypothesis 2.9, let p ∈ [1,∞) and assume that

ST−1
1 ∈ Bp(H1,H2), S

∗T−1
2 ∈ Bp(H2,H1). (3.23)

Then T−z
2 ST

−1+z
1 defined on dom(T1), z ∈ Σ, is closable, and

T−z
2 ST

−1+z
1 ∈ Bp(H1,H2), z ∈ Σ. (3.24)

In addition, given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
Bp(H1,H2)

≤
∥∥ST−1

1

∥∥1−Re(z)

Bp(H1,H2)

∥∥S∗T−1
2

∥∥Re(z)

Bp(H2,H1)

×

⎧⎪⎨⎪⎩
ek| Im(z)|2+kRe(z)[1−Re(z)]+k−1π2

,

ek| Im(z)|2+kRe(z)[1−Re(z)]+(4k)−1π2

, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

z ∈ Σ,

(3.25)

and ∥∥T−x
2 ST

−1+x
1

∥∥
Bp(H1,H2)

≤
∥∥ST−1

1

∥∥1−x

Bp(H1,H2)

∥∥S∗T−1
2

∥∥x
Bp(H2,H1)

×

⎧⎪⎨⎪⎩
e2π[x(1−x)]1/2,

eπ[x(1−x)]1/2, if T1 ≥ 0, or T2 ≥ 0,

1, if Tj ≥ 0, j = 1, 2,

x ∈ [0, 1]. (3.26)

Proof. One can follow the proof of Corollary 2.10 step by step replacing B(H) and
B(Hj) by Bp(H) and Bp(Hj), j = 1, 2, respectively, applying Theorem 3.2 instead
of Theorem 2.8. �

Finally, we recall the following known result in connection with the ideal
B∞(H):
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Theorem 3.4 ([31], pp. 115–116). Suppose that A(z) ∈ B(H), z ∈ Σ, that A(·) is
analytic on Σ, weakly continuous on Σ. Assume that for some C0, C1 ∈ (0,∞),

‖A(iy)‖B(H) ≤ C0, ‖A(1 + iy)‖B(H) ≤ C1, y ∈ R, (3.27)

and suppose that for all f, g ∈ H, there exist Cf,g ∈ R and af,g ∈ [0, π), such that

sup
z∈Σ

[
e−af,g| Im(z)| ln(|(f,A(z)g)H|)

]
≤ Cf,g. (3.28)

In addition, suppose that

either A(iy) ∈ B∞(H), or A(1 + iy) ∈ B∞(H), y ∈ R. (3.29)

Then,

A(z) ∈ B∞(H), z ∈ Σ. (3.30)

A condition of the type (3.28) has inadvertently been omitted in [31, pp. 115–116].

4. Extensions to sectorial operators

In this section we revisit Theorems 2.3, 2.8, 3.2, and Corollaries 2.10, 3.3, and re-
place the self-adjointness hypothesis on T by appropriate sectoriality assumptions.

We start by recalling the definition of a sectorial operator and refer, for
instance, to [11, Chs. 2, 3, 7] and [43, Chs. 2, 16] for a detailed treatment.

Definition 4.1. Let T be a densely defined, closed, linear operator in H and denote
by Sω ⊂ C, ω ∈ [0, π), the open sector

Sω =

{
{z ∈ C | z �= 0, | arg(z)| < ω}, ω ∈ (0, π),

(0,∞), ω = 0,
(4.1)

with vertex at z = 0 along the positive real axis and opening angle 2ω. The
operator T is called sectorial of angle ω ∈ [0, π), denoted by T ∈ Sect(ω), if

(α) σ(T ) ⊆ Sω,
(β) for all ω′ ∈ (ω, π), sup

z∈C\Sω′

∥∥z(T − zIH)−1
∥∥
B(H)

<∞. (4.2)

One calls

ωT = min{ω ∈ [0, π] |T ∈ Sect(ω)}, (4.3)

the angle of sectoriality of T .

For the remainder of this section we assume that T is sectorial (that is,
T ∈ Sect(ω) for some ω ∈ [0, π)) and that T−1 ∈ B(H).

Then fractional powers T−z, with Re(z) > 0, of T can be defined by a
standard Dunford integral in B(H) (cf., e.g., [43, Sect. 2.7.1]),

T−z = (2πi)−1

j
Γ

dζ ζ−z(T − ζIH)−1, Re(z) > 0, (4.4)
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using the principal branch of ζ−z , {ζ ∈ C | | arg(ζ)| < π}, by excluding the negative
real axis, with Γ surrounding σ(T ) clockwise in (C\(−∞, 0])∩ ρ(T ) (cf. [43, p. 92]
for precise details). An important property of T−z is that

T−z is a B(H)-valued analytic semigroup on {z ∈ C | Re(z) > 0}. (4.5)

Defining imaginary powers of T requires a bit more care. Following [43,
p. 105], we introduce the imaginary powers T is, s ∈ R, of T as follows:

T isf = s-lim
z→is,Re(z)>0

T−zf,

f ∈ dom(T is) =
{
g ∈ H

∣∣∣ s-lim
z→is,Re(z)>0

T−zg exists
}
.

(4.6)

We note that one can define imaginary powers of T also more explicitly as follows:
for s ∈ R, one sets as in [1, p. 153],

T isf :=
sin(πis)

πis

ˆ ∞

0

tis(T + tIH)−2Tf dt, f ∈ dom(T ). (4.7)

Then the operator T is is closable for every s ∈ R and one defines

T is := T is|dom(T ), s ∈ R. (4.8)

We also note that there are several definitions of the fractional (and imag-
inary) powers in the literature, see, for instance, [11, Section 3.2 and Proposi-
tion 3.5.5], [20], [25, Section 4], [26], [39, Section 1], [1, Section 4]. In our setting,
all of these definitions coincide (cf. [2]), and we provided the most straightforward
one.

To be able to argue as in previous sections one needs to deal with sectorial
operators having bounded imaginary powers (BIP ).

Definition 4.2. If T is a sectorial operator on H such that T−1 ∈ B(H), then T is
said to have bounded imaginary powers if T is ∈ B(H) for all s ∈ R. This is then
denoted by T ∈ BIP(H).

We recall that if T admits bounded imaginary powers then
{
T is
}
s∈R

is a

C0-group on H (cf. [11, Corollary 3.5.7]). Hence, there exist θ ≥ 0 and N ≥ 1 such
that

‖T is‖B(H) ≤ Neθ|s|, s ∈ R, (4.9)

and we write T ∈ BIP(N, θ) in this case. Clearly,

BIP(H) =
⋃

N�1, θ�0

BIP(N, θ). (4.10)

We also define the type θT of the C0-group
{
T is
}
s∈R

by

θT := inf
{
θ ≥ 0

∣∣ there exists Nθ ≥ 1 such that
∥∥T is

∥∥
B(H)

≤ Nθe
θ|s|, s ∈ R

}
.

(4.11)
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The standard example of operators T satisfying T ∈ BIP(H) (in addition to
the situation described in (2.31)) are provided by strictly positive self-adjoint op-
erators bounded from below (in this case T ∈ BIP(1, 0)) and boundedly invertible,
m-accretive operators T (in this case T ∈ BIP(1, π/2)). One recalls that T is said
to be m-accretive (cf. [11, Sect. C.7], [17], [19, Sect. V.3.10], [25, Sect. 4.3], [37,
Ch. 2]) if and only if

dom(T ) = H, (−∞, 0) ⊂ ρ(T ),
∥∥(T + λIH)−1

∥∥
B(H)

≤ λ−1, λ > 0. (4.12)

The following extension of (4.5) will be vital for the remainder of this section:

Theorem 4.3 (See, e.g., [1], Theorem 4.7.1).
If T ∈ BIP(H) then

{
T−z

∣∣ Re(z) ≥ 0
}
is a strongly continuous semigroup in the

closed right half-plane {z ∈ C | Re(z) ≥ 0}.
We note that by [11, Proposition 7.0.1] (or [43, p. 101]), T ∈ Sect(ω) if and

only if T ∗ ∈ Sect(ω). Moreover, (T z)∗ = (T ∗)z̄ and thus

T ∈ BIP(N, θ) if and only if T ∗ ∈ BIP(N, θ). (4.13)

Theorem 4.3 together with (4.13) permits us to use the three-lines theorem
in the present, more general setting of sectorial operators.

In the special case where T is self-adjoint and strictly positive in H, that is,
T ≥ εIH for some ε > 0, Tα, α ∈ C, defined on one hand as sectorial operators
as above, and on the other by the spectral theorem, coincide (cf., e.g., [25, Sect.
4.3.1], [39, Sect. 1.18.10]). In particular,

dom(Tα) =

{
f ∈ H

∣∣∣∣ ‖Tαf‖2H =

ˆ
[ε,∞]

λ2Re(α)d‖ET (λ)f‖2H <∞
}
, α ∈ C,

(4.14)
in this case. Here {ET (λ)}λ∈R denotes the family of spectral projections of T .

In the remainder of this section, we will use the following set of assumptions:

Hypothesis 4.4. Assume that T is a sectorial operator in H such that T−1 ∈ B(H).
In addition, we assume that S is a closed operator in H satisfying

dom(S) ⊇ dom(T ), dom(S∗) ⊇ dom(T ∗). (4.15)

We start with the analog of Theorem 2.3:

Theorem 4.5. Assume Hypothesis 4.4. Then the following facts hold:

(i) The operator T−1ST is well defined on dom(T 2), and hence densely defined
in H,

dom
(
T−1ST

)
⊇ dom

(
T 2
)
. (4.16)

(ii) The relation (
T−1ST

)∗
= T ∗S∗(T ∗)−1 (4.17)

holds, and hence T ∗S∗(T ∗)−1 is closed in H.
(iii) One infers that

T−1ST is bounded if and only if (T−1ST )∗ = T ∗S∗(T ∗)−1 ∈ B(H). (4.18)
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If one of the assertions in (4.18) hold, then

T−1ST = (T ∗S∗(T ∗)−1)∗,
∥∥T−1ST

∥∥
B(H)

=
∥∥T ∗S∗(T ∗)−1

∥∥
B(H)
. (4.19)

Proof. Since dom
(
T 2
)
is an operator core for T (cf. [11, Theorem 3.1.1]), one

can follow the proof of Theorem 2.3 line by line. To illustrate this claim we just
mention, for instance, the analog of (2.16) which now turns into((
T−1ST

)∗
f, g
)
H =

(
f, T−1STg

)
H =

(
(T ∗)−1f, STg

)
H =

(
S∗(T ∗)−1f, T g

)
H,

f ∈ dom
((
T−1ST

)∗)
, g ∈ dom

(
T 2
)
⊆ dom

(
T−1ST

)
, (4.20)

and hence once again extends to all g ∈ dom(T ) as before in (2.17). �

Next, we turn to the analog of Theorem 2.8 and recall the notation used
in (4.9):

Theorem 4.6. Assume Hypothesis 4.4. If T ∈ BIP(N, θ), then T−zST−1+z, z ∈ Σ,
defined on dom(T ), is closable in H, and

T−zST−1+z = T−i Im(z)
[
|S∗|Re(z)(T ∗)−Re(z)

]∗
US

× |S|1−Re(z)T−1+Re(z)T i Im(z) ∈ B(H), z ∈ Σ.
(4.21)

In addition, given k ∈ (0,∞), one obtains∥∥T−zST−1+z
∥∥
B(H)

≤ N2ek(Im(z))2+kRe(z)[1−Re(z)]+k−1θ2

×
∥∥ST−1

∥∥1−Re(z)

B(H)

∥∥S∗(T ∗)−1
∥∥Re(z)

B(H)
, z ∈ Σ,

(4.22)

and∥∥T−xST−1+x
∥∥
B(H)

≤ N2e2θ[x(1−x)]1/2
∥∥ST−1

∥∥1−x

B(H)

∥∥S∗(T ∗)−1
∥∥x
B(H)
, x ∈ [0, 1].

(4.23)

Proof. Closely examining the first part of the proof of Theorem 2.8 based on the
Loewner–Heinz inequality, one notes that everything up to (2.60) goes through
without any change, implying the closability of T−zST−1+z and the validity of
(4.21).

Next, one defines

φk(z) = e
kz(z−1)

(
T ∗f, T−1−zST−2+zTg

)
H = ekz(z−1)

(
f, T−zST−1+zg

)
H,

f ∈ dom(T ∗), g ∈ dom(T ), z ∈ Σ, k ∈ (0,∞).
(4.24)

Then, employing (4.9) and (4.13), one estimates

|φk(iy)| = e−ky2 ∣∣((T ∗)iyf, ST−1T iyg
)
H
∣∣

≤ e−ky2

N2e2θ|y|
∥∥ST−1

∥∥
B(H)

‖f‖H ‖g‖H

≤ N2ek
−1θ2∥∥ST−1

∥∥
B(H)

‖f‖H ‖g‖H, y ∈ R, (4.25)
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|φk(1 + iy)| = e−ky2 ∣∣((T ∗)iyf, T−1ST iyg
)
H
∣∣

≤ e−ky2

N2e2θ|y|
∥∥T−1S

∥∥
B(H)

‖f‖H ‖g‖H

= e−ky2

N2e2θ|y|
∥∥S∗(T ∗)−1

∥∥
B(H)

‖f‖H ‖g‖H

≤ N2ek
−1θ2∥∥S∗(T ∗)−1

∥∥
B(H)

‖f‖H ‖g‖H, y ∈ R, (4.26)

|φk(z)| = e−k(Im(z))2+kRe(z)[Re(z)−1]
∣∣(T ∗f, T−1−zST−2+zTg

)
H
∣∣

≤ e−k(Im(z))2+kRe(z)[Re(z)−1]
∥∥T−1−Re(z)−i Im(z)

∥∥
B(H)

∥∥ST−1
∥∥
B(H)

×
∥∥T−1+Re(z)+i Im(z)

∥∥
B(H)

‖T ∗f‖H ‖Tg‖H

≤ e−k(Im(z))2+kRe(z)[Re(z)−1]N2e2θ| Im(z)|∥∥T−1−Re(z)
∥∥
B(H)

×
∥∥ST−1

∥∥
B(H)

∥∥T−1+Re(z)
∥∥
B(H)

‖T ∗f‖H ‖Tg‖H
≤ Ck, f ∈ dom(T ∗), g ∈ dom(T ), z ∈ Σ, (4.27)

where Ck = Ck(f, g, S, T ) > 0 is a finite constant, independent of z ∈ Σ.

Applying the Hadamard three-lines estimate (2.25) to φk(·) then yields (4.22)

since dom(T ) and dom(T ∗) are dense in H and T−zST−1+z ∈ B(H), z ∈ Σ, by
(4.21). If Im(z) = 0, optimizing (4.22) with respect to k > 0 implies (4.23). �

Remark 4.7. We recall that by McIntosh’s theorem (cf. [11, Corollary 4.3.5]),
one has

θT = ωT , (4.28)

where ωT and θT are defined by (4.3) and (4.11), respectively. Thus, in principle,
one can use ωT to get estimates cruder than (4.22), (4.23), but then in a priori
terms associated with T . However, we decided not to pursue this here. The same
remark also concerns the statements in the remainder of this section.

In the special case where T ≥ 0 and S ∈ B(H), the estimate (4.23) recovers
[36, Lemma 15].

Again, these results naturally extend to the situation where T−zST−1+z is
replaced by T−z

2 ST
−1+z
1 for two sectorial operators Tj in Hj , j = 1, 2, having

bounded imaginary powers, and once more we now illustrate this in the context
of Theorem 4.6.

Hypothesis 4.8. Assume that Tj are sectorial operators in Hj such that T−1
j ∈

B(Hj), j = 1, 2. In addition, suppose that S is a closed operator mapping dom(S) ⊆
H1 into H2, satisfying

dom(S) ⊇ dom(T1) and dom(S∗) ⊇ dom(T ∗
2 ). (4.29)

Then the analog of Corollary 2.10 reads as follows:
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Corollary 4.9. Assume Hypothesis 4.8. If Tj ∈ BIP(Nj , θj), j = 1, 2, then

T−z
2 ST

−1+z
1 defined on dom(T1), z ∈ Σ, is closable, and

T−z
2 ST

−1+z
1 = T

−i Im(z)
2

[
|S∗|Re(z)(T ∗

2 )
−Re(z)

]∗
US

× |S|1−Re(z)T
−1+Re(z)
1 T

i Im(z)
1 ∈ B(H1,H2), z ∈ Σ.

(4.30)

In addition, given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
B(H1,H2)

≤ N1N2e
k(Im(z))2+kRe(z)[1−Re(z)]+(4k)−1(θ1+θ2)

2

×
∥∥ST−1

1

∥∥1−Re(z)

B(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥Re(z)

B(H2,H1)
, z ∈ Σ, (4.31)

and ∥∥T−x
2 ST

−1+x
1

∥∥
B(H1,H2)

≤ N1N2e
(θ1+θ2)[x(1−x)]1/2

×
∥∥ST−1

1

∥∥1−x

B(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥x
B(H2,H1)

, x ∈ [0, 1].
(4.32)

Proof. Again, the 2×2 block operator formalism introduced in the proof of Corol-
lary 2.10 applies to the case at hand. �

We emphasize that (4.31) is not new, it can be found in [43, Lemma 16.3].
Our proof, however, is slightly different.

Finally, we turn to the analogs of Theorem 3.2 and Corollary 3.3.

Theorem 4.10. Assume Hypothesis 4.4. Moreover, let p ∈ [1,∞), and suppose that

ST−1 ∈ Bp(H), S∗(T ∗)−1 ∈ Bp(H). (4.33)

If T ∈ BIP(N, θ), then T−zST−1+z, z ∈ Σ, defined on dom(T ), is closable in H,
and

T−zST−1+z ∈ Bp(H), z ∈ Σ. (4.34)

In addition, given k ∈ (0,∞), one obtains∥∥T−zST−1+z
∥∥
Bp(H)

≤ N2ek(Im(z))2+kRe(z)[1−Re(z)]+k−1θ2

×
∥∥ST−1

∥∥1−Re(z)

Bp(H)

∥∥S∗(T ∗)−1
∥∥Re(z)

Bp(H)
, z ∈ Σ,

(4.35)

and∥∥T−xST−1+x
∥∥
Bp(H)

≤ N2e2θ[x(1−x)]1/2

×
∥∥ST−1

∥∥1−x

Bp(H)

∥∥S∗(T ∗)−1
∥∥x
Bp(H)

, x ∈ [0, 1].
(4.36)

Proof. First we note that Theorem 4.6 applies and hence (4.21)–(4.23) are at our
disposal. Next, one introduces

Ak(z) = e
kz(z−1)T−zST−1+z, z ∈ Σ, k ∈ (0,∞), (4.37)
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and estimates

‖Ak(iy)‖Bp(H) = e
−ky2∥∥T−iyST−1T iy

∥∥
Bp(H)

≤ e−ky2

N2e2θ|y|
∥∥ST−1

∥∥
Bp(H)

≤ N2ek
−1θ2∥∥ST−1

∥∥
Bp(H)

, y ∈ R, (4.38)

‖Ak(1 + iy)‖Bp(H) = e
−ky2∥∥T−1−iyST iy

∥∥
Bp(H)

= e−ky2∥∥T−iy(S∗(T ∗)−1)∗T iy
∥∥
Bp(H)

≤ e−ky2

N2e2θ|y|
∥∥S∗(T ∗)−1

∥∥
Bp(H)

≤ N2ek
−1θ2∥∥S∗(T ∗)−1

∥∥
Bp(H)

, y ∈ R, (4.39)

‖Ak(z)‖B(H) = e
−k(Im(z))2+kRe(z)[Re(z)−1]

×
∥∥T−i Im(z)

(
|S∗|Re(z)(T ∗)−Re(z)

)∗
US |S|1−Re(z)T−1+Re(z)T i Im(z)

∥∥
B(H)

≤ e−k(Im(z))2+kRe(z)[Re(z)−1]N2e2θ| Im(z)| ∥∥|S∗|Re(z)(T ∗)−Re(z)
∥∥
B(H)

×
∥∥|S|1−Re(z)T−1+Re(z)

∥∥
B(H)

≤ Ck, z ∈ Σ, (4.40)

where Ck = Ck(S, T ) > 0 is a finite constant, independent of z ∈ Σ, applying
(2.57) and (2.59). Here we used again the generalized polar decomposition (2.51)
for S (with α = Re(z)).

Applying the Hadamard three-lines estimate (3.5) to Ak(·) then yields rela-
tion (4.34) and the estimate (4.35). If Im(z) = 0, optimizing (4.35) with respect
to k > 0 implies (4.36). �

Corollary 4.11. In addition to Hypothesis 4.8, let p ∈ [1,∞) and assume that

ST−1
1 ∈ Bp(H1,H2), S

∗(T ∗
2 )

−1 ∈ Bp(H2,H1). (4.41)

If Tj ∈ BIP(Nj , θj), j = 1, 2, then T−z
2 ST

−1+z
1 defined on dom(T1), z ∈ Σ, is

closable, and

T−z
2 ST

−1+z
1 ∈ Bp(H1,H2), z ∈ Σ. (4.42)

In addition, given k ∈ (0,∞), one obtains∥∥T−z
2 ST

−1+z
1

∥∥
Bp(H1,H2)

≤ N1N2e
k(Im(z))2+kRe(z)[1−Re(z)]+(4k)−1(θ1+θ2)

2

×
∥∥ST−1

1

∥∥1−Re(z)

Bp(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥Re(z)

Bp(H2,H1)
, z ∈ Σ, (4.43)

and ∥∥T−x
2 ST

−1+x
1

∥∥
Bp(H1,H2)

≤ N1N2e
(θ1+θ2)[x(1−x)]1/2

×
∥∥ST−1

1

∥∥1−x

Bp(H1,H2)

∥∥S∗(T ∗
2 )

−1
∥∥x
Bp(H2,H1)

, x ∈ [0, 1].
(4.44)

Proof. Applying Theorem 4.10, one can follow the proof of Corollary 4.9 (see also
Corollary 2.10) step by step replacing B(H) and B(Hj) by Bp(H) and Bp(Hj),
j = 1, 2, respectively. �
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Power-bounded Invertible Operators and
Invertible Isometries on Lp Spaces

T.A. Gillespie

Abstract. It is shown that an invertible isometry on �p, where 1 ≤ p < ∞
and p 	= 2, is a scalar-type spectral operator provided its spectrum is a proper
subset of the unit circle. A similar, though weaker, analysis is also considered
for invertible isometries on more general Lp spaces. These results are used
to give several examples of invertible operators U on Lp spaces, where p ∈
(1,∞) and p 	= 2, such that supn∈Z

‖Un‖ < ∞ but U is not similar to an
invertible isometry. This contrasts with the situation on Hilbert space, where
the condition supn∈Z ‖Un‖ < ∞ on an invertible operator U implies that U
is similar to a unitary operator.

Mathematics Subject Classification (2010). Primary 47B38, 47B37, 47B40; Sec-
ondary 43A15, 46E30.

Keywords. Invertible isometry, power-bounded operator, Lp spaces, similarity.

1. Introduction

It is well known that, for an invertible operator U on a Hilbert space H , the
following statements are equivalent.

(i) supn∈Z ‖Un‖ <∞.
(ii) U is similar to a unitary operator on H .
(iii) U is a scalar-type spectral operator with spectrum contained in the unit circle

T; that is, U has a representation of the form

U =

∫
T

z F (dz),

where F (·) is a projection-valued function, defined on the Borel subsets of T
and countably additive in the strong operator topology.

For Charles Batty, a friend and colleague for many years, on the occasion of his sixtieth birthday.
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As usual, Z here denotes the set of all integers {0,±1,±2, . . . }. The equiva-
lence of (i) and (ii) goes back to the work of B. Sz.-Nagy, whilst the equivalence
of (i) and (iii) is due to J. Wermer (see, for instance, accounts of these matters in
[4, Chapter XV, §6] and [3, Chapter 8]). It is also known (see [2, Theorem 4.8])
that, if X is an Lp space (or, more generally, a closed subspace of an Lp space),
where 1 < p <∞, and U is an invertible operator on X , then the condition

sup
n∈Z

‖Un‖ <∞ (1.1)

implies that U has the weaker spectral representation

U =

∫ 2π

0−
eiλ dE(λ) . (1.2)

Here, E(·) is a (uniquely determined) projection-valued function from the reals R
to B(X), the algebra of all bounded linear operators on X , such that

(a) E(λ)E(μ) = E(λ ∧ μ) for λ,μ ∈ R;
(b) limμ→λ− E(μ) exists and limμ→λ+ E(μ) = E(λ) in the strong operator topol-

ogy for λ ∈ R;
(c) E(λ) = 0 if λ < 0 and E(λ) = I (the identity operator) if λ ≥ 2π;
(d) limμ→2π− E(μ) = I,

and the integral in (1.2) exists as a Riemann–Stieltjes integral in the strong oper-
ator topology. Furthermore, the integral∫ 2π

0−
λdE(λ) (1.3)

exists strongly as a Riemann–Stieltjes integral and defines a bounded linear oper-
ator A on X with spectrum contained in [0, 2π] such that exp(iA) = U .

The existence of a logarithm and a representation of the form (1.2) had
been obtained earlier ([7, Theorem 2], [8, Theorem 1]) for translation operators
on Lp(G), where G is a locally compact abelian group and 1 < p < ∞. More
precisely, let Us be the operator on Lp(G) given by translation by s ∈ G (that is,
Usf(t) = f(t − s), t ∈ G a.e.). Then Us has a spectral representation of the form
(1.2) and can be written as exp(iAs), where the As has a representation of the
form (1.3). It was also shown in [8, Theorem 2] that, if p �= 2 and s has infinite
order in G, then Us is not a scalar-type spectral operator (nor, for that matter, a
spectral operator).

Since such translation operators are invertible isometries, these results show
that, although a weakened version of the implication (i)⇒ (iii) is valid on reflexive
Lp spaces, the full implication fails in general. However, there remains the question
as to whether, for invertible operators U on reflexive Lp spaces, (1.1) implies that
U is similar to an invertible isometry or whether (as seems more likely) this fails
as well. This question was raised at a lecture to the North British Functional
Analysis Seminar in 2011 by Yuri Tomilov. The aim of this note is to show that
this implication does indeed fail in the more general context of reflexive Lp spaces
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when p �= 2. Examples will be given to illustrate this both on the sequence space �p

and more generally on Lp(G) for G a locally compact abelian group. The examples
rely on spectral properties of invertible isometries on �p and on Lp spaces (see
Theorems 2.4 and 3.1 below).

In addition to the notation already introduced, N will as usual denote the
set of positive integers, C the complex numbers and T the unit circle in C. It is
convenient to take �p to be the space of doubly infinite p-summable sequences
x = {xn}n∈Z with complex terms. Also, for n ∈ N, �pn will denote Cn endowed
with the standard p-norm. Each n× n complex matrix A acts on the elements of
�pn when written as column vectors; the norm of the resulting linear operator will
be denoted by ‖A‖p. In this context, we allow the value p = ∞. The symbol Sp
will denote the spectrum of a linear operator (or the set of eigenvalues of an n×n
matrix).

2. Invertible isometries on �p

An important property of a linear isometry U on an arbitrary Lp space when 1 ≤
p <∞ and p �= 2 is that it is separation-preserving; in other words, if f and g are
functions in the underlying Lp space with disjoint supports, then Uf and Ug also
have disjoint supports (i.e., (Uf).(Ug) = 0 almost everywhere whenever f.g = 0
almost everywhere). This result goes back to Banach ([1, Chapitre XI]), where
it is stated for the real spaces Lp[0, 1] and �p, and discussed in fuller generality,
allowing for complex scalars and arbitrary measure spaces, in [11]. It follows that
the invertible isometries on �p, where 1 ≤ p < ∞ and p �= 2, are precisely the
operators U : �p → �p of the form

U{xn}n∈Z = {αnxτ(n)}n∈Z, (2.1)

where αn ∈ C with |αn| = 1 for all n ∈ Z and τ : Z → Z is a bijection, a result
that appeared in [1, pp. 178–180], though with real scalars.

Although this description of the invertible isometries on �p shows that there
is no general restriction on their spectra beyond being closed subsets of T (just
take τ to be the identity mapping and {αn}n∈Z a dense subset of any required
closed set), nevertheless additional assumptions on the spectrum Sp(U) of a given
invertible isometry U can sometimes yield more detailed structural information
about U . In particular, it will be shown that, if Sp(U) is a proper subset of T, then
U is a scalar-type spectral operator.

To prove this, it is convenient to establish several lemmas. The first provides
an estimate for the norm of the inverse of a Vandermonde matrix and appears in
[6]. There, the norm of an n× n complex matrix A = (ajk) is taken as

‖A‖ = max
1≤j≤n

n∑
k=1

|ajk|,
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see [6, (1.4)]. In the present notation, this is the norm ‖A‖∞ of A considered as a
linear mapping on �∞n . The relevant result [6, Theorem 1] is as follows.

Lemma 2.1. Let n ∈ N with n ≥ 2, let λ1, λ2, . . . , λn be distinct complex numbers,
and let Vn denote the n× n Vandermonde matrix

Vn =

⎛⎜⎜⎜⎜⎜⎝
1 1 · · · 1
λ1 λ2 · · · λn
λ21 λ22 · · · λ2n
...

...
...

...
λn−1
1 λn−1

2 · · · λn−1
n

⎞⎟⎟⎟⎟⎟⎠ .
Then

‖V −1
n ‖∞ ≤ max

1≤j≤n

n∏
k=1
k �=j

1 + |λk|
|λk − λj |

. (2.2)

Comment. As is well known, the condition that the λj ’s are distinct is necessary
and sufficient for Vn to be invertible.

Lemma 2.2. Let λ1, . . . , λn and Vn be as in Lemma 2.1, and suppose further that
|λj | = 1 for each j. Then

‖Vn‖p ≤ n and ‖V −1
n ‖p ≤ 2n−1n1/p max

1≤j≤n

n∏
k=1
k �=j

1

|λk − λj |
(2.3)

for 1 ≤ p <∞.

Proof. When p = 1, the first inequality in (2.3) is clear since, for any n×n matrix
A, ‖A‖1 equals the maximum �1 norm of the columns of A. Suppose then that
1 < p < ∞ and that p′ is the index conjugate to p. Given x ∈ Cn, the jth

coordinate of Vnx is
n∑

k=1

λj−1
k xk and, since |λj | = 1 for each j, Hölder’s inequality

then gives

‖Vnx‖pp =
n∑

j=1

∣∣∣∣∣
n∑

k=1

λj−1
k xk

∣∣∣∣∣
p

≤
n∑

j=1

np/p
′‖x‖pp = n1+p/p′‖x‖pp.

It follows, taking pth roots, that ‖Vnx‖p ≤ n‖x‖p and so ‖Vn‖p ≤ n as required.

For the second inequality in (2.3), note that

‖V −1
n x‖p ≤ n1/p‖V −1

n x‖∞ ≤ n1/p‖V −1
n ‖∞‖x‖∞ ≤ n1/p‖V −1

n ‖∞‖x‖p
for x ∈ Cn and then use (2.2). �



Power-bounded Invertible Operators 245

Lemma 2.3. Let n ≥ 2, let β1, . . . , βn ∈ C with |βj | = 1 for each j, let A be the
n× n matrix defined as

A =

⎛⎜⎜⎜⎜⎜⎝
0 β1 0 · · · 0
0 0 β2 · · · 0
...

...
. . .

. . .
...

0 0 · · · 0 βn−1

βn 0 · · · 0 0

⎞⎟⎟⎟⎟⎟⎠ , (2.4)

and let 1 ≤ p <∞. Then there exists an invertible n× n matrix W with ‖W‖p ≤
n and ‖W−1‖p ≤ n1/p(cosec π

n )
n such that W−1AW is a diagonal matrix with

unimodular diagonal entries spaced equally round T.

Proof. Let S be the n×n diagonal matrix with diagonal entries η1, η2, η3 , . . . , ηn,
where

η1 = β1β2 . . . βn−1, η2 = β2 . . . βn−1, . . . , ηn−1 = βn−1, ηn = 1.

Then ‖S‖p = ‖S−1‖p = 1 and S−1AS is the matrix Ã given by

Ã =

⎛⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

. . .
...

0 0 · · · 0 1
β 0 · · · 0 0

⎞⎟⎟⎟⎟⎟⎠ ,

where β = β1β2 . . . βn. Write β as eiθ. The characteristic polynomial of Ã is λn−β
and this has the n distinct roots

λk = ei(θ+2πk)/n (k = 0, 1, 2, . . . , n− 1),

which are spaced equally round T. It is easy to check that (1, λk, λ
2
k, . . . , λ

n−1
k )

(written as a column vector) is an eigenvector corresponding to the eigenvalue λk.
Hence the Vandermonde matrix

V =

⎛⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
λ1 λ2 λ3 · · · λn
λ21 λ22 λ23 · · · λ2n
...

...
...

...
...

λn−1
1 λn−1

2 λn−1
3 · · · λn−1

n

⎞⎟⎟⎟⎟⎟⎠
diagonalizes Ã, with V −1ÃV the diagonal matrix with (unimodular) diagonal en-
tries λ1, λ2, . . . , λn. Since the points λ1, λ2, . . . , λn are spaced equally round T,

|λk − λj | ≥ 2
(
sin
π

n

)
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for 1 ≤ j, k ≤ n with j �= k. An application of the result of Lemma 2.2 gives
‖V ‖p ≤ n and

‖V −1‖p ≤ 2n−1n1/p max
1≤j≤n

n∏
k=1
k �=j

1

|λk − λj |

≤ 2n−1n1/p max
1≤j≤n

n∏
k=1
k �=j

1

2 sin(π/n)
= n1/p

(
cosec

π

n

)n−1

.

SettingW = SV ,W−1AW is the diagonal matrix with diagonal entries λ1, λ2, . . . ,
λn, ‖W‖p = ‖V ‖p ≤ n and ‖W−1‖p = ‖V −1‖p ≤ n1/p(cosec π

n )
n−1 as required.

�

We are now in a position to establish the promised result concerning an
invertible isometry on �p with spectrum a proper subset of T.

Theorem 2.4. Let 1 ≤ p <∞ with p �= 2 and let U be an invertible isometry on �p

such that Sp(U) �= T. Then U is similar to a diagonal operator on �p (that is, to
an operator with diagonal matrix relative to the standard basis of �p) and hence is
a scalar-type spectral operator.

Proof. Let {en}n∈Z be the standard basis of �p and let U have the form given
by (2.1).

We first show that the mapping τ does not have an infinite orbit. Suppose it
did and let {τn(k0) : n ∈ Z} be such an orbit for some fixed k0 ∈ Z. The subspace
X = span{eτn(k0) : n ∈ Z} is invariant under U and U−1. Furthermore, X can
be identified in a natural way with a copy Y of �p (for n ∈ Z, eτn(k0) in X corre-
sponds to en in Y ) and, under this identification, the restriction U |X of U to X
corresponds to the backward bilateral weighted shift Sβ : {yn}n∈Z → {βnyn+1}n∈Z

on Y , where βn = ατn(k0). The spectrum of a weighted shift on �p is rotationally
invariant (in the present context, zSβ is isometrically equivalent to Sβ for each
z ∈ T) and hence Sp (U |X) = Sp (Sβ) = T. Since the spectrum of an invertible
isometry equals its approximate point spectrum, the spectrum of the restriction
U |X is contained in Sp(U) and the equality Sp (U |X) = T contradicts the assump-
tion that Sp(U) �= T. Thus the mapping τ does not have an infinite orbit.

We next show that there is in fact a bound on the cardinalities of the (nec-
essarily finite) orbits of τ . To do this, fix γ > 0 such that T\ Sp(U) contains
a closed arc Γ of length γ and consider an orbit with cardinality n ≥ 2, say
{τm(k0) : 0 ≤ m ≤ n− 1} for some k0 ∈ Z with τn(k0) = k0. Here, the subspace
Z = span{ek0 , eτ(k0), . . . , eτn−1(k0)} of �p is invariant under U and the matrix
of U |Z with respect to the basis {ek0 , eτ(k0), . . . , eτn−1(k0)} of Z is the matrix
A in (2.4) with βm = ατm−1(k0) for 1 ≤ m ≤ n. Applying the result of Lemma
2.3, it follows that Sp (U |Z) consists of n points spaced equally round T. Since
Sp (U |Z) ⊆ Sp (U) ⊆ T\Γ, it follows that 2π

n > γ. Thus
2π
γ is an upper bound for

the cardinalities of the orbits of τ .
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Fix a positive integer N0 with N0 ≥ 2π
γ and let {Λr}r∈N be the set of distinct

orbits of τ , so that Z is the disjoint union

Z =

∞⋃
r=1

Λr.

For each r ∈ N, fix kr ∈ Λr, let nr denote the cardinality of Λr, so that

Λr = {kr, τ(kr), . . . , τnr−1(kr)},
and let

Zr = span{ekr , eτ(kr), . . . , eτnr−1(kr)}.
Note that �p is the �p-direct sum of the subspaces {Zr}r∈N, each of which

is invariant under U . If nr = 1, then Zr = span {ekr}, ekr is an eigenvector of
U with corresponding eigenvalue αkr , and ‖U |Zr‖ = 1. If nr ≥ 2, the properties
of the matrix W in Lemma 2.3 imply that there is an invertible linear mapping
Tr : Zr → Zr with

‖Tr‖ ≤ nr < N0 (2.5)

and

‖T−1
r ‖ ≤ n1/pr

(
cosec

π

nr

)nr

< N
1/p
0

(
cosec

π

N0

)N0

(2.6)

such that each basis element {ekr , eτ(kr), . . . , eτnr−1(kr)} is an eigenvector for

T−1
r (U |Zr)Tr. Take Tr to be the identity operator on Zr when nr = 1. Since �p is

the �p-direct sum of the Zr’s, it follows from (2.5) there is a bounded linear opera-
tor S : �p → �p with ‖S‖ ≤ N0 such that S|Zr = Tr for each r. Furthermore, (2.6)

implies that S is invertible, with S−1|Zr = T−1
r and ‖S−1‖ ≤ N1/p

0 (cosec π
N0

)N0 .

The basis elements {en : n ∈ Λr} of Zr are eigenvectors of S−1US for each r
and hence each of the standard basis elements of �p is an eigenvector of S−1US

since Z =
∞⋃
r=1

Λr. It is well known and easy to prove that, for 1 ≤ p < ∞, such

operators on �p (that is, operators having a diagonal matrix with diagonal entries,
say {λn}n∈Z, with respect to the standard basis) are always scalar-type spectral
operators; the spectral measure of a Borel subset σ of C is the projection onto the
coordinate positions {n : λn ∈ σ}. Thus S−1US is a scalar-type spectral operator
and hence so is U since this latter property is invariant under similarity. �

3. Invertible isometries on Lp spaces

We now consider spectral properties of invertible isometries on more general Lp

spaces and obtain a result that is comparable to, though somewhat weaker than,
the result of Theorem 2.4.

Let (Ω,Σ, μ) be a σ-finite measure space and let U be an invertible isometry
on Lp(μ), where 1 ≤ p < ∞ and p �=2. A general structure theorem for U was
obtained by Lamperti ([11, Theorem 3.1]) and by Kan ([10, Theorem 4.1 and
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Proposition 4.1]); it is a consequence of the fact that U is necessarily separation-
preserving.

The structure theorem takes the following form. There is an isomorphism
Φ0 of the measure algebra associated with (Ω,Σ, μ) and a measurable function
h : Ω→ C with h �= 0 μ-a.e. such that Uf is given by the pointwise product

Uf = h.Φ(f) (3.1)

μ-a.e. for f ∈ Lp. Here Φ is the isomorphism of the algebra of all complex-valued
measurable functions on Ω induced by Φ0; in particular, Φ(χσ) = χΦ0(σ) for σ ∈ Σ,
where χ denotes characteristic function. Furthermore,

|h|p =
d(μ ◦ Φ−1

0 )

dμ
. (3.2)

Note that from, (3.1),

Unf = hn.Φ
n(f) (3.3)

for n ∈ N, where hn is the pointwise product h.Φ(h) . . .Φn−1(h).

Theorem 3.1. Let U , Φ0, Φ and h be as above.

(i) If Φ0 is the identity mapping, then U is a scalar-type spectral operator.
(ii) Suppose on the other hand that Φ0 is not the identity mapping. Then there

exists σ ∈ Σ with 0 < μ(σ) <∞ such that σ and Φ0(σ) are disjoint.

Furthermore, if M denotes the set of m ∈ N for which there exists σm ∈ Σ
with 0 < μ(σm) <∞ such that

σm, Φ0(σm), . . . , Φm
0 (σm)

are mutually disjoint, then either (a) M = N and Sp(U) = T, or (b) M is
bounded above and Sp(U) contains m0+1 distinct points spaced equally round
T, where m0 = maxM .

Comment. Since Φ0 is defined on the measure algebra associated with (Ω,Σ, μ),
set theoretic notions such as containment, disjointness and so on are as usual in
this context to be interpreted as holding to within a μ-null set. This convention
will be adopted in the following proof.

Proof. Firstly, suppose that Φ0 is the identity mapping. Then the extension Φ of
Φ0 to the space of all measurable functions on Ω is also the identity mapping.
Hence μ ◦ Φ−1

0 = μ, |h| = 1 a.e. by (3.2) and Uf = h.f for f ∈ Lp(μ) by (3.1).
Such multiplication operators are always scalar-type spectral operators (here the
spectral measure of a measurable subset τ of T is given by multiplication by the
characteristic function of h−1(τ)). Thus (i) holds in this situation.

Suppose now that Φ0 is not the identity mapping, so that there exists τ ∈ Σ
with τ �= Φ0(τ). Then either σ = τ\Φ0(τ) or σ = Φ0(τ)\τ has positive measure.
If μ(τ\Φ0(τ)) > 0 and σ = τ\Φ0(τ), then Φ0(σ) ⊆ Φ0(τ) and so σ and Φ0(σ) are
disjoint. On the other hand, if μ(Φ0(τ)\τ) > 0 and σ = Φ0(τ)\τ , then σ ⊆ Φ0(τ)
and Φ0(σ) ⊆ Φ2

0(τ)\Φ0(τ), and so σ and Φ0(σ) are disjoint in this case also. We
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thus have shown that there exists σ ∈ Σ with μ(σ) > 0 such that σ and Φ0(σ) are
disjoint. Since μ is σ-finite and Φ0 preserves containment, by passing to a subset
if necessary, we can assume that 0 < μ(σ) < ∞. This establishes the first part
of (ii) and shows that the set M is non-empty. Notice that M has the property
that, if m ∈ M and n ∈ N with n < m, then n ∈ M . Thus either M = N or
M = {1, 2, . . . , m0} for some m0 ∈ N.
(a) Suppose that M = N and let λ ∈ T. For m ∈ N, let σm ∈ Σ with 0 < μ(σm) <
∞ and

σm, Φ0(σm), . . . , Φm
0 (σm) (3.4)

mutually disjoint. Now χσm belongs to Lp(μ) and the functions

{χσm , Uχσm , . . . , U
mχσm}

have disjoint support (up to a null set) by (3.3) and (3.4). Hence, with

fm =

m∑
n=0

λ−nUnχσm ,

we have

‖fm‖pp =

m∑
n=0

‖Unχσm‖pp =

m∑
n=0

‖χσm‖pp = (m+ 1)μ(σm),

whilst (λI − U)fm = λχσm − λ−mUm+1χσm , and

‖(λI − U)fm‖p ≤ ‖χσm‖p + ‖Um+1χσm‖p = 2‖χσm‖p = 2μ(σm)1/p.

Thus
‖(λI − U)fm‖p

‖fm‖p
≤ 2

(m+ 1)1/p
→ 0

asm→∞. Hence λ belongs to the approximate point spectrum of U and Sp(U) =
T as required.

(b) Now suppose that M = {1, 2, . . . , m0} for some m0 ∈ N and let σ ∈ Σ with
0 < μ(σ) <∞ and

σ, Φ0(σ), . . . , Φ
m0
0 (σ) (3.5)

mutually disjoint. We claim that Φm0+1
0 (σ) = σ. Suppose not, so that either

σ\Φm0+1
0 (σ) or Φm0+1

0 (σ)\σ has positive measure.

Consider first the case when τ = σ\Φm0+1
0 (σ) has positive measure. Then

0 < μ(τ) <∞ and, from the disjointness of sets in (3.5), the sets

τ, Φ0(τ), . . . , Φ
m0
0 (τ) (3.6)

are mutually disjoint (since τ ⊆ σ), as are the sets

Φ0(τ), . . . , Φ
m0
0 (τ), Φm0+1

0 (τ).

(Apply Φ0 to the sets in (3.6).) Further, Φm0+1
0 (τ) does not meet τ from the

definition of τ and so the sets

τ, Φ0(τ), . . . , Φ
m0
0 (τ), Φm0+1

0 (τ)

are mutually disjoint, contradicting the maximality of m0 in M .
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Suppose now that τ = Φm0+1
0 (σ)\σ has positive measure. A similar argu-

ment, in this case applying Φm0+1
0 to (3.5) and noting that Φm0+1

0 (τ) does not

meet Φm0+1
0 (σ) and hence does not meet τ in a set of positive measure, again

gives that the sets τ, Φ0(τ), . . . , Φ
m0
0 (τ), Φm0+1

0 (τ) are mutually disjoint. Passing
to a subset of τ of finite positive measure if necessary, the maximality of m0 in M
is again contradicted. Thus Φm0+1

0 (σ) = σ as claimed.
Let Ω0 =

⋃m0

n=0 Φ
n
0 (σ), where σ is as in (3.5), and let X be the (closed) sub-

space of Lp(μ) consisting of the functions in Lp(μ) vanishing a.e. on Ω\Ω0. Since
Φm0+1

0 (σ) = σ, (3.1) implies that X is U -invariant. Let λ ∈ T with λm0+1 = 1 and
define S : X → X by

Sf =

m0∑
n=0

λ−nχΦn
0 (σ)f (f ∈ X).

Then

USf =

m0∑
n=0

λ−nU(χΦn
0 (σ)
f) =

m0∑
n=0

λ−nh.Φ(χΦn
0 (σ)
f)

=

m0∑
n=0

λ−nh.Φ(χΦn
0 (σ)

)Φ(f) =

m0∑
n=0

λ−nh.(χΦn+1
0 (σ))Φ(f)

= λ

m0∑
n=0

λ−nχΦn
0 (σ)h.Φ(f) = λSUf

since Φ is multiplicative, λm0+1 = 1 and Φm0+1
0 (σ) = σ. Noting that S is an

invertible isometry on X , we then have

S−1US = λU.

Hence Sp(U |X) is invariant under multiplication by λ. In particular, if μ ∈
Sp(U |X) and λ0 = e2πi/(m0+1), then {μ, λ0μ, . . . , λm0

0 μ} are m0 + 1 points in
Sp(U |X) spaced equally round T. Since, as noted in the proof of Theorem 2.4,
Sp(U |X) consists of points in the approximate point spectrum of U |X and hence
is contained in Sp(U), this completes the proof of (ii). �

Remark 1. As it stands, Theorem 3.1 does not imply that an invertible isometry on
Lp(μ) with spectrum a proper subset of T is given by multiplication by a measur-
able function (the analogue of a diagonal operator on �p) and hence is a scalar-type
spectral operator. This result may be true, but it is not clear how to adapt the
proof of Theorem 2.4 to this more general context, in part because the measure
algebra isomorphism Φ0 may be somewhat more complicated than the bijection τ
appearing in (2.1). In particular, τ is measure-preserving whilst Φ0 need not be.

Remark 2. Some aspects of the proof of Theorem 3.1 bear resemblance to the con-
cepts of periodic and aperiodic sets introduced in [9]. However, the context there is
rather different, involving measure-preserving transformations and associated L2

spaces.
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4. Examples of invertible power-bounded operators on Lp spaces

In this final section, examples of invertible power-bounded operators on non-
Hilbert reflexive Lp spaces are constructed and the results of Theorems 2.4 and
3.1 are then used to show that these operators are not similar to any invertible
isometry.

An example on �p. Let U1 be the bilateral shift on �p, where 1 < p <∞ and p �= 2.
Then, from the discussion of translation operators in §1, U1 can be written as

U1 = exp(iA1),

where A1 ∈ B(�p) has spectrum contained in the interval [0, 2π]. In this case,
Sp A1 = [0, 2π] since Sp U1 = T. In fact, A1 is the operator πI + iH , where H is
the discrete Hilbert transform (see [7, Remark 2, p. 1044]). Further, as discussed
in §1, since the element 1 has infinite order in the group Z, U1 is not a spectral
operator (a fact that had been noted earlier in [5]).

Let U = exp(iA1/2). Then U
2 = U1 and so

‖U2k‖ = ‖U2
1‖ = 1 and ‖U2k+1‖ = ‖Uk

1U‖ = ‖U‖

for k ∈ Z. Thus U is power-bounded. Further,

Sp (U) = {eiθ : 0 ≤ θ ≤ π}

since Sp (A1) = [0, 2π] and, since U2 = U1 is not a spectral operator, neither is U .

Suppose that Ũ is similar to U . Then Ũ is not spectral and has spectrum equal to
the proper subset {eiθ : 0 ≤ θ ≤ π} of T. Thus, by the result of Theorem 2.4, Ũ
is not an invertible isometry and so U provides an example of a power-bounded
invertible operator on �p that is not similar to an invertible isometry.

Examples on Lp(G). Let G be any locally compact abelian group and, in order
to apply the results in §3, assume that Haar measure on G is σ-finite. Let s ∈ G
have infinite order and let Us be translation by s on Lp(G), where 1 < p < ∞.
Then, as discussed in §1, Us can be written as

Us = exp(iAs)

for some As ∈ B(Lp(G)) with Sp(As) ⊆ [0, 2π]. Since Sp(Us) = T by [7, Theorem
1], in fact Sp(As) = [0, 2π]. Now suppose that p �= 2 and let U = exp(iAs/3).
Then U3 = Us is isometric,

sup
n∈Z

‖Un‖ = max{1, ‖U‖, ‖U2‖}

and so U is invertible and power-bounded. Furthermore,

Sp(U) = {eiθ : 0 ≤ θ ≤ π/3}.

Since in this case Sp(U) does not contain at least two points spaced equally round
T, U is not similar to an invertible isometry by Theorem 3.1(ii)b.
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As a specific example, let α ∈ R be irrational, take s = e−2πiα, and let
μn = 2π(nα − [nα]), where [ · ] denotes integer part. Then U is the mapping on
Lp(T) given by

U :
∑
n∈Z

ane
int →

∑
n∈Z

ane
iμn/3eint.
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Abstract. Using functional calculi theory, we obtain several estimates for
‖ψ(A)g(A)‖, where ψ is a Bernstein function, g is a bounded completely
monotone function and −A is the generator of a holomorphic C0-semigroup
on a Banach space, bounded on [0,∞). Such estimates are of value, in par-
ticular, in approximation theory of operator semigroups. As a corollary, we
obtain a new proof of the fact that −ψ(A) generates a holomorphic semigroup
whenever −A does, established recently in [8] by a different approach.
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1. Introduction

Bernstein functions play an important role in analysis, and in particular, in the
study of Lévy processes in probability theory. Recently they found a number of
applications in operator and ergodic theories, mainly in issues related to rates
of convergence of semigroups and related operator families. At a core of many
applications of Bernstein functions is an abstract subordination principle going
back to Bochner, Nelson and Phillips (see [19, p. 171] for more on its historical
background). Given a Bernstein function ψ and a generator −A of a bounded C0-
semigroup on a Banach space X , the principle allows one to define the operator
−ψ(A) which again is the generator of a bounded C0-semigroup on X. Thus, it
is natural to ask whether Bernstein functions preserve other classes of (bounded)
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semigroups relevant for applications such as holomorphic semigroups, differentiable
semigroups or any of their subclasses. This paper treats the permanence of the class
of holomorphic semigroups under Bernstein functions.

Recall that a positive function g ∈ C∞(0,∞) is called completely monotone if

(−1)ng(n)(τ) ≥ 0, τ > 0,

for each n ∈ N.
A positive function ψ ∈ C∞(0,∞) is called a Bernstein function if its deriv-

ative is completely monotone.
A basic property of Bernstein functions is that their exponentials arise as

Laplace transforms of uniquely defined convolution semigroups of subprobability
measures. This property is a core of the notion of subordination discussed below.

Recall that a family of positive Borel measures (μt)t≥0 on [0,∞) is called
a vaguely continuous convolution semigroup of subprobability measures if for all
t ≥ 0, s ≥ 0,

μt([0,∞)) ≤ 1, μt+s = μt ∗ μs, and vague− lim
t→0+

μt = δ0,

where δ0 stands for the Dirac measure at zero. Such a semigroup is often called a
subordinator. The next classical characterization of Bernstein functions goes back
to Bochner and can be found, e.g., in [19, Theorem 5.2].

Theorem 1.1. A function ψ : (0,∞)→ (0,∞) is Bernstein if and only if there ex-
ists a vaguely continuous convolution semigroup (μt)t≥0 of subprobability measures
on [0,∞) such that

μ̂t(τ) :=

∫ ∞

0

e−sτ μt(ds) = e
−tψ(τ), τ > 0, (1.1)

for all t ≥ 0.

Theorem 1.1 has its operator-theoretical counterpart. One of the most natural
ways to construct a new C0-semigroup from a given one is to use subordinators.
Recall that if (e−tA)t≥0 is a bounded C0-semigroup on a Banach space X and
(μt)t≥0 is a vaguely continuous convolution semigroup of bounded Radon measures
on [0,∞) then the formula

e−tA :=

∫ ∞

0

e−sA μt(ds), t ≥ 0, (1.2)

defines a bounded C0-semigroup (e−tA)t≥0 on X whose generator −A can be
considered as −ψ(A), thus we will write ψ(A) instead of A (see the next subsection
for more on that). The C0-semigroup (e−tψ(A))t≥0 is called subordinated to the C0-
semigroup (e−tA)t≥0 via the subordinator (μt)t≥0 (or the corresponding Bernstein
function ψ).

Despite the construction of subordination being very natural and appearing
often in various contexts, some of its permanence properties have not been made
precise so far. In this note, we show that subordination preserves the class of
holomorphic C0-semigroups. In particular, we present a positive answer to the
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following open question posed in [12, p. 63], see also [3]: suppose that −A generates
a bounded holomorphic C0-semigroup on a Banach space X and ψ is a Bernstein
function. Does −ψ(A) also generate a (bounded) holomorphic C0-semigroup?

A partial answer to a strengthened version of this question was given in [3,
Proposition 7.4]: for any Bernstein function ψ the operator −ψ(A) generates a sec-
torially bounded holomorphic C0-semigroup of angle at least θ if −A generates a
sectorially bounded holomorphic C0-semigroup of angle θ greater then π/4. More-
over, it was proved in [3, Theorem 6.1 and Remark 6.2] that the above claim is
true with no restrictions on θ ∈ (0, π/2] if the Bernstein function ψ is, in addition,
complete. (See [19, Chapters 6–7] concerning the definition and properties of com-
plete Bernstein functions.) It was asked in [3] whether this additional assumption
can, in fact, be removed.

If X is a uniformly convex Banach space, e.g., if X is a Hilbert space, then a
positive answer to Kishimoto–Robinson’s question was obtained in [14, Theorem
1] using Kato–Pazy’s criteria for holomorphicity of semigroup.

Recently, based on the machinery of functional calculi, positive answers to
both questions in their full generality, were provided in [8]. In particular, it was
proved in [8] that if −A generates a sectorially bounded holomorphic C0-semigroup
of angle θ, then for any Bernstein function ψ the operator −ψ(A) also generate a
sectorially bounded holomorphic C0-semigroup of angle at least θ.

The aim of this note is to present an alternative and comparatively simple
argument providing positive answers to the questions from [12] and [3] apart from
the permanence of sectors of holomorphy. (The permanence property requires ad-
ditional arguments going beyond the scope of the paper, see [8] for its proof.) Our
approach has merits of being self-contained, transparent and much less technical
in a sense of using only elementary properties of functional calculi theory.

The proof arises as a byproduct of estimates for ‖ψ(A)e−tϕ(A)‖, t > 0, where
ψ, ϕ are Bernstein functions satisfying appropriate conditions. In turn such esti-
mates appeared to be crucial in putting approximation theory of operator semi-
groups into the framework of Bernstein functions of semigroup generators, see [7].
In fact, the technique developed in [7] is basic in this paper.

It is not clear whether the permanence of sectors of holomorphy can be proved
by the methods of present note. See however [2] where still another, direct approach
to subordination was worked out in details.

2. Preliminaries

2.1. Function theory

Let us recall some basic facts on completely monotone and Bernstein functions
from [19] relevant for the following.

First, note that by Bernstein’s theorem [19, Theorem 1.4] a real-valued func-
tion g ∈ C∞(0,∞) is completely monotone if and only if it is the Laplace trans-
form of a (necessarily unique) positive Laplace-transformable Radon measure ν
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on [0,∞):

g(τ) = ν̂(τ) =

∫ ∞

0

e−τsν(ds) for all τ > 0. (2.1)

In particular, (2.1) implies that a completely monotone function extends holo-
morphically to the open right half-plane C+ := {z ∈ C : Re z > 0}. The set of
completely monotone functions will be denoted by CM, and the set of bounded
complete monotone functions will be denoted by BCM. The standard examples of
completely monotone functions include e−tτ , τ−α, for fixed t > 0 and α ≥ 0, and
(log(1 + τ))−1.

Bernstein functions constitute a class “dual” in a sense to the class of com-
pletely monotone functions. A representation similar in a sense to (2.1) holds also
for Bernstein functions. Indeed, by [19, Thm. 3.2], a function ψ is a Bernstein
function if and only if there exist a, b ≥ 0 and a positive Radon measure γ on
(0,∞) satisfying ∫ ∞

0+

s

1 + s
γ(ds) <∞

such that

ψ(τ) = a+ bτ +

∫ ∞

0+

(1− e−sτ )γ(ds), τ > 0. (2.2)

The formula (2.2) is called the Lévy–Khintchine representation of ψ. The triple
(a, b, γ) is uniquely determined by ψ and is called the Lévy–Khintchine triple. Thus
we will write occasionally ψ ∼ (a, b, γ). Note that a Bernstein function ψ ∼ (a, b, γ)
is increasing, and it satisfies

a = ψ(0+) and b = lim
t→∞

ψ(t)

t
.

Moreover, by (2.2), ψ extends holomorphically to C+ and continuously to the
closure C+ of C+. Thus we identify ψ with its continuous extension to C+. Note
that ψ growths at most linearly in C+. The Bernstein function ψ is bounded if
and only if b = 0 and γ((0,∞)) <∞, see [19, Corollary 3.7].

In the sequel, we will denote the set of Bernstein functions by BF . As exam-
ples of Bernstein functions we mention 1− e−tτ , τα, for fixed t > 0 and α ∈ [0, 1],
and log(1 + τ).

Now we introduce a functional J which will be an important tool in getting
operator norm estimates for the products of functions of a negative semigroup
generator A.

For g ∈ CM and ψ ∈ BF let us define

J [g, ψ] :=

∫ ∞

0

g(s)ψ′(s) ds. (2.3)

Note that J is well defined if we allow J [g, ψ] to be ∞.
The following choice of g and ψ will be of particular importance. Observe

that if t > 0 is fixed, ϕ is a Bernstein function, and g = e−tϕ then g ∈ BCM by
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Theorem 1.1 and

J [e−tϕ, ψ] =

∫ ∞

0

e−tϕ(s)ψ′(s) ds. (2.4)

Let us note several conditions on g and ψ guaranteeing that J [g, ψ] is finite.

Example 2.1. a) Let g ∈ CM and ψ ∈ BF . If there exists a continuous function
q : (0,∞) �→ (0,∞) such that∫ ∞

0

q(s) ds <∞, and g(s) ≤ q(ψ(s)), s > 0, (2.5)

then

J [g, ψ] ≤
∫ ∞

0

q(ψ(s))ψ′(s) ds =
∫ ψ(∞)

ψ(0)

q(s) ds ≤
∫ ∞

0

q(s) ds <∞.

On the other hand, if g ∈ CM, ψ ∈ BF is such that ψ �= const, and J [g, ψ] <
∞, then

g(τ) = q(ψ(τ)), τ > 0, q(s) := g(ψ−1(s)), s ∈ (ψ(0), ψ(∞)),

and ∫ ψ(∞)

ψ(0)

q(s) ds =

∫ ψ(∞)

ψ(0)

g(ψ−1(s)) dt =

∫ ∞

0

g(s)ψ′(s) ds <∞.

Thus, (2.5) is also necessary (in a sense described above) for J [g, ψ] <∞.
b) Let g ∈ BCM be such that g(0) ≤ 1 and g(∞) = 0, and let ψ ∈ BF .

Suppose that there exists a continuous function f : (0, 1) �→ (0,∞) such that∫ 1

0

f(s) ds <∞, and ψ(s) ≤ f(g(s)), s > 0. (2.6)

Then

J [g, ψ] ≤
∫ 1

0

f(s) ds. (2.7)

Indeed, note that g′(s) ≤ 0, s > 0. Then, by (2.6), for all τ > 1 > ε > 0,∫ τ

ε

g(s)ψ′(s) ds = g(τ)ψ(τ) − g(ε)ψ(ε)−
∫ τ

ε

g′(s)ψ(s) ds (2.8)

≤ g(τ)f(g(τ)) −
∫ τ

ε

g′(s)f(g(s)) ds

= g(τ)f(g(τ)) +

∫ g(ε)

g(τ)

f(s) ds

≤ g(τ)f(g(τ)) +
∫ 1

0

f(s) ds.

Note that g(τ) decreases to zero monotonically as τ →∞. Since f ∈ L1(0, 1) there
exists (τk)k≥1 ⊂ (1,∞) such that

lim
k→∞

τk =∞, and lim
k→∞

g(τk)f(g(τk)) = 0.



258 A. Gomilko and Yu. Tomilov

Since g and ψ′ are positive, setting τ = τk, k ∈ N, in (2.8) and letting k →∞ and
ε→ 0, we obtain (2.7).

We proceed with several estimates for J [g, ψ], where g is of the form e−tϕ, t >
0, for a Bernstein function ϕ. They will be important for exploring holomorphicity
of (e−tϕ(A))t≥0 in the next section.

Example 2.2. a) For any ψ ∈ BF , we have

J [e−tψ, ψ] =

∫ ∞

0

e−tψ(s)ψ′(s) ds (2.9)

= t−1[e−tψ(0) − e−tψ(∞)] ≤ t−1, t > 0.

b) If ψ ∈ BF and ϕα(τ) := τ
α, α ∈ (0, 1], then using monotonicity of ψ and

the fact that

ψ(cτ) ≤ cψ(τ), τ ≥ 0, c ≥ 1, (2.10)

see, e.g., [11, p. 205], it follows that

J [e−tϕα , ψ] + ψ(0) = tα

∫ ∞

0

e−tsαsα−1ψ(s) ds (2.11)

= α

∫ ∞

0

e−sαsα−1ψ(s/t1/α) ds

≤ ψ(1/tα)
∫ ∞

0

e−s max{1, s1/α} ds

≤
(
1 +

1

αe

)
ψ(1/tα), t > 0.

Let now ψ ∼ (a, b, γ) and α = 1 so that ϕ1(τ) = τ. Then using (2.2), the inequality

s

t+ s
=

s/t

1 + s/t
≤ 1− e−s/t, s, t > 0,

and Fubini’s theorem, we infer that

J [e−tϕ1 , ψ] =

∫ ∞

0

e−tsψ′(s) ds =
b

t
+

∫ ∞

0+

s

t+ s
γ(ds) (2.12)

≤ b
t
+

∫ ∞

0+

(1− e−s/t) γ(ds) = ψ(1/t)− ψ(0)

≤ ψ(1/t), t > 0.

The following estimate for J generalizes the one in a).
c) Let ψ be a bounded Bernstein function satisfying

ψ(0) = 0, ψ′(0+) <∞, (2.13)

and let ϕ be a Bernstein function. Then,

J [e−tϕ, ψ] =

∫ ∞

0

e−tϕ(s)ψ′(s) ds ≤ ψ(∞), t > 0.
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On the other hand, if we are interested in asymptotics of J [e−tϕ, ψ] for big t and
ϕ �≡ const, then a better estimate is available. Since

ϕ(τ) =

∫ τ

0

ϕ′(s) ds+ ϕ(0) ≥ ϕ′(1)τ, τ ∈ (0, 1),

it follows that

J [e−tϕ, ψ] =

∫ 1

0

e−tϕ(s)ψ′(s) ds+
∫ ∞

1

e−tϕ(s)ψ′(s) ds

≤ ψ′(0+)

∫ 1

0

e−tϕ′(1)s ds+ e−tϕ(1)

∫ ∞

1

ψ′(s) ds

≤
[
ψ′(0+)

ϕ′(1)
+
ψ(∞)− ψ(1)
ϕ(1)

]
1

t
, t > 0.

We finish this subsection with several estimates playing a light on the inter-
play between the functional J [g, ψ] and the product g · ψ. They will be needed as
an illustration of our main statement.

The following estimate is well known for so-called complete Bernstein func-
tions. However, it seems, it has not been noted for the whole class of Bernstein
functions. In the proof, we use an idea from the proof of [4, Theorem 4].

Proposition 2.3. Let ψ ∈ BF. Then
|ψ(z)| ≤ 2σ−1ψ(|z|), Re z ≥ 0, σ = 1− e−1. (2.14)

Proof. Recall that

|1− e−z| ≤ min(|z|, 2) ≤ 2min(|z|, 1), Re z ≥ 0,

and
1− e−s ≥ σmin(s, 1), s ≥ 0, σ = 1− e−1,

see [11, Lemma 2.1.2]. Therefore,

|1− e−z| ≤ 2σ−1(1− e−|z|), Re z ≥ 0. (2.15)

Let ψ ∈ BF be given by (2.2). Then, using (2.15) and noting that 1 < 2σ−1, we
obtain

|ψ(z)| ≤ a+ b|z|+
∫ ∞

0+

|1− e−sz| γ(ds) ≤ a+ b|z|+ 2σ−1

∫ ∞

0+

(1− e−|z|s) γ(ds)

≤ 2σ−1ψ(|z|), Re z ≥ 0. �
In the following result, we show that for g ∈ BCM and ψ ∈ BF the assump-

tion J [g, ψ] <∞ implies that g · ψ is bounded in any sector

Σβ := {z ∈ C : | arg z| < β}, β ∈ (0, π/2).

Corollary 2.4. Let ψ ∈ BF. Then the following statements hold.

(i) For every g ∈ CM and every β ∈ (0, π/2),

|g(z)ψ(z)| ≤ 2

σ cosβ
g(|z| cosβ)ψ(|z| cosβ), z ∈ Σβ . (2.16)
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(ii) Let g ∈ BCM and J [g, ψ] <∞. Then for every β ∈ (0, π/2),

|g(z)ψ(z)| ≤ 2

σ cosβ
{g(0+)ψ(0) + J [g, ψ]}, z ∈ Σβ. (2.17)

Proof. To prove (i) suppose that g is given by (2.1) and z ∈ Σβ . Then

|g(z)| ≤
∫ ∞

0

e−sRe z ν(ds) ≤
∫ ∞

0

e−s|z| cosβ ν(ds) = g(|z| cosβ).

Using Proposition 2.3 and the inequality (2.10), we then obtain

|g(z)ψ(z)| ≤ 2σ−1g(|z| cosβ)ψ(|z|) ≤ 2

σ cosβ
g(|z| cosβ)ψ(|z| cosβ),

and the proof is complete.
If g ∈ BCM and J [g, ψ] <∞, then, since g is decreasing, for every τ > 0,

g(τ)ψ(τ) = g(0+)ψ(0) +

∫ τ

0

(g′(s)ψ(s) + g(s)ψ′(s)) ds

≤ g(0+)ψ(0) +

∫ τ

0

g(s)ψ′(s) ds ≤ g(0+)ψ(0) + J [g, ψ].

Hence, by (i),

|g(z)ψ(z)| ≤ 2

σ cosβ
{g(0+)ψ(0) + J [g, ψ]}, z ∈ Σβ ,

so that (ii) holds. �

2.2. Functional calculus and holomorphic semigroups

In this subsection we will set up the extended Hille–Phillips functional calculus.
The calculus will enable us to define Bernstein functions of a negative semigroup
generator and to establish some of their basic properties including operator coun-
terparts of the formulas (1.1) and (2.2). As we will see below, the formulas remain
essentially the same upon replacement of the independent variable by an opera-
tor A.

Let Mb(R+) be the Banach algebra of bounded Radon measures on R+ :=
[0,∞) with the standard, total variation norm ‖μ‖Mb(R+) := |μ|(R+). Note that

A1
+(C+) := {μ̂ : μ ∈ Mb(R+)}

is a commutative Banach algebra with pointwise multiplication and with the norm
inherited from A1

+(C+):

‖μ̂‖A1
+(C+) := ‖μ‖Mb(R+). (2.18)

Let −A be the generator of a bounded C0-semigroup (e−tA)t≥0 on X , and let
L(X) be the Banach space of bounded linear operators on X. Define an algebra
homomorphism Φ : A1

+(C+) �→ L(X) by the formula

Φ(μ̂)x :=

∫ ∞

0

e−sAxμ(ds), x ∈ X.
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Since
‖Φ(μ̂)‖ ≤ sup

t≥0
‖e−tA‖|μ|(R+), (2.19)

Φ is clearly continuous. The homomorphism Φ is called the Hille–Phillips (HP-)
functional calculus for A. If g ∈ A1

+(C+) so that g = μ̂ for μ ∈ Mb(R+), we
then put

g(A) = Φ(μ̂).

Basic properties of the Hille–Phillips functional calculus can be found in [10, Chap-
ter XV] and in [9, Chapter 3.3]. It is crucial to note that if g ∈ BCM, then
g ∈ A1

+(C+) by Fatou’s theorem, so that g(A) is defined in the HP-calculus and
g(A) ∈ L(X).

Let now O(C+) be the algebra of functions holomorphic in C+. Denote by
A1

+,r(C+) the set of f ∈ O(C+) such that there exists e ∈ A1
+(C+) with ef ∈

A1
+(C+) and the operator e(A) is injective. Then for any f ∈ A1

+,r(C+) one defines
a closed operator f(A) as

f(A) := (e(A))−1(ef)(A). (2.20)

The above definition does not depend on the choice of a regularizer e, and thus
the mapping f → f(A) is well defined. We will call this mapping the extended
Hille–Phillips calculus for A.

The extended HP-calculus satisfies, in particular, the following, natural sum
and product rules, see, e.g., [9, Chapter 1].

Proposition 2.5. Let f and g belong to A1
+,r(C+), and let −A be the generator of

a bounded C0-semigroup. Then

(i) f(A)g(A) ⊂ (fg)(A);
(ii) f(A) + g(A) ⊂ (f + g)(A);

If g(A) is bounded then the inclusions above are, in fact, equalities.

Recall that, as it was shown in [6, Lemma 2.5], Bernstein functions are regu-
larisable by e(z) = 1/(1 + z), that is eψ ∈ A1

+(C) for every Bernstein function ψ,
and then, in particular, by the HP-calculus,

[ψ(z)(1 + z)−1](A) ∈ L(X). (2.21)

Thus, according to (2.20), for any ψ ∈ BF ,
ψ(A) = (1 +A)[ψ(z)(1 + z)−1](A). (2.22)

While Bernstein functions can formally be defined in the extended HP -
calculus by (2.20), this definition can hardly be used for practical purposes. How-
ever, following analogy to the scalar-valued case, one can derive representations
for operator Bernstein functions similar to (1.1) and (2.2), see, e.g., [6, Corollary
2.6] and [19, Proposition 2.1 and Theorem 12.6].

Theorem 2.6. Let −A generate a bounded C0-semigroup (e−tA)t≥0 on X, and let
ψ be a Bernstein function with the corresponding Lévy–Hintchine triple (a, b, γ).
Then the following statements hold.
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(i) For every x ∈ dom(A),

ψ(A)x = ax+ bAx+

∫ ∞

0+

(1− e−sA)x γ(ds), (2.23)

where the integral is understood as a Bochner integral. Moreover, dom(A) is
a core for ψ(A).

(ii) The operator −ψ(A) generates a bounded C0-semigroup (e−tψ(A))t≥0 on X
given by

e−tψ(A) =

∫ ∞

0

e−sA μt(ds), t ≥ 0, (2.24)

where (μt)t≥0 is a vaguely continuous convolution semigroup of subprobability
measures on [0,∞) corresponding to ψ by (1.1).

Thus, the operator Bernstein function ψ(A) can be recovered from its re-
striction to dom(A) by means of (2.23). Moreover, −ψ(A) generates a bounded
C0-semigroup if −A does, and this fact motivates further study of the perma-
nence properties for the mapping −A → −ψ(A), e.g., preservation of the class of
generators of holomorphic semigroups on X .

It will be crucial to note that subordination does not increase the norm.
Indeed, as an immediate consequence of Theorem 2.6, (ii), one obtains

sup
t≥0

‖e−tψ(A)‖ ≤ sup
t≥0

‖e−tA‖. (2.25)

While the relations (2.23) and (2.24) hold for any bounded C0-semigroup, in
this note we will concentrate on bounded C0-semigroups which are, in addition,
holomorphic. Recall that a C0-semigroup (e−tA)t≥0 is said to be holomorphic if
it extends holomorphically to a sector Σβ for some β ∈ (0, π2 ] and the extension

is bounded on Σθ ∩ {z ∈ C : |z| ≤ 1} for any θ ∈ (0, β). If e−·A is bounded
in Σθ whenever 0 < θ < β, then (e−tA)t≥0 is said to be a sectorially bounded
holomorphic semigroup of angle β.

It is well known that sectorially bounded holomorphic semigroups can be
described by means of their asymptotics on the real axis. Namely, −A is the gen-
erator of a sectorially bounded holomorphic C0-semigroup (e−tA)t≥0 on a Banach
space X if and only if e−tA(X) ⊂ dom(A) for every t > 0, and supt≥0 ‖e−tA‖ and
supt>0 ‖tAe−tA‖ are finite, see, e.g., [5, Theorem 4.6].

It is often useful to omit the assumption of sectorial boundedness and to
consider C0-semigroups bounded on R+ and having a holomorphic extension to a
sector around the real axis. This situation can also be characterized in terms of
behavior of (e−tA)t≥0 on the positive half-axis.

By a classical theorem due to Yosida, a C0-semigroup (e−tA)t≥0 on X is
holomorphic if and only if

e−tA(X) ⊂ dom(A), t > 0, and lim sup
t→0

‖tAe−tA‖ <∞. (2.26)

Since it is not easy to find this statement in the literature, we sketch its proof
below. Note that by [1, Proposition 3.7.2 b)] a C0-semigroup (e−tA)t≥0 on X is
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holomorphic if and only if there exists a > 0 such that (e−t(A+a))t≥0 is a sectorially
bounded holomorphic C0-semigroup. Then, by [5, Theorem 4.6] mentioned above,
the latter property is equivalent to e−tA(X) ⊂ dom(A) for every t > 0, and

sup
t>0

(e−at‖e−tA‖+ ‖te−atAe−tA‖) <∞. (2.27)

Thus, in particular, (2.26) holds. Conversely, if (2.26) is true, then (2.27) is sat-
isfied for certain a > 0, and the sectorial boundedness of (e−t(A+a))t≥0 yields the
holomorphicity of (e−tA)t≥0. (Concerning Yosida’s theorem and its proof see also
[20] and [13, Remark, p. 332].)

Note that if (e−tA)t≥0 is holomorphic and bounded, then for all δ > 0 and
t > δ,

‖Ae−tA‖ ≤
(
sup
t≥0
‖e−tA‖

)
sup

t∈(δ/2,δ)

‖Ae−tA‖.

In other words, if (e−tA)t≥0 is bounded, then the Yosida condition (2.26) can be
given the equivalent form

‖Ae−tA‖ ≤ c0 +
c1
t
, t > 0, (2.28)

with some constants c0 ≥ 0 and c1 > 0 which will be crucial in the estimates
below. Thus, if (e−tA)t≥0 satisfies (2.28), then we say that (e−tA)t≥0 satisfies the
Yosida condition Y (c0, c1) (which is just an explicit form of the classical Yosida
condition (2.26) above).

It will be convenient to rewrite (2.28) in terms of only (e−tA)t≥0. To this aim,
we first prove the following simple proposition.

Proposition 2.7. Let −A be the generator of a bounded C0-semigroup on a Banach
space X, and let

M := sup
t≥0

‖e−tA‖. (2.29)

Suppose that e−tA(X) ⊂ dom(A), t > 0, and there exists an increasing function
r : (0,∞) �→ (0,∞) such that

sup
t>0
r(t)‖Ae−tA‖ ≤ 1. (2.30)

Then

‖(1− e−sA) e−tA‖ ≤ 4M s

2Mr(t) + s
, s, t > 0. (2.31)

Proof. By (2.29), for all s, t > 0,

‖(1− e−sA) e−tA‖ ≤ 2M.

On the other hand, since

(1− e−sA) e−tA =

∫ t+s

t

Ae−τA dτ, (2.32)
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we infer by (2.30) that

‖(1− e−sA) e−tA‖ ≤
∫ t+s

t

dτ

r(τ)
≤ s

r(t)
, s, t > 0.

Then, since

min {a, b} ≤ 2ab

a+ b
, a, b > 0,

it follows that

‖(1− e−sA) e−tA‖ ≤ min {2M, s/r(t)} ≤ 4M s

2Mr(t) + s
. �

Now we are ready to recast (2.28) in semigroup terms, and the following
corollary of Proposition 2.7 is almost immediate.

Corollary 2.8. Let −A be the generator of a C0-semigroup on X satisfying (2.29)
and the Yosida condition Y (c0, c1). Then

‖(1− e−sA) e−tA‖ ≤ 2s

{
2Mc0
1 + c0s

+
max(2M, c1)

t+ s

}
, s, t > 0. (2.33)

Conversely, if (e−tA)t≥0 satisfies (2.33), then (e−tA)t≥0 satisfies the Yosida con-
dition Y (4Mc0, 2max(2M, c1)).

Proof. By Proposition 2.7 applied to

r(t) :=
t

c0t+ c1
, t > 0,

we obtain that

‖(1− e−sA) e−tA‖ ≤ 4Ms
(c0t+ c1)

2Mt+ (c0t+ c1)s

= 4Ms

{
c0t

2Mt+ (c0t+ c1)s
+

c1
2Mt+ (c0t+ c1)s

}
≤ 4Ms

{
c0

2M + c0s
+

c1
2Mt+ c1s

}
≤ 2s

{
2Mc0
1 + c0s

+
max(2M, c1)

t+ s

}
.

If, conversely, (2.33) is true, then dividing both sides of it by s, using (2.32) and
passing to the limit as s→ 0+ for a fixed t > 0, we get

‖Ae−tA‖ ≤ 4Mc0 + 2
max(2M, c1)

t
,

that is Y (4Mc0, 2max(2M, c1)) holds. �

The elementary estimate (2.33) will play a key role in the subsequent argu-
ments.
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3. Main results

To obtain a positive answer to Kishimoto–Robinson’s question, we need to show
that if (e−tA)t≥0 is a bounded C0-semigroup satisfying Yosida’s condition, then

for any Bernstein function ψ one has e−tψ(A)(X) ⊂ dom (ψ(A)), t > 0, and the
function t �→ ‖tψ(A)e−tψ(A)‖ is bounded in an appropriate neighborhood of zero.
This will be derived as a simple consequence of the following operator norm esti-
mate for ψ(A)g(A) where ψ ∈ BF and g ∈ BCM. In a different context, a related
estimate was obtained in [16, Theorem 1].

For the rest of the paper, if (e−tA)t≥0 is a bounded C0-semigroup on a Banach
space X then we let

M(A) := sup
t≥0
‖e−tA‖.

Theorem 3.1. Let ψ ∈ BF and g ∈ BCM be such that J [g, ψ] < ∞. Let −A be
the generator of a bounded C0-semigroup satisfying the Yosida condition Y (c0, c1).
Then ψ(A)g(A) ∈ L(X) and

‖ψ(A)g(A)‖ ≤ ψ(0)‖g(A)‖+ 2max(2M(A), c1)J [g, ψ] + 4M(A)g(0+)C[c0;ψ],
(3.1)

where

C[c0;ψ] :=

∫ ∞

0

e−s/c0ψ′(s) ds, c0 > 0, C[0;ψ] := 0. (3.2)

Proof. By assumption and Bernstein’s theorem, there exists a finite Radon mea-
sure ν on [0,∞) such that

g(s) =

∫ ∞

0

e−τs ν(dτ), s > 0, g(0+) = ν([0,∞)) <∞. (3.3)

Let ψ ∼ (a, b, γ) so that the representation (2.2) holds. Then (3.2) takes the form

C[c0;ψ] = bc0 +

∫ ∞

0+

c0s

1 + c0s
γ(ds).

Note that it suffices to prove (3.1) for a Bernstein function ψ with a=ψ(0)=0.

Suppose first that a = b = 0 in (2.2). Let x ∈ dom(A) be fixed. Then, by
(2.21) and Proposition 2.5,

g(A)x ∈ dom(A) ⊂ domψ(A).

Hence, by Fubini’s theorem, we have

ψ(A)g(A)x = g(A)ψ(A)x =

∫ ∞

0

e−τA ν(dτ)

∫ ∞

0+

[1− e−sA]x γ(ds)

=

∫ ∞

0

∫ ∞

0+

[1− e−sA]e−τAx γ(ds) ν(dτ).
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Using (2.33) and (3.3), from here it follows that

‖ψ(A)g(A)x‖ (3.4)

≤ 2‖x‖
∫ ∞

0

∫ ∞

0+

{
2M(A)c0s

1 + c0s
+

max(2M(A), c1)s

τ + s

}
γ(ds) ν(dτ)

= 2‖x‖
{
2g(0+)M(A)C[c0;ψ] + max(2M(A), c1)

∫ ∞

0

∫ ∞

0+

s

τ + s
γ(ds) ν(dτ)

}
.

Again, by applying Fubini’s theorem twice, we obtain that (as in (2.12))∫ ∞

0

e−τtψ′(t) dt =
∫ ∞

0+

s γ(ds)

s+ τ
, τ > 0.

and∫ ∞

0

∫ ∞

0+

s γ(ds)

s+ τ
ν(dτ) =

∫ ∞

0

∫ ∞

0

e−τtψ′(t) dt ν(dτ) (3.5)

=

∫ ∞

0

∫ ∞

0

e−τt ν(dτ)ψ′(t) dt =
∫ ∞

0

g(t)ψ′(t) dt = J [g, ψ].

So, (3.4) yields

‖ψ(A)g(A)x‖ ≤ 2‖x‖{max(2M(A), c1)J [g, ψ] + 2M(A)g(0+)C[c0;ψ]}. (3.6)

From (3.6), since ψ(A)g(A) is closed as a product of closed and bounded
operators and dom(A) is dense in X , we conclude that

ran(g(A)) ⊂ dom(ψ(A)), (3.7)

and (3.1) holds. This finishes the proof in the case a = b = 0.
Let now a = 0 and b > 0. Arguing as above, if x ∈ dom(A) is fixed, then

ψ(A)g(A)x = g(A)ψ(A)x

= b

∫ ∞

0

Ae−τAx ν(dτ) +

∫ ∞

0

∫ ∞

0+

[1− e−sA] e−τAx γ(ds) ν(dτ).

Note that ψ′(s) ≥ b, s > 0, and∫ ∞

0

τ−1ν(dτ) =

∫ ∞

0

g(s) ds ≤ b−1

∫ ∞

0

g(s)ψ′(s) ds = b−1J [g, ψ] <∞.

Therefore,

‖Ag(A)x‖ ≤
∫ ∞

0

‖Ae−τAx‖ ν(dτ) ≤ ‖x‖
∫ ∞

0

(c0 + c1/τ) ν(dτ). (3.8)

Now using (3.5) for the Bernstein function ψ(t)− bt, and taking into account
(3.8), we obtain that

‖ψ(A)g(A)x‖ ≤ b‖x‖
∫ ∞

0

(c0 + c1τ
−1) ν(dτ)

+ 2‖x‖
∫ ∞

0

∫ ∞

0+

{
2M(A)c0s

1 + c0s
+

max(2M(A), c1)s

τ + s

}
γ(ds) ν(dτ)
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≤ g(0+)bc0‖x‖+ ‖x‖b
∫ ∞

0

g(s) ds

+ 4M(A)g(0+)‖x‖
∫ ∞

0+

c0s

1 + c0s
γ(ds)

+ 2max(M(A), c1)‖x‖
∫ ∞

0

g(s)[ψ′(s)− b] ds

≤ 4M(A)g(0+)‖x‖
{
bc0 +

∫ ∞

0+

c0s

1 + c0s
γ(ds)

}
+ 2max(2M(A), c1)‖x‖

∫ ∞

0

g(s)ψ′(s) ds

= 2‖x‖ {max(2M(A), c1)J [g, ψ] + 2M(A)g(0+)C[c0;ψ]}.

Since the operator ψ(A)g(A) is closed and dom(A) is dense, the last inequality
implies (3.7) and (3.1). �

Remark 3.2. The assumption J [g, ψ] < ∞ is not necessary to ensure the bound-
edness of ψ(A)g(A). To see this, it is enough to consider the Bernstein function
ψ(τ) = τ + 1 and the bounded completely monotone function g(τ) = 1/(τ + 1).
However, the assumption implies the boundedness of ψ · g in any sector Σβ with
β ∈ (0, π/2), see Corollary 2.4. If −A generates a sectorially bounded holomorphic
C0-semigroup and admits, in addition, a bounded H∞-calculus on a sector Σθ, the
boundedness of ψ · g in Σβ , β > θ, implies also the boundedness of ψ(A)g(A).

For a choice of g as e−tϕ, where ϕ is a Bernstein function, Theorem 3.1 yields
immediately the following corollaries.

Corollary 3.3. Let ψ and ϕ be Bernstein functions such that J [e−tϕ, ψ] < ∞ for
every t > 0. Let −A be the generator of a bounded C0-semigroup on X satisfying
the Yosida condition Y (c0, c1). Then for every t > 0,

‖ψ(A)e−tϕ(A)‖ ≤ ψ(0)‖e−tϕ(A)‖
+ 2max(2M(A), c1)J [e

−tϕ, ψ] + 4M(A)e−tϕ(0)C[c0;ψ].

Corollary 3.4. Let ψ be a Bernstein function and let −A be the generator of a
bounded C0-semigroup (e−tA)t≥0 on X satisfying the Yosida condition Y (c0, c1).
Then for every t > 0,

‖ψ(A)e−tA‖ ≤ 2max(2M(A), c1)ψ(1/t) + 4M(A)C[c0;ψ]. (3.9)

In particular, if −A generates a sectorially bounded holomorphic C0-semigroup,
then

‖ψ(A)e−tA‖ ≤ 2max(2M(A), c1)ψ(1/t), t > 0. (3.10)
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Proof. By (2.12) and Corollary 3.3 applied to the Bernstein function ϕ1(τ) = τ ,

‖ψ(A)e−tA‖ ≤ ψ(0)M(A) + 2max(2M(A), c1)J [e
−tϕ1 , ψ] + 4M(A)C[c0;ψ]

≤ 2max(2M(A), c1){J [e−tϕ1, ψ] + ψ(0)}+ 4M(A)C[c0 : ψ]

≤ 2max(2M(A), c1)ψ(1/t) + 4M(A)C[c0;ψ]. �

As we explained in the beginning of this section, Corollary 3.3 leads to a
positive answer to Kishimoto–Robinson’s question which is contained in the next
statement. Incidentally, it also partially answers the question from [3] and shows
that Bernstein functions map the class of generators of sectorially bounded holo-
morphic C0-semigroups into itself. The statement was proved in [8] by a different
technique.

Corollary 3.5. Let ψ be a Bernstein function and let −A be the generator of a
bounded C0-semigroup satisfying the Yosida condition Y (c0, c1). Then −ψ(A) gen-
erates a bounded C0-semigroup on X satisfying the following Yosida condition:

‖ψ(A)e−tψ(A)‖ ≤M(A)(ψ(0) + 4)C[c0;ψ])e
−tψ(0) + 2max(2M(A), c1)t

−1 (3.11)

for every t > 0. If −A generates a sectorially bounded C0-semigroup on X, then
the same is true for −ψ(A).

Proof. Note that ψ = ψ(0) + ψ0, ψ0 ∈ BF , and then

‖e−tψ(A)‖ ≤ e−ψ(0)t‖e−tψ0(A)‖ ≤M(A)e−ψ(0)t, t > 0. (3.12)

Now Corollary 3.3 and Example 2.2, a) yield (3.11). If (e−tA)t≥0 is sectorially
bounded, then c0 = 0 and, by definition, C[c0;ψ] = 0 as well. In this case, (3.11)
implies that tψ(A)e−tψ(A) is bounded on (0,∞). Since (e−tψ(A))t≥0 is bounded, it
is moreover sectorially bounded. �

Next we turn to other applications of Theorem 3.1 arising in a general frame-
work for approximation theory of operator semigroups developed in [7]. Note that
Corollary 3.3 and Example 2.2, c) imply directly the next statement (cf. [7, The-
orem 6.8]).

Theorem 3.6. Let ψ be a bounded Bernstein function satisfying (2.13), and let
ϕ �≡ const be a Bernstein function. Let −A be the generator of a sectorially bounded
holomorphic C0-semigroup (e−tA)t≥0 on X. Then

sup
t>0

‖tψ(A)e−tϕ(A)‖ ≤ 2max(2M(A), c1)

[
ψ′(0+)

ϕ′(1)
+
ψ(∞)− ψ(1)
ϕ(1)

]
. (3.13)

The following corollary of Theorem 3.6 was obtained in [7, Corollary 6.9].

Corollary 3.7. Let ϕ be a Bernstein function such that

ϕ′(0+) = 1, |ϕ′′(0+)| <∞. (3.14)
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Let −A be the generator of a sectorially bounded holomorphic C0-semigroup
(e−tA)t≥0 on X. Then

‖(1− ϕ′(A))e−tϕ(A)‖ ≤ 2max(2M(A), c1)

t

[
|ϕ′′(0+)|
ϕ′(1)

+
ϕ′(1)
ϕ(1)

]
,

for all t > 0.

Proof. Note that by (3.14) the Bernstein function ψ(τ) = 1 − ϕ′(τ), τ > 0, is
bounded and satisfies (2.13). Applying Theorem 3.6 to the Bernstein function
ϕ and the bounded Bernstein function ψ and taking into account the relations
ψ′(0+) = −ϕ′′(0+) = |ϕ′′(0+)| and

ψ(∞) − ψ(1) = ϕ′(1)− ϕ′(∞) ≤ ϕ′(1),

we get the assertion. �

Remark 3.8. Note that in [7, Theorem 6.8] the second term ψ(∞)−ψ(1)
ϕ(1) in the

right-hand of (3.13) has a wrong form ψ(1)/ϕ(1) due to incorrect evaluation of
‖ψ′‖L1([a,∞)) =

∫∞
a
ψ′(s) ds in the last line of the proof. Thus [7, Eq. (6.12)] should

take the form of (3.13). However, [7, Corollary 6.9] (i.e., Corollary 3.7 here) which
was a basis for subsequent estimates in [7, Section 6] remains unchanged.

We finish with relating our estimates to the following generalization of the
moment inequality for generators of bounded C0-semigroups given in [19, Corollary
12.8]. As proved in [19], if −A is the generator of a bounded C0-semigroup on X
and ψ ∈ BF , then

‖ψ(A)x‖ ≤ 2e

e− 1
M(A)ψ

(
‖Ax‖
2‖x‖

)
‖x‖, x �= 0, x ∈ dom(A). (3.15)

If ψ(τ) = τα, α ∈ (0, 1), then (3.15) reduces to the classical moment inequality for
fractional powers of A. It is instructive to note the following corollary of (3.15).

Corollary 3.9. Let −A be the generator of a bounded C0-semigroup such that

‖tAe−tA‖ ≤Ma, t ∈ (0, a], a ≤ ∞, (3.16)

and ψ ∈ BF. Then

‖ψ(A)e−tA‖ ≤ e

e− 1
M(A)max{2M(A),Ma}ψ(1/t), t ∈ (0, a]. (3.17)

Proof. Setting in (3.15) x = e−tAy, y ∈ X , t ∈ (0, a] and using (3.16) and (2.10),
we obtain that

‖ψ(A)e−tAy‖ ≤ 2e

e− 1
M(A)‖e−tAy‖ψ

(
Ma‖y‖

2t‖e−tAy‖

)
≤ 2e

e− 1
M(A)‖e−tAy‖max

{
1,
Ma‖y‖

2‖e−tAy‖

}
ψ(1/t)
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=
e

e− 1
M(A)max

{
2‖e−tAy‖,Ma‖y‖

}
ψ(1/t)

≤ e

e− 1
M(A)max{2M(A),Ma}ψ(1/t)‖y‖,

that is (3.17) holds. �

As an illustration of Corollary 3.9, note that if ψ(τ) = log(1+ τ) then Corol-
lary 3.9 yields the estimate

sup
t∈(0,1/e]

‖ log(1 +A)e−tA‖
log(1/t)

<∞.

proved originally in [17, Proposition 2.7].
Finally, we note that it is possible to develop an approach to the permanence

problems from [12] and [3] different from the ones in [8] and in the present note.
This approach based on direct resolvent estimates for Bernstein functions of semi-
group generators is worked out in [2]. While it allows one to get sharp estimates
for subordinated semigroups (and their sectors of holomorphy), it is much more
involved than the arguments in this article.
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[19] R. Schilling, R. Song, and Z. Vondraček, Bernstein functions, de Gruyter Studies in
Mathematics, 37, Walter de Gruyter, Berlin, 2010.

[20] K. Yosida, On the differentiability of semigroups of linear operators. Proc. Japan
Acad. 34 (1958), 337–340.

Alexander Gomilko
Faculty of Mathematics and Computer Science
Nicolas Copernicus University
ul. Chopina 12/18
PL-87-100 Toruń, Poland
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A Quantitative Coulhon–Lamberton Theorem

Tuomas P. Hytönen

Dedicated to Professor Charles Batty on the occasion of his 60th birthday.

Abstract. Let X be a Banach space and p ∈ (1,∞). We denote the Lp-
norms of several operators on X-valued functions as follows: the norm of
martingale transforms (i.e., the UMD constant) by βp,X , the norm of the
Hilbert transform by �p,X , and the norm of the maximal regularity operator
for the Poisson semigroup by mp,X . Qualitatively, all three are known to be
finite or infinite simultaneously. We prove the quantitative relation

1

2
max(βp,X , �p,X) ≤ mp,X ≤ βp,X + �p,X .
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1. Introduction

Let X be a Banach space and p ∈ (1,∞). An analytic semigroup (Pt)t≥0 (or its
generator −A, or the Cauchy problem u̇ + Au = f ∈ Lp(R+;X), u(0) = 0) has
maximal Lp-regularity if the related singular integral operator

Mf(t) :=

ˆ t

0

APsf(t− s) ds =
ˆ ∞

0

APsf(t− s) ds

is bounded on Lp(R+;X) � {f ∈ Lp(R;X) : supp f ⊆ [0,∞)}, or equivalently, by
translation invariance, on all of Lp(R;X). It is of considerable interest to determine
whether a given semigroup possesses this property. This frequently requires the
UMD property of the underlying Banach space X , as illustrated by the following
prototypical result:

The author is supported by the European Union through the ERC Starting Grant “Analytic-

probabilistic methods for borderline singular integrals”. He is a member of the Finnish Centre
of Excellence in Analysis and Dynamics Research.
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Theorem 1.1 (Coulhon, Lamberton [5]). Let p ∈ (1,∞). The Poisson semigroup

Ptφ(x) =
1

π

ˆ
R

t

t2 + (x− y)2φ(y) dy,

on Lp(R;X) has maximal Lp-regularity if and only if X is a UMD space.

In this note we revisit Theorem 1.1 from a quantitative point of view. Let us
denote by mp,X the Lp-norm of the above-defined maximal regularity operator for
the Poisson semigroup on Lp(R;X).

Recall that X is a UMD space if for one (or equivalently all) p ∈ (1,∞), there
exists a constant C such that for all martingale difference sequences (dk)

n
k=1 on

Lp(Ω;X) over any probability space Ω, and all signs εk = ±1, we have∥∥∥ n∑
k=1

εkdk

∥∥∥
Lp(Ω;X)

≤ C
∥∥∥ n∑

k=1

dk

∥∥∥
Lp(Ω;X)

.

We use Burkholder’s notation βp,X for the best constant C in this inequality.
There is a well-known characterization [2, 3] of UMD spaces in terms of the

Hilbert transform

Hφ(x) := lim
ε→0

1

π

(ˆ x−ε

−∞
+

ˆ ∞

x+ε

) φ(y)
x− y dy.

Namely, X is a UMD space if [2] and only if [3] for one (or equivalently all)
p ∈ (1,∞), and all φ ∈ Lp(R;X), we have

‖Hφ‖Lp(R;X) ≤ C‖φ‖Lp(R;X).

We use the non-standard notation �p,X for the best constant C in this inequality.
(Apologies to physicists, but there is really no use for the Planck constant in this
context.)

The constants βp,X and �p,X are known to be finite or infinite simultaneously,
but their precise quantitative relation remains a mystery. It is known that

1 ≤ βp,X ≤ (�p,X)2 [2], 1 ≤ �p,X ≤ (βp,X)2 [3],

and it is an open (and presumably difficult) problem to prove or disprove a linear
estimate in either place. By Theorem 1.1, the Lp-norm of the maximal regularity
operator of the Poisson semigroup on Lp(R;X), denoted by mp,X , is also finite at
the same time as βp,X and �p,X . In this note we prove:

Theorem 1.2.
1

2
max(βp,X , �p,X) ≤ mp,X ≤ βp,X + �p,X .

Thus, while we are not able to bring new light to the possible linear depen-
dence between the UMD and the Hilbert transform constants, we find that there
is a linear dependence between their sum and the Poisson maximal regularity con-
stant. The proof proceeds via the theory of Fourier multipliers, by interpreting
the constants above in this framework and finding algebraic relations between the
various symbols involved.
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2. Facts about Fourier multipliers

2.1. Generalities

For the Fourier transform on Rn (we are mostly concerned with n = 1, 2), we use
the normalization

Ff(ξ) := f̂(ξ) :=

ˆ
Rn

f(x)e−i2πξ·x dx.

A Fourier multiplier with symbol m ∈ L∞(Rn) (or more generally, an operator-
valued symbol m ∈ L∞(Rn;L (X))) is the operator defined (say, on sufficiently
nice functions) by

Tmf := F−1(mf̂).

We define the multiplier norm

‖m‖MLp(Rn;X) := ‖Tm‖L (Lp(Rn;X)).

2.2. Orthogonal invariance

If O is an orthogonal transformation of Rn, then

‖m(O · )‖MLp(Rn;X) = ‖m‖MLp(Rn;X).

This follows easily from the corresponding invariance of the Lp norms.

2.3. Even and odd parts

Let me(ξ) := 1
2 (m(ξ) + m(−ξ)), mo(ξ) := 1

2 (m(ξ) − m(−ξ)), so that m(ξ) =
me(ξ) +mo(ξ). By 2.2, ξ �→ m(−ξ) has the same multiplier norm as m. This and
the triangle inequality imply that

max(‖me‖MLp(Rn;X), ‖mo‖MLp(Rn;X)) ≤ ‖m‖MLp(Rn;X)

≤ ‖me‖MLp(Rn;X) + ‖mo‖MLp(Rn;X).

2.4. Extension from a subspace

Let V � Rk ⊆ Rn be a linear subspace, and P be the orthogonal projection of Rn

onto V . If m is a Fourier multiplier on Lp(V ;X), then

‖m(P · )‖MLp(Rn;X) = ‖m‖MLp(V ;X).

This is an easy consequence of Fubini’s theorem.

2.5. Restriction to a subspace

Let V � Rk ⊆ Rn be a linear subspace such that for a.e. (with respect to the k-
dimensional Lebesgue measure) v ∈ V , the point 0 ∈ V ⊥ is a Lebesgue point (with
respect to the (n − k)-dimensional Lebesgue measure) of w ∈ V ⊥ �→ m(v + w).
Then

‖v �→ m(v)‖MLp(V ;X) ≤ ‖m‖MLp(Rn;X).

This is an X-valued extension of a classical theorem of de Leeuw [8]. It can also
be seen as a consequence of (the proof of) a theorem of Clément and Prüss [4],
which states that the essential range of an operator-valued Fourier multiplier is
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bounded (even R-bounded). Namely, one can (at least formally) identify Tm ∈
L (Lp(Rn;X)) with Tm̃ ∈ L (Lp(V ⊥;Lp(V ;X))), where

m̃(w) = Tm(·+w) ∈ L (Lp(V ;X)),

in which case the multiplier restriction estimate takes the form

‖m̃(0)‖L (Y ) ≤ ‖m̃‖MLp(V ⊥;Y ), Y = Lp(V ;X).

2.6. The Hilbert transform

The Hilbert transform is a Fourier multiplier on R with symbol −i sgn(ξ). Thus

‖ sgn ‖MLp(R;X) = �p,X .

A combination of 2.2, 2.4, and the previous display shows that

‖ξ �→ sgn(ξ · θ)‖MLp(Rn;X) = �p,X ∀θ ∈ Rn \ {0}.

2.7. Riesz transforms

The Riesz transform Rj on Rn is the Fourier multiplier operator

Rj = Tmj , mj = i
ξj
|ξ| .

We are particularly concerned with second-order Riesz transforms, namely, com-
positions of two Rj ’s. These satisfy

∥∥∥ n∑
j=1

αjR
2
j

∥∥∥
L (Lp(Rn;X))

≤ βp,X , αj ∈ {−1, 0,+1},

and moreover∥∥∥ n∑
j=1

αjR
2
j

∥∥∥
L (Lp(Rn;X))

≥ βp,X , if {−1,+1} ⊆ {αj}nj=1 ⊆ {−1, 0,+1}n.

ForX = C, the upper bound is due to Bañuelos and Méndez-Hernández [1, (2.11)].
Their proof, based on the UMD property of C, can be extended to the general
case. Alternatively, although not explicitly stated, one may also extract this result
from the paper of Geiss, Montgomery-Smith and Saksman [6]. The last-mentioned
paper, [6, Proposition 3.4], contains the important reversal of the estimate for non-
degenerate coefficients. (While simple to state, these precise relations between the
second-order Riesz transforms and the UMD property are the deepest ingredients
behind the rather short proof of Theorem 1.2 below!)
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2.8. Multipliers for (Poisson) maximal regularity

The abstract maximal regularity operator M on Lp(R;X) can be expressed as a
Fourier multiplier operator TM with an operator-valued symbol

M(ξ1) = A(i2πξ1 +A)
−1 ∈ L (X), ξ1 ∈ R.

When X is of the form Lp(R; X̃) and A =
√
−Δ is the negative of the generator

of the Poisson semigroup, we may also view M on Lp(R;X) = Lp(R;Lp(R; X̃)) �
Lp(R2; X̃) as a two-dimensional Fourier multiplier Tm with scalar symbol

m(ξ) = m(ξ1, ξ2) = 2π|ξ2|(i2πξ1 + 2π|ξ2|)−1 =
|ξ2|

iξ1 + |ξ2|

=
|ξ2|(−iξ1 + |ξ2|)
ξ21 + ξ22

= −i ξ1|ξ2||ξ|2 +
ξ22
|ξ|2 = mo(ξ) +me(ξ).

This is the point of view that we adopt for the rest of this note.

3. Proof of Theorem 1.2

3.1. The lower bound for mp,X

From 2.3 we see that it is enough to bound from below the multiplier norms of me

and mo from 2.8.
Note that Tme = −R2

2. Thus,

βp,X = ‖R2
1 −R2

2‖L (Lp(R2;X)) ≤ ‖R2
1‖L (Lp(R2;X)) + ‖R2

2‖L (Lp(R2;X))

= 2‖R2
2‖L (Lp(R2;X)) = 2‖me‖MLp(Rn;X),

where the first equality was based on 2.7 and the second on 2.2.
For the odd part, we have mo(ξ1, ξ1) = − i

2 sgn(ξ1), so 2.6 and 2.5 imply

�p,X = ‖ sgn ‖MLp(R;X) ≤ 2‖mo‖MLp(R2;X).

The lower bound of Theorem 1.2 now follows from the above estimates and 2.3.

3.2. The upper bound for mp,X

For me, it is immediate from 2.7 that

‖me‖MLp(R2;X) = ‖R2
2‖L (Lp(R2;X)) ≤ βp,X .

So it remains to consider the odd symbol mo. In order to apply 2.6, we wish
to express it as an integral average

mo(ξ) = −i
 
S1

sgn(ξ · θ)Ω(θ) dσ(θ),

or, writing ξ = |ξ|(cos t, sin t), θ = (cos u, sinu), Ω(θ) = ω(u), as

cos t| sin t| = 1

2
sgn(sin t) sin(2t) =

1

2π

ˆ 2π

0

sgn(cos(t− u))ω(u) du.

Rather than dwelling into a systematic study of such equations, we just pull out
of the hat the following integral:



278 T.P. Hytönen

Lemma 3.3.ˆ 2π

0

sgn(cos(u − t)) sgn(cos u) cos(2u) du = 2 sgn(sin t) sin(2t).

Proof. This is an elementary computation, which may be facilitated by the follow-
ing observations: both sides are continuous in t and change sign on replacing t by
t+ π, so it suffices to verify the identity for t ∈ (0, π). By periodicity, we may also
replace the integration interval [0, 2π] by [−π/2, 3π/2]. In this case, we have

−π
2
< t− π

2
<
π

2
< t+

π

2
<

3π

2
.

By inspection of the sign factors, we find that our integral is equal to(
−
ˆ t−π/2

−π/2

+

ˆ π/2

t−π/2

−
ˆ t+π/2

π/2

+

ˆ 3π/2

t+π/2

)
cos(2u) du,

and this is readily computed and found to be equal to 2 sin(2t).
Note that sgn(sin t) = 1 in the considered range t ∈ (0, π), so we are done. �

Thus, a solution of our integral equation is given by

ω(u) =
π

2
sgn(cosu) cos(2u).

It follows from 2.6 that

‖mo‖MLp(R2;X) ≤
 
S1

‖ξ �→ sgn(ξ · θ)‖MLp(R2;X)|Ω(θ)| dσ(θ)

= �p,X
1

2π

ˆ 2π

0

|ω(u)| du = �p,X
1

4

ˆ 2π

0

| cos(2u)| du = �p,X .

By 2.3, this completes the proof of Theorem 1.2.

4. Further questions

It might be of some interest to try to carry out a similar analysis for some other
maximal regularity operators with a simple Fourier multiplier representation: in
particular, for the heat semigroup etΔ, whose maximal regularity is described by
the multiplier

m(ξ1, ξ2) =
ξ22

iξ1 + ξ22
.

Compared to the case already treated, this has the added difficulty that the di-
lation invariance m(tξ) = m(ξ), t > 0, of the Poisson maximal regularity symbol
is replaced by the more complicated anisotropic invariance m(t2ξ1, tξ2) = m(ξ).
Such multipliers have been studied in [7], but altogether less is known than in the
isotropic case. In particular, the theory of Geiss, Montgomery-Smith and Saks-
man [6] is only available for isotropic multipliers. Extending their results to the
anisotropic situation could be of independent interest.
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FI-00014 University of Helsinki, Finland
e-mail: tuomas.hytonen@helsinki.fi

mailto:tuomas.hytonen@helsinki.fi


Operator Theory:
Advances and Applications, Vol. 250, 281–285
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Generated by the Volterra Operator
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Dedicated to Charles Batty on his 60th anniversary

Abstract. Let V denote the classical Volterra operator on L2(0, 1), and let
z1, z2 be complex numbers. We prove that ||(I− z1V )(I+ z2V )−1|| = 1 if and
only if z1 + z2 ≥ 0 and |Rez1| ≤ |Rez2|. In particular, this generalizes the
Cayley transform case, for the operator V , and also provides a simple way of
showing that ||I − aV || > 1 for all complex a 	= 0.

Mathematics Subject Classification (2010). 47A10, 47B44, 47G10.

Keywords. Volterra operator, contraction, power-bounded operator, accretive
operator, Cayley transform.

1. Introduction

Let H be a complex Hilbert space equipped with the inner product 〈·, ·〉, which
induces the norm || · ||. Denote by B(H) the Banach algebra of bounded linear
operators acting on H with the operator norm defined by

||B|| = sup
||x||=1

{||Bx|| : x ∈ H}, B ∈ B(H).

A bounded linear operator B on H is power-bounded, if supn≥0 ||Bn|| < +∞,
and is a contraction, if ||B|| ≤ 1. In particular, all contractions are power-bounded.

A bounded linear operator B on H is accretive, if

ReB =
B +B∗

2
≥ 0.

The classical Volterra operator V on the Hilbert space L2(0, 1) is defined by

(V f)(t) :=

∫ t

0

f(s)ds, f ∈ L2(0, 1).

c© Springer International Publishing Switzerland 2015
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It is well known that V is quasi-nilpotent, compact, and accretive. Both quasi-
nilpotency and accretivity of V will play a role in our results.

In [LT, page 183], a question was posed to describe the class of analytic
functions ϕ(z) such that ϕ(0) = 1 and ||ϕ(V )|| = 1. Continuing the paper [KT],
we present here a family of contractions (of norm 1) induced by V via a generalized
Cayley transform. Other examples, including some polynomials in V , can be found
in [EZ]. A complete characterization is not yet known, but the present paper and
[EZ] show that the class in question is quite large. Namely, our main result is the
following.

2. The results

Theorem 2.1. Let z1 and z2 be complex numbers. We have

||(I − z1V )(I + z2V )−1|| = 1

if and only if z1 + z2 ≥ 0 and |Rez1| ≤ |Rez2|.

Proof. Since V is quasi-nilpotent, we have

||(I − z1V )(I + z2V )−1|| ≥ 1

for all complex z1 and z2. To characterize the property

||(I − z1V )(I + z2V )−1x|| ≤ ||x|| (2.1)

for all x ∈ L2(0, 1), we proceed as follows. Put y = (I + z2V )
−1x. Then (2.1) is

equivalent to
||(I − z1V )y|| ≤ ||(I + z2V )y|| (2.2)

for all y ∈ L2(0, 1). By direct calculation, we see that property (2.2) is equivalent to

(|z1|2 − |z2|2)||V y||2 ≤ α〈Py, y〉 − 2β〈(ImV )y, y〉 (2.3)

for all y ∈ L2(0, 1), where
α := Re(z1 + z2), β := Im(z1 + z2),

and P := V + V ∗ is the orthogonal projection of L2(0, 1) onto the constant func-
tions, that is,

(Pf)(t) =

∫ 1

0

f(s)ds, f ∈ L2(0, 1).

As in [KT], observe that for the function

y∗(t) := t−
1

2
, t ∈ [0, 1]

we have 〈V y∗, y∗〉 = 0 = 〈V ∗y∗, y∗〉, so that the right-hand side in (2.3) is equal
to zero, while ||V y∗|| �= 0. Consequently,

|z1| ≤ |z2|. (2.4)

Now, we intend to prove that β = 0. To this end, consider the functions

yk(t) := e
2πkit, k ∈ Z, t ∈ [0, 1].
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Then Pyk = 0 for all k �= 0, so that (2.3) reduces to

(|z1|2 − |z2|2)||V yk||2 ≤ −2β〈(ImV )yk, yk〉,
that is, (

|z1|2 − |z2|2
) 1

2πk2
≤ β
k

for all k ∈ Z\{0}.
If β > 0, then for k → −∞ we get(

|z1|2 − |z2|2
) 1

2πk
≥ β > 0,

a contradiction, since the left-hand side tends to zero.
Similarly, if β < 0, then for k → +∞ we get(

|z1|2 − |z2|2
) 1

2πk
≤ β < 0,

a contradiction again, since the left-hand side tends to zero.
Note that in the preceding argument we did not need (2.4).
Thus, we conclude that β = 0, as claimed. A similar argument also appears

in [EZ], in a more general context.
Next, we have to show that α ≥ 0. Indeed, if α < 0, then (2.3) yields

(Rez1 − Rez2)||V y||2 ≥ 〈Py, y〉
for all y ∈ L2(0, 1). However, this is impossible for the functions fk, in place of y,
where

fk(t) := t
k, k ∈ N, t ∈ [0, 1],

since
〈Pfk, fk〉
||V fk||2

= 2k + 3→ +∞.

Hence, α ≥ 0, as claimed. Also in this step, (2.4) was not used.
The conclusions that β = 0 and α ≥ 0 can also be obtained from the mere

power boundedness of the operator considered, by using the deep characterization
[L, Theorem 1.1]. However, under the stronger assumption of contractivity, the
above proof is elementary. As mentioned above, a similar idea also occurs in [EZ].

So, z1 + z2 = α is a real number, and hence

|z1|2 − |z2|2 = (Rez1)
2 − (Rez2)

2 ≤ 0

by (2.4). It follows that

|Rez1| ≤ |Rez2|.
Until now, we have shown the necessity of both conditions in Theorem 2.1.
In the converse direction, our elementary reasoning leads to a stronger con-

clusion than [L, Theorem 1.1], namely, that the operator in question is actually a
contraction, not merely power-bounded.

Indeed, if z1 + z2 = α ≥ 0 and |Rez1| ≤ |Rez2|, then (2.3) holds, since β = 0
and 〈Py, y〉 ≥ 0 for all y. Then we can proceed back to (2.2) and (2.1). �
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In view of [L, Theorem 1.1], Theorem 2.1 says that the operator (I−z1V )(I+
z2V )

−1 is a contraction if and only if it is power-bounded and |Rez1| ≤ |Rez2|.
It is curious to note that the preceding theorem yields an elementary proof,

even simpler than those mentioned in [EZ] and [KT], of the following fact, originally
established in [LT, Corollary 2.5].

Corollary 2.2. We have ||I − aV || > 1 for all complex a �= 0.

Proof. Suppose that ||I − z1V || = 1 for some z1 := a �= 0. Then for all z2 ≥ 0 we
have

||(I − z1V )(I + z2V )−1|| = 1,

since ||(I + z2V )−1|| = 1 by solution to [H, Problem 150]. Choosing here z2 = 0,
Theorem 2.1 yields a contradiction, if z1 �= 0. �

It is also surprising to see that both the factors (I − z1V ) and (I + z2V )
−1

may not be power-bounded, cf. [T, Theorem 1] and [L, Theorem 1.1], while their
product can be a contraction (!), according to Theorem 2.1.

A more general context, involving certain accretive operators B in place of
V , has been considered in [KT], however, under the a priori assumption that
z1 + z2 ≥ 0. This assumption is superfluous in the case where B := V ; in fact, it
becomes part of the result, which is the main point of the present paper.

Also [N, Theorem 1.4.2] deals with the Cayley transform of accretive opera-
tors, i.e., with the case where z1 = z2 > 0. Thus, our progress consists in splitting
up the coefficients z1 and z2, and allowing them to be complex, in the Volterra
case.

Example 2.3. The operator

(I − V )(I + V )−1

is a contraction, by Theorem 2.1 or [N, Theorem 1.4.2]. However, its inverse

(I + V )(I − V )−1

is not even power-bounded, by the classical Gelfand theorem [Z], or by [L, Theo-
rem 1.1].

Remark 2.4. If z1 + z2 = 0, then (I − z1V )(I + z2V )−1 = I. On the other hand, if
z1 + z2 > 0, then our second condition actually means that |Rez1| ≤ Rez2, hence
Rez2 > 0. The preceding example shows that the roles of z1 and z2 in the condition
|Rez1| ≤ |Rez2| cannot be interchanged.

Corollary 2.5. Let Rez2 < 0. Then

||(I − z1V )(I + z2V )−1|| > 1

for all complex z1 �= −z2. However, for all complex z1 such that z1 + z2 ≥ 0, this
operator is power-bounded, by [L, Theorem 1.1].
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Lattice Dilations of Bistochastic Semigroups
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Abstract. An alternative proof is given for Fendler’s dilation result for bi-
stochastic semigroups on Lp, 1 ≤ p < ∞, including the result for p = 1 as
well as minimality and uniqueness of the dilation.
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Keywords. Lattice dilation; bistochastic semigroups.

1. Introduction

Dilation methods on Hilbert spaces introduced by Halmos ([13]) and Sz.-Nagy
([23]) in the 1950s have proved to be powerful instruments. Generalisations lead
to power lattice dilation results on Lp-spaces for positive contractions by Akcoglu,
Sucheston, Kopp ([1], [2], [3], [4], [5], [6]) and Kern, Nagel and Palm ([10, Appen-
dix U], [14], [18]) in the 1970s. Neglecting the assumption of positivity, the dilat-
able operators on Lp, i.e., operators where a dilation to an isometrically invertible
operator exists, have also been identified as the ones admitting a contractive ma-
jorant ([19]). Fendler ([11], [12]) used Akcoglu’s lattice dilation construction and
extended it to positive contraction semigroups on Lp(Ω,Σ, μ), 1 < p <∞, as well
as a variant for subpositive semigroups if 1 < p <∞ and p �= 2.

In this paper, we use use a construction from [14] which is based on a con-
struction by Rota ([20]) and the theory of Markov processes to obtain a more
illustrative proof for bistochastic semigroups. We also extend Fendler’s result to
L1 for such semigroups. This construction has been used to get similar results for
C∗- andW ∗-algebras (e.g., [7], [8], [9], [21], [25]) although there are some obstacles
([16, Section 2]).

We assume that (Tt, t ≥ 0) is a strongly continuous and bistochastic semi-
group on Lp(Ω,Σ, μ), 1 ≤ p < ∞, with a probability measure μ. This means
that the map t �→ Ttf is norm continuous for t ≥ 0 and for all f ∈ Lp(Ω,Σ, μ),
TtTs = Tt+s holds for all t, s ≥ 0 as well as Tt1 = 1 = T ′

t1 with positive operators

The author gratefully acknowledges the support of EPSRC and the Andrew Mullins Award.
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Tt for t ≥ 0. We usually drop the term strongly continuous if it is clear from
the context and we note that a bistochastic operator is a contraction for all Lp,
1 ≤ p ≤ ∞.

Our main goal in this paper is to obtain a lattice semigroup dilation.

Definition 1.1. We call ((T̂t, t ≥ 0), Lp(Ω̂, Σ̂, μ̂), J,Q) a lattice dilation of ((Tt, t ≥
0), Lp(Ω,Σ, μ)) with a lattice isomorphism semigroup (T̂t, t ≥ 0) on Lp(Ω̂, Σ̂, μ̂) if

QT̂tJ = Tt

holds for all t ≥ 0 where J : Lp(Ω,Σ, μ) → Lp(Ω̂, Σ̂, μ̂) is an isometric lattice

homomorphism and Q : Lp(Ω̂, Σ̂, μ̂)→ Lp(Ω,Σ, μ) the corresponding positive con-
traction (i.e., Q′ = J on associated Lp spaces).

In this paper, we construct the semigroup dilation in Section 2. In Section 3,
we prove that this construction satisfies all required properties, and we obtain the
following dilation result.

Theorem 1.2. Let (Tt, t ≥ 0) be a bistochastic semigroup on Lp(Ω,Σ, μ), 1 ≤ p <
∞, with a probability measure μ. Then there exists a lattice dilation.

We further prove the Markov property and the uniqueness of this dilation in
Section 4 and we obtain the following result.

Theorem 1.3. Let ((T̃t, t ≥ 0), Lp(Ω̃, Σ̃, μ̃), J̃ , Q̃) be a minimal lattice dilation of

the bistochastic semigroup ((Tt, t ≥ 0), Lp(Ω,Σ, μ)), 1 ≤ p <∞, where (T̃t, t ≥ 0)

satisfies the Markov property, T̃t1̃ = 1̃ for all t ∈ R and J̃1 = 1̃. Then it is lattice
isomorphic to the dilation in Section 2.

2. Construction

In this section, we construct a dilation by introducing all required spaces and
operators.

The following Gelfand type lemma simplifies the later considerations although
its real value appears in particular in the technical details which we omit in this
paper.

Lemma 2.1. Let (Tt, t ≥ 0) be a bistochastic semigroup on Lp(Ω,Σ, μ). Then

there exists a compact Hausdorff measure space (Ω̃, Σ̃, μ̃), a bistochastic semigroup

(T̃t, t ≥ 0) on Lp(Ω̃, Σ̃, μ̃), where both T̃t and T̃
′
t leave C(Ω̃) invariant for all t ≥ 0,

and an isometric lattice isomorphism ι : Lp(Ω,Σ, μ)→ Lp(Ω̃, Σ̃, μ̃) such that

Tt = ι
−1 ◦ T̃t ◦ ι

for all t ≥ 0.
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Proof. There exists a unit preserving lattice isomorphism ι : L∞(Ω,Σ, μ)→ C(Ω̃)
with some compact Hausdorff space Ω̃ by the Kakutani representation theorem
([17, Theorem 2.1.3]). We define a measure μ̃ := μ ◦ ι−1 on Ω̃ and ι extends as a

lattice isomorphism to all Lp, 1 ≤ p <∞. We set T̃t := ι ◦ Tt ◦ ι−1 which satisfies
the required properties. �

In view of this lemma, we can assume without loss of generality that the semi-
groups and their adjoints leave C(Ω) invariant, and that Ω is a compact Hausdorff
space. Also, Tt1 = 1 and positivity imply that Tt is contractive on C(Ω).

We define a space Ω̂ :=
∏

t∈R
Ω, which is a compact Hausdorff space by

Tychonoff’s theorem, and we denote its elements by either ω̂ or (ωt)t∈R. On Ω̂, we

define Σ̂ as the product σ-algebra on Ω̂, i.e., the σ-algebra generated by sets of the
form

∏
t∈R
At with only finitely many Ω �= At ∈ Σ.

We introduce a tensor product notation by(
ft−n ⊗ · · · ⊗ ftn

)
(ω̂) := ft−n(ωt−n) · · · ftn(ωtn)

for time steps t−n < · · · < tn ∈ R and ft−n , . . . , ftn ∈ C(Ω). Two functions
ft−n ⊗ · · · ⊗ ftn and gt−m ⊗ · · · ⊗ gtm are said to be equivalent if they denote the

same function in C(Ω̂). Hence, we do not change the function ft−n ⊗ · · · ⊗ ftn if
we remove 1-elements or add them at certain additional times ti1 , . . . , tim .

We set⊗
t∈R

C(Ω) := lin{ft−n ⊗ · · · ⊗ ftn : n ∈ N0, tm ∈ R, fi ∈ C(Ω)}.

We note that
⊗

t∈R
C(Ω) is dense in C(Ω̂) in the topology of uniform conver-

gence by the Stone–Weierstraß theorem, and it is therefore legitimate to work with
these functions in view of linearity and continuity of the operators being involved.

We use the notation and spaces just introduced and without loss of generality,
we always assume t0 = 0. By Lemma 2.1, we can assume that all Tt and T

′
t leave

C(Ω) invariant. We define a map Q� : {ft−n ⊗ · · · ⊗ ftn : n ∈ N0, fi ∈ C(Ω)} →
C(Ω) by

Q�(ft−n ⊗ · · · ⊗ ftn) := f0 · Tt1(ft1Tt2−t1(ft2Tt3−t2(. . . Ttn−tn−1(ftn))

· T ′
−t−1

(ft−1T
′
t−1−t−2

(ft−2T
′
t−2−t−3

(. . . T ′
t−n+1−t−n

(ft−n))

for a function ft−n⊗· · ·⊗ftn ∈
⊗

t∈R
C(Ω), and we set f0 = 1 if 0 /∈ {t−n, . . . , tn}.

We then extend Q� to
⊗

t∈R
C(Ω) by linearity and continuity to a positive con-

traction Qc on C(Ω̂). We remark that some technical issues are required to show
that this extension is well defined.

We define a positive unital functional μ̂ on C(Ω̂) by

μ̂ := μ ◦Qc,

which then induces a probability measure on Ω̂ by the Riesz representation theo-

rem. We hence have the space Lp(Ω̂, Σ̂, μ̂).
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Now that we have defined the space Lp(Ω̂, Σ̂, μ̂), we define the embedding

operator J , the contraction Q and the lattice isomorphisms (T̂t, t ∈ R).
We define the lattice homomorphism J : Lp(Ω,Σ, μ)→ Lp(Ω̂, Σ̂, μ̂) by

Jf := f0

and we note that J is multiplicative on C(Ω). This is hence a positive isometry
since

‖Jf‖pp =

∫
̂Ω

|Jf |p dμ̂ =

∫
̂Ω

J(|f |)p dμ̂ =

∫
Ω

|f |p dμ = ‖f‖pp

for f ∈ C(Ω) and hence for f ∈ Lp(Ω,Σ, μ), 1 ≤ p < ∞ and we clearly have
‖Jf‖∞ = ‖f‖∞ for f ∈ L∞(Ω,Σ, μ). For 1 < p < ∞, we define the operator

Q = Qp : Lp(Ω̂, Σ̂, μ̂) → Lp(Ω,Σ, μ) by Q := J ′ where J is interpreted as the
isometry on Lq(Ω,Σ, μ) with 1

p + 1
q = 1. For p = 1, we define Q = Q1 := J∗

where J∗ is the preadjoint of J which exists since the operators Qp for p > 1 are

consistent which each other and the spaces Lp(Ω̂, Σ̂, μ̂) are dense in L1(Ω̂, Σ̂, μ̂).
We have

〈Qf̂, g〉 = 〈f̂ , Jg〉 =
∫
̂Ω

f̂Jg dμ̂

=

∫
Ω

f0 · g · Tt1(ft1 . . . (ftn)) · T ′
−t−1

(ft−1 . . . (ft−n)) dμ

=

∫
Ω

Q�f̂ · g dμ = 〈Q�f̂ , g〉

for all f̂ = ft−n ⊗ · · · ⊗ ftn and all g ∈ C(Ω), hence, Q and Q� coincide on⊗
t∈R
C(Ω), and we exploit this fact in later calculations.

We define the operator T̂t as translation, i.e.,(
T̂tf̂
)
((ωs)s∈R) := f̂ ((ωs+t)s∈R) (2.1)

for f̂ ∈ Lp(Ω̂, Σ̂, μ̂), or as T̂tf̂ = f̂ ◦ τt where τt(ωs)s∈R = (ωs+t)s∈R. Clearly, it

satisfies T̂tT̂s = T̂t+s for all t, s ≥ 0 and T0 = Id.

3. The dilation result

We now show that the operators and spaces defined in Section 2 satisfy the dilation

property and that (T̂t, t ≥ 0) is indeed a strongly continuous lattice isomorphism
semigroup.

Proposition 3.1. The operator T̂t defined by (2.1) is a lattice isomorphism on

Lp(Ω̂, Σ̂, μ̂) for all t ∈ R.
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Proof. The operator T̂t is clearly positive, linear and invertible for all t ∈ R. Let
f̂ = ft−n ⊗ · · · ⊗ ftn with fti ∈ C(Ω) and t ∈ R with −t ∈ [t−i−1, t−i] be given. If
t−i−1 �= −t �= t−i, we set f−t = 1. We then have∫

̂Ω

f̂ ◦ τt dμ̂ =

∫
̂Ω

(
ftn(ωtn) · · · f−t(ω−t) · ft−i(ωt−i) · · · ftn(ωtn)

)
◦ τt dμ̂(ω̂)

=

∫
̂Ω

ftn(ωtn+t) · · · f−t(ω0) · ft−i(ωt−i+t) · · · ftn(ωtn+t) dμ̂(ω̂)

=

∫
Ω

Q
(
ftn ⊗ · · · ⊗ ft−i−1 ⊗ f−t ⊗ ft−i ⊗ · · · ⊗ ftn

)
dμ

=

∫
Ω

f−t · Tt−i+t(ft−iTt−i+1−t−i(. . . Ttn−tn−1(ftn))

· T ′
−t−ti−1

(ft−i−1T
′
t−i−1−t−i−2

(. . . T ′
t−n+1−t−n

(ft−n)) dμ

=

∫
Ω

ft−iTt−i+1−t−i(. . . Ttn−tn−1(ftn))

· T ′
t−i−(−t)(f−tT

′
−t−ti−1

(ft−i−1T
′
t−i−1−t−i−2

(. . . (ft−n)) dμ.

We iterate the last step and obtain∫
̂Ω

(
f̂ ◦ τt

)
dμ̂ =

∫
̂Ω

f̂ dμ̂

for all f̂ = ft−n ⊗ · · · ⊗ ftn ∈
⊗

t∈R
C(Ω) and hence, by linearity and continuity,

for all f̂ ∈ Lp(Ω̂, Σ̂, μ̂). In particular, it holds for f̂ = |ĝ|p where ĝ ∈ Lp(Ω̂, Σ̂, μ̂).
Since |ĝ ◦ τt|p = |ĝ|p ◦ τt, we obtain

‖T̂tĝ‖pp =

∫
̂Ω

|T̂tĝ|p dμ̂ =

∫
̂Ω

|ĝ ◦ τt|p dμ̂ =

∫
̂Ω

|ĝ|p ◦ τt dμ̂ =

∫
̂Ω

(
f̂ ◦ τt

)
dμ̂

=

∫
̂Ω

f̂ dμ̂ =

∫
̂Ω

|ĝ|p dμ̂ = ‖ĝ‖pp

for all ĝ ∈ Lp(Ω̂, Σ̂, μ̂). Hence, the operator T̂t is an isometry for all Lp(Ω̂, Σ̂, μ̂)
and all t ∈ R. �
Proposition 3.2. The construction of Section 2 satisfies

QT̂tJ = Tt

for all t ≥ 0.

Proof. We have

〈QT̂tJf, g〉 = 〈T̂tJf, Jg〉 = 〈ft, g0〉 =
∫
̂Ω

ftg0 dμ̂

=

∫
Ω

Q(ftg0) dμ =

∫
Ω

g0 · Ttft dμ = 〈Ttf, g〉

for all t ≥ 0 and for all f, g ∈ C(Ω). Hence, we can conclude the claim by the
continuity of the operators. �
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Proposition 3.3. The semigroup constructed in Section 2 is strongly continuous on

Lp(Ω̂, Σ̂, μ̂), 1 ≤ p <∞.

Proof. We first note that the semigroup (T̂t, t ≥ 0) is uniformly bounded by 1
since it consists of isometries. It therefore suffices to show strong continuity for a

dense subspace in Lp(Ω̂, Σ̂, μ̂) such as characteristic functions depending on finitely
many coordinates.

We also note that the shift operator constructed in Section 2 is multiplicative

on L∞(Ω̂, Σ̂, μ̂), strong continuity on indicator functions depending only on one

coordinate of Ω can therefore be extended to strong continuity on Lp(Ω̂, Σ̂, μ̂).

Now let f̂ = 1Ai for some i ∈ R with Ai = A ×
∏

t�=i Ω ⊆ Ω̂ and A ∈ Σ be
given. We show that

‖T̂tf̂ − f̂‖pp =

∫
Ω

Q|T̂tf̂ − f̂ |p dμ −→ 0

as t→ 0. We have

|T̂tf̂ − f̂ |p = |1Ai+t − 1Ai |p = |1Ai+t1Ac
i
− 1Ac

i+t
1Ai |p = 1Ai+t1Ac

i
+ 1Ac

i+t
1Ai

since Ai+t ∩ Ac
i and Ac

i+t ∩ Ai are disjoint. Integrating yields

‖T̂tf̂ − f̂‖pp =

∫
̂Ω

(1Ai+t1Ac
i
+ 1Ac

i+t
1Ai) dμ̂

=

∫
Ω

Q(1Ai+t1Ac
i
) dμ+

∫
Ω

Q(1Ac
i+t

1Ai) dμ

=

∫
Ω

1AcTt(1A) dμ+

∫
Ω

1ATt(1Ac) dμ −→ 0

as t → 0 by the strong continuity of (Tt, t ≥ 0). Therefore, (T̂t, t ≥ 0) is strongly
continuous. �

Combining the results of Propositions 3.1, 3.2 and 3.3, we obtain the following
dilation result.

Theorem 3.4. Let (Tt, t ≥ 0) be a bistochastic semigroup on Lp(Ω,Σ, μ), 1 ≤ p <
∞, with a probability measure μ. Then there exists a lattice dilation.

By construction, we obtain also a minimality result.

Corollary 3.5. The lattice dilation constructed in Section 2 is minimal in the sense
that

lin
⋃

t∈(−∞,∞)

T̂tJ(L
p(Ω,Σ, μ))

is a dense sublattice in Lp(Ω̂, Σ̂, μ̂).

Remark 3.6. The construction in this paper heavily relies on the assumption of
bistochastic semigroups. However, it is possible to modify and extend the con-
struction in the discrete case ([10, Appendix U], [14], [18]).
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4. Markov property and uniqueness

An important property of a dilation is uniqueness (up to isometric isomorphisms).
The dilation in Section 2 satisfies both minimality and uniqueness, hence, it gives
essentially the lattice dilation.

An additional feature of dilations is the Markov property which enables us
to show uniqueness. The Markov property plays an important role in stochastic
processes which are closely connected with dilations, and it is an important tool to
show the existence of dilations for W ∗-algebras (see, e.g., [15]). This section is an
adaption of [14, Section 4] to our setting. The proofs and observations correspond
with the proofs for power dilations in [14], and we refer there for all technical
details which can be shown in an analogous way.

Let EI be the closed sublattice of Lp(Ω̂, Σ̂, μ̂) generated by⋃
t∈I
T̂tJ(L

p(Ω,Σ, μ))

for some index set I. By [22, III.11.2], there is a unique positive contractive pro-

jection QI : L
p(Ω̂, Σ̂, μ̂) → EI = Lp(Ω̂,ΣI , μ̂) ⊆ Lp(Ω̂, Σ̂, μ̂) for some σ-algebra

ΣI , and its adjoint is given by the corresponding embedding JI : L
p(Ω̂,ΣI , μ̂) →

Lp(Ω̂, Σ̂, μ̂). We note that finite tensors depending on ΩI are dense in Lp(Ω̂,ΣI , μ̂),

1 ≤ p <∞, and Q{0} = JQ. We also note that QI f̂ = f̂ for all f̂ ∈ Lp(Ω̂,ΣI , μ̂).

Definition 4.1. A dilation satisfies the Markov property if

Q[t,0]f̂ = Q{0}f̂

holds for all t ≤ 0 and for all f̂ ∈ Lp(Ω,Σ[0,∞), μ).

Proposition 4.2. The dilation constructed in Section 2 satisfies the Markov prop-
erty.

Proof. We have

〈Q[t,0](f0 ⊗ · · · ⊗ ftn), gt−m ⊗ · · · ⊗ g0〉
= 〈(f0 ⊗ · · · ⊗ ftn), J[t,0]gt−m ⊗ · · · ⊗ g0〉

=

∫
Ω

f0 · g0 · Tt1(ft1Tt2−t1(. . . (ftn)) · T ′
−t−1

(gt−1T
′
t−1−t−2

(. . . (gt−m)) dμ

=

∫
Ω

Q(f0 ⊗ · · · ⊗ ftn) ·Q(gt−m ⊗ · · · ⊗ g0) dμ

=

∫
̂Ω

JQ(f0 ⊗ · · · ⊗ ftn) · gt−m ⊗ · · · ⊗ g0 dμ̂

= 〈Q{0}(f0 ⊗ · · · ⊗ ftn), gt−m ⊗ · · · ⊗ g0〉

for t ≤ 0, for all f0 ⊗ · · · ⊗ ftn ∈ Lp(Ω,Σ[0,∞), μ) and for all gt−m ⊗ · · · ⊗ g0 ∈
Lq(Ω̂,Σ[t,0], μ̂), hence, for all ĝ ∈ Lq(Ω̂,Σ[t,0], μ̂). �
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Following from the definitions and since T̂t is a lattice isomorphism for all
t ∈ R, we have

QI = T̂−tQI+tT̂t

for all index sets I. It is therefore not essential whether we consider the Markov
property at t = 0 or at any other time.

Lemma 4.3. The following are equivalent.

(i) The Markov property is satisfied at t = 0.
(ii) The Markov property is satisfied at t = t0.

We now assume that we have a lattice dilation ((T̃t, t ≥ 0), Lp(Ω̃, Σ̃, μ̃), J̃ , Q̃)

satisfying the Markov property, T̃t1̃ = 1̃ for all t ∈ R and J̃1 = 1̃ (and hence by

the dilation property and Tt1 = 1 for all t ≥ 0 also Q̃1̃ = 1). We show in Theorem
4.5 that this dilation is essentially the one we constructed in Section 2.

The following identity (4.1) plays an important role in the proof of Theorem
4.5. We note that a unit preserving lattice homomorphism is multiplicative on
C(K) ([22, Theorem III.9.1]) and that T−t = T ′

t as well as Q = J ′ hold on
corresponding Lp-spaces.

Lemma 4.4. Let ((T̃t, t ≥ 0), Lp(Ω̃, Σ̃, μ̃), J̃ , Q̃) be a minimal lattice dilation of

((Tt, t ≥ 0), Lp(Ω,Σ, μ)) with T̃t1̃ = 1̃ for all t ∈ R and J̃1 = 1̃. Then

Q̃{t}J̃f = T̃tJ̃T−tf (4.1)

for all t ≤ 0 and f ∈ Lp(Ω,Σ, μ).

Proof. We have

〈Q̃{t}J̃f, T̃tJ̃g〉 = 〈J̃f, J̃tT̃tJ̃g〉 = 〈J̃f, T̃tJ̃g〉 = 〈T̃−tJ̃f, J̃g〉

= 〈Q̃T̃−tJ̃f, g〉 = 〈T−tf, g〉 =
∫
Ω

T−tf · g dμ =

∫
Ω

(T−tf · g) · Q̃1̃ dμ

=

∫
Ω̃

J̃(T−tf · g) · 1̃ dμ̃ = 〈J̃(g · T−tf), 1̃〉 = 〈J̃(g · T−tf), T̃−t1̃〉

= 〈T̃tJ̃(g · T−tf), 1̃〉 =
∫
Ω̃

T̃tJ̃(g · T−tf) dμ̃ =

∫
Ω̃

T̃tJ̃T−tf · T̃tJ̃g dμ̃

= 〈T̃tJ̃T−tf, T̃tJ̃g〉

for all f, g ∈ C(Ω), and we conclude the claim by continuity and minimality since

linear combinations of T̃tJ̃g for g ∈ C(Ω) form a dense sublattice in Lp(Ω̃, Σ̃, μ̃).
�

Theorem 4.5. Let ((T̃t, t ≥ 0), Lp(Ω̃, Σ̃, μ̃), J̃ , Q̃) be a minimal lattice dilation of

the bistochastic semigroup ((Tt, t ≥ 0), Lp(Ω,Σ, μ)), 1 ≤ p <∞, where (T̃t, t ≥ 0)

satisfies the Markov property, T̃t1̃ = 1̃ for all t ∈ R and J̃1 = 1̃. Then it is lattice
isomorphic to the dilation in Section 2.
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Proof. Let ((T̃t, t ≥ 0), Lp(Ω̃, Σ̃, μ̃), J̃ , Q̃) be such a lattice dilation of ((Tt, t ≥
0), Lp(Ω,Σ, μ)).

We define an operator Φ:
⊗

t∈R
C(Ω)→ Lp(Ω̃, Σ̃, μ̃) by

Φ(ft−n ⊗ · · · ⊗ ftn) = Φ

(
n∏

k=−n

T̂tkJftk

)
:=

n∏
k=−n

T̃tk J̃ftk

for ftk ∈ C(Ω) and we note that Φ is well defined by minimality and that the
definition of Φ does not depend on the equivalence class of ft−n ⊗ · · · ⊗ ftn since

J̃1 = 1̃ and T̃t1̃ = 1̃ for all t ∈ R.
We remark that Φ is linear and multiplicative. It also satisfies Φ(1̂) = 1̃ and

|Φ(f̂)| = Φ(|f̂ |) on
⊗

t∈R
C(Ω) ([22, Theorem III.9.1]). It can be shown that Φ

is ‖·‖p-isometric and hence bounded by using the Markov property and Lemma
4.4 (cf. [14, Corollary 4.6]). We then extend Φ by linearity and continuity to

Lp(Ω̂, Σ̂, μ̂). Since T̃t is multiplicative for all t ∈ R, we finally have

T̃tΦ(ft−n ⊗ · · · ⊗ ftn) = T̃t

(
n∏

k=−n

T̃tk J̃ftk

)
=

n∏
k=−n

(
T̃tk+tJ̃ftk

)
= Φ

(
n∏

k=−n

T̂tk+tJftk

)
= ΦT̂t(ft−n ⊗ · · · ⊗ ftn)

for all ft−n ⊗ · · · ⊗ ftn ∈
⊗

t∈R
C(Ω), hence,

Φ ◦ T̂t = T̃t ◦ Φ
for all t ∈ R. �
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Domains of Fractional Powers of Matrix-valued
Operators: A General Approach

Irena Lasiecka and Roberto Triggiani

Abstract. We present a general approach for identifying explicitly domains of
fractional powers of matrix-valued operators. Such strategy will be illustrated
by revisiting the topic of domains of fractional powers of ‘strongly damped’
abstract elastic equations, and recovering in this case established results [10].
These were obtained instead by use of the classical Balakrishnan formula [3],
[21, p. 69], which is based on knowledge of the resolvent operator. A virtue of
the present approach – which results evident in the present illustrative case
– is that it is more conceptual and less computationally intensive than the
former approach. In particular, it is resolvent independent.

Mathematics Subject Classification (2010). Primary 47F05; Secondary 35.

Keywords. Domains of fractional powers, matrix-valued operators.

0. Introduction

In this paper we present a general approach that permits to obtain a precise and
explicit identification of domains of fractional powers of matrix-valued operators
arising in a differential equation context. This method – which is critically based
on Baiocchi’s result [2], [20, Section 14.3, pp. 96–98] on interpolating subspaces –
was actually first employed in [15] to re-obtain the domains of fractional powers
of single elliptic operators, subject to appropriate boundary conditions, originally
due to [13] for second-order operators. A more recent application of this method
was employed in [18, Appendix A, p. 255]. For the sake of concreteness and space
constraints, we shall illustrate and employ the present strategy by revisiting the
topic of “strongly damped elastic systems” [7], [8]–[11], [4], reported also in [16,
Appendix 3B, pp. 285–296]. In [10], a precise and explicit characterization was
given by a radically different approach; namely by use of the classical resolvent-
based Balakrishnan formula [3], [21, Section 2.6]. These results will be reproved in
the present paper by the new described approach using interpolation of subspaces.
It may be said that the approach of the present paper is more conceptual and

c© Springer International Publishing Switzerland 2015
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much less computational than the original one [10]. In particular, it is resolvent-
independent. Thus, in general, one may expect to be able to apply this approach
to characterize domains of fractional powers of generators modeling complicated
and coupled PDE systems which describe various interactive phenomena in the
natural sciences. In such cases, the expression for the resolvent operator is likely
to be cumbersome and/or unhelpful. Thus, an approach based on the Balakrishnan
formula is likely to be out of question. A most recent application of the resolvent-
free approach of the present paper is given in a forthcoming paper [17] dealing
with a fluid-strongly damped structure model.

1. Setting of the Problem on the Energy Space E.
Results [16, Appendix 3B]

1.1. The original model

We return to the setting of damped elastic operators reported in [16, Appendix
3B, pp. 285–296]. Throughout this paper, H is a separable Hilbert space. On it,
we consider two operators A and B subject to the following assumptions:

(H.1) A (the elastic operator): H ⊃ D(A)→ H , with domain D(A) dense in H ,
is a strictly positive, self-adjoint operator.

(H.2) B (the dissipation operator: H ⊃ D(B)→ H , with domain D(B) dense in
H , is a positive, self-adjoint operator.

(H.3) There exists a constant 0 < α ≤ 1 and two constants 0 < ρ1 < ρ2 < ∞,
such that

ρ1(Aαx, x)H ≤ (Bx, x)H ≤ ρ2(Aαx, x)H , x ∈ D(A
α
2 ) ⊂ D(B 1

2 ). (1.1)

Equivalent (as well as sufficient) versions of (H.3) = (1.1) and a number of related
considerations are given in [16, Remark 3B.0, p. 286, Remark 3B.1, p. 288] and will
not be repeated. The object of our interest is the second-order abstract equation

ẍ+ Bẋ+Ax = 0 on H. (1.2)

On the Energy Space E ≡ D(A 1
2 )×H . We rewrite (1.2) as a first-order equation

on the space E:

d

dt

[
x
ẋ

]
= AB

[
x
ẋ

]
, AB =

[
0 I
−A −B

]
,

with domain D(AB) containing D(A) ×D(B). (1.3)

AB is dissipative, hence closable (but not necessarily closed with domain D(A)×
D(B)). To make it closed, one needs to enlarge the domain to a ‘maximal’ domain.
This is done [16, (3B.5a), p. 287], after which one shows that with such an enlarged
domain, AB is closed [16, Claim, p. 287]. These results will not be strictly needed
in the present paper and hence will be only referred to [16]. Henceforth, AB denotes
such a closed operator: E ⊃ D(AB)→ E.
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Theorem 1.1 ([8], [9], [11], [16, Theorem 3B.1, p. 288]).

(a) (generation) Assume the standing hypotheses (H.1), (H.2), and (H.3). Then,
the operator AB is maximal dissipative, and thus (by the Lumer–Phillips
Theorem) it generates a s.c. (C0-) contraction semigroup eABt on the energy

space E = D(A 1
2 )×H.

(b) (12 ≤ α ≤ 1: analyticity) If the parameter α in (H.3) satisfies 1
2 ≤ α ≤ 1,

then the s.c. semigroup eABt of part (a) is, moreover, analytic on E.
(c) The range of analyticity in (b) is optimal. For 0 < α < 1

2 the s.c. semigroup
is generally not analytic (counterexample in [9]). It is, however, of Gevrey
class δ > 1/(2α), (see [11], [16] for more details), hence differentiable for all
t > 0 on E.

(d) For all 0 < α ≤ 1, the s.c. semigroup eABt is uniformly stable on E: There
exist constants M ≥ 1 and a > 0 [indeed −a = sup Re σ(AB)] such that∥∥eABt

∥∥
L(E)

≤Me−at, t ≥ 0. (1.4)

1.2. The model case B = ρAα, ρ > 0

In this subsection, we specialize to the canonical case:

B = ρAα, hence ẍ+Aαẋ+ ρAx = 0 on H, or (1.5)

d

dt

[
x
ẋ

]
= Aρα

[
x
ẋ

]
, Aρα =

[
0 I
−A −ρAα

]
: E ⊃ D(Aρα)→ E; (1.6)

D(Aρα) =

{[
x1
x2

]
∈ E : x1 ∈ D(A1−α); x2 ∈ D(A

1
2 ) :

Aα[A1−αx1 + ρx2] ∈ H
}
.

(1.7)

Thus, according to Theorem 1.1, Aρα generates a contraction s.c. semigroup
eAραt on E which, moreover, in the range 1

2 ≤ α ≤ 1 is analytic. Thus, the
corresponding dynamics has a ‘parabolic’ behavior. It is therefore important to
determine the domains D((−Aρα)

θ) of fractional power, 0 ≤ θ ≤ 1, 1
2 ≤ α ≤ 1,

ρ > 0, of its generator Aρα. This was done in [10] and is reported also in [16,
Theorem 3B.2, p. 290].

Remark 1.1. Model (1.5) is mostly, but not exclusively, of mathematical value to
test the validity of the results. This is so since only partial differential equations
(on an arbitrary domain) with ‘special’ boundary conditions can be accommodated
under model (1.5). See examples in [16, Section 3.4, p. 204, Section 3.6, p. 211,
for α = 1

2 ; Section 3.5, p. 208, for α = 1]. More realistic, physically significant
boundary conditions escape model (1.5) and instead are captured by model (1.2).
See, e.g., a PDE example of a plate with clamped boundary conditions [16, Section
3.7, p. 214].

Domains of fractional powers D((−Aρα)
θ), 0 ≤ θ ≤ 1, 1

2
≤ α ≤ 1, ρ > 0.

The next result characterizes the domains of fractional powers D((−Aρα)
θ) of the
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generator Aρα in (1.6), (1.7), in the specialized range 1
2 ≤ α ≤ 1 of analyticity for

eAραt on E, in which case [16, (3B.15), p. 290] the domain (1.7) can be rewritten as

D(Aρα) =

{[
x1
x2

]
∈ E : x1 ∈ D

(
A 1

2+1−α
)
, x2 ∈ D(A

1
2 ),

A1−αx1 + ρx2 ∈ D(Aα)

}
,

1

2
≤ α ≤ 1, (1.8)

since now x1 ∈ D(A
1
2 ) ⊂ D(A1−α), x2 ∈ D(A

1
2 ) and A1−αx1 + ρx2 ∈ D(Aα) ⊂

D(A 1
2 ) for α ≥ 1

2 implies A1−αx1 ∈ D(A
1
2 ), as desired. For α = 1

2 , we obtain

D(Aρ,α= 1
2
) = D(A) ×D(A 1

2 ). (1.9)

Theorem 1.2 ([10], [16, Thm. 3B.2, p. 290]). Consider the generator Aρα : E ⊃
D(Aρα)→ E in (1.6) with the domain given by (1.8), for ρ > 0, 1

2 ≤ α ≤ 1.

(i) Let 1
2 ≤ θ ≤ 1. Then

D((−Aρα)
θ) = D

(
A 1

2+θ(1−α)
)
×D(Aαθ). (1.10)

(ii) Let 0 ≤ θ ≤ 1
2 . Then

D((−Aρα)
θ) =

{[
x1
x2

]
∈ E : x1 ∈ D

(
A 1

2+θ(1−α)
)
; x2 ∈ D

(
Aα− 1

2+θ(1−α)
)
;

A1−αx1 + ρx2 ∈ D(Aαθ)

}
. (1.11)

For θ = 1
2 or α = 1

2 , the third requirement in (1.10) is automatically satisfied.
(iii) For α = 1, Aρα does not have compact resolvent on E, even when A has

compact resolvent on H.

The proof in [10] was based on the classical Balakrishnan formula [3], [21,
p. 69], in fact for the inverse operator. More precisely, in [10], it was used that
D((−Aρα)

θ)
= (−Aρα)

−θE and hence [x1, x2] ∈ D((−Aρα)
θ) if and only if[

x1
x2

]
= (−Aρα)

−θw =
sinπθ

π

∫ ∞

0

λ−θ(λI −Aρα)
−1w dλ, w ∈ E. (1.12)

In the next section – the core of the present paper – we shall give a radically
different resolvent-free proof, in a sense much less computational and more con-
ceptual. It is critically based on a (specialization, in the present Hilbert setting,
of a) very general result due to C. Baiocchi [2], and reported in [20, pp. 96–93]. It
is intrinsically a result on interpolation between subspaces (which holds true also
in the Banach space setting).

Domains of fractional powers D((−AB)θ). The next result extends the useful-
ness of Theorem 1.2 to obtain information on the domains of fractional powers
D((−AB)θ) of (−AB) in (1.3) with maximal domain [16, Eqn. (3B.5a), p. 287].
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Theorem 1.3 ([16, Corollary 3B.4, p. 291]). Assume the above operator AB in
(1.3) with maximal domain generates a s.c. analytic semigroup in the situation of
Theorem 1.1(b) for 1

2 ≤ α ≤ 1. Then, for 0 < θ2 < θ1 < θ < 1, we have

D((−Aρα)
θ) ⊂ D((−AB)θ1) ⊂ D((−Aρα)

θ2). (1.13)

2. New proof of Theorem 1.2 using interpolation of subspaces

Step 1. We shall deliberately use the notation of [20, pp. 96–98] in invoking Baioc-
chi’s result. Our first step is to obtain the following unifying form, for all 0 ≤ θ ≤ 1,
1
2 ≤ α ≤ 1, of D((−Aρα)

θ).

Proposition 2.1. Let ρ > 0, 0 ≤ θ ≤ 1, 1
2 ≤ α ≤ 1, so that 1

2 + θ(1− α) ≥ (1− α).
Then the following representation for D((−Aρα)

θ) can be given:

D((−Aρα)
θ) =

{[
x1
x2

]
∈ E : x1 ∈ D

(
A 1

2+θ(1−α)
)
;

x2 ∈ D
(
A θ

2

)
; A1−αx1 + ρx2 ∈ D(Aαθ)

}
. (2.1)

Proof. Step (i). With reference to the case θ = 1, 1
2 ≤ α ≤ 1 given by (1.8), define

the space X , the (constraint) map ∂ and the corresponding space X , as follows:

X ≡
[
D(A 3

2−α)

D(A 1
2 )

]
: ∂(X) = ∂

[
x1 ∈ D(A

3
2−α)

x2 ∈ D(A
1
2 )

]
(2.2)

def≡ A1−αx1 + ρx2 ∈ D(Aα) ≡ X . (2.3)

Then, via (2.2), (2.3), we can rewrite D(Aρα) in (1.8) as follows:

D(−Aρα) = (X)∂,X = subspace of X mapped into X by map ∂

= {x : x ∈ X, ∂x ∈ X}. (2.4)

Next, we rewrite the space E = D(A 1
2 )×H as follows by means of the spaces

Y (≡ E) and Y (≡ Y ) via the same (constraint) map ∂:

Y ≡ E ≡
[
D(A 1

2 )

H

]
; ∂(Y ) = ∂

[
y1 ∈ D(A

1
2 )

y2 ∈ H

]
: A1−αy1 + ρy2 ∈ H ≡ Y,

(2.5)

where we note that, for 1
2 ≤ α as assumed, 1 − α ≤ 1

2 , hence y1 ∈ D(A
1
2 ) ⊂

D(A1−α), and thus the map ∂ actually imposes no constraint on Y . In other
words,

E ≡ (Y )∂,Y = {y : y ∈ Y, ∂y ∈ Y}. (2.6)

Step (ii). Since Aρα is maximal dissipative, and A−1
ρα ∈ L(E) (e.g., by (1.4)), then

by the results reported in [16, p. 5, in particular case c] and [5, Prop. 6.1, p. 171]
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the following intermediate/interpolation result holds true (this fact was already
used in [16, (3B.20), p. 291]

D((−Aρα)
θ) = [D(Aρα), E]1−θ = [(X)∂,X , (Y )∂,Y ]1−θ, (2.7)

where in the second identification we have invoked (2.4) and (2.6).
It is at this point that we appeal to Baiocchi’s result [20, pp. 96–98].
The setting, in the notation of [20, pp. 96–97] is as follows with 1

2 ≤ α ≤ 1:

Φ =

[
D(A1−α)
H

]
; X ≡

[
D(A 3

2−α)

D(A 1
2 )

]
⊂ Φ; Y ≡ E =

[
D(A 1

2 )

H

]
⊂ Φ;

X ≡ D(Aα) ⊂ X̃ ≡ D(A 1
2 ) ⊂ H ≡ Ψ; r ≡ 0;

Y ≡ Ỹ ≡ H ≡ Ψ; Gx =
[
A−(1−α)x

0

]
⊂ Φ, for x ∈ Ỹ ≡ H ⊃ X̃ ,

so that

∂ : Φ→ Ψ means: ∂

[
x1 ∈ D(A1−α)

x2 ∈ H

]
= A1−αx1 + ρx2 ∈ H ≡ Ψ;

∂ : X → X̃ means: ∂

[
x1 ∈ D(A

3
2−α)

x2 ∈ D(A
1
2 )

]
= A− 1

2 (A 3
2−α)x1 + ρx2

∈ D(A 1
2 ) ≡ X̃ ;

∂ : Y → Ỹ means: ∂

[
x1 ∈ D(A

1
2 )

x2 ∈ H

]
= A−(α− 1

2 )A 1
2 x1 + ρx2 ∈ H ≡ Ỹ;

∂Gx = ∂
[
A−(1−α)x

0

]
= A1−αA−(1−α)x+ ρ0 = x, x ∈ Ỹ ≡ H ≡ Ψ,

and thus the assumptions of [20, Thm. 14.3, p. 97] are all satisfied.
This result essentially interchanges the operation of a “restriction to a sub-

space” with the operation of “interpolation.” Thus, “first restriction ∂ followed
by interpolation” coincides with “first interpolation followed by restriction ∂.”
Technically, we then can write starting from (2.7):

D((−Aρα)
θ) = [(X)∂,X , (Y )∂,Y ]1−θ (2.8a)

= ([X,Y ]1−θ)∂,[X ,Y]1−θ
. (2.8b)

This step from (2.8a) to (2.8b) is critical in our proof. We shall now employ
the RHS of (2.8b) to compute D((−Aρα)

θ).
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Step (iii). Since A is positive self-adjoint on H , the usual (Hilbert) interpolation
formulas apply [20, p. 10]. By (2.2) for X and (2.5) for Y , we obtain

[X,Y ]1−θ =

⎡⎣⎡⎣ D
(
A 3

2−α
)

D
(
A 1

2

)
⎤⎦ ,[ D (A 1

2

)
H

]⎤⎦
1−θ

=

⎡⎣ D
(
Aθ( 3

2−α)+ 1
2 (1−θ)

)
D
(
Aθ 1

2+0(1−θ)
)

⎤⎦ =

⎡⎣ D
(
A 1

2+θ(1−α)
)

D
(
A θ

2

)
⎤⎦ . (2.9)

Step (iv). Similarly, recalling (2.3) for X and (2.5) for Y, we obtain

[X ,Y]1−θ = [D(Aα), H ]1−θ = D(Aαθ). (2.10)

Step (v). The identification (2.8b) says that:

D((−Aρα)
θ) = {all elements of [X,Y ]1−θ which are mapped into [X ,Y]1−θ

by the map ∂} = {u ∈ [X,Y ]1−θ : ∂u ∈ [X ,Y]1−θ} . (2.11)

Interpreting (2.11) by virtue of the spaces in (2.9) and (2.10) and recalling
the map ∂, we obtain

D((−Aρα)
θ) =

{[
x1
x2

]
∈ E : x1 ∈ D(A

1
2+θ(1−α)); x2 ∈ D(A

θ
2 ) ;

A1−αx1 + ρx2 ∈ D(Aαθ)

}
. (2.12)

This establishes (2.1), and Proposition 2.l is proved. �
Step 2. In this step we restrict to the range 0 ≤ θ ≤ 1

2 and find an equivalent

more explicit version for D((−Aρα)
θ) in (2.1), actually proving Theorem 1.2(i) =

(1.10).

Proposition 2.2. Assume ρ > 0, 1
2 ≤ α ≤ 1, 0 ≤ θ ≤ 1

2 . Then we may rewrite (2.1)
more explicitly as

D((−Aρα)
θ) = D(A 1

2+θ(1−α))×D(Aαθ). (2.13)

Proof. Step (i). We with reference to the third constraint in (2.1), seek to show
that

A1−αx1 ∈ D(Aαθ), or x1 ∈ D(A1−α+αθ), (2.14)

after which, then, the third constraint in (2.1) would yield

x2 ∈ D(Aαθ) ⊂ D(A θ
2 ) for α ≥ 1

2 as assumed. (2.15)

This way, characterization (2.1) would then be reduced to the desired form (2.13).

Step (ii). We shall now show (2.14). The first constraint for x1 in (2.1) is that

x1 ∈ D(A
1
2+θ(1−α)). We then seek to show that, more precisely,

x1 ∈ D(A
1
2+θ(1−α)) ⊂ D(A1−α+αθ), (2.16)
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which is true just in case

1

2
+ θ(1− α) ≥ 1− α+ αθ. (2.17)

Equation (2.17) holds true as an equality for α = 1
2 . For

1
2 < α ≤ 1, we rewrite it

as θ(2α − 1) ≤ 1
2 (2α − 1) ⇐⇒ θ ≤ 1

2 . Then, for 0 ≤ θ ≤ 1
2 ,

1
2 ≤ α ≤ 1, (2.14) is

shown, as desired, and Proposition 2.2 is established. �

Step 3. In this step we restrict to the range 1
2 ≤ θ ≤ 1 and find an equivalent,

more explicit expression for D((−Aρα)
θ) in (2.1), actually proving Theorem 1.2(ii)

= (1.11).

Proposition 2.3. Assume ρ > 0, 1
2 ≤ α ≤ 1, 1

2 ≤ θ ≤ 1. Then we may rewrite (2.1)
more explicitly as

D((−Aρα)
θ) =

{[
x1
x2

]
∈ E : x1 ∈ D

(
A 1

2+θ(1−α)
)
; x2 ∈ D

(
Aα− 1

2+θ(1−α)
)
;

A1−αx1 + ρx2 ∈ D(Aαθ)

}
. (2.18)

Proof. Step (i). By comparing expression (2.1) with expression (2.18), we see that
we need to show that the three conditions in (2.1) actually imply the second
condition for x2 in (2.18); more precisely that

x2 ∈ D(Aα− 1
2+θ(1−α)) ⊂ D(A θ

2 ). (2.19)

First, the containment in (2.19) does hold true, since(
α− 1

2

)
+ θ(1 − α)− θ

2
=

(
α− 1

2

)
+ θ

(
1

2
− α
)
≥
(
α− 1

2

)
+

(
1

2
− α
)

= 0,

(2.20)
in the present case θ ≤ 1, 1

2 ≤ α. Next we now present the strategy to show (2.19)

in the present range 1
2 ≤ θ ≤ 1. We rewrite the third constraint in (2.1) = (2.12)

as follows:[
Aαθ−(α− 1

2 )−θ(1−α)
]
A(1−α)+(α− 1

2 )+θ(1−α)x1

+
[
Aαθ−(α− 1

2 )−θ(1−α)
]
A(α− 1

2 )+θ(1−α)ρx2 = Aαθ
{
A1−αx1 + ρx2

}
∈ H. (2.21)

The idea is to begin by expressing x2 as acted upon by the desired operator

A(α− 1
2 )+θ(1−α). This results in producing the operator Aαθ−(α− 1

2 )−θ(1−α), which
we then want to be a common component also acting on x1. This idea yields (2.21).
Setting, with θ ≥ 1

2 , α ≥
1
2 :

β ≡ αθ−
(
α− 1

2

)
−θ(1−α) = θ(2α−1)−α+ 1

2
≥ 1

2
(2α−1)−α+ 1

2
= 0, (2.22)
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and noticing that

(1− α) +
(
α− 1

2

)
+ θ(1 − α) = 1

2
+ θ(1− α), (2.23)

we rewrite (2.21) as

Aβ
{
A 1

2+θ(1−α)x1 +A(α− 1
2 )+θ(1−α)ρx2

}
∈ H, (2.24)

or, since β ≥ 0 by (2.22), we obtain a fortiori

A 1
2+θ(1−α)x1 + ρA(α− 1

2 )+θ(1−α)x2 ∈ H. (2.25)

But the first term A 1
2+θ(1−α)x1 ∈ H by the first constraint in (2.1). Then

(2.25) holds if and only if

A(α− 1
2 )+θ(1−α)x2 ∈ H, or x2 ∈ D(A(α− 1

2 )+θ(1−α), (2.26)

and the LHS containment in (2.19) is proved. The full (2.19) now shows that
expression (2.1) can be rewritten more explicitly as in (2.18). Proposition 2.3 is
established. Theorem 1.2 is thus proved. �

3. Setting of the problem on the product space H × H

In this section, we return to the operator Aρα in (1.6), however, now viewed in the
state space H ×H :

Aρα =

[
0 I

−A −ρAα

]
: H ×H ⊃ D(Aρα)→ H ×H ; (3.1a)

D(Aρα) =

{[
x1

x2

]
: x2 ∈ H ; x1 ∈ D(A1−α); A1−αx1 + ρx2 ∈ D(Aα)

}

⊃ D(A)×D(Aα). (3.1b)

Such Aρα is densely defined and closed.
Here A is the strictly positive self-adjoint operator in (H.1). We again wish

to revisit the issue of the domains of fractional powers D((−Aρα)
θ) in the case of

interest for the corresponding dynamics: ẍ + ρAαẋ + Ax = 0 as in (1.5). Before
doing this, we need to recall the following negative and positive results in the
present case.

Case #1. ρ = 0; or else ρ > 0 and 0 ≤ α < 1. In this case we have a negative result
on H ×H .

Theorem 3.1 ([4]). Let A satisfy (H.1).
(a) Let ρ = 0, or else ρ > 0 and 0 ≤ α < 1. Let λ > 0. Then the resolvent

operator R(λ,Aρα) of Aρα in (3.1) satisfies the lower bound

‖R(λ,Aρα‖L(H×H) ≥
1

2 + ρ
, ∀ λ > 0. (3.2)
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A fortiori, (3.2) violates the necessary and sufficient condition of generation
of a s.c. semigroup by Aρα on H ×H [12], [21]. Thus, Aρα does not generate
a s.c. semigroup on H ×H.

(b) Let ρ > 0, 1
2 ≤ α ≤ 1. Then

‖R(λ,Aρα)‖L(H×H) ≤ constραr0 , ∀ λ with Re λ > r0 > 0, (3.3)

and so [1, p. 341] Aρα is the generator of a so-called integrated semigroup (or
distribution semigroup [19]) in H ×H.

Case #2. ρ > 0 and α = 1. In this case, we have a positive result: Aρα does
generate a s.c. even analytic semigroup on H × H , though not contractive. The
following result provides also the domain D((−Aρα)

θ), α = 1, of fractional powers.

Theorem 3.2. Assume (H.1) for A. Let ρ > 0 and α = 1. Consider the operator
Aρ,α=1 : H ×H ⊃ D(Aρ,α=1)→ H ×H, as in (3.1b) for α = 1:

D(Aρα) = {x1, x2 ∈ H : x1 + ρx2 ∈ D(A)}. (3.4)

Then:

(a) [6], [25, p. 314] The operator Aρ,α=1 generates a s.c. (non-contractive) semi-
group on H ×H which, moreover, satisfies the estimate

‖(R(λ,Aρ,α=1)‖L(H×H) ≤
C

|λ| , Re λ > 0. (3.5)

Hence, such s.c. semigroup is, moreover, analytic on H ×H, t > 0.
(b) [10, p. 292], For 0 ≤ θ ≤ 1, the domains of fractional powers D((−Aρα)

θ),
α = 1, are given by

D((−Aρα)
θ) = {x1, x2 ∈ H : x1 + ρx2 ∈ D(Aθ)}, ρ > 0, α = 1. (3.6)

The goal of the present section is to re-prove part (b), Equation (3.6), by
using the ideas and approach of Section 2, critically relying on the interpolation
result of subspaces in [2].

Proof of (3.6). Step 1. With reference to (3.4), we define the space X and the
(constraint) map ∂ as follows:

X =

[
H

H

]
; ∂(X) = ∂

[
x1 ∈ H
x2 ∈ H

]
def
= x1 + ρx2 ∈ D(A) ≡ X . (3.7)

Then, according to (3.1b), we can rewrite the domain D(Aρα) of Aρα (Case θ = 1,
α = 1) as follows:

D(Aρα) = (X)∂,X = subspace of X mapped into X by the map ∂

= {x : x ∈ X ; ∂x ∈ X}. (3.8)

Next, we rewrite the space X in (3.7), and the map ∂ on it, as follows:

Y ≡ X =

[
H

H

]
; ∂(Y ) = ∂

[
x1 ∈ H
x2 ∈ H

]
def
= x1 + ρx2 ∈ H ≡ Y. (3.9)
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Of course, (3.9) is automatically satisfied and imposes no constraint on the
map δ. We can write

Y ≡
∣∣∣∣∣ HH

∣∣∣∣∣ = (Y )∂,Y = {y ∈ Y : ∂y ∈ Y}. (3.10)

Step 2. In the present case, Aρ,α=1 is no longer maximal dissipative on the space
H ×H , while it is still boundedly invertible on H ×H . Thus, we cannot use the
reason of Step (ii), Proposition 2.1 to justify the critical relation

D((−Aρα)
θ) =

[
D(Aρα),

[
H

H

]]
1−θ

, 0 ≤ θ ≤ 1, α = 1. (3.11)

However, (3.11) continues to be true for two reasons. The first reason is that
the closed operator (−Aρα), α = 1 is positive in the sense of [22, Definition 1.14.1,
p. 91] (as, in particular, Aρα, α = 1, is the generator of a s.c. semigroup of negative
type), and the required resolvent condition in [22, Definition 1.14.1] holds true.
The second reason is that (−Aρα), α = 1, has locally bounded imaginary powers:
There exist two positive numbers ε and C such that ‖(−Aρα)

it‖L(X×X) ≤ C
for −ε ≤ t ≤ ε. This property can be verified in our case by using the spectral
properties of (−Aρα) on X×X : (−Aρα), α = 1, is the sum of two normal operators
[24], [25], [9, Appendix], [22, Theorem 1.15.3, p. 103] applies and yields (3.11).

Step 3. Thus, starting from (3.11) and recalling (3.8) for D(Aρα) and (3.10) for
[H,H ], we can write

D((−Aρα)
θ) = [(X)∂,X , (Y )∂,Y ]1−θ (3.12a)

= ([X,Y ]1−θ)∂,[X ,Y]1−θ
, (3.12b)

where in going from (3.12a) to (3.12b) we have again critically invoked Baiocchi’s
result [2], [20, pp. 96–98]. The setting in the notation of [20, pp. 96–98] is as follows:

Φ ≡
[
H

H

]
≡ X ≡ Y ; X ≡ D(A) ⊂ X̃ ≡ H ≡ Ψ;

Y ≡ Ỹ ≡ H ≡ Ψ; r ≡ 0; Gx ≡
[x
0

]
⊂ Φ, for x ∈ H ≡ X̃ ≡ Ỹ = Ψ,

so that

∂ : Φ ≡ X → X̃ ≡ Ψ means: ∂

[
x1 ∈ H
x2 ∈ H

]
= x1 + ρx2 ∈ H ≡ X̃ = Ψ;

∂ : Y → Ỹ means: ∂

[
x1 ∈ H
x2 ∈ H

]
= x1 + ρx2 ∈ H ≡ Ỹ ;

∂Gx = ∂
[x
0

]
= x+ ρ0 = x, x ∈ X̃ ≡ Ỹ,

and thus the assumptions of [20, Thm. 14.3, p. 97] are all satisfied. This justifies
the passage from (3.12a) to (3.12b).
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Step 4. From (3.9), we obtain

[X,Y ]1−θ =

[[
H
H

]
,

[
H
H

]]
1−θ

=

[
H
H

]
, (3.13)

while A being positive, self-adjoint, one obtains via (3.7) for X and (3.9) for Y:
[X ,Y]1−θ = [D(A), H ]1−θ = D(Aθ). (3.14)

Step 5. The identification formula (3.12b) says for α = 1:

D((−Aρα)
θ) = {all elements of [X,Y ]1−θ which are mapped into [X ,Y]1−θ

by the map ∂} = {u ∈ [X,Y ]1−θ : ∂u ∈ [X ,Y]1−θ}. (3.15)

Thus, invoking (3.13) and (3.14) in (3.15) and recalling the definition of the
map ∂, we obtain

D((−Aρα)
θ) = {x1 ∈ H, x2 ∈ H : x1 + ρx2 ∈ D(Aθ)}, (3.16)

and (3.6) is established. Theorem 3.2(b) is proved, as desired. �
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Abstract. Recently we have presented several structural results on certain
isometries of spaces of positive definite matrices and on those of unitary
groups. The aim of this paper is to put those previous results into a common
perspective and extend them to the context of operator algebras, namely, to
that of von Neumann factors.
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1. Introduction and statement of the results

The famous Mazur–Ulam theorem states that every surjective isometry (i.e., sur-
jective distance preserving map) from a normed real linear space onto another
one is automatically affine, in other words, it is necessarily an isomorphism with
respect to the operation of convex combinations.

Recently we have extensively investigated how this fundamental theorem can
be generalized to more general settings. In [12] we have obtained results in the
context of groups (and some of their substructures) which state that under certain
conditions surjective distance preserving transformations between such structures
necessarily preserve locally the operation of the so-called inverted Jordan product.
This means that also in that general setting the surjective isometries necessarily
have a particular algebraic property. This property opens the way for employing
algebraic ideas, techniques and computations to get more information about the
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isometries under considerations. In some of our latter papers we have successfully
used that approach to describe explicitly the isometries of different non-linear
structures of matrices and operators.

In [13] we have determined the surjective isometries of the unitary group over
a Hilbert space equipped with the metric of the operator norm. In [21] we described
the surjective isometries of the space of all positive definite operators on a Hilbert
space relative to the so-called Thompson part metric. In [14] we have presented
generalizations of the latter two results for the setting of C∗-algebras. It has turned
out that the corresponding surjective isometries are closely related to Jordan *-
isomorphisms between the underlying full algebras. In [25], [22] we have proceeded
further and described the structure of surjective isometries of the unitary group
with respect to complete symmetric norms (see the definition later) both in the
infinite- and in the finite-dimensional cases. Furthermore, in [22] we have also de-
termined the isometries relative to the elements of a recently introduced collection
of metrics [8] (having connections to quantum information science) on the group
of unitary matrices. In [23] we have revealed the structure of surjective isometries
of the space of positive definite matrices relative to certain metrics of differential
geometric origin (they are common generalizations of the Thompson part metric
and the natural Riemannian metric on positive definite matrices) as well as to a
new metric obtained from the Jensen–Shannon symmetrization of the important
divergence called Stein’s loss. In [26] we have made an important step toward fur-
ther generality. Namely, we have described the structure of those surjective maps
on the space of all positive definite matrices which leave invariant a given element
of a large collection of certain so-called generalized distance measures. In that way
we could present a common generalization of the mentioned results in [23] and
also provide structural information on a large class of transformations preserving
other particular important distance measures including Stein’s loss itself. We also
mention that by the help of appropriate modifications in our general results in [12]
we have managed to determine the surjective isometries of Grassmann spaces of
projections of a fixed rank on a Hilbert space relative to the gap metric [5].

In this paper we develop even further the ideas and approaches we have
worked out and used in the papers [22], [23], [26], and extend our previous results
concerning distance measure preserving maps on matrix algebras for the case of
operator algebras, especially, von Neumann factors. We obtain results which show
that if the positive definite cones or the unitary groups in those algebras equipped
with a sort of very general distance measures are “isometric”, then the underlying
full algebras are Jordan *-isomorphic (either *-isomorphic or *-antiisomorphic).

We begin the presentation with the case of positive definite cones. As the
starting point of the route leading to our corresponding result we exhibit a Mazur–
Ulam type theorem for a certain very general structure called point-reflection
geometry equipped with a generalized distance measure. In fact, we believe that
with this result we have found in some sense the most general version of the
Mazur–Ulam theorem that one can obtain using the approach followed in [12]
in the setting of groups. We point out that many of the arguments below use
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ideas that have already appeared in our previous papers [22], [23], [26]. In several
cases only small changes need to be performed while in other cases we really
have to work to find solutions for particular problems that emerge from the fact
that instead of matrix algebras here we consider much more complicated objects,
namely operator algebras. In order to make the material readable we present the
results with complete proofs.

For our new general Mazur–Ulam type result we need the following concept
that has been defined by Manara and Marchi in [19] (also see [16], [18]).

Definition 1. Let X be a set equipped with a binary operation * which satisfies
the following conditions:

(a1) a * a = a holds for every a ∈ X ;
(a2) a * (a * b) = b holds for any a, b ∈ X ;
(a3) the equation x * a = b has a unique solution x ∈ X for any given a, b ∈ X .

In this case the pair (X, *) (or X itself) is called a point-reflection geometry.

Observe that from the property (a1) above we easily obtain that the equation
a * x = b also has unique solution x ∈ X for any given a, b ∈ X .

As for our present purposes, the most important example of such a structure
is given as follows. In the rest of the paper by a C∗-algebra we always mean a unital
C∗-algebra with unit I. Let A be such an algebra. We denote by As the self-adjoint
part of A and A+ stands for the cone of all positive elements of A (self-adjoint
elements with non-negative spectrum). The set of all invertible elements in A+ is
denoted by A−1

+ . Sometimes A−1
+ is called positive definite cone and its elements

are said positive definite. For any A,B ∈ A−1
+ define A*B = AB−1A. In that way

A−1
+ becomes a point-reflection geometry. Indeed, the conditions (a1), (a2) above

are trivial to check. Concerning (a3) we recall that for any given A,B ∈ A−1
+ , the

so-called Ricatti equation XA−1X = B has a unique solution X = A#B which is
just the geometric mean of A and B defined by

A#B = A1/2(A−1/2BA−1/2)1/2A1/2.

This assertion is usually called the Anderson–Trapp theorem (for the original
source see [1]).

In our general Mazur–Ulam type theorem that we are going to present we do
not need to confine the considerations to true metrics, the theorem works also for
so-called generalized distance measures.

Definition 2. Given an arbitrary set X , the function d : X ×X → [0,∞[ is called
a generalized distance measure if it has the property that for an arbitrary pair
x, y ∈ X we have d(x, y) = 0 if and only if x = y.

Hence, in the definition above we require only the definiteness property of a
metric but neither the symmetry nor the triangle inequality is assumed. Our new
general Mazur–Ulam type theorem reads as follows.



314 L. Molnár

Theorem 3. Let X,Y be sets equipped with binary operations *, �, respectively, with
which they form point-reflection geometries. Let d : X ×X → [0,∞[, ρ : Y × Y →
[0,∞[ be generalized distance measures. Pick a, b ∈ X, set

La,b = {x ∈ X : d(a, x) = d(x, b * a) = d(a, b)}
and assume the following:

(b1) d(b * x, b * x′) = d(x′, x) holds for all x, x′ ∈ X;
(b2) sup{d(x, b) : x ∈ La,b} <∞;
(b3) there exists a constant K > 1 such that d(x, b * x) ≥ Kd(x, b) holds for every

x ∈ La,b.
Let φ : X → Y be a surjective map such that

ρ(φ(x), φ(x′)) = d(x, x′), x, x′ ∈ X
and also assume that

(b4) for the element c ∈ Y with c �φ(a) = φ(b*a) we have ρ(c � y, c � y′) = ρ(y′, y)
for all y, y′ ∈ Y .

Then we have

φ(b * a) = φ(b) � φ(a).

The maps φ appearing in the theorem may be called “generalized isometries”.
Moreover, observe that the above result trivially includes the original Mazur–Ulam
theorem. To see this, take normed real linear spacesX,Y and a surjective isometry
φ : X → Y . Define the operation * by x*x′ = 2x−x′, x, x′ ∈ X and the operation
� similarly. Let d, ρ be the metrics corresponding to the norms on X and Y .
Selecting any pair a, b of points in X , it is apparent that all conditions in the
theorem are fulfilled and hence we have φ(2b− a) = 2φ(b)−φ(a). It easily implies
that φ respects the operation of the arithmetic mean from which it follows that
φ respects all dyadic convex combinations and finally, by the continuity of φ, we
conclude that φ is affine.

The above result shows that maps which conserve the “distances” with re-
spect to a pair of generalized distance measures respect a pair of algebraic opera-
tions in some sense. We emphasize that in the result above as well as in our other
general Mazur–Ulam type results that appeared in [12], the isometries respect or,
in other words, preserve algebraic operations only locally, for certain pairs a, b of
elements. In fact, in that generality nothing more can be expected. To see this,
one may refer to groups equipped with the discrete metrics: any bijection between
them is a surjective isometry but clearly not necessarily an isomorphism in any
adequate sense. Nonetheless, even if only locally, surjective distance measure pre-
server transformations appearing in the above theorem do have a certain algebraic
property. And in the cases that we consider in the present paper it turns out that
they in fact have this property globally. Therefore, the problem of describing those
distance measure preserver transformations can be transformed to the problem of
describing certain algebraic isomorphisms. This is exactly the strategy we are going
to follow below.
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Let us proceed toward the first group of our results which concern trans-
formations between the positive definite cones of C∗-algebras. Before presenting
the results we need to make some preparations. By a symmetric norm on a C∗-
algebra A we mean a norm N for which N(AXB) ≤ ‖A‖N(X)‖B‖ holds for all
A,X,B ∈ A. Here and in what follows ‖.‖ stands for the original norm on A
which we sometimes call operator norm. Whenever we speak about topological
properties (convergence, continuity, etc.) without specifying the topology we al-
ways mean the norm topology of ‖.‖. We call a norm N on A unitarily invariant if
N(UAV ) = N(A) holds for all A ∈ A and unitary U, V ∈ A. Furthermore, a norm
N on A is said to be unitary similarity invariant if we have N(UAU∗) = N(A)
for all A ∈ A and unitary U ∈ A. It is easy to see that any symmetric norm is
unitarily invariant and it is trivial that every unitarily invariant norm is unitary
similarity invariant. For several examples of complete symmetric norms on B(H),
the algebra of all bounded linear operators on a complex Hilbert space H , we
refer to [7]. They include the so-called (c, p)-norms and, in particular, the Ky Fan
k-norms. We mention that in that paper the authors use the expression “uniform
norm” for symmetric norms. Apparently, the above examples provide examples
of complete symmetric norms on any C∗-subalgebra of B(H) and hence on von
Neumann algebras, too.

Now, we recall that in [23] we have described the structure of isometries of
the space Pn of all positive definite n × n complex matrices with respect to the
metric defined by

dN (A,B) = N(logA−1/2BA−1/2), A,B ∈ Pn, (1.1)

where N is a unitarily invariant norm on the space Mn of all n × n complex
matrices. (It is a well-known fact that on matrix algebras a norm is symmetric if
and only if it is unitarily invariant, see Proposition IV.2.4 in [3].) The importance
of that metric comes from its differential geometric background (it is a shortest
path distance in a Finsler-type structure on Pn which generalizes its fundamental
natural Riemann structure, for references see [23]). In the recent paper [26] we have
presented a substantial extension of that result for the case where the logarithmic
function in (1.1) is replaced by any continuous function f : ]0,∞[→ R that satisfies

(c1) f(y) = 0 holds if and only if y = 1;
(c2) there exists a number K > 1 such that

|f(y2)| ≥ K|f(y)|, y ∈]0,∞[.

We must point out that with this replacement we usually get not a true metric,
only a generalized distance measure. However in that way we cover the cases of
many important concepts of matrix divergences whose preserver transformations
could hence be explicitly described, for details see [26].

We now define that new class of generalized distance measures in the context
of C∗-algebras. Let A be a C∗-algebra, N a norm on A, f : ]0,∞[→ R a given
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continuous function with property (c1). Define dN,f : A−1
+ ×A−1

+ → [0,∞[ by

dN,f (A,B) = N(f(A1/2B−1A1/2)), A,B ∈ A−1
+ . (1.2)

It is apparent that dN,f is a generalized distance measure.
We also need the following notions. If A is a C∗-algebra and A,B ∈ A, then

ABA is called the Jordan triple product of A and B while AB−1A is said to be
their inverted Jordan triple product. If B is another C∗-algebra and φ : A−1

+ → B−1
+

is a map which satisfies

φ(ABA) = φ(A)φ(B)φ(A), A,B ∈ A−1
+ ,

then it is called a Jordan triple map. If φ : A−1
+ → B−1

+ fulfills

φ(AB−1A) = φ(A)φ(B)−1φ(A), A,B ∈ A−1
+ ,

then φ is said to be an inverted Jordan triple map. A bijective Jordan triple map
is called a Jordan triple isomorphism and a bijective inverted Jordan triple map
is said to be an inverted Jordan triple isomorphism.

Applying Theorem 3 we shall prove the following result.

Theorem 4. Let A,B be C∗-algebras with complete symmetric norms N,M , respec-
tively. Assume N satisfies N(|A|) = N(A) for all A ∈ A. Suppose f, g : ]0,∞[→ R
are continuous functions both satisfying (c1) and f also fulfilling (c2). Let φ :
A−1

+ → B−1
+ be a surjective map which respects the pair dN,f , dM,g of generalized

distance measures in the sense that

dM,g(φ(A), φ(B)) = dN,f (A,B), A,B ∈ A−1
+ .

Then φ is a continuous inverted Jordan triple isomorphism, i.e., a continuous
bijective map that satisfies

φ(AB−1A) = φ(A)φ(B)−1φ(A), A,B ∈ A−1
+ .

Having this result, the next natural step is to try to describe the structure of
all continuous inverted Jordan triple isomorphisms between positive definite cones.
This is exactly what we do. Observe that the inverted Jordan triple isomorphisms
are closely related to Jordan triple isomorphisms which are much more common,
they appear, e.g., in pure ring theory, too (though there they are considered be-
tween full rings and usually assumed to be additive which is definitely not the case
here). Indeed, if φ : A−1

+ → B−1
+ is an inverted Jordan triple isomorphism, then ele-

mentary computation shows that the transformation ψ(.) = φ(I)−1/2φ(.)φ(I)−1/2

is a unital inverted Jordan triple isomorphism which can easily be seen to be a
Jordan triple isomorphism. Recall a map is called unital if it sends the identity to
the identity.

In the following theorem we describe the structure of continuous Jordan triple
isomorphisms between the positive definite cones of von Neumann factors. A linear
functional l : A → C on an algebra A is said to be tracial if it has the property
l(AB) = l(BA), A,B ∈ A.
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Theorem 5. Assume A,B are von Neumann algebras and A is a factor not of type
I2. Let φ : A−1

+ → B−1
+ be a continuous Jordan triple isomorphism. Then there is

either an algebra *-isomorphism or an algebra *-antiisomorphism θ : A → B, a
number c ∈ {−1, 1}, and a continuous tracial linear functional l : A → C which is
real valued on As and l(I) �= −c such that

φ(A) = el(logA)θ(Ac), A ∈ A−1
+ . (1.3)

Conversely, for any algebra *-isomorphism or algebra *-antiisomorphism θ : A →
B, number c ∈ {−1, 1}, and continuous tracial linear functional l : A → C which
is real valued on As and l(I) �= −c, the above displayed formula (1.3) defines a
continuous Jordan triple isomorphism between A−1

+ and B−1
+ .

As for the tracial linear functional l appearing above we mention the follow-
ing. It is proven in [11] that in a properly infinite von Neumann algebra, every
element is the sum of two commutators. This gives us that if A in the theorem
is of one of the types I∞, II∞, III, then the functional l above vanishes. However,
if A is of type In or type II1, then due to the existence of a normalized trace, it
really shows up.

After this we shall easily obtain our theorem on the structure of surjective
maps between the positive definite cones of von Neumann factors which respect
pairs of generalized distance measures. The statement reads as follows.

Theorem 6. Let A,B be von Neumann algebras with complete symmetric norms
N,M , respectively. Assume f, g : ]0,∞[→ R are continuous functions both satis-
fying (c1) and f also fulfilling (c2). Suppose that A is a factor not of type I2.
Let φ : A−1

+ → B−1
+ be a surjective map which respects the pair dN,f , dM,g of

generalized distance measures in the sense that

dM,g(φ(A), φ(B)) = dN,f (A,B), A,B ∈ A−1
+ . (1.4)

Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
θ : A → B, a number c ∈ {−1, 1}, an element T ∈ B−1

+ and a continuous tracial
linear functional l : A → C which is real valued on As and l(I) �= −c such that

φ(A) = el(logA)Tθ(Ac)T, A ∈ A−1
+ . (1.5)

In the case where A is an infinite factor, the linear functional l is in fact missing.

Let us emphasize the interesting consequence of the above theorem that if the
positive definite cones of two von Neumann factors (not of type I2) are “isometric”
in a very general sense (with respect a pair of generalized distance measures), then
the underlying algebras are necessarily isomorphic or antiisomorphic as algebras.

The second part of our results concerns transformations between unitary
groups. For any C∗-algebra A, we denote its unitary group by Au. Similarly to
the case of the positive definite cone, we are going to consider certain generalized
distance measures on Au. Let N be a norm on A and f : T → C a continuous
function having zero exactly at 1 and define

dN,f(U, V ) = N(f(UV −1)), U, V ∈ Au. (1.6)
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Clearly, dN,f is a generalized distance measure on Au. In particular, when f(z) =
z − 1, z ∈ T, and N is unitarily invariant, we obtain dN,f(U, V ) = N(U − V ),
U, V ∈ Au, i.e., the usual norm distance with respect to N .

In paper [22] we have considered a recently defined collection of metrics on
the group of n×n unitary matrices. To the definition we recall that for any unitary
matrix U we have a unique Hermitian matrixH with spectrum in ]−π, π] such that
U = exp(iH). This H is called the angular matrix of U . Now, for a given unitarily
invariant norm N on the algebra Mn of all n × n complex matrices the distance
dN (U, V ) between unitary matrices U and V is defined by dN (U, V ) = N(H),
where H is the angular matrix of UV −1. These metrics have been introduced and
studied in [8] and the corresponding isometries have been determined in Theorem
4 in [22]. Observe that these metrics “almost” fit into the general framework we
have presented in (1.6) above. Indeed, there f should be the argument function
on T, but the problem is that this function is not continuous. Apparently, it did
not cause any problem in [22] since there we have considered a finite-dimensional
setting where the spectrum is finite and on such a set all functions can be viewed
continuous.

As in the case of the positive definite cone, in order to obtain reasonable
structural results on transformations between unitary groups that respect gener-
alized distance measures, we need to require certain conditions on the generating
continuous function f : T→ C. These are the following:

(d1) f(y) = 0 holds if and only if y = 1;
(d2) there exists a number K > 1 such that

|f(y2)| ≥ K|f(y)|

holds for all y ∈ T from a neighborhood of 1.

One may ask what is the reason for the locality in (d2). The trivial answer
is that we want to cover the case of the function f(z) = z − 1, z ∈ T which
corresponds to the usual norm distance.

Our result parallel to Theorem 4 which states that the “generalized isome-
tries” between unitary groups of von Neumann algebras are continuous inverted
Jordan triple isomorphisms is formulated below. To this we note that having a
look at the concepts relating to maps on the positive definite cone which are given
before Theorem 4, the notions of Jordan triple maps, inverted Jordan triple maps,
Jordan triple isomorphisms, inverted Jordan triple isomorphisms between unitary
groups should be self-explanatory.

Theorem 7. Let A,B be von Neumann algebras with complete symmetric norms
N,M , respectively. Assume f, g : T → C are continuous functions having the
property (d1) and f also satisfies (d2). Let φ : Au → Bu be a surjective map that
respects the pair dN,f , dM,g of generalized distance measures in the sense that

dM,g(φ(U), φ(V )) = dN,f(U, V ), U, V ∈ Au. (1.7)
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Then φ is a continuous inverted Jordan triple isomorphism, i.e., a continuous
bijective map which satisfies

φ(UV −1U) = φ(U)φ(V )−1φ(U), U, V ∈ Au.

Just as in the first part of this section, one can easily see that inverted Jordan
triple maps between unitary groups are closely related to Jordan triple maps. In
particular, if φ : Au → Bu is an inverted Jordan triple isomorphism, then it
is apparent that the map ψ(.) = φ(I)−1φ(.) is again an inverted Jordan triple
isomorphism which is unital and hence it is a Jordan triple isomorphism. The
following theorem describes the structure of continuous such isomorphisms in the
case of von Neumann factors. In the course of its proof we employ an argument
involving one-parameter unitary groups.

Theorem 8. Assume A,B are von Neumann algebras A is a factor. Let φ : Au →
Bu be a continuous Jordan triple isomorphism, i.e., a continuous bijective map
which satisfies

φ(UV U) = φ(U)φ(V )φ(U), U, V ∈ Au.

Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
θ : A → B and scalars c, d ∈ {−1, 1} such that

φ(A) = dθ(Ac), A ∈ Au.

Combining the above two results we can readily obtain our theorem on gener-
alized distance measure preserving maps between unitary groups of von Neumann
factors which reads as follows.

Theorem 9. Let A,B be von Neumann algebras with complete symmetric norms
N,M , respectively. Suppose that A is a factor. Assume f, g : T→ C are continuous
functions having the property (d1) and f also satisfies (d2). Let φ : Au → Bu be
a surjective map that respects the pair dN,f , dM,g of generalized distance measures
in the sense that

dM,g(φ(U), φ(V )) = dN,f(U, V ), U, V ∈ Au. (1.8)

Then there is either an algebra *-isomorphism or an algebra *-antiisomorphism
θ : A → B, a unitary element W ∈ Bu and a number c ∈ {−1, 1} such that

φ(U) =Wθ(U c), A ∈ Au.

Just as in the case of the positive definite cone, we point out the interesting
consequence of the above theorem that if the unitary groups of two von Neumann
factors are “isometric” in a very general sense (with respect to some pair of gener-
alized distance measures), then the underlying algebras are necessarily isomorphic
or antiisomorphic as algebras.
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2. Proofs

This section is devoted to the proofs of our results.
We begin with the proof of our new general Mazur–Ulam type theorem,

Theorem 3. In fact, the argument we use here follows closely the ideas given in the
proofs of Proposition 9, Lemma 10 and Proposition 11 in [26] which statements
have been formulated in the context of so-called twisted subgroups of groups. The
main novelty here is that we have found in a sense the most general structure
(point-reflection geometry) for which that argument can be employed.

The first step toward the proof of Theorem 3 is the following lemma that
appeared in [26] as Lemma 8. The proof is so short that for the sake of completeness
we repeat it here.

Lemma 10. Let X be a set and d : X ×X → [0,∞[ an arbitrary function. Assume
ϕ : X → X is a bijective map satisfying

d(ϕ(x), ϕ(x′)) = d(x′, x), x, x′ ∈ X. (2.1)

Assume further that we have b ∈ X for which sup{d(x, b)|x ∈ X} <∞, and there
is a constant K > 1 such that

d(x, ϕ(x)) ≥ Kd(x, b), x ∈ X.
Then for every bijective map f : X → X satisfying

d(f(x), f(x′)) = d(x′, x), x, x′ ∈ X (2.2)

we have d(f(b), b) = 0.

Proof. For temporary use we call a map f : X → X d-reversing if it satisfies (2.2).
Let

λ = sup{d(f(b), b)|f : X → X is a bijective d-reversing map}.
Then 0 ≤ λ <∞. For an arbitrary bijective d-reversing map f : X → X , consider
f̃ = f−1 ◦ ϕ ◦ f . Then f̃ is also a bijective d-reversing transformation and

λ ≥ d(f̃(b), b) = d(f(b), ϕ(f(b))) ≥ Kd(f(b), b).
By the definition of λ we get λ ≥ Kλ which implies that λ = 0 and this completes
the proof. �

The next proposition in the case where X = Y , d = ρ appeared as Proposi-
tion 9 in [26].

Proposition 11. Let X be a set and d : X ×X → [0,∞[ any function. Let a, b ∈ X
and assume that ϕ : X → X is a bijective map which satisfies (2.1). Moreover,
assume that ϕ(b) = b and the composition map ϕ ◦ϕ equals the identity on X. Set

L = {x ∈ X |d(a, x) = d(x, ϕ(a)) = d(a, b)}.
Suppose that sup{d(x, b)|x ∈ L} <∞ and there exists a constant K > 1 such that

d(x, ϕ(x)) ≥ Kd(x, b), x ∈ L.
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Let Y be another set and ρ : Y × Y → [0,∞[ any function. Assume ψ : Y → Y is
a bijective map such that

ρ(ψ(y), ψ(y′)) = d(y′, y), y, y′ ∈ Y.

If T : X → Y is a bijective map satisfying

ρ(T (x), T (x′)) = d(x, x′), x, x′ ∈ X, (2.3)

and

ψ(T (a)) = T (ϕ(a)), ψ(T (ϕ(a))) = T (a), (2.4)

then we have

ρ(ψ(T (b)), T (b)) = 0.

Proof. Since ϕ(b) = b and ϕ satisfies (2.1), we have

d(a, b) = d(ϕ(b), ϕ(a)) = d(b, ϕ(a)),

which implies that b ∈ L. Let

L′ = {y ∈ Y |ρ(T (a), y) = ρ(y, T (ϕ(a))) = d(a, b)}.

By the bijectivity and the property (2.3) of T one can easily check that T (L) =
L′. Furthermore, using corresponding properties of the maps ϕ, ψ as well as the
intertwining properties (2.4), we obtain that ϕ(L) = L and ψ(L′) = L′. Consider
now the transformation T̃ = T−1 ◦ ψ ◦ T . Plainly, the restriction of this map onto
L is a self-bijection of L and it satisfies

ρ(T̃ (x), T̃ (x′)) = d(x′, x), x, x′ ∈ L.

Since sup{d(x, b)|x ∈ L} <∞, we can apply Lemma 10 and deduce that

0 = d(T̃ (b), b) = d(ψ(T (b)), T (b)). �

After this preparation we can present the proof of our general Mazur–Ulam
type result.

Proof of Theorem 3. First observe that by the definiteness of generalized distance
measures the surjective “generalized isometry” φ is also injective. Let ϕ(x) = b *x
for every x ∈ X and define ψ : Y → Y by ψ(y) = c � y, y ∈ Y . By the properties
of point-reflection geometries and the assumptions in the theorem, ϕ is a bijective
map on X and ψ is a bijective map on Y , moreover all conditions appearing in
Proposition 11 are easily seen to be satisfied with φ in the place of T . In fact,
we obviously have ψ(φ(a)) = φ(ϕ(a)) which, by taking into account that ψ is an
involution, implies that ψ(φ(ϕ(a))) = φ(a). Applying Proposition 11 we get that
ρ(ψ(φ(b)), φ(b)) = 0 which implies φ(b) = ψ(φ(b)) = c � φ(b). By the properties
(a1), (a3) of point-reflection geometries we infer that c = φ(b) implying

φ(b * a) = φ(b) � φ(a). �
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In the next proposition on which the proof of Theorem 4 relies we shall need
the following lemma about the monotonicity of symmetric norms. We believe its
content is well known but we could not find it in the literature. Therefore, we
present it with a short proof.

Lemma 12. Let N be a symmetric norm on a C∗-algebra A and assume A,B ∈ A+

are such that A ≤ B. Then we have N(A) ≤ N(B).

Proof. Suppose first that B is invertible. Let D be the geometric mean of B−1 and
A, i.e.,

D = B−1#A = B−1/2(B1/2AB1/2)1/2B−1/2.

Clearly, we have A = DBD and observe that D ≤ I (this can be proven directly
using the operator monotonicity of the square-root function, or referring to the
monotonicity property of general operator means of Kubo–Ando sense). It follows
that

N(A) = N(DBD) ≤ ‖D‖N(B)‖D‖ ≤ N(B).

For non-invertible B, consider B + εI for positive numbers ε tending to 0. �

Before presenting the next result we point out the easy fact that for any
function f :]0,∞[→ R with the properties (c1) and (c2) we necessarily have

lim
y→0

|f(y)| = lim
y→∞ |f(y)| =∞.

We also remark the following. If f is a continuous scalar-valued function on
the set of positive real numbers, then for any A ∈ A−1

+ and unitary U ∈ A we have
f(UAU∗) = Uf(A)U∗. This is obviously true if f is a polynomial and then one
can refer to the fact that any continuous function on a compact interval can be
uniformly approximated by polynomials to obtain the general statement. For any
unitary similarity invariant norm N on A, it follows that N(f(UAU∗)) = N(f(A))
holds for all A ∈ A−1

+ and unitary U ∈ A.
Finally, we admit that if N is a complete symmetric norm on the C∗-algebra

A, then it is necessarily equivalent to the operator norm. Indeed, we have N(A) ≤
N(I)‖A‖, A ∈ A and then the equivalence follows from the completeness of N
and ‖.‖.

We are now in a position to prove the following proposition.

Proposition 13. Let A be a C∗-algebra with complete symmetric norm N such
that N(|A|) = N(A) holds for all A ∈ A. Assume f : ]0,∞[→ R is a continuous
function satisfying (c1), (c2). Consider the standard point-reflection geometry op-
eration on A−1

+ , i.e., let A * B = AB−1A, A,B ∈ A−1
+ . Define dN,f as in (1.2).

Then for the structure A−1
+ equipped with this operation * and generalized distance

measure dN,f the assumptions (b1)–(b3) in Theorem 3 are satisfied for every pair

A,B ∈ A−1
+ . Moreover, for a sequence (Xn) in A−1

+ and element X ∈ A−1
+ we

have Xn → X in the operator norm topology if and only if dN,f (X,Xn)→ 0.
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Proof. Essentially, we follow the argument given in the proof of Theorem 1 in [26].

Pick A,B ∈ A−1
+ and consider the polar decomposition

B−1/2A1/2 = U |B−1/2A1/2|.
Observe that by the invertibility of A,B such a unitary U ∈ A does exist. We see
that

B−1/2AB−1/2 = U |B−1/2A1/2|2U∗ = UA1/2B−1A1/2U∗. (2.5)

Now, take an arbitrary invertible element T ∈ A. Set
X = A−1/2BT ∗(TAT ∗)−1/2.

We deduce

XX∗ = A−1/2BA−1BA−1/2 = (A−1/2BA−1/2)2.

Consider the polar decomposition X = V |X |, V ∈ A being unitary. We compute

(TAT ∗)−1/2TBT ∗(TAT ∗)−1/2

= ((TAT ∗)−1/2TBT ∗(TAT ∗)−1TBT ∗(TAT ∗)−1/2)1/2

= ((TAT ∗)−1/2TBA−1BT ∗(TAT ∗)−1/2)1/2

= (X∗X)1/2 = |X | = V ∗|X∗|V = V ∗(A−1/2BA−1/2)V.

(2.6)

Recall that the generalized distance measure dN,f is defined by

dN,f(A,B) = N(f(A1/2B−1A1/2)), A,B ∈ A−1
+ .

Pick B,X, Y ∈ A−1
+ . It follows from the content of (2.6) that for some unitary

V ∈ A we have

(B *X)1/2(B * Y )−1(B *X)1/2 = (BX−1B)1/2(BY −1B)−1(BX−1B)1/2

= (B−1XB−1)−1/2(B−1Y B−1)(B−1XB−1)−1/2 = V (X−1/2Y X−1/2)V ∗.

By (2.5), X−1/2Y X−1/2 is unitarily similar to Y 1/2X−1Y 1/2 and hence we obtain
the unitary similarity of (B *X)1/2(B * Y )−1(B *X)1/2 to Y 1/2X−1Y 1/2. As we
have mentioned above N(f(UAU∗)) = N(f(A)) holds for all A ∈ A−1

+ and unitary
U ∈ A. These observations imply that

dN,f(B *X,B * Y ) = dN,f(Y,X)

holds for any B,X, Y ∈ A−1
+ . Hence condition (b1) in Theorem 3 is fulfilled.

As for condition (b2), let us consider the set H of those elements X ∈ A−1
+

for which we have

dN,f(A,X) = N(f(A1/2X−1A1/2))

= N(f(A1/2B−1A1/2)) = dN,f(A,B).

(With the notation of Theorem 3 we clearly have LA,B ⊂ H.) We show that the
corresponding set of numbers

dN,f(X,B) = N(f(X1/2B−1X1/2)) = N(f(B−1/2XB−1/2))
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is bounded. Indeed, since N(f(A1/2X−1A1/2)) is constant on H and N is equiva-
lent to the operator norm ||.||, the set

{‖f(A1/2X−1A1/2)‖ : X ∈ H}

is bounded. We have already mentioned that |f(y)| → ∞ as y → 0 or y →∞. It fol-
lows easily that there are positive numbers m,M such that mI ≤ A1/2X−1A1/2 ≤
MI holds for all X ∈ H. Clearly, we then have another pair m′,M ′ of posi-
tive numbers such that m′I ≤ X ≤ M ′I and finally another one m′′,M ′′ such
that m′′I ≤ B−1/2XB−1/2 ≤ M ′′I holds for all X ∈ H. Equivalently, m′′I ≤
X1/2B−1X1/2 ≤ M ′′I holds for each X ∈ H. By continuity, f is bounded on the
interval [m′′,M ′′] and this implies that the set

{N(f(X1/2B−1X1/2)) : X ∈ H}

is bounded. We conclude that condition (b2) is also fulfilled.

Concerning condition (b3) we first note that, by Lemma 12,

N(f(C2)) = N(|f(C2)|) ≥ KN(|f(C)|) = KN(f(C))

holds for every C ∈ A−1
+ .

Now, selecting anyX ∈ A−1
+ and setting Y = X1/2B−1X1/2 we easily deduce

that

dN,f (X,B *X) = N(f(X1/2(BX−1B)−1X1/2))

= N(f(X1/2B−1XB−1X1/2)) = N(f(Y 2)) ≥ KN(f(Y ))

= KN(f(X1/2B−1X1/2)) = KdN,f(X,B).

This means that condition (b3) is also satisfied. Therefore, all assumptions (b1)–
(b3) are fulfilled for any pair A,B ∈ A−1

+ .

Let us show now that for the sequence (Xn) in A−1
+ and element X ∈ A−1

+

we have the convergence Xn → X in the operator norm topology if and only if
dN,f(X,Xn) → 0. To see this, assume Xn → X in the operator norm topology.

Then X1/2X−1
n X

1/2 → I which implies f(X1/2X−1
n X

1/2) → f(I) = 0. By the
equivalence of N to the operator norm, we obtain

dN,f (X,Xn) = N(f(X1/2X−1
n X

1/2))→ 0.

Conversely, if the above convergence holds, then we have

f(X1/2X−1
n X

1/2)→ 0

in the operator norm. By the continuity of f and the property (c1), it is easy to
verify that we necessarily have

X1/2X−1
n X

1/2 → I,

which implies that Xn → X in the operator norm. �
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Remark 14. In the above proposition we have supposed that the complete sym-
metric norm N on A satisfies N(|A|) = N(A) for all A ∈ A. We do not know if it
is really necessary to assume this or any complete symmetric norm automatically
has this property. Nevertheless we suspect a negative answer.

Proof of Theorem 4. By Proposition 13 the conditions (b1)–(b3) are satisfied in
Theorem 3 for all A,B ∈ A−1

+ . The argument used there to verify (b1) shows
that (b4) is fulfilled, too. Therefore, the conclusion in Theorem 3 holds for any
pair A,B ∈ A−1

+ which gives us that the transformation φ is an inverted Jordan
triple isomorphism. Its continuity follows from the last statement in Proposition 13
which is valid for the generalized distance measure dM,g, too. �

In accordance with our original plan, the next step we make is to prove
Theorem 5 which describes the structure of continuous Jordan triple isomorphisms
between the positive definite cones of von Neumann factors. Our idea of how to
do it comes from the paper [23]. Namely, we first verify that any such map is
automatically Lipschitz in a small neighborhood of the identity I. This is the
content of the next lemma. Its proof relies on some appropriate modifications in
the proof of Lemma 5 in [23].

Lemma 15. Let A,B be C∗-algebras. Let φ : A−1
+ → B−1

+ be a continuous Jordan
triple map. Then φ is a Lipschitz function in a neighborhood of the identity.

Proof. We begin with the following important observation. For any A ∈ A−1
+ that

is close enough to I, we have

1

2
‖A− I‖ ≤ ‖ logA‖ ≤ 2‖A− I‖. (2.7)

Indeed, this follows easily from the inequalities

‖eH − I‖ ≤ e‖H‖ − 1, H ∈ As,

and

‖ logA‖ ≤ − log(1− ‖A− I‖), A ∈ A−1
+ with ‖A− I‖ < 1,

and from elementary properties of the exponential and logarithm functions of a
real variable.

For temporary use, let Gr denote the closed ball in A−1
+ with center I and

radius 0 < r < 1. We assert that there exists an r with 0 < r < 1 and another
positive number L for which ‖φ(A)− I‖ ≤ L‖A− I‖ holds for all A ∈ Gr. Assume
on the contrary that there is a sequence (Ak) of elements of A−1

+ such that

‖Ak − I‖ < 1/k and ‖φ(Ak)− I‖ > k‖Ak − I‖ (2.8)

hold for every k ∈ N. Since Ak → I, it follows that φ(Ak) → φ(I) = I. (Observe
that φ(I)3 = φ(I3) = φ(I) implies φ(I) = I.) Clearly, we have

‖φ(Ak)− I‖ = εk, εk < 1
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for large enough k ∈ N and in what follows we consider only such indexes k. Choose
positive integers lk such that

1/(lk + 1) ≤ εk < 1/lk.

By (2.7), for large enough k we have ‖ logAk‖ ≤ 2‖Ak − I‖ and hence obtain

‖ logAlk
k ‖ = lk‖ logAk‖ ≤ 2lk‖Ak − I‖ < 2lk(εk/k) < 2/k→ 0

as k → ∞. It follows that Alk
k → I and hence Alk+1

k → I. Therefore, we infer

φ(Alk+1
k )→ φ(I) = I. However, using (2.7) again, for large enough k we also have

1

2
≤ εk(lk + 1)

2
=
lk + 1

2
‖φ(Ak)− I‖

≤ (lk + 1)‖ logφ(Ak)‖ = ‖ logφ(Alk+1
k )‖ → 0

which is a contradiction. Consequently, there do exist positive real numbers r(< 1)
and L such that ‖φ(A)−I‖ ≤ L‖A−I‖ holds for all A ∈ Gr. Clearly, φ is necessarily
bounded on Gr.

To complete the proof, let s be a not yet specified positive number with s < r
and pick arbitrary C,D ∈ Gs. Let B =

√
C and A = B−1DB−1. Considering the

inequality

‖A− I‖ = ‖B−1DB−1 − I‖
≤ ‖B−1 − I‖‖D‖‖B−1‖+ ‖D − I‖‖B−1‖+ ‖B−1 − I‖

we see that choosing small enough s > 0 we have ‖A − I‖ < r and ‖B − I‖ < r.
Assuming C �= D we can compute

‖φ(D)− φ(C)‖
‖D − C‖ =

‖φ(B)φ(A)φ(B) − φ(B)2‖
‖BAB −B2‖ ≤ ‖B

−1‖2‖φ(B)‖2‖φ(A) − I‖
‖A− I‖

= ‖C−1‖‖φ(C)‖‖φ(A)− I‖‖A− I‖ ≤ L‖C−1‖‖φ(C)‖.

Clearly, the function C �→ ‖C−1‖‖φ(C)‖ is bounded on Gs (recall that s < r) and
thus we obtain the desired Lipschitz property of φ in a neighborhood of I. �

The next lemma shows that every continuous Jordan triple map from A−1
+

into B−1
+ is the exponential of a commutativity preserving linear map from As to

Bs composed by the logarithmic function. Similarly to the case of matrix algebras
treated in [23], this plays an essential role in the proof of Theorem 5. We say
that a linear transformation f : As → Bs preserves commutativity (more precisely
preserves commutativity in one direction) if for any pair T, S ∈ As of commuting
elements we have that f(T ), f(S) ∈ Bs commute, too. The proof of the next
lemma follows the proof of Lemma 6 in [23] (presented for matrices) except its last
paragraph.
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Lemma 16. Let A,B be C∗-algebras. Assume φ : A−1
+ → B−1

+ is a continuous Jor-
dan triple map. Then there exists a commutativity preserving linear transformation
f : As → Bs such that

φ(A) = ef(logA), A ∈ A−1
+ . (2.9)

Proof. We define f : As → Bs by

f(T ) = logφ(eT ), T ∈ As.

We clearly have (2.9) and need only to show that f is linear and preserves com-
mutativity.

Pick arbitrary A ∈ A−1
+ . Observe that since φ is a Jordan triple map, we

have
φ(An) = φ(A)n (2.10)

for all integers n = 0, 1, 2, . . .. This easily implies that φ(A1/n) = φ(A)1/n. From
φ(A)φ(A−2) φ(A) = φ(I) = I we have φ(A−1)2 = (φ(A)−1)2 implying that φ
preserves the inverse operation and hence (2.10) holds for all integers n. Therefore,
φ(Ar) = φ(A)r is valid for all A ∈ A−1

+ and rational number r. By the continuity of
φ we obtain that φ(At) = φ(A)t is true for every real number t, too. This obviously
implies that f is homogeneous.

We next prove that f : As → Bs is additive. Pick T, S,H ∈ As. We compute

e(t/2)T etSe(t/2)T − etH
t

(2.11)

=
(e(t/2)T − I)etSe(t/2)T + (etS − I)e(t/2)T + (e(t/2)T − I)− (etH − I)

t
→ T/2 + S + T/2−H = T + S −H

as t→ 0. It follows that

lim
t→0

e(t/2)T etSe(t/2)T − etH
t

= 0⇐⇒ H = T + S.

If H = T + S, then using (2.9) and the Lipschitz property of φ in a neighborhood
of I that has been proven in Lemma 15 we have

e(t/2)f(T )etf(S)e(t/2)f(T ) − etf(H)

t
=
φ(e(t/2)T )φ(etS)φ(e(t/2)T )− φ(etH)

t

=
φ(e(t/2)T etSe(t/2)T )− φ(etH)

t
→ 0

as t→ 0. On the other hand, as in (2.11) we infer

e(t/2)f(T )etf(S)e(t/2)f(T ) − etf(H)

t
→ f(T ) + f(S)− f(H).

This gives us that f(T ) + f(S)− f(T + S) = 0, i.e., f is additive.
To verify the commutativity preserving property of f first observe that we

have
φ(
√
AB
√
A) = φ(

√
A)φ(B)φ(

√
A) =

√
φ(A)φ(B)

√
φ(A)
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for every A,B ∈ A−1
+ . We now recall the following notion and fact. Given positive

elements D,F of a unital C∗-algebra define their so-called sequential product by√
DF
√
D. It is an interesting fact that commutativity of D,F with respect to

this product is equivalent to the commutativity of D,F with respect to the usual
product. A short proof of this fact has been given in Proposition 1 in [2]. It is then
clear that φ preserves commutativity which apparently implies the commutativity
preserving property of f , too. �

The next lemma that we shall need for the proof of Theorem 5 provides a
characterization of tracial continuous linear functionals on von Neumann algebras
in terms of their behavior with respect to the Jordan triple product. It says that
the continuous linear functional l which is real valued on self-adjoint elements is
tracial if and only if the (non-linear) functional exp ◦l ◦ log is a Jordan triple map
on the positive definite cone.

Lemma 17. Let A be a von Neumann algebra and l : A → C a continuous linear
functional which has real values on As. Then l satisfies

l(logABA) = l(logA) + l(logB) + l(logA), A,B ∈ A−1
+ (2.12)

if and only if l is tracial.

Proof. Assume that l satisfies (2.12). We first follow an argument similar to the
one given in the proof of Theorem 2 in [20]. Pick projections P,Q in A. Let

A = I + tP, B = I + tQ,

where t > −1 is any real number. Easy computation shows that

ABA = (I + tP )(I + tQ)(I + tP )

= I + t(2P +Q) + t2(P + PQ+QP ) + t3(PQP ).

Recall that in an arbitrary unital Banach algebra, for any element a with ‖a‖ < 1
we have

log(1 + a) =

∞∑
n=1

(−1)n+1an

n
.

This shows that for a suitable positive ε, the elements log(ABA), logA, logB
of A can be expressed by power series of t (|t| < ε) with algebra coefficients. In
particular, considering the coefficients of t3 on both sides of the equality (2.12)
and using their uniqueness, we obtain the equation

l

(
PQP − 1

2

(
(2P +Q)(P + PQ+QP )

+ (P + PQ+QP )(2P +Q)
)
+

1

3
(2P +Q)3

)
= l

(
1

3
(P +Q+ P )

)
.

Executing the operations and subtracting those terms which appear on both sides
of this equation, we arrive at the equality

l
(1
3
(PQP )− 1

3
(QPQ)

)
= 0.
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Therefore,
l(PQP ) = l(QPQ)

holds for all projections P,Q ∈ A. We assert that this implies that l is tracial,
i.e., l(XY ) = l(Y X), X,Y ∈ A. To verify this, we apply an idea from the proof of
Lemma 1 in [4]. Namely, select an arbitrary pair P,Q of projections in A, define
S = I − 2P and compute

l(Q+ SQS) =
1

2
l
(
(I − S)Q(I − S) + (I + S)Q(I + S)

)
=

1

2
l
(
4PQP + 4(I − P )Q(I − P )

)
= 2l

(
PQP + (I − P )Q(I − P )

)
= 2l(QPQ+Q(I − P )Q) = 2l(Q).

Since the symmetries (i.e., self-adjoint unitaries) in A are exactly the elements
of the form S = I−2P with some projection P ∈ A, we obtain that l(Q) = l(SQS)
holds for every symmetry S and every projection Q in A. By the continuity of the
linear functional l and using the spectral theorem, we infer that l(X) = l(SXS)
holds for any X ∈ A and symmetry S ∈ A. This implies that

l(SX) = l(S(XS)S) = l(XS)

for all X ∈ A and symmetry S ∈ A. Plainly, this gives us that l(PX) = l(XP )
holds for every projection P ∈ A. Finally, we conclude that l(XY ) = l(Y X) for
all X,Y ∈ A.

Conversely, if l : A → C is a continuous linear functional which has real
values on As and tracial, we need to prove that

el(logABA) = el(logA)+l(logB)+l(logA)

holds for all A,B ∈ A−1
+ . This can be proven following the proofs of Lemma 2 and

Lemma 3 in [9]. �

In the proofs of our theorems on the structures of continuous Jordan triple
isomorphisms we shall also need a particular case of the following result which has
appeared in [24].

Proposition 18. Let A be a C∗-algebra. If c /∈ {−1, 0, 1} is a real number with the
property that for any pair A,B ∈ A−1

+ we have a real number λ such that

(ABA)c = λAcBcAc,

then the algebra A is commutative. Similarly, if m is an integer m /∈ {−1, 0, 1}
and for any pair U, V ∈ Au we have a scalar μ such that

(UV U)m = μUmV mUm,

then A is commutative.

We now have all preliminary information to present the proof of Theorem 5.

Proof of Theorem 5. Let φ : A−1
+ → B−1

+ be a continuous Jordan triple isomor-
phism. Applying Lemma 16 we have a bijective linear transformation f : As → Bs
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such that φ(A) = exp f(logA), A ∈ A−1
+ and f preserves commutativity. Since

φ−1 is also a Jordan triple isomorphism, it follows from the last part of the proof
of Lemma 16 that φ−1 also preserves commutativity implying that f preserves
commutativity in both directions. It follows that B is a factor von Neumann alge-
bra, too.

If A is of type I1, then so is B and the theorem reduces to the description
of all continuous multiplicative bijections of the positive real line. These maps are
well known to be exactly the power functions corresponding to nonzero exponents.
So, in this case the assertion is trivial and hence in what follows we assume that
A is not of type I1 and not of type I2.

We extend f from As to a linear transformation onto A in the following
trivial way:

F (A+ iB) = f(A) + if(B), A,B ∈ As.

Clearly, F : A → B is a bijective linear transformation. Since an operator is normal
if and only if its real and imaginary parts commute, we see that F sends the normal
elements of A to normal elements of B. There are structural results concerning
such maps. We refer to Theorem 4.1 in [6] on the form of normal preserving linear
transformations between centrally closed prime algebras satisfying some additional
conditions which can be applied here (see the introduction of that paper for the
explanation of the necessary concepts). We obtain that there is a nonzero complex
number c, an algebra *-isomorphism or an algebra *-antiisomorphism θ : A → B,
and a linear functional l : A → C such that

F (A) = cθ(A) + l(A)I, A ∈ A.
We claim that c is real and l maps As into R. In order to see this, let P be a
nontrivial projection in A. Then cθ(P ) + l(P )I is a self-adjoint element of B and
θ(P ) is a nontrivial projection. This easily gives us first that l(P ) and then that c
are real numbers. Next, for any A ∈ As we have that cθ(A) + l(A)I and cθ(A) are
both self-adjoint implying that l(A) ∈ R.

Clearly, c is not zero. We have

φ(A) = ecθ(logA)+l(logA)I = el(logA)θ(Ac), A ∈ A−1
+ .

Since φ is a Jordan triple isomorphism from A−1
+ onto B−1

+ and θ is an algebra
*-isomorphism or an algebra *-antiisomorphism from A onto B, it readily follows
that

el(logABA)θ((ABA)c) = el(logA)+l(logB)+l(logA)θ(AcBcAc), A,B ∈ A−1
+

from which we obtain

el(logABA)(ABA)c = el(logA)+l(logB)+l(logA)AcBcAc, A,B ∈ A−1
+ .

In particular, (ABA)c and AcBcAc are scalar multiples of each other for all A,B ∈
A−1

+ . By Proposition 18 it follows that c is either 1 or −1. Therefore, we have

el(logABA) = el(logA)+l(logB)+l(logA) implying

l(logABA) = l(logA) + l(logB) + l(logA), A,B ∈ A−1
+ .
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By the continuity of φ and using the fact that θ is necessarily isometric, we have
that l is a continuous linear functional. Applying Lemma 17 we have that l is
tracial. By the injectivity of φ we have φ(eI) �= φ(I) = I which gives l(I) + c �= 0.
This proves the necessity part of our theorem.

Conversely, if l : A → C is a continuous linear functional which is real valued
on As and tracial, then by Lemma 17

el(logABA) = el(logA)+l(logB)+l(logA)

holds for all A,B ∈ A−1
+ . If c ∈ {−1, 1} and l(I) �= −c is also true, then one can

readily verify that for any algebra *-isomorphism or algebra *-antiisomorphism
θ : A → B, the map φ : A−1

+ → B−1
+ defined by

φ(A) = el(logA)θ(Ac), A ∈ A−1
+

is a continuous Jordan triple isomorphism. �

After this the proof of Theorem 6 is very simple. We note that on a von Neu-
mann algebra A any symmetric norm N has the property N(|A|) = N(A), A ∈ A
which follows easily from the fact that the components of the polar decomposition
of any element in A belong to A.

Proof of Theorem 6. Let φ : A−1
+ → B−1

+ be a surjective function which satisfies

dM,g(φ(A), φ(B)) = dN,f (A,B), A,B ∈ A−1
+ .

From Theorem 4 we obtain that φ is a continuous inverted Jordan triple isomor-
phism. As mentioned in between the formulations of Theorems 4 and 5, the map
ψ(.) = φ(I)−1/2 φ(.)φ(I)−1/2 is a continuous Jordan triple isomorphism and hence
the latter result applies and we obtain the form (1.5). As for the last statement in
the theorem on the disappearance of l in the case of infinite factors, we refer the
remark given after Theorem 5. The proof is complete. �

To see cases where the tracial linear functional in (1.5) really shows up we
refer to Theorem 3 in [23].

Remark 19. We present a sort of application of Theorems 4 and 6. In the paper
[15] Honma and Nogawa considered metrics on the positive definite cone of a
C∗-algebra A of the form

dα(A,B) = ‖ log(A−α/2BαA−α/2)1/α‖, A,B ∈ A−1
+ ,

where α is a given nonzero real number. They described the structure of surjective
isometries between two such spaces.

Observe that the problem can also be treated in the framework that we have
presented above. Indeed, let A,B be C∗-algebras, α, β given nonzero real numbers
and φ : A−1

+ → B−1
+ a surjective map which is an isometry with respect to the pair

dα, dβ of metrics, i.e., which satisfies

‖ log(φ(A)−β/2φ(B)βφ(A)−β/2)1/β‖ = ‖ log(A−α/2BαA−α/2)1/α‖
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for all A,B ∈ A−1
+ . Define ψ(A) = φ(A1/a)β , A ∈ A−1

+ . Hence, ψ : A−1
+ → B−1

+ is
a bijective map for which

(1/|β|)‖ log(ψ(A)−1/2ψ(B)ψ(A)−1/2)‖ = (1/|α|)‖ log(A−1/2BA−1/2)‖
holds for all A,B ∈ A−1

+ . Now, apply Theorem 4 for N(.) = (1/|β|)‖.‖, f(y) =
− log y, y > 0 and M(.) = (1/|α|)‖.‖, g(y) = − log y, y > 0. We infer that
ψ : A−1

+ → B−1
+ is an inverted Jordan triple isomorphism. This means that

φ(A1/α)βφ(B1/α)−βφ(A1/α)β = φ((AB−1A)1/α)β , A,B ∈ A−1
+ .

Replacing here A by Aα and B by Bα we immediately get

φ(A)βφ(B)−βφ(A)β = φ((AαB−αAα)1/α)β

and hence that

(φ(A)βφ(B)−βφ(A)β)1/β = φ((AαB−αAα)1/α), A,B ∈ A−1
+ .

This is just the conclusion formulated in Proposition 2 in [15] on the algebraic be-
havior of the isometries with respect to the pair dα, dβ of metrics which statement
plays important role in that paper. Using the same ideas and applying Theorem 6
it should not be difficult to derive Corollary 9 in [15]. Furthermore, observe that
by our general results one can treat the cases of more general distances. Indeed,
in [15] also metrics on the set of all positive definite matrices of the form

d||| . |||,α(A,B) = ||| log(A−α/2BαA−α/2)1/α|||
where ||| . ||| is a unitarily invariant norm on Mn have been mentioned but struc-
tural result on the corresponding isometries was not obtained. Clearly, our ap-
proach above applies also in that situation and using it one can easily describe the
corresponding isometries. We omit the details.

We now turn to the proofs of our results on transformations between uni-
tary groups which respect a pair of generalized distance measures. Our approach
is quite similar to the one we have followed in the case of the positive definite
cone. We first present an appropriate general Mazur–Ulam type result, then show
that under certain conditions the surjective “generalized isometries” that we con-
sider are continuous inverted Jordan triple isomorphisms. Next we describe the
structure of those isomorphisms between von Neumann factors and finally, after
gathering the necessary information, we prove our result on the structure of sur-
jective “generalized isometries” between unitary groups of von Neumann factors.

The general Mazur–Ulam type theorem that we need here reads as follows.

Proposition 20. Suppose that G and H are groups equipped with generalized dis-
tance measures d and ρ, respectively. Pick a, b ∈ G, set

La,b = {x ∈ G : d(a, x) = d(x, ba−1b) = d(a, b)},
and assume the following:

(e1) d(bx−1b, bx′−1b) = d(x′, x) holds for all x, x′ ∈ G;
(e2) sup{d(x, b) : x ∈ La,b} <∞;
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(e3) there exists a constant K > 1 such that

d(x, bx−1b) ≥ Kd(x, b), x ∈ La,b;

(e4) ρ(cy−1c′, cy′−1
c′) = ρ(y′, y) holds for all c, c′, y, y′ ∈ H.

Then for any surjective map φ : G→ H which satisfies

ρ(φ(x), φ(x′)) = d(x, x′), x, x′ ∈ G
we have

φ(ba−1b) = φ(b)φ(a)−1φ(b).

Proof. First observe that φ is also injective and hence bijective. Let ϕ(x) = bx−1b,
x ∈ G, define ψ(y) = φ(a)y−1φ(ba−1b), y ∈ H and let T = φ. One can readily
check that Proposition 11 applies and results in ψ(φ(b)) = φ(b). This immediately
implies

φ(ba−1b) = φ(b)φ(a)−1φ(b)

and we are done. �

We proceed with the proof of Theorem 7.

Proof of Theorem 7. We apply Proposition 20 in the following setting: G = Au,
H = Bu, d = dN,f , ρ = dM,g. We observe that conditions (e1), (e2), (e4) are
satisfied for all A,B,X,X ′ ∈ Au and C,D, Y, Y ′ ∈ Bu. Indeed, to see (e1) we can
compute

f(BX−1X ′B−1) = Bf(X−1X ′)B−1 = Bf(X−1(X ′X−1)X)B−1

= BX−1f(X ′X−1)XB−1

and hence, by the unitary similarity invariance of N , it follows that

dN,f(BX
−1B′, BX ′−1

B′) = dN,f (X
′, X)

holds for all B,B′, X,X ′ ∈ Au. As for (e2), the set of all values of dN,f(., .) is
bounded which is a consequence of the boundedness of f and the equivalence of
N to the operator norm.

By (d2) we have that N(f(U2)) ≥ KN(f(U)) if U ∈ Au is close enough
(in the operator norm) to I. In what follows we show that (e3) is also satisfied
provided A,B ∈ Au are close enough to each other in the operator norm. We warn
the reader that we are going to argue rather vaguely avoiding the precise “ε − δ
technique” which would make the proof much more lengthy. So, let A,B ∈ Au

be unitaries which are close to each other in the operator norm. Then picking X
from LA,B, referring to the property (d1) of f and the equivalence of N to the
operator norm, we have that N(f(AX−1)) = N(f(AB−1)) is small. This gives us
that AX−1 is close to the identity, i.e., X is close to A in the operator norm. Hence
we obtain that X is close also to B implying that XB−1 is close to the identity in
the operator norm. By (d2) we have

dN,f(X,BX
−1B) = N(f((XB−1)2)) ≥ KN(f(XB−1)) = KdN,f(X,B).
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This shows that (e3) really holds for A,B ∈ Au which are close enough to each
other in the operator norm. The fact that (e4) is also valid follows from the argu-
ment we have presented relating to condition (e1) above.

Therefore, by Proposition 20 we have that for A,B ∈ Au which are close
enough to each other in the operator norm, the equality

φ(BA−1B) = φ(B)φ(A)−1φ(B)

holds. We can now follow the argument presented in the proof of Theorem 8 in [13]
to conclude that from the validity of that equality for close enough A,B we obtain
that it necessarily holds globally, i.e., for all A,B ∈ Au, too. The continuity of φ
can be shown in a way similar to the proof of the last statement in Proposition 13.
This completes the proof. �

As we have mentioned after the formulation of Theorem 7, multiplying any in-
verted Jordan triple isomorphism φ between unitary groups by the element φ(I)−1

we obtain a Jordan triple isomorphism. Our next aim is to determine the struc-
ture of the continuous Jordan triple isomorphisms between unitary groups of von
Neumann factors. As in the case of the positive definite cone, the first step is to
show that any such map has Lipschitz property which in fact holds globally in the
present situation.

Lemma 21. Let A,B be von Neumann algebras and φ : Au → Bu a continuous
Jordan triple map, i.e., assume that

φ(UV U) = φ(U)φ(V )φ(U), U, V ∈ Au.

Then φ is a Lipschitz function.

Proof. Since φ is a Jordan triple map, it follows that φ(I)3 = φ(I), hence φ(I)2 = I
which means that φ(I) is a symmetry (i.e., self-adjoint unitary).

From φ(I)φ(V )φ(I) = φ(V ) we obtain φ(I)φ(V ) = φ(V )φ(I) for any V ∈
Au which means that φ(I) commutes with the range of φ. It follows easily that
φ(I)−1φ(.) is also a Jordan triple map. Therefore, we may and do assume that
φ(I) = I. It is easy to see that in that case we have φ(Um) = φ(U)m for any
positive integer m and U ∈ Au.

Next we follow the argument given in the proof of Lemma 6 in [22] but we
need to make some necessary modifications due to the fact that here we consider
operator algebras, not matrix algebras. We first assert that there exist positive
real numbers r, L such that ‖φ(U) − I‖ ≤ L‖U − I‖ holds for all U ∈ Au with
‖U − I‖ < r. Assume on the contrary that we have a sequence (Uk) in Au such
that ‖Uk − I‖ < 1/k and

‖φ(Uk)− I‖ > k‖Uk − I‖ (2.13)

holds for every k ∈ N. We have Uk → I and hence φ(Uk)→ I as k →∞. Denoting
εk = ‖φ(Uk)− I‖ we obviously have εk < 1/2 for large enough k. Choose positive
integers lk such that

1/(lk + 1) ≤ εk < 1/lk.
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By (2.13) we have
εk/k > ‖Uk − I‖

and hence

‖U lk
k − I‖ ≤ ‖Uk − I‖‖U

lk−1
k + · · ·+ I‖ ≤ lk‖Uk − I‖ < (lkεk)/k < 1/k.

It follows that U lk+1
k → I and we infer φ(U lk+1

k ) = φ(Uk)
lk+1 → I.

We shall need the following simple observation. Let λ be a complex number of
modulus 1 in the upper half-plane. Clearly, the length of arc from 1 to λ divided by
the length of the corresponding chord is less than π/2. Geometrical considerations
show that assuming n is a positive integer such that n(π/2)|λ− 1| < π, we neces-
sarily have n|λ − 1| < (π/2)|λn − 1|. It follows that for any unitary V ∈ Au and
positive integer n, the inequality n‖V −I‖ < 2 implies n‖V −I‖ < (π/2)‖V n−I‖.

We have
2εk(lk + 1) < 2(lk + 1)/lk < π,

where in the last inequality we have used lk ≥ 2. This gives us that (lk+1)‖φ(Uk)−
I‖ < 2. Therefore, we compute

1 = (1/εk)‖φ(Uk)− I‖ ≤ (lk + 1)‖φ(Uk)− I‖ ≤ (π/2)‖φ(Uk)lk+1 − I‖.
But this clearly contradicts the fact that φ(Uk)

lk+1 → I. Therefore, we do have
positive real numbers r, L such that ‖φ(U)−I‖ ≤ L‖U−I‖ holds for every U ∈ Au

with ‖U − I‖ < r. Since φ is bounded, we have (probably with another constant
L) that ‖φ(U)− I‖ ≤ L‖U − I‖ is valid for every U ∈ Au.

To complete the proof, pick arbitrary unitaries W,W ′ ∈ Au. Since every
unitary inA is the exponential of a self-adjoint element multiplied by the imaginary
unit i, we can choose V ∈ Au such that V 2 =W ′ and then find U ∈ Au such that
V UV =W . We compute

‖φ(W )− φ(W ′)‖ = ‖φ(V UV )− φ(V 2)‖ = ‖φ(V )φ(U)φ(V )− φ(V )2‖
= ‖φ(U)− I‖ ≤ L‖U − I‖ = L‖V UV − V 2‖ = L‖W −W ′‖.

This proves that φ is a Lipschitz function. �
In the next lemma we show that every continuous Jordan triple map between

unitary groups of von Neumann algebras gives rise to a certain commutativity
preserving linear map between the self-adjoint parts of the underlying algebras.
This result is parallel to Lemma 16. In the proof we follow the argument given in
the proof of Lemma 7 in [22].

Lemma 22. Let A,B be von Neumann algebras and φ : Au → Bu a continuous Jor-
dan triple map. Then φ(I) is a symmetry which commutes with the range of φ and
we have a commutativity preserving linear transformation f : As → Bs such that

φ(eitA) = φ(I)eitf(A), t ∈ R, A ∈ As.

Moreover, f satisfies
f(V AV ) = φ(V )f(A)φ(V )

for every A ∈ As and symmetry (self-adjoint unitary) V ∈ Au.
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Proof. The assertion concerning φ(I) has been verified in the first part of the proof
of Lemma 21. Just as there we can assume that φ is a unital Jordan triple map,
φ(I) = I. We have also learned that φ(V k) = φ(V )k holds for every V ∈ Au and
positive integer k. We now show that φ preserves the inverse operation. To prove
this, let W ∈ Au be such that W 2 = V . We compute

φ(W )φ(V −1)φ(W ) = φ(WV −1W ) = φ(I) = I

which implies that

φ(V −1) = φ(W )−2 = φ(W 2)−1 = φ(V )−1.

It follows that φ(V k) = φ(V )k holds for every integer k and for every V ∈ Au.
In the rest of the proof we shall use several times that, in particular, φ sends
symmetries to symmetries.

In the next step we show that φ sends norm-continuous one-parameter unitary
groups to norm-continuous one-parameter unitary groups. Pick an arbitrary self-
adjoint element T ∈ As and define ST : R→ Bu by

ST (t) = φ(e
itT ), t ∈ R.

We assert that ST is a norm-continuous one-parameter unitary group in Bu. Since
φ is continuous, ST is also continuous. We verify that ST (t + t

′) = ST (t)ST (t
′)

holds for every pair t, t′ of real numbers. First select rational numbers r and r′

such that r = k
m and r′ = k′

m′ with integers k, k′,m,m′. We compute

ST (r + r
′) = φ(ei

km′+k′m
mm′ T ) = φ(ei

1
mm′ T )km

′+k′m

= φ(ei
1

mm′ T )km
′
φ(ei

1
mm′ T )k

′m = ST (r)ST (r
′).

By the continuity of ST , we deduce that ST (t + t
′) = ST (t)ST (t′) holds for every

pair t, t′ of real numbers. By Stone’s theorem we obtain that there exists a unique
self-adjoint element f(T ) ∈ Bs, the generator of ST , such that

φ(eitT ) = ST (t) = e
itf(T ), t ∈ R.

Observe that the generator belongs to B since in the present case (norm-continuous
one-parameter unitary group) it can be obtained by differentiation, the limit of
difference quotients taken in the norm topology.

We next prove that f : As → Bs is in fact a linear transformation. Pick
A,B,C ∈ As. Similarly to the proof of Lemma 16 we compute

ei(t/2)AeitBei(t/2)A − eitC
it

(2.14)

=
(ei(t/2)A − I)eitBei(t/2)A + (eitB − I)ei(t/2)A + (ei(t/2)A − I)− (eitC − I)

it
→ A/2 +B +A/2− C = A+B − C

as t→ 0. It follows that

lim
t→0

ei(t/2)AeitBei(t/2)A − eitC
it

= 0⇐⇒ C = A+B.



General Mazur–Ulam Type Theorems and Some Applications 337

If C = A+B, then using the Lipschitz property of φ proven in Lemma 21 we have

ei(t/2)f(A)eitf(B)ei(t/2)f(A) − eitf(C)

it
=
φ(ei(t/2)A)φ(eitB)φ(ei(t/2)A)− φ(eitC)

it

=
φ(ei(t/2)AeitBei(t/2)A)− φ(eitC)

it
→ 0

as t→ 0. On the other hand, just as in (2.14) above we have

ei(t/2)f(A)eitf(B)ei(t/2)f(A) − eitf(C)

it
→ f(A) + f(B)− f(C).

This gives us that f(A)+f(B)−f(A+B) = 0, i.e., f is additive. The homogeneity
of f is trivial to see. Indeed, we have

eitλf(A) = φ(eitλA) = eitf(λA)

for every t, λ ∈ R which implies λf(A) = f(λA). Consequently, f : As → Bs is a
linear transformation.

To obtain the last statement of the lemma, we use the fact that for any
symmetry V ∈ Au the element φ(V ) is also a symmetry and compute

eitφ(V )f(A)φ(V ) = φ(V )eitf(A)φ(V ) = φ(V )φ(eitA)φ(V )

= φ(V eitAV ) = φ(eitV AV ) = eitf(V AV ).

Since this holds for every t ∈ R we deduce the desired equality f(V AV ) =
φ(V )f(A)φ(V ) for every A ∈ As and symmetry V ∈ Au.

It remains to prove that f preserves commutativity. Pick commuting elements
A,B ∈ As. Then for every t, s ∈ R we have

eitAei2sBeitA = eisBei2tAeisB

implying

φ(eitA)φ(ei2sB)φ(eitA) = φ(eisB)φ(ei2tA)φ(eisB)

and hence

eitf(A)ei2sf(B)eitf(A) = eisf(B)ei2tf(A)eisf(B).

Fixing the real variable s and putting the complex variable z into the place of it
we have that the equality

ezf(A)ei2sf(B)ezf(A) = eisf(B)e2zf(A)eisf(B)

between von Neumann algebra-valued holomorphic (entire) functions of the vari-
able z holds along the imaginary axis in the complex plane. By the uniqueness
theorem of holomorphic functions we infer that the above equality necessarily
holds on the whole plane. Next, fixing z and inserting the complex variable w into
the place of is, the same reasoning leads to the conclusion that the equality

ezf(A)e2wf(B)ezf(A) = ewf(B)e2zf(A)ewf(B)
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holds for all values of the variables z, w ∈ C. In particular, for arbitrary real
numbers t, s setting z = t/2, w = s/2 we have√

etf(A)esf(B)
√
etf(A) =

√
esf(B)etf(A)

√
esf(B). (2.15)

Just as in the last paragraph of the proof of Lemma 16 we infer from (2.15) that

etf(A)esf(B) = esf(B)etf(A)

holds for all t, s ∈ R. This immediately implies f(A)f(B) = f(B)f(A) which
verifies that f indeed preserves commutativity. �

We are now in a position to prove Theorem 8 on the structure of continuous
Jordan triple isomorphisms between unitary groups of von Neumann factors.

Proof of Theorem 8. Let φ : Au → Bu be a continuous Jordan triple isomorphism.
By the first statement in Lemma 22 we know that φ(I) is a symmetry in B which
commutes with Bu implying that it is a central element in B. Considering the map
ψ(.) = φ(I)−1φ(.) we have a unital continuous Jordan triple isomorphism from
Au onto Bu. Clearly this map and also its inverse send symmetries to symmetries.
Apparently, for a symmetry S and unitary U , we have S,U commute if and only
if SUS = U . This gives us that ψ, ψ−1 preserve commutativity between an arbi-
trary symmetry and an arbitrary unitary. Hence both transformations send central
unitaries to central unitaries (in fact, by spectral theorem it is apparent that a
unitary is central if and only if it commutes with all symmetries). Since A is a
factor, it has only two central symmetries. Therefore, the same must hold for B,
too. This means that B is also a factor and concerning the central symmetry φ(I)
in B we have φ(I) ∈ {I,−I}. Without loss of generality we may and do assume
that φ(I) = I (in particular, we have ψ = φ).

Before proceeding further let us consider the case where A if of type I1 (i.e.,
where A is isomorphic to C). In that case all unitaries in A are central which
implies that the same holds in B, too. This means that B is commutative and
hence it is also isomorphic to C. The same argument applies when B is assumed to
be of type I1 and yields that A must be of the same type, too. The structure of all
continuous automorphisms of the circle group is well known and one can trivially
complete the proof in the particular case where one of A,B is of type I1. So, in
what follows we assume that A, B are not of that type.

Next, by Lemma 22 we have a commutativity preserving linear transforma-
tion f : As → Bs such that

φ(eitA) = eitf(A), t ∈ R, A ∈ As. (2.16)

We claim that f is bijective. Observe that this would be trivial if we knew that
φ−1 is also a continuous Jordan triple isomorphism. Since continuity of the inverse
has not been assumed, we have to find another way to show the bijectivity. By
the injectivity of φ we easily obtain that f is also injective. Since φ sends central
unitaries to central unitaries, we obtain that exp(itf(I)) is a scalar (meaning that
scalar times the identity) for every t ∈ R implying that f(I) is also scalar which
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is nonzero by the injectivity of f . We show that every projection in B belongs to
the range of f . To see this, pick an arbitrary projection Q from B. Then exp(iπQ)
is a symmetry in B and since the symmetries in Au are bijectively mapped onto
the symmetries in Bu, it follows that there is a projection P in A such that

eiπQ = φ(eiπP ) = eiπf(P ).

From this equality we infer that f(P ) = mI + nQ holds for some integers m,n.
If Q is a nontrivial projection, then f(P ) is obviously not a scalar. Therefore, we
have n �= 0 which implies that Q is in the range of f . Therefore, all projections in
B belong to that range. Since every element of a von Neumann factor is the finite
linear combination of projections (e.g., see [10]), it follows that f maps As onto
Bs. Consequently, f is really bijective.

In the case where A is of type In (1 < n is finite), referring to linear dimen-
sions we obtain that B is of the same type and hence both algebras are isomorphic
to Mn. The statement of Theorem 8 for matrix algebras has been proven in [22],
see Corollary 2. So in what follows we assume that none of A, B is of type In, n
being finite.

We continue as in the proof of Theorem 5. Namely, we extend f from As

onto A by the formula

F (A+ iB) = f(A) + if(B), A,B ∈ As

and obtain a normal preserving bijective linear map F : A → B. Just as there we
can infer that there is a nonzero real number c, an algebra *-isomorphism or an
algebra *-antiisomorphism θ : A → B, and a linear functional l : A → C which is
real valued on As such that

F (A) = cθ(A) + l(A)I, A ∈ A.
We have

φ(eitA) = eit(cθ(A)+l(A)I) = eitl(A)θ(eitcA), t ∈ R, A ∈ As. (2.17)

It follows that φ(exp(itA)) is a scalar multiple of θ(exp(itcA)) for every t ∈ R
and A ∈ As. We claim that c = ±1. To verify this, we again recall that φ sends
symmetries to symmetries. Let P be a nontrivial projection in A. Then exp(iπP )
is a symmetry and it follows that the symmetry φ(exp(iπP )) is a scalar multiple
of θ(exp(iπcP )) = exp(iπcθ(P )), where θ(P ) is a nontrivial projection. It is easy
to see that the scalar multiplier in question is necessarily ±1 and then we obtain
that the number exp(iπc) also equals ±1. From this we get that c is an integer,
say c = m. Since every element of Au is of the form exp(iA) with some A ∈ As, we
thus obtain from (2.17) that φ(V ) is a scalar multiple of θ(V m) for every V ∈ Au.

By the Jordan triple multiplicativity of φ and θ this gives us that the nonzero
integer m has the property that (VWV )m and V mWmV m are scalar multiples of
each other whenever V,W ∈ Au. Applying Proposition 18 we infer that m = ±1.

Using (2.17) we can write

φ(U) = ϕ(U)θ(Um), U ∈ Au,



340 L. Molnár

where the functional ϕ : Au → T satisfies

ϕ(eitA) = eitl(A), t ∈ R, A ∈ As.

Clearly, ϕ is a continuous Jordan triple map with values in the circle group and
we have ϕ(I) = 1. It follows that ϕ(S) = ±1 for any symmetry S ∈ Au. Applying
the last assertion in Lemma 22 in the particular case where B = C, we obtain that
l(SAS) = l(A) holds for every A ∈ As and symmetry S ∈ Au. By linearity the
same holds for any A ∈ A, too. Then just as in the proof of Lemma 17 we deduce
for any X ∈ A and symmetry S ∈ Au that l(SX) = l(S(XS)S) = l(XS) implying
l(PX) = l(XP ) whenever P ∈ A is a projection and X ∈ A. Using the fact that
any factor as a linear space is generated by its projections, it follows that l is a
tracial linear functional on A. We have mentioned above that ϕ(S) = ±1 holds
for any symmetry S ∈ Au. It follows that

±1 = ϕ(eiπP ) = eiπl(P )

which implies that the value l(P ) is an integer for every projection P ∈ A. Since l
is a tracial linear functional on A, it takes equal values on equivalent projections.
If A is of one of the types II1, II∞, III, then any nonzero projection P in A can
be written as the sum of an arbitrary finite number of equivalent projections. It
follows that the integer l(P ) is divisible by any positive integer and this implies
that l(P ) = 0. If A is of type I∞, in the same way we obtain that l(P ) = 0 holds
for any infinite projection and then refer to the fact that any finite projection is
the difference of two infinite ones. In all those cases we can infer that l vanishes
on the set of all projections in A which then implies that l is zero everywhere.

Therefore, we have φ(U) = θ(Um), U ∈ Au wherem = ±1 and this completes
the proof. �

We now can easily prove our last result Theorem 9.

Proof of Theorem 9. First observe that φ is also injective. We next define ψ(U) =
φ(I)−1 φ(U), U ∈ Au. It is apparent that this bijective map also satisfies (1.8).
By Theorem 7 ψ is a continuous inverted Jordan triple isomorphism. But it is
a unital map and hence easily follows that it is necessarily a continuous Jordan
triple isomorphism. Applying Theorem 8 one can complete the proof readily. �

Remark 23. We conclude with a few remarks.
Notice that in our results on the structure of continuous Jordan triple isomor-

phisms as well as on that of the “generalized isometries” between positive definite
cones we have assumed that the underlying algebras are not of type I2 (while
there has not been such an assumption relating to unitary groups). The reason is
connected to the use of the structural result concerning normal preserving maps
which does not hold in algebras of type I2. In the case of unitary groups, referring
to a result in [22] we could handle that situation but, unfortunately, we have not
been able to do so in the case of the positive definite cone. So, it might be rather
surprising, but we do not have a proof in the very particular case represented by
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2 × 2 matrices. In fact, we believe the problem is far from being as simple as one
might think at the first sight. We leave this as an open problem.1

Finally, we emphasize that our results on “generalized isometries” are not “if
and only if” type results. Indeed, they assert that every invariance transformation
under consideration is of a certain form but it is not necessary that all maps of
those given forms have the corresponding invariance properties. This is due to the
generality of the circumstances in those results. Hence, in concrete situations one
needs to go further and select from the groups of transformations that appear in
the conclusions of our results those ones which really have the actual invariance
property.
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Traces of Non-regular Vector Fields
on Lipschitz Domains

Sylvie Monniaux

Abstract. In this note, for Lipschitz domains Ω ⊂ Rn, I propose to show the
boundedness of the trace operator for functions from H1(Ω) to L2(∂Ω) as well
as for square integrable vector fields in L2 with square integrable divergence
and curl satisfying a half boundary condition. Such results already exist in
the literature. The originality of this work lies on the control of the constants
involved. The proofs are based on integration by parts formulas applied to
the right expressions.
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1. Introduction

It is well known that for a bounded Lipschitz domain Ω ⊂ Rn, the trace operator
Tr∂Ω : C (Ω)→ C (∂Ω) restricted to C (Ω)∩H1(Ω) extends to a bounded operator
from H1(Ω) to L2(∂Ω) and the following estimate holds:

‖Tr∂Ω u‖L2(∂Ω) ≤ C
(
‖u‖L2(Ω) + ‖∇u‖L2(Ω,Rn)

)
for all u ∈ H1(Ω), (1.1)

where C = C(Ω) > 0 is a constant depending on the domain Ω. This result can be
proved via a simple integration by parts (see, e.g., [6]). If the domain is the upper
graph of a Lipschitz function, i.e.,

Ω =
{
x = (xh, xn) ∈ Rn−1 × R;xn > ω(xh)

}
(1.2)

where ω : Rn−1 → R is a globally Lipschitz function, the method presented here
allows an explicit constant C in (1.1) to be given. We pass from domains of type
(1.2) to bounded Lipschitz domains via a partition of unity.

The same question arises for vector fields instead of scalar functions. In di-
mension 3, Costabel [1] gave the following estimate for square integrable vector

c© Springer International Publishing Switzerland 2015
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fields u in a bounded Lipschitz domain with square integrable rotational and di-
vergence and either ν × u or ν × u square integrable on the boundary (ν denotes
the outer unit normal of Ω):

‖Tr∂Ω u‖L2(∂Ω) ≤ C
(
‖u‖L2(Ω) + ‖curlu‖L2(Ω,Rn) + ‖div u‖L2(Ω)

+min
{
‖ν · u‖L2(∂Ω), ‖ν × u‖L2(∂Ω,Rn)

})
. (1.3)

This result was generalized to differential forms on Lipschitz domains of compact
manifolds (and Lp for certain p �= 2) by D.Mitrea, M.Mitrea and M.Taylor in [5,
Theorem 11.2]. As for scalar functions on bounded Lipschitz domains (or special
Lipschitz domains as (1.2)), we can prove a similar estimate for vector fields (see
Theorem 4.2 and Theorem 4.3 below) using essentially integration by parts.

2. Tools and notations

2.1. About the domains

Let Ω ⊂ Rn be a domain of the form (1.2). The exterior unit normal ν of Ω at a
point x = (xh, ω(xh)) ∈ Γ on the boundary of Ω,

Γ :=
{
x = (xh, xn) ∈ Rn−1 × R;xn = ω(xh)

}
, (2.1)

is given by

ν(xh, ω(xh)) =
1√

1 + |∇hω(xh)|2
(∇hω(xh),−1) (2.2)

(∇h denotes the “horizontal gradient” on Rn−1 acting on the “horizontal variable”
xh). We denote by θ ∈ [0, π2 ) the angle

θ = arccos

(
inf

xh∈Rn−1

1√
1 + |∇hω(xh)|2

)
, (2.3)

so that in particular for e = (0Rn−1 , 1) the “vertical” direction, we have

−e · ν(xh, ω(xh)) =
1√

1 + |∇hω(xh)|2
≥ cos θ, for all xh ∈ Rn−1. (2.4)

2.2. Vector fields

We assume here that Ω ⊂ Rn is either a special Lipschitz domain of the form (1.2)
or a bounded Lipschitz domain. Let u : Ω → Rn be an Rn-valued distribution.
We denote by curlu ∈ Mn(R) the antisymmetric part of the Jacobian matrix of
first-order partial derivatives considered in the sense of distributions, i.e., ∇u =
(∂�uα)1≤�,α≤n:(

curlu
)
�,α

= 1√
2
(∂�uα − ∂αu�) = 1√

2

(
∇u− (∇u)�

)
�,α
, 1 ≤ �, α ≤ n. (2.5)
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On Mn(R), we choose the following scalar product:

〈v, w〉 :=
n∑

�,α=1

v�,αw�,α, v = (v�,α)1≤�,α≤n, w = (w�,α)1≤�,α≤n ∈Mn(R). (2.6)

We will use the notation | · | for the norm associated to the previous scalar product:

|w| = 〈w,w〉 12 , w ∈Mn(R). (2.7)

Remark 2.1. In dimension 3, if we denote by rotu the usual rotational of a smooth
vector field u, i.e.,

R3 � rotu = (∂2u3 − ∂3u2, ∂3u1 − ∂1u3, ∂1u2 − ∂2u1),

it is immediate that |rotu|, the Euclidian norm in R3 (also denoted by | · |) of rotu,
is equal to |curlu|.

To proceed, we define the wedge product of two vectors as follows:

e ∧ ε := 1√
2

(
e�εα − eαε�

)
1≤�,α≤n

∈Mn(R), e, ε ∈ Rn. (2.8)

It is immediate that e∧e = 0, e∧ε = −ε∧e and we obtain the higher-dimensional
version of a well-known formula in R3:

|e|2|ε|2 = (e · ε)2 + |e ∧ ε|2, e, ε ∈ Rn (2.9)

as a consequence of the decomposition

ε = (e · ε) e−
√
2 (e ∧ ε) e, e, ε ∈ Rn. (2.10)

One can also verify that for three vectors e, ε, ν ∈ Rn, the two following identities
hold:

〈e ∧ ε, ν ∧ ε〉 = (e · ν)|ν ∧ ε|2 + (ν · ε)〈e ∧ ν, ν ∧ ε〉, (2.11)

(e · ε)(ν · ε) = (e · ν)(ν · ε)2 − (ν · ε)〈e ∧ ν, ν ∧ ε〉. (2.12)

If u : Ω→ Rn and ϕ : Ω→ R are both smooth, the following holds:

curl (ϕu) = ϕ curlu+∇ϕ ∧ u. (2.13)

The (formal) transpose of the curl operator given by (2.5) acts on matrix-valued
distributions w = (w�,α)1≤�,α≤n according to(

curl�w
)
�
=

1√
2

n∑
α=1

∂α(w�,α − wα,�), 1 ≤ � ≤ n. (2.14)

As usual, the divergence of a vector field u : Ω → Rn of distributions is denoted
by div u and is the trace of the matrix ∇u:

div u =

n∑
�=1

∂�u�. (2.15)
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Let now u : Ω → Rn be a vector field of distributions and let e ∈ Rn be a fixed
vector. Then the following formula holds:

curl�(e ∧ u) = (div u) e− (e · ∇)u ∈ Rn, (2.16)

where the notation e · ∇ stands for
∑n

�=1 e�∂�. Next, for ϕ : Ω → R, u : Ω → Rn

and w : Ω→Mn(R) smooth with compact supports in Ω, the following integration
by parts formulas are easy to verify:∫

Ω

ϕ (div u) dx = −
∫
Ω

∇ϕ · u dx+
∫
∂Ω

ϕ (ν · u) dσ, (2.17)∫
Ω

〈w, curlu〉dx =
∫
Ω

curl�w · u dx+
∫
∂Ω

〈w, ν ∧ u〉dσ, (2.18)

where ∂Ω is the boundary of the Lipschitz domain Ω and ν(x) denotes the exterior
unit normal of Ω at a point x ∈ ∂Ω. The equation (2.17) corresponds to the well-
known divergence theorem. The equation (2.18) generalizes in higher dimensions
the more popular corresponding integration by parts in dimension 3 (see, e.g., [1,
formula (2)]):∫

Ω

w · rotu dx =
∫
Ω

rotw · u dx+
∫
∂Ω

w · (ν × u) dσ, u, w : Ω→ R3 smooth,

where ν × u = (ν2u3 − ν3u2, ν3u1 − ν1u3, ν1u2, ν2u1) denotes the usual 3D vector
product. Combining the previous results, we are now in position to present our last
formula which will be used in Section 4: for e ∈ Rn a fixed vector and u : Ω→ Rn

a smooth vector field,

2

∫
Ω

〈e ∧ u, curlu〉dx− 2

∫
Ω

(e · u) divu dx

=

∫
∂Ω

〈e ∧ u, ν ∧ u〉dσ −
∫
∂Ω

(e · u)(ν · u) dσ. (2.19)

3. The scalar case

3.1. Special Lipschitz domains

We assume here that Ω is of the form (1.2). The following result is classical (see,
e.g., [7, Theorem 1.2]). We will propose an elementary proof of it.

Theorem 3.1. Let ϕ : Ω → R belong to the Sobolev space H1(Ω). Then TrΓ ϕ ∈
L2(Γ) and

‖TrΓ ϕ‖2L2(Γ) ≤
2

cos θ
‖ϕ‖L2(Ω)‖∇ϕ‖L2(Ω,Rn), (3.1)

where θ has been defined in (2.3). In other words, the trace operator originally de-
fined on continuous functions TrΓ : Cc(Ω)→ Cc(Γ) extends to a bounded operator
from H1(Ω) to L2(Γ) with a norm controlled by the Lipschitz character of Ω.
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Proof. Assume first that ϕ : Ω→ R is smooth, and apply the divergence theorem
with u = ϕ2 e where e = (0Rn−1 , 1). Since div (ϕ2 e) = 2ϕ (e · ∇ϕ), we obtain∫

Ω

div (ϕ2 e) dx =

∫
Ω

2ϕ (e · ∇ϕ) dx =
∫
Γ

ν · (ϕ2 e) dσ.

Therefore using the definition of θ and Cauchy–Schwarz inequality, we get

cos θ

∫
Γ

ϕ2 dσ ≤ −2
∫
Ω

ϕ (e · ∇ϕ) dx ≤ 2 ‖ϕ‖L2(Ω)‖∇ϕ‖L2(Ω,Rn), (3.2)

since |e| = 1, which gives the estimate (3.1) for smooth functions ϕ. Since Cc(Ω)
is dense in H1(Ω) (see, e.g., [2, Theorem 4.7, p. 248] or [7, §1.1.1]), we conclude
easily that (3.1) holds for every ϕ ∈ H1(Ω). �

3.2. Bounded Lipschitz domains

Let now Ω be a bounded Lipschitz domain. Then there exist N ∈ N, a partition
of unity (ηk)1≤k≤N of C∞

c (Rn)-functions and domains (Ωk)1≤k≤N such that

Ω ∩
(

N⋃
k=1

Ωk

)
= Ω, supp ηk ⊂ Ωk (1 ≤ k ≤ N),

0 ≤ ηk ≤ 1 (1 ≤ k ≤ N)

and
N∑

k=1

ηk(x)
2 = 1 for all x ∈ Ω. (3.3)

Matters can be arranged such that, for 1 ≤ k ≤ N , there is a direction ek and an
angle θk ∈ [0, π2 ) such that −ek · ν(x) ≥ cos θk for all x ∈ ∂Ω ∩ Ωk (see, e.g., [7,
§1.1.3]). We denote by γ the minimum of all cos θk, 1 ≤ k ≤ N : γ depends only on
the boundary of Ω. We are now in position to state the following result, analogue
to Theorem 3.1 in the case of bounded Lipschitz domains.

Theorem 3.2. Let Ω ⊂ Rn be a bounded Lipschitz domain. Then there exists a
constant C = C(Ω) > 0 such that for all ϕ ∈ H1(Ω), Tr∂Ωϕ ∈ L2(∂Ω) and the
following estimate holds:

‖Tr∂Ωϕ‖2L2(∂Ω) ≤
1

γ
‖ϕ‖L2(Ω)

(
2 ‖∇ϕ‖L2(Ω,Rn) + C(Ω) ‖ϕ‖L2(Ω)

)
. (3.4)

Remark 3.3. Compared to Theorem 3.1, the estimate (3.4) contains the extra term
‖ϕ‖2L2(Ω). An estimate of the form (3.1) cannot hold in bounded Lipschitz domains

as the example of constant functions shows.
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Proof. Let ηk, Ωk, 1 ≤ k ≤ N , as in (3.3), and let γ := min
{
cos θk, 1 ≤ k ≤ N

}
.

Using (3.2) for the functions ηkϕ, 1 ≤ k ≤ N , we obtain

γ

∫
∂Ω

ϕ2 dσ = γ
N∑

k=1

∫
∂Ω

η2kϕ
2 dσ ≤ 2

∣∣∣ N∑
k=1

∫
Ω

ηkϕ
(
ek · ∇(ηkϕ)

)
dx
∣∣∣

≤ 2
∣∣∣∫

Ω

ϕ∇ϕ ·
( N∑
k=1

η2kek
)
dx
∣∣∣+ ∣∣∣∫

Ω

ϕ2
N∑

k=1

(
ek · ∇(η2k)

)
dx
∣∣∣

≤ 2 ‖ϕ‖L2(Ω)‖∇ϕ‖L2(Ω,Rn) +
( N∑
k=1

‖∇(η2k)‖L∞(Ω,Rn)

)
‖ϕ‖2L2(Ω)

which proves the estimate (3.4) with

C(Ω) =
N∑

k=1

‖∇(η2k)‖L∞(Ω,Rn). �

4. The case of vector fields

We begin this section by a remark allowing us to make sense of values on the
boundary of certain quantities involving vectors fields with minimal smoothness.
See also [1, equations (2) and (3)].

Remark 4.1.

1. For u ∈ L2(Ω;Rn) such that div u ∈ L2(Ω), one can define ν · u as a distri-

bution on ∂Ω as follows: for any φ ∈ H 1
2 (∂Ω), we denote by Φ an extension

of φ to Ω in H1(Ω) (see, e.g., [4, Theorem 3, Chap.VII, §2, p. 197]) and we
define, according to (2.17),

H− 1
2 (∂Ω)

〈ν · u, φ〉
H

1
2 (∂Ω)

=

∫
Ω

Φdiv u dx+

∫
Ω

u · ∇Φdx; (4.1)

this definition is independent of the choice of the extension Φ of φ. See, e.g.,
[8, Theorem 1.2].

2. Following the same lines, for u ∈ L2(Ω;Rn) such that curlu ∈ L2(Ω;Mn(R)),
one can define ν ∧u as a distribution in H− 1

2 (∂Ω;Mn(R)) as follows: for any
ψ∈H 1

2 (∂Ω;Mn(R)), we denote by Ψ an extension of ψ to Ω in H1(Ω;Mn(R))
and we define, according to (2.18),

H− 1
2 (∂Ω,Mn(R))

〈ν ∧ u, ψ〉
H

1
2 (∂Ω;Mn(R))

=

∫
Ω

〈Ψ, curlu〉dx−
∫
Ω

curl� Ψ · u dx;
(4.2)

this definition is independent of the choice of the extension Ψ of ψ. See, e.g.,
[3, Theorem 2.5] for the case n = 3 and [5, Chap. 11] for the more general
setting of differential forms.



Traces of Non-regular Vector Fields on Lipschitz Domains 349

4.1. Special Lipschitz domains

Theorem 4.2. Let Ω be a special Lipschitz domain of the form (1.2) and let θ
be defined by (2.3). Let u ∈ L2(Ω,Rn) such that div u ∈ L2(Ω) and curlu ∈
L2(Ω,Mn(R)). If ν · u ∈ L2(Γ) or ν ∧ u ∈ L2(Γ,Mn(R)), then TrΓu ∈ L2(Γ,Rn)
and

max
{
‖ν · u‖2L2(Γ), ‖ν ∧ u‖2L2(Γ,Mn(R))

}
≤ 2

cos θ

( 2

cos θ
+ 1
)
min
{
‖ν · u‖2L2(Γ), ‖ν ∧ u‖2L2(Γ,Mn(R))

}
+

4

cos θ
‖u‖L2(Ω,Rn)

(
‖curlu‖L2(Ω,Mn(R)) + ‖div u‖L2(Ω)

)
,

(4.3)

and

‖TrΓu‖2L2(Γ,Rn)

≤
( 4

cos2 θ
+

2

cos θ
+ 1
)
min
{
‖ν · u‖2L2(Γ), ‖ν ∧ u‖2L2(Γ,Mn(R))

}
+

4

cos θ
‖u‖L2(Ω,Rn)

(
‖curlu‖L2(Ω,Mn(R)) + ‖div u‖L2(Ω)

)
.

(4.4)

Proof. Assume first that u : Ω → Rn is smooth, and apply (2.19) together with
(2.11) and (2.12):∫

Γ

(e · ν)|ν ∧ u|2 dσ + 2

∫
Γ

(ν · u)〈e ∧ ν, ν ∧ u〉dσ −
∫
Γ

(e · ν)(ν · u)2 dσ

= 2

∫
Ω

〈e ∧ u, curlu〉dx− 2

∫
Ω

(e · u) div u dx. (4.5)

Denote now by M the maximum between ‖ν · u‖L2(Γ) and ‖ν ∧ u‖L2(Γ,Mn(R)) and
by m the minimum between the same quantities, so that in particular

Mm = ‖ν · u‖L2(Γ)‖ν ∧ u‖L2(Γ,Mn(R)). (4.6)

Taking into account that |e · ν| ≤ 1 and |e ∧ ν| ≤ 1, the equation (4.5) together
with the estimate (2.4) for cos θ and Cauchy–Schwarz inequality yield

M2 cos θ ≤ m2+2mM +2‖u‖L2(Ω,Rn)

(
‖curlu‖L2(Ω,Mn(R))+ ‖div u‖L2(Ω)

)
. (4.7)

The obvious inequality 2mM ≤ cos θ
2 M

2 + 2
cos θ m

2 then implies

cos θ
2 M

2 ≤
(
1+ 2

cos θ

)
m2+2‖u‖L2(Ω,Rn)

(
‖curlu‖L2(Ω,Mn(R))+‖div u‖L2(Ω)

)
, (4.8)

which gives (4.3) from which (4.4) follows immediately thanks to (2.10) and (2.9)
for smooth vector fields. As in the proof of Theorem 3.1, we conclude by density
of smooth vector fields in the space{

u ∈ L2(Ω,Rn), div u ∈ L2(Ω), curlu ∈ L2(Ω,Mn(R)), ν · u ∈ L2(Γ)
}

(4.9)

or in the space{
u ∈ L2(Ω,Rn), div u ∈ L2(Ω), curlu ∈ L2(Ω,Mn(R)), ν ∧ u ∈ L2(Γ,Mn(R))

}
(4.10)

endowed with their natural norms. �
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4.2. Bounded Lipschitz domains

In the case of bounded Lipschitz domains, Theorem 4.2 becomes

Theorem 4.3. Let Ω ⊂ Rn be a bounded Lipschitz domain and let γ be defined as in
§ 3.2. Then there exists a constant C = C(Ω) > 0 with the following significance:
let u ∈ L2(Ω,Rn) such that div u ∈ L2(Ω) and curlu ∈ L2(Ω,Mn(R)). If ν · u ∈
L2(∂Ω) or ν ∧ u ∈ L2(∂Ω,Mn(R)), then Tr∂Ωu ∈ L2(∂Ω,Rn) and

max
{
‖ν · u‖2L2(∂Ω), ‖ν ∧ u‖2L2(∂Ω,Mn(R))

}
≤ 2

γ

(
2

γ
+ 1

)
min
{
‖ν · u‖2L2(∂Ω), ‖ν ∧ u‖2L2(∂Ω,Mn(R))

}
(4.11)

+
2

γ
‖u‖L2(Ω,Rn)

(
2‖curlu‖L2(Ω,Mn(R)) + 2‖div u‖L2(Ω) + C(Ω)‖u‖L2(Ω,Rn)

)
,

and

‖Tr∂Ωu‖2L2(∂Ω,Rn)

≤
(

4

γ2
+

2

γ
+ 1

)
min
{
‖ν · u‖2L2(∂Ω), ‖ν ∧ u‖2L2(∂Ω,Mn(R))

}
(4.12)

+
2

γ
‖u‖L2(Ω,Rn)

(
2‖curlu‖L2(Ω,Mn(R)) + 2‖div u‖L2(Ω) + C(Ω)‖u‖L2(Ω,Rn)

)
.

Proof. As in the proof of Theorem 3.2, let ηk, Ωk, 1 ≤ k ≤ N and denote by γ the
minimum of all cos θk, γ = min

{
cos θk, 1 ≤ k ≤ N

}
. Using the formula (2.13) and

the fact that div (ϕu) = ϕdiv u+∇ϕ ·u for (smooth) scalar functions ϕ, we apply
(4.5) for the N vector fields ηku, 1 ≤ k ≤ N , and we obtain, summing over k,

γM ≤ m2 + 2Mm+ 2‖u‖L2(Ω;Rn)

(
‖curlu‖L2(Ω,Mn(R)) + ‖div u‖L2(Ω)

)
+

(
N∑

k=1

‖∇(η2k)‖∞

)
‖u‖2L2(Ω;Rn), (4.13)

where, as in the proof of Theorem 4.2,

M := max
{
‖ν · u‖L2(∂Ω), ‖ν ∧ u‖L2(∂Ω,Mn(R))

}
and

m := min
{
‖ν · u‖L2(∂Ω), ‖ν ∧ u‖L2(∂Ω,Mn(R))

}
.

This gives (4.11) with

C(Ω) =

N∑
k=1

‖∇(η2k)‖∞.

As before, (4.12) follows immediately thanks to (2.10) and (2.9) for smooth vector
fields. We conclude by density of smooth vector fields in the spaces (4.9) and
(4.10). �
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The Lp-Poincaré Inequality for Analytic
Ornstein–Uhlenbeck Semigroups

Jan van Neerven

Abstract. Consider the linear stochastic evolution equation

dU(t) = AU(t) dt+ dWH(t), t � 0,

where A generates a C0-semigroup on a Banach space E and WH is a cylin-
drical Brownian motion in a continuously embedded Hilbert subspace H of E.
Under the assumption that the solutions to this equation admit an invariant
measure μ∞ we prove that if the associated Ornstein–Uhlenbeck semigroup
is analytic and has compact resolvent, then the Poincaré inequality

‖f − f‖Lp(E,μ∞) � ‖DHf‖Lp(E,μ∞)

holds for all 1 < p < ∞. Here f denotes the average of f with respect to μ∞
and DH the Fréchet derivative in the direction of H .
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1. Introduction

Let E be a real Banach space and letH be a Hilbert subspace of E, with continuous
embedding i : H ↪→ E. Let A be the generator of a C0-semigroup S = (S(t))t�0

on E and let WH be a cylindrical Brownian motion in H . Under the assumption
that the linear stochastic evolution equation

dU(t) = AU(t) + dWH(t), t � 0, (1.1)
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has an invariant measure μ∞, we wish to establish sufficient conditions for the
validity of the Poincaré inequality

‖f − f‖Lp(E,μ∞) � C‖DHf‖Lp(E,μ∞), 1 < p <∞.

Here f denotes the average of f with respect to μ∞ and DH the directional Fréchet
derivative in the direction of H (see (2.4) below). To the best of our knowledge,
this problem has been considered so far only for p = 2 and Hilbert spaces E.
For this setting, Chojnowska-Michalik and Goldys [5] obtained various necessary
and sufficient conditions for the inequality to be true. Here we show that these
conditions are equivalent to another, formally weaker, condition and that these
equivalent conditions imply the validity of the Poincaré inequality for all 1 < p <
∞ (Theorem 2.4). Our proof depends crucially on the Lp-gradient estimates for
analytic Ornstein–Uhlenbeck semigroups obtained in the recent papers [25, 26].

Related Lp-Poincaré inequalities have been proved in various other settings,
e.g., for the classical Ornstein–Uhlenbeck semigroup (this corresponds to the case
A = −I of the setting considered here) [32, Eq. (2.5)], for the Walsh system [11],
and in certain non-commutative situations [17, 35]. Poincaré inequalities are in-
timately related to other functional inequalities such as, log-Sobolev inequalities
and transportation cost inequalities, and imply concentration-of-measure inequal-
ities. For a comprehensive study of these topics we refer the reader to the recent
monograph of Bakry, Gentil and Ledoux [1].

As an application of Theorem 2.4 we find that the Lp-Poincaré inequality
holds if the Ornstein–Uhlenbeck semigroup P associated with (1.1) (see (2.1)) is
analytic on Lp(E, μ∞) and has compact resolvent. In Section 3 we provide some
examples in which the various assumptions are satisfied. In the final Section 4
we address the problem of compactness of certain tensor products of resolvents
naturally associated with P .

All vector spaces are real. We will always identify Hilbert spaces with their
dual via the Riesz representation theorem. The domain, kernel, and range of a
linear operator A will be denoted by D(A), N(A), and R(A), respectively. We
write a � b to mean that there exists a constant C, independent of a and b, such
that a � Cb.

2. The Lp-Poincaré inequality

Throughout this note we fix a Banach space E and a Hilbert subspace H of E,
with continuous embedding i : H ↪→ E, and make the following assumption.

Assumption 2.1. There exists a centred Gaussian Radon measure μ∞ on E whose
covariance operator Q∞ ∈ L (E∗, E) is given by

〈Q∞x∗, y∗〉 =
∫ ∞

0

〈QS∗(s)x∗, S∗(s)y∗〉 ds, x∗, y∗ ∈ E∗.
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Here Q := i ◦ i∗; we identify H and its dual in the usual way. The convergence of
the integrals on the right-hand side is part of the assumption. As is well known,
Assumption 2.1 is equivalent to the existence of an invariant measure for the
problem (1.1); we refer the reader to [10, 16] for the details. In fact, the measure μ∞
is the minimal (in the sense of covariance domination) invariant measure for (1.1).

The formula

P (t)f(x) = E(f(U(t, x))), t � 0, x ∈ E, (2.1)

where U(t, x) denotes the unique mild solution of (1.1) with initial value x, defines
a semigroup of linear contractions P = (P (t))t�0 on the space Bb(E) of bounded
real-valued Borel functions on E. This semigroup is called the Ornstein–Uhlenbeck
semigroup associated with the pair (A,H). By an easy application of Hölder’s
inequality, this semigroup extends uniquely to C0-semigroup of contractions on
Lp(E, μ∞), which we shall also denote by P . Its generator will be denoted by L.

By a result of Chojnowska-Michalik and Goldys [4, 5] (see [28] for the for-
mulation of this result in its present generality), the reproducing kernel Hilbert
space H∞ associated with the measure μ∞ is invariant under the semigroup S
and the restriction of S is a C0-semigroup of contractions on H∞. We shall denote
this restricted semigroup by S∞ and its generator by A∞. The inclusion mapping
H∞ ↪→ E will be denoted by i∞; recall that Q∞ = i∞ ◦ i∗∞ (see [16, 28]).

It has been shown in [4] (see also [28, 29]) that P (t) is the so-called sec-
ond quantisation of the adjoint semigroup S∗∞(t). More precisely, the Wiener–Itô
isometry establishes an isometric identification L2(E, μ∞) =

⊕
n�0H

s©n∞ , where

H s©n
∞ is the n-fold symmetric tensor product of H∞ (the so-called nth Wiener–Itô

chaos), and under this isometry we have

P (t) =
⊕
n�0

S∗ s©n
∞ (t).

We have H s©0∞ = R1 (by definition) and H s©1∞ = H∞. The latter identification
allows us to deduce many properties of P from the corresponding properties of
S∗∞ and vice versa and will be used freely in what follows.

Following [3, 16] we define F k as the space of all functions f : E → R of the
form

f(x) = φ(〈x, x∗1〉, . . . , 〈x, x∗d〉) (2.2)

for some d � 1, with x∗j ∈ E∗ for all j = 1, . . . , d with φ ∈ Ck
b (R

d). Let

F k
A = {f ∈ F k : x∗j ∈ D(A∗) for all j = 1, . . . , d and 〈 · , A∗Df(·)〉 ∈ Cb(E)}.

It follows from [3, 16] that F 2
A is a core for D(L) in each Lp(E, μ∞) and that for

f, g ∈ F 2
A we have the identity

〈Lf, g〉+ 〈Lg, f〉 = −
∫
E

〈DHf,DHg〉 dμ∞. (2.3)
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Here DH denotes the Fréchet derivative in the direction of H , defined on F 1 by

DHf(x) :=
n∑

j=1

∂φ

∂xj
(〈x, x∗1〉, . . . , 〈x, x∗n〉) i∗x∗j (2.4)

with f and φ as in (2.2). It should be emphasized that DH is not always closable;
various conditions for closability as well as a counterexample are given in [15].
If P is analytic on Lp(E, μ∞) for some/all 1 < p < ∞ (the equivalence being a
consequence of the Stein interpolation theorem), thenDH is closable as an operator
from Lp(E, μ∞) to Lp(E, μ∞;H) [16, Proposition 8.7].

The following necessary and sufficient condition for the L2-Poincaré inequal-
ity is essentially due to Chojnowska-Michalik and Goldys [6] (see also [9, Propo-
sition 10.5.2]). Since the present formulation is slightly more general, for the con-
venience we include the proof which follows the lines of [6].

Proposition 2.2 (Poincaré inequality, the case p = 2). Let Assumption 2.1 hold
and fix a number ω > 0. If DH is closable as a densely defined operator in
L2(E, μ∞), then the following assertions are equivalent:

(1) ‖S∞(t)‖ � e−ωt for all t � 0;
(2) The Poincaré inequality

‖f − f‖L2(E,μ∞) �
1√
2ω
‖DHf‖L2(E,μ∞), f ∈ D(DH),

holds. Here, f =
∫
E f dμ∞.

Proof. (1)⇒(2): Since t �→ eωtS∗∞(t) is a C0-contraction semigroup, by second
quantisation the same is true for the direct sum for n � 1 of their n-fold symmetric
tensor products,

⊕
n�1 e

nωtS∗ s©n
∞ (t). Replacing enωt by eωt, the resulting direct

sum
⊕

n�1 e
ωtS∗ s©n∞ (t) is contractive as well. This semigroup is generated by the

part L0 + ω of L + ω in L20(E, μ∞) := L2(E, μ∞) + R1. Thus we obtain the
dissipativity inequality

−〈(L0 + ω)f, f〉 � 0, f ∈ D(L0).

In view of (2.3), this gives the inequality

ω‖f‖22 � −〈L0f, f〉 =
1

2
‖DHf‖22, f ∈ D(L0) ∩F 2

A.

As a consequence,

ω‖f − f‖22 � 1

2
‖DHf‖22, f ∈ F 2

A. (2.5)

It is routine (albeit somewhat tedious) to check that the inequality (2.5)
extends to f ∈ F 1, and since by definition this is a core for D(DH) it extends to
arbitrary elements g ∈ D(DH).

(2)⇒(1): Every x∗ ∈ E∗, when viewed as an element of L2(E, μ∞), satisfies
DHx

∗ = i∗x∗. Moreover, if x∗ ∈ D(A∗), then A∗
∞x

∗ ∈ D(A∗
∞), and therefore
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(identifying H∞ with the first Wiener–Itô chaos) x∗ ∈ D(L) as an element of
L2(E, μ∞).

By specialising the Poincaré inequality to functionals x∗ we obtain the in-
equality

‖i∗∞x∗‖ = ‖x∗‖L2(E,μ∞) �
1√
2ω
‖i∗x∗‖, x∗ ∈ D(A∗).

In the same way, (2.3) takes the form

〈A∗
∞i

∗
∞x

∗, i∗∞x
∗〉 = −1

2
‖i∗x∗‖2, x∗ ∈ D(A∗).

Combining these inequalities, we obtain

−〈A∗
∞i

∗
∞x

∗, i∗∞x
∗〉 � ω‖i∗∞x∗‖2, x∗ ∈ D(A∗).

Since the elements i∗∞x
∗ with x∗ ∈ D(A∗) form a core for D(A∗

∞), this is equivalent
to saying that A∗

∞ + ω is dissipative on H∞. It follows that ‖S∗∞(t)‖ � exp(−ωt)
for all t � 0. �

The main result of this note (Theorem 2.4) asserts that if P is analytic and
A∗

∞ has closed range, then all conditions of Proposition 2.2 are satisfied and the
Poincaré inequality extends to Lp(E, μ∞) for all 1 < p < ∞. To prepare for the
proof we need to recall some preliminary facts. We begin by imposing the following
assumption, which will be in force for the rest of this section.

Assumption 2.3. For some (equivalently, for all) 1 < p < ∞ the semigroup P
extends to an analytic C0-semigroup on Lp(E, μ∞).

The problem of analyticity of P has been studied in several articles [13, 14,
16, 24, 26]. In these, necessary and sufficient conditions for analyticity can be
found. We have already mentioned the fact that if P is analytic on Lp(E, μ∞)
for some/all 1 < p < ∞, then DH is closable as an operator from Lp(E, μ∞) to
Lp(E, μ∞;H). In what follows, DH will always denote this closure and D(DH) its
domain in Lp(E, μ). Note that there is a slight abuse of notation here, as D(DH)
obviously depends on p. The choice of p will always be clear from the context, and
for this reason we prefer not to overburden notations. The same slight abuse of
notation applies to the notation D(L) for the domain of L in Lp(E, μ∞).

From [24] we know that if P is analytic, then the generator L of P can be
represented as

L = D∗
HBDH (2.6)

for a unique bounded operator B on H which satisfies

B +B∗ = −I.
The rigorous interpretation of (2.6) is that for p = 2 the operator −L is the
sectorial operator associated with the closed continuous accretive form

(f, g) �→ −〈BDHf,DHg〉.
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In the sequel we will use the standard fact (which is proved by hypercon-
tractivity arguments) that for each n � 0 the summand H s©n

∞ in the Wiener–Itô
decomposition for L2(E, μ∞) is contained as a closed subspace in Lp(E, μ∞) for
all 1 < p <∞. In view of this we will continue to refer to H s©n

∞ as the nth Wiener
chaos. By an interpolating argument (see [29, Lemma 4.2]) we obtain the estimate
‖P (t)‖p � ‖S∞(t)‖nθp on each of these subspaces, with a constant 0 < θp < 1
depending only on p. Summing over n � 1 and passing to the closure of the linear
span, we obtain the estimate

‖P (t)‖p � ‖S∞(t)‖θp on Lp(E, μ∞)+ R1. (2.7)

Theorem 2.4 (Lp-Poincaré inequality). Let Assumptions 2.1 and 2.3 hold. Then
the following assertions are equivalent:

(1) A∗
∞ has closed range;

(2) there exists ω > 0 such that ‖S∞(t)‖ � e−ωt for all t � 0;
(3) there exist M � 1 and ω > 0 such that ‖S∞(t)‖ �Me−ωt for all t � 0;
(4) there exist M � 1 and ω > 0 such that ‖SH(t)‖ �Me−ωt for all t � 0;
(5) H∞ embeds continuously in H;
(6) for some 1 < p <∞ there exists a finite constant C � 0 such that

‖f − f‖Lp(E,μ∞) � Cp‖DHf‖Lp(E,μ∞), f ∈ D(DH);

(7) for all 1 < p <∞ there exists a finite constant C � 0 such that

‖f − f‖Lp(E,μ∞) � Cp‖DHf‖Lp(E,μ∞), f ∈ D(DH).

In what follows we will say that the Lp-Poincaré inequality holds if condition
(7) is satisfied.

Before we start with the proof we recall some further useful facts. Firstly, on
the first Wiener chaos, (2.6) reduces to the identity

A∗
∞ = V ∗BV,

where V is the closure of the mapping i∗∞x
∗ �→ i∗x∗; see [15, 25, 26]. Secondly, in

[26] it is shown that Assumption 2.3 implies that S maps H into itself and that
its restriction to H extends to a bounded analytic C0-semigroup on H . We shall
denote this semigroup by SH and its generator by AH .

Proof of Theorem 2.4. (1)⇒(3): Let us first observe that the strong stability of
S∗∞ [16, Proposition 2.4] implies that N(A∗

∞) = {0}.
Suppose next that some h ∈ H∞ annihilates the range of A∗

∞. As 〈A∗
∞g, h〉 =

〈V ∗BV g, h〉 = 0 for all g ∈ D(A∗∞), it follows that h ∈ D(V ) and 〈BV ∗g, V h〉 = 0
for all g ∈ D(A∗

∞). Using that D(A∗
∞) is a core for D(V ) (see [25]), it follows

that 〈BV ∗g, V h〉 = 0 for all g ∈ D(V ). In particular, 〈BV ∗h, V h〉 = 0. Since also
〈BV ∗h, V h〉 = − 1

2‖V h‖2 by the identity B+B∗ = −I, it follows that V h = 0 and
therefore h ∈ N(A∗

∞) = N(V ). But we have already seen that N(A∗
∞) = {0} and

we conclude that h = 0.
This argument proves that R(A∗∞) is dense. Since by assumption A∗∞ has

closed range, it follows that A∗
∞ is surjective. As we observed at the beginning of
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the proof, A∗
∞ is also injective, and therefore A∗

∞ is boundedly invertible by the
closed graph theorem. Since A∗

∞ generates an analytic C0-contraction semigroup,
the spectral mapping theorem for analytic C0-semigroups (see [12]) implies that
S∗∞ is uniformly exponentially stable.

(3)⇒(7): Fix an arbitrary 1 < p <∞. Fix a function f ∈ F 0 and let 1
p +

1
q . Then

‖f − f‖ = sup
‖g‖q�1
g=0

|〈f − f, g〉| = sup
‖g‖q�1
g=0

|〈f − f, g − g〉| = sup
‖g‖q�1
g=0

|〈f, g − g〉|,

where it suffices to consider functions g ∈ F 0. Next we observe that, by (2.7),

〈f, g − g〉 = lim
t→∞〈f, g − P (t)g〉.

Following an argument in [22, Lemma 3] we have

〈f, g − P (t)g〉 = −
∫ t

0

〈f, LP (s)g〉 ds = −
∫ t

0

〈DHf,BDHP (s)g〉 ds.

If in addition g = 0 (i.e., if g ∈ Lp(E, μ∞)+ R1), then for all t � 1 we have

|〈f, g − P (t)g〉| � ‖B‖‖DHf‖p
(∫ 1

0

+

∫ ∞

1

)
‖DHP (s)g‖q ds

� ‖DHf‖p
( ∫ 1

0

1√
s
‖g‖q ds+ ‖DHP (1)‖

∫ ∞

0

e−ωθq‖g‖q ds
)
.

where we used the gradient estimates of [25] and (2.7). Taking the supremum over
all g ∈ F 0 of Lq-norm 1 with g = 0, this gives

‖f − f‖p � ‖DHf‖p.
Since F 0 is a core for D(DH) this concludes the proof of the implication.

(7)⇒(6): This implication is trivial.

(6)⇒(3): This follows from Proposition 2.2 along with the fact that H∞ is isomor-
phic to the first Wiener–Itô chaos in Lp(E, μ∞).

(3)⇒(1): The uniform exponential stability of S∗∞ implies that A∗∞ is boundedly
invertible.

(3)⇔(4)⇔(5): These equivalences have been proved in [16, Theorem 5.4].

(7)⇒(2): This follows from Proposition 2.2.

(2)⇒(3): Trivial. �
The equivalent conditions of the theorem do not in general imply the existence

of an ω > 0 such that ‖SH(t)‖ � e−ωt for all t � 0:

Example 2.5. Consider the Dirichlet Laplacian Δ on E = L2(−1, 1) and take
H = E. Let S denote the heat semigroup generated by Δ on this space. Fix
ω > 0. As is well known and easy to check, Assumptions 2.1 and 2.3 are satisfied
for the operator Δ−ω. Let us now replace the norm of L2(−1, 1) by the equivalent
(Hilbertian) norm

‖f‖2(r) := ‖f |(−1,0)‖2 + r2‖f |(0,1)‖2,
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where r > 0 is a positive scalar. Starting from an initial condition with support in
(−1, 0), the semigroup sω(t) = e

−ωtS(t) generated by Δ − ω will instantaneously
spread out the support of f over the entire interval (−1, 1). Hence if we fix t0 > 0
and ω > 0 we may choose r0 > 0 so large that

‖Sω(t0)f‖(r) > ‖f‖(r).
As a result, the semigroup Sω is uniformly exponentially stable but not contractive
on L2(−1, 1) endowed with the norm ‖ · ‖(r0).

One could object to this example that there is an equivalent Hilbertian norm
(namely, the original norm of L2(−1, 1)) on which we do have ‖Sω(t)‖ � e−ωt.
There exist examples, however, of bounded analytic Hilbert space semigroups
which are not similar to an analytic contraction semigroup. Such examples may be
realised as multiplication semigroups on a suitable (pathological) Schauder basis
(see, e.g., [21] and the references given there). For such examples, Assumptions
2.1 and 2.3 are again satisfied and we obtain a counterexample that cannot be
repaired by a Hilbertian renorming.

As an application of Theorem 2.4 we have the following sufficient condition
for the validity of the Lp-Poincaré inequality.

Theorem 2.6 (Compactness implies the Lp-Poincaré inequality). Let Assumptions
2.1 and 2.3 hold and fix 1 < p <∞. The following assertions are equivalent:

(1) L has compact resolvent on Lp(E, μ∞);
(2) P is compact on Lp(E, μ∞);
(3) A∞ has compact resolvent on H∞;
(4) S∞ is compact on H∞;
(5) AH has compact resolvent on H;
(6) SH is compact on H.

If these equivalent conditions are satisfied, then the Lp-Poincaré inequality holds
for all 1 < p <∞.

Proof. The equivalences (1)⇔(2), (3)⇔(4), and (5)⇔(6) follow from [12, Theorem
4.29] since P , S∞, and SH are analytic semigroups.

We will prove next that (4) implies the validity of the Lp-Poincaré inequality.
We will use some elementary facts from semigroup theory which can all be found
in [12]. The strong stability of S∗∞ implies that 1 is not an eigenvalue of S∗∞(t) for
any t > 0. Since these operators are compact it follows that 1 �∈ σ(S∗∞(t)), which
in turn implies that 0 �∈ σ(A∗∞) by the spectral mapping theorem for eventually
norm continuous semigroups. By the equality spectral bound and growth bound for
such semigroups, it follows that S∗∞ (and hence also S∞) is uniformly exponentially
stable. We may now apply Theorem 2.4 to obtain the conclusion.

(2)⇒(4): This follows by restricting to the first Wiener–Itô chaos.

(4)⇒(2): We have already seen that (4) implies that S∗∞ is uniformly exponentially
stable. Because of this, the compactness of S∗∞(t) implies, by second quantisation,
the compactness of P (t) on Lp(E, μ∞) (cf. [29, Lemma 4.2]).
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(4)⇒(6): By [16, Theorem 3.5] combined with [28, Proposition 1.3], for each t > 0
the operator S(t) maps H into H∞; we shall denote this operator by SH,∞(t).
Furthermore we have a continuous embedding i∞,H : H∞ ↪→ H [16, Theorem 5.4]
(this result can be applied here since, by what has already been proved, (2) implies
the uniform exponential stability of S∞). Now if S∞ is compact, the compactness
of SH follows from the factorisation

SH(t) = i∞,H ◦ S∞(t/2) ◦ SH,∞(t/2).

(6)⇒(4): We will show that (6) implies that H∞ embeds into H . Once we know
this, (4) follows from the factorisation S∞(t) = SH,∞(t/2) ◦ SH(t/2) ◦ i∞,H .

This concludes the proof of the equivalences of the conditions (1)–(6). To
complete the proof we will now show that these conditions imply the validity of
the Poincaré inequality.

Suppose that h ∈ H is a vector satisfying SH(t)h = h for all t � 0. Since S(t)
maps H into H∞ (see [16, Proposition 2.3]) this means that h ∈ H∞. But then in
E for all t � 0 we have i∞S∞(t)h = iHSH(t)h = iHh = i∞h, so that in H∞ we
obtain S∞(t)h = h for all t � 0. Hence, for all h′ ∈ H∞,

〈h, h′〉H∞ = lim
t→∞〈S∞(t)h, h′〉H∞ = lim

t→∞〈h, S
∗
∞(t)h′〉H∞ = 0

by the strong stability of S∗∞. This being true for all h′ ∈ H∞, it follows that h = 0.
We have thus shown that 1 is not an eigenvalue of SH(t). Having arrived at this
conclusion, the argument given above for S∞ can now be repeated to conclude that
SH is uniformly exponentially stable. Now Theorem 2.4 implies that H∞ embeds
into H . �

Remark 2.7. The equivalence of (4) and (6) for symmetric Ornstein–Uhlenbeck
semigroups follows from [8, Theorem 2.9].

Corollary 2.8. Let 1 < p <∞. If the embedding D(DH) ↪→ Lp(E, μ∞) is compact,
then the Lp-Poincaré inequality holds.

Recall our abuse of notation to denote by D(DH) and D(L) the domains of
closed operators DH and L in Lp(E, μ∞). Necessary and sufficient conditions for
the compactness of the embedding D(DH) ↪→ Lp(E, μ∞) are stated in [15].

Proof. Since D(L) embeds into D(DH) (see [25, Theorem 8.2]) this is immediate
from the previous theorem. �

Our next aim is to show that also an Lp-inequality holds for the adjoint op-
erator D∗

H . Here we view DH as a closed densely defined operator from Lq(E, μ∞)

into R(DH) andD∗
H a closed densely defined operator from R(DH) into Lp(E, μ∞),

1
p + 1

q = 1. The proof relies on some facts that have been proved in [25, 26]. We

start by observing that if Assumptions 2.1 and 2.3 hold, then the semigroup

P (t) := P (t)⊗ S∗H(t)
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extends to a bounded analytic C0-semigroup on Lp(E, μ∞;H), 1 < p < ∞. We

will need the fact that on R(DH) the generator L of this semigroup is given by

L = DHD
∗
HB;

the proof as well as the rigorous interpretation of the right-hand side is given in
the references just quoted.

Theorem 2.9 (Lp-Poincaré inequality for D∗
H). Let Assumptions 2.1 and 2.3 hold.

If the equivalent conditions of Theorem 2.4 are satisfied, then there exists a finite
constant C � 0 such that for all 1 < p <∞ we have

‖f‖Lp(E,μ∞;H) � Cp‖D∗
Hf‖Lp(E,μ∞;H), f ∈ D(D∗

H),

where D∗
H is interpreted as explained above.

Proof. We can follow the proof of Theorem 2.4, this time using that for bounded

cylindrical functions f, g ∈ R(DH) we have

〈f, g − P (t)g〉 = −
∫ t

0

〈f, LP (s)g〉 ds = −
∫ t

0

〈D∗
Hf,D

∗
HBP (s)g〉 ds.

For t � 1 we then have

|〈f, g − P (t)g〉| � ‖D∗
Hf‖p

(∫ 1

0

+

∫ ∞

1

)
‖D∗

HBP (s)g‖q ds

� ‖D∗
Hf‖p

(∫ 1

0

1√
s
‖g‖q ds+ ‖D∗

HBP (1)‖
∫ ∞

0

e−ωθq‖g‖q ds
)
,

this time using the gradient estimates for D∗
HB (cf. the proof of [25, Proposition

9.3] where resolvents are used instead of the semigroup operators) and the uniform
exponential stability of P = P ⊗ S∗H . The proof can be finished along the lines of
Theorem 2.4; this time we use that limt→∞〈f, g − P (t)g〉 = 〈f, g〉. �

3. Examples

Example 3.1 (Finite dimensions and non-degenerate noise). Suppose that H =
E = Rd and let Assumption 2.1 hold. Then H∞ = Rd. Under these assumptions, a
result of Fuhrman [13, Theorem 3.6 and Corollary 3.8] implies that Assumption 2.3
holds. By finite-dimensionality, the conditions of Theorems 2.4 and 2.9 are satisfied.
It follows that the Lp-Poincaré inequalities for DH and D∗

H hold for 1 < p <∞.

Example 3.2 (The self-adjoint case). Suppose that H = E and S is self-adjoint on
E. Then Assumption 2.1 holds if and only if S is uniformly exponentially stable.
In this situation, by [16] also S∞ is self-adjoint and uniformly exponentially stable,
and P is self-adjoint on L2(E, μ∞). In particular, Assumption 2.3 then holds and
therefore the equivalent conditions of Theorem 2.4 are satisfied. It follows that the
Lp-Poincaré inequality holds for 1 < p <∞.
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Example 3.3 (The strong Feller case). Suppose that Assumptions 2.1 and 2.3 hold,
and that P is strongly Feller. As is well known, this is equivalent to the condition
that for each t > 0 the semigroup operator S(t) maps E into the reproducing
kernel Hilbert space Ht associated with μt, the centred Gaussian Radon measure
on E whose covariance operator Qt ∈ L (E∗, E) is given by

〈Qtx
∗, y∗〉 =

∫ t

0

〈QS∗(s)x∗, S∗(s)y∗〉 ds, x∗, y∗ ∈ E∗.

These measures exist by a standard covariance domination argument (note that
〈Qtx

∗, x∗〉 � 〈Q∞x∗, x∗〉). By [28] we have a contractive embedding ii,∞ : Ht ↪→
H∞. Then S∞(t) = it,∞ ◦S(t)◦ i∞, where i∞ : H∞ ↪→ E is the inclusion mapping.
The compactness of i∞ : H∞ ↪→ E (this mapping being γ-radonifying; see [30])
implies that S∞(t) is compact for all t > 0, and by a general result from semigroup
theory this implies that the resolvent operators R(λ,A∞) are compact. Similarly
from SH(t) = it,∞i∞,H ◦ S(t) ◦ i∞, where i∞,H : H∞ ↪→ H is the embedding
mapping (see [16, Theorem 5.4] for the proof that this inclusion holds under the
present assumptions) it follows that SH(t) is compact and therefore R(λ,AH) are
compact. It follows that the Lp-Poincaré inequalities for DH and D∗

H hold for
1 < p <∞.

Example 3.4 (The case D(A) ↪→ H∞). Suppose that Assumptions 2.1 and 2.3
hold, and that we have a continuous inclusion D(A) ↪→ H∞. Then R(λ,A∞) =
iAR(λ,A)i∞, where i∞ : H∞ ↪→ E and iA : D(A) ↪→ H∞ are the inclusion
mappings. The compactness of i∞ : H∞ ↪→ E implies that R(λ,A∞) is compact.
It follows that the Lp-Poincaré inequality for DH holds for 1 < p <∞. A similar
argument (using again that H∞ ↪→ H) shows that if the inclusion H ↪→ E is
compact, then R(λ,AH) is compact as well and the Lp-Poincaré inequalities for
DH and D∗

H hold for 1 < p <∞.

In fact the same results hold if D(An) ↪→ H∞ for some large enough n � 1.
We give the argument for n = 2; it is clear from this argument that we may proceed
inductively to prove the general case. For n = 2 we repeat the above proof we now
obtain μR(μ,A∞)R(λ,A∞) = μiA2R(μ,A)R(λ,A)i∞, where i∞ : H∞ ↪→ E and
iA2 : D(A2) ↪→ H∞ are the inclusion mappings. It follows that μR(μ,A∞)R(λ,A∞)
is compact for each μ ∈ �(A∞). Passing to the limit μ → ∞, noting that by the
resolvent identity we have∥∥∥μR(μ,A∞)R(λ,A∞)−R(λ,A∞)

∥∥∥
=
∥∥∥ μ

μ− λ(R(λ,A∞)−R(μ,A∞))−R(λ,A∞)
∥∥∥

�
∥∥∥ μ

μ− λR(μ,A∞)
∥∥∥+ ∥∥∥( μ

μ− λ − 1
)
R(λ,A∞)

∥∥∥,
and using that ‖R(ν,A∞)‖ � 1/ν, it follows that R(λ,A∞) is compact, being the
uniform limit of compact operators.
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4. Compactness results

In [5], a condition equivalent to the Poincaré inequality has been used to prove, un-
der an additional Hilbert–Schmidt assumption, the compactness of the semigroup
P ⊗ S∗H on Lp(E, μ∞;H). The importance of this semigroup is apparent from the
proof of Theorem 2.9 and the results in [5, 7, 25, 26] where this semigroup plays a
crucial rôle in identifying the domains of

√
−L and L. Here we wish to show that

the compactness of this semigroup and its resolvent can be deduced under quite
minimal assumptions.

We begin with a lemma which is based on the classical result of Paley [31] and
Marcinkiewicz and Zygmund [27] (see also [33]) that if T is a bounded operator
on a space Lp(ν) and if H is a Hilbert space, then T ⊗ I is bounded on Lp(ν;H)
and ‖T ⊗ I‖ = ‖T ‖. As a direct consequence, if S is a bounded operator on H ,
then T ⊗ S = (T ⊗ I) ◦ (I ⊗ S) is bounded on Lp(ν;H) and ‖T ⊗ S‖ � ‖T ‖‖S‖.

Lemma 4.1. Let 1 � p < ∞. If T is compact on Lp(ν) and S is compact on H,
then T ⊗ S is compact on Lp(ν;H).

Proof. Since compactness can be tested sequentially, there is no loss of generality
in assuming that both Lp(ν) and H are separable. Since separable spaces Lp(ν)
have the approximation property, by [23, Theorem 1.e.4] there is a finite rank
operator T ′ on Lp(ν) such that ‖T − T ′‖ < ε. Similarly there is a finite rank
operator S′ on H such that ‖S − S′‖ < ε. Then T ′ ⊗ S′ is a finite rank operator
on Lp(ν;H) and

‖T ′ ⊗ S′ − T ⊗ S‖ � ‖T ′ ⊗ (S′ − S)‖+ ‖(T ′ − T )⊗ S‖ � ε((‖T ‖+ ε) + ‖S‖).

This proves that T⊗S can be uniformly approximated by finite rank operators. �

We now return to the setting of the previous section. Since a semigroup
which is norm continuous for t > 0 is compact for t > 0 if and only if its resolvent
operators are compact, Lemma 4.1 implies:

Proposition 4.2. Let 1 < p < ∞ and suppose that Assumptions 2.1 and 2.3 hold.
If P has compact resolvent on Lp(E, μ∞), then P ⊗ S∗H has compact resolvent on
Lp(E, μ∞;H).

The generator of P ⊗ S∗H equals L ⊗ I + I ⊗ A∗
H . As we have seen, the

compactness of the resolvent of L implies the compactness of the resolvent A∗
H .

Thus the proposition suggests the more general problem whether A ⊗ I + I ⊗ B
has compact resolvent if A and B have compact resolvents. Our final result gives
an affirmative answer for sectorial operators A and B of angle < 1

2π. Recall that
a densely defined closed linear operator A is said to be sectorial operator of angle
< 1

2π if there exists an angle 0 < θ < 1
2π such that {| arg z| > θ} ⊆ �(A) and

sup{| arg z|>θ} ‖zR(z, A)‖ <∞.
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Proposition 4.3. Let 1 � p <∞ and suppose that A and B are sectorial operators
of angle < 1

2π on Lp(ν) and H, respectively. If, for some w0 ∈ �(A) and z0 ∈ �(A),
the operators R(w0, A) and R(z0, B) are compact, then A⊗ I+ I⊗B has compact
resolvent on Lp(ν;H).

Proof. Fix numbers ωA < θA <
1
2π, ωB < θB <

1
2π, where ωA and ωB denote the

angles of sectoriality of A and B. Fix λ ∈ C with | argλ| > θ and fix a number
0 < r < |λ|.

Let γA,r and γB,r be the downwards oriented boundaries of

{|z| < r} ∪ {| arg z| < θA} and {|z| < r} ∪ {| arg z| < θB}.
It follows from [18, Formulas (2.2), (2.3)] and a limiting argument that

R(λ,A⊗ I +B ⊗ I)

=
1

(2πi)2

∫
γB,r

∫
γA,r

1

λ− (w + z)
R(w,A) ⊗R(z,B) dw dz; (4.1)

note that the double integral on the right-hand side converges absolutely.
Given ε > 0 fix R > r so large that∥∥∥ 1

(2πi)2

∫
γB,r∩�BR

∫
γA,r∩�BR

1

λ− (w + z)
R(w,A)⊗R(z,B) dw dz

∥∥∥ < ε,
where BR = {z ∈ C : |z| < R} and �BR is its complement. By Lemma 4.1 and
[34, Theorem 1.3] the operator

1

(2πi)2

∫
γB,r∩BR

∫
γA,r∩BR

1

λ− (w + z)
R(w,A) ⊗R(z,B) dw dz

is compact, as it is the strong integral over a finite measure space of an integrand
with values in the space of compact operators. As a consequence, for each ε > 0 we
obtain that R(λ,A⊗+I ⊗B) = Kε + Lε with Kε compact and Lε bounded with
‖Lε‖ < ε. It follows that the range of the unit ball of Lp(ν;H) under R(λ,A⊗ I+
I ⊗B) is totally bounded and therefore relatively compact. �

The formula (4.1) for the resolvent of the sum of two operators goes back to
Bianchi and Favella [2] who considered bounded A and B. It can be viewed as a
special instance of the so-called joint functional calculus for sectorial operators;
see [20, Theorem 2.2], [19, Theorem 12.12].

Remark 4.4. The above proof easily extends to tensor products of C0-semigroups
on arbitrary Banach spaces, provided one makes appropriate assumptions on the
boundedness of the tensor products of the various bounded operators involved.

Remark 4.5. The same proof may be used to see that if A and B are resolvent
commuting sectorial operators of angle < 1

2π on a Banach space X and if, for some
w0 ∈ �(A) and z0 ∈ �(A), the operator R(w0, A)R(z0, B) is compact on X , then
A+B has compact resolvent on X .
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Abstract. We define type A, type B, type C as well as C∗-semi-finite C∗-
algebras.

It is shown that a von Neumann algebra is a type A, type B, type C or
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1. Introduction

In their seminal works ([27], see also [26]), Murray and von Neumann defined three
types of von Neumann algebras (namely, type I, type II and type III) according to
the properties of their projections. They showed that any von Neumann algebra
is a sum of a type I, a type II, and a type III von Neumann subalgebras. This
classification was shown to be very important and becomes the basic theory for
the study of von Neumann algebras (see, e.g., [20]). Since a C∗-algebra needs
not have any projection, a similar classification for C∗-algebras seems impossible.
There is, however, an interesting classification scheme for C∗-algebras proposed
by Cuntz and Pedersen in [14], which captures some features of the classification
of Murray and von Neumann.

The classification theme of C∗-algebras took a drastic turn after an exciting
work of Elliott on the classification of AF -algebras through the ordered K-theory,
in the sense that two AF -algebras are isomorphic if and only if they have the
same ordered K-theory ([16]). Elliott then proposed an invariant consisting of the
tracial state space and some K-theory datum of the underlying C∗-algebra (called
the Elliott invariant) which could be a suitable candidate for a complete invariant
for simple separable nuclear C∗-algebras. Although it is known recently that it is
not the case (see [38]), this Elliott invariant still works for a very large class of such
C∗-algebras (namely, those satisfying certain regularity conditions as described in
[18]). Many people are still making progress in this direction in trying to find the
biggest class of C∗-algebras that can be classified through the Elliott invariant (see,
e.g., [17, 36]). Notice that this classification is very different from the classification
in the sense of Murray and von Neumann.

In this article, we reconsider the classification of C∗-algebras through the idea
of Murray and von Neumann. Instead of considering projections in a C∗-algebra
A, we consider open projections and we twist the definition of the finiteness of
projections slightly to obtain our classification scheme.

The notion of open projections was introduced by Akemann (in [1]). A pro-
jection p in the universal enveloping von Neumann algebra (i.e., the biduals) A∗∗

of a C∗-algebra A (see, e.g., [37, §III.2]) is an open projection of A if there is an
increasing net {ai}i∈I of positive elements in A+ with limi ai = p in the σ(A∗∗, A∗)-
topology. In the case when A is commutative, open projections of A are exactly
characteristic functions of open subsets of the spectrum of A. In general, there
is a bijective correspondence between open projections of A and hereditary C∗-
subalgebras of A (where a hereditary C∗-subalgebra B corresponds to an open pro-
jection p such that B = pA∗∗p ∩ A; see, e.g., [31, 3.11.10]). Characterisations and
further developments of open projections can be found in, e.g., [2, 3, 4, 9, 15, 30, 33].
Since every element in a C∗-algebra is in the closed linear span of its open pro-
jections, it is reasonable to believe that the study of open projections will provide
fruitful information about the underlying C∗-algebra. Moreover, because of the
correspondence between open projections (respectively, central open projections)
and hereditary C∗-subalgebras (respectively, closed ideals), the notion of strong
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Morita equivalence as defined by Rieffel (see [34] and also [11, 35]) is found to be
very useful in this scheme.

One might wonder why we do not consider the classification of the universal
enveloping von Neumann algebras of C∗-algebras to obtain a classification of C∗-
algebras. A reason is that for a C∗-algebra A, its bidual A∗∗ always contains many
minimum projections (see, e.g., [1, II.17]), and hence a reasonable theory of type
classification cannot be obtained without serious modifications. Furthermore, A∗∗

are usually very far away from A, and information of A might not always be
respected very well in A∗∗; for example, c and c0 have isomorphic biduals, but
the structure of their open projections can be used to distinguish them (see, e.g.,
Example 2.1 and also Proposition 2.3(b)).

As in the case of von Neumann algebras, in order to give a classification
of C∗-algebras, one needs, first of all, to consider a good equivalence relation
among open projections. After some thoughts and considerations, we end up with
the “spatial equivalence” as defined in Section 2, which is weaker than the one
defined by Peligrad and Zsidó in [32] and stronger than the ordinary Murray–von
Neumann equivalence. One reason for making this choice is that it is precisely
the “hereditarily stable version of Murray–von Neumann equivalence” that one
might want (see Proposition 2.7(a)(5)), and it also coincides with the “spatial
isomorphism” of the hereditary C∗-subalgebras (see Proposition 2.7(a)(2)).

Using the spatial equivalence relation, we introduce in Section 3, the notion
of C∗-finite C∗-algebras. It is shown that the sum of all C∗-finite hereditary C∗-
subalgebra is a (not necessarily closed) ideal of the given C∗-algebra. In the case
when the C∗-algebra is B(H) or K(H), this ideal is the ideal of all finite rank
operators on H . Moreover, through C∗-finiteness, we define type A, type B, type
C as well as C∗-semi-finite C∗-algebras, and we study some properties of them. In
particular, we will show that these properties are stable under taking hereditary
C∗-subalgebras, multiplier algebras, unitalization (if the algebra is not unital) as
well as strong Morita equivalence. We will also show that the notion of type A
coincides precisely with the discreteness as defined in [32].

In Section 4, we will compare these notions with some results in the literature
and give some examples. In particular, we show that any type I C∗-algebra (see,
e.g., [31]) is of type A; any type II C∗-algebra (as defined by Cuntz and Pedersen) is
of type B; any semi-finite C∗-algebras (in the sense of Cuntz and Pedersen) is C∗-
semi-finite; any purely infinite C∗-algebra (in the sense of Kirchberg and Rørdam)
with real rank-zero and any separable purely infinite C∗-algebra with stable rank-
one are of type C; and any type C C∗-algebra is of type III (as introduced by
Cuntz and Pedersen). Using our arguments for these results, we also show that
any purely infinite C∗-algebra is of type III. Moreover, a von Neumann algebraM
is a type A, a type B, a type C or a C∗-semi-finite C∗-algebra if and only if M is,
respectively, a type I, a type II, a type III, or a semi-finite von Neumann algebra.

In Section 5, we show that any C∗-algebra A contains a largest type A closed
ideal JAA , a largest type B closed ideal JAB, a largest type C closed ideal JAC as well
as a largest C∗-semi-finite closed ideal JAsf . It is further shown that JAA + JAB is an
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essential ideal of JAsf , and J
A
A + JAB + JAC is an essential ideal of A. On the other

hand, A/JAC is always a C∗-semi-finite C∗-algebra, while B/JBB is always of type

A if one sets B := A/JAC . We also compare J
M(A)
A , J

M(A)
B , J

M(A)
C and J

M(A)
sf with

JAA , JAB, JAC and JAsf , respectively.

Notation 1.1. Throughout this paper, A is a non-zero C∗-algebra, M(A) is the
multiplier algebra of A, Z(A) is the center of A, and A∗∗ is the bidual of A.
Furthermore, Proj(A) is the set of all projections in A, while OP(A) ⊆ Proj(A∗∗)
is the set of all open projections of A. All ideals in this paper are two-sided ideals
(not assumed to be closed unless specified).

If x, y ∈ A∗∗ and E is a subspace of A∗∗, we set xEy := {xzy : z ∈ E},
and denote by E the norm closure of E. For any x ∈ A∗∗, we set herA(x) to be
the hereditary C∗-subalgebra x∗A∗∗x ∩ A of A (note that if u ∈ A∗∗ is a partial
isometry, then herA(u) = u∗A∗∗u ∩ A = {x ∈ A : x = u∗uxu∗u} = herA(u

∗u)).
When A is understood, we will use the notation her(x) instead. Moreover, px is the
right support projection of a norm one element x ∈ A, i.e., px is the σ(A∗∗, A∗)-
limit of {(x∗x)1/n}n∈N and is the smallest open projection in A∗∗ with xpx = x.

2. Spatial equivalence of open projections

In this section, we will consider a suitable equivalence relation on the set of open
projections of a C∗-algebra. Let us start with the following example, which shows
that the structure of open projections is rich enough to distinguish c and c0, while
they have isomorphic biduals (see Proposition 2.3(b) below for a more general
result).

Example 2.1. The sets of open projections of c0 and c can be regarded as the
collections X and Y, of open subsets of N and of open subsets of the one point
compactification of N, respectively. As ordered sets, X and Y are not isomorphic.
In fact, suppose on the contrary that there is an order isomorphism Ψ : Y → X.
Then Ψ(N) is a proper open subset ofN. Let k /∈ Ψ(N) and U ∈ Y with Ψ(U) = {k}.
As U is a minimal element, it is a singleton set. Thus, U ⊆ N, which gives the
contradiction that {k} ⊆ Ψ(N).

Secondly, we give the following well-known remarks which says that open
projections and the hereditary C∗-subalgebras they define, are “hereditarily in-
variant”. These will clarify some discussions later on.

Remark 2.2. Let B ⊆ A be a hereditary C∗-subalgebra and e ∈ OP(A) be the
open projection with herA(e) = B.

(a) For any p ∈ Proj(B∗∗), one has herB(p) = herA(p).
(b) OP(B) = OP(A) ∩ B∗∗. In fact, if p ∈ OP(A) ∩ B∗∗ and {ai}i∈I is an ap-

proximate unit in herA(p) = herB(p), then {ai}i∈I will σ(B∗∗, B∗)-converge
to p and p ∈ OP(B).
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(c) If z ∈ A satisfying zz∗, z∗z ∈ B, then z ∈ B. In fact, as z∗z ∈ herA(e) =
eA∗∗e ∩ A, by considering the polar decomposition of z, we see that ze = z.
Similarly, we have ez = z.

(d) If f ∈ OP(A), the open projections corresponding to her(e)∩ her(f) and the
hereditary C∗-subalgebra generated by her(e) + her(f) are e ∧ f and e ∨ f
respectively.

Let jA : M(A) → A∗∗ be the canonical ∗-monomorphism, i.e., jA(x)(f) =

f̃(x) (x ∈ M(A), f ∈ A∗), where f̃ ∈ M(A)∗ is the unique strictly continuous
extension of f . The proposition below can be regarded as a motivation behind the
study of C∗-algebras through their open projections. It could be a known result
(especially, part (a)). However, since we need it for the equivalence of (1) and (5)
in Proposition 2.7(a), we give a proof here for completeness.

Proposition 2.3. Suppose that A and B are C∗-algebras, and Φ : A∗∗ → B∗∗ is a
∗-isomorphism.

(a) If Φ
(
jA(M(A))

)
= jB(M(B)), then Φ(A) = B.

(b) If Φ(OP(A)) = OP(B), then Φ(A) = B.

Proof. (a) Let pA ∈ OP(M(A)) such that herM(A)(pA) = A. It is not hard to verify

that pA is the support of j̃A, where j̃A : M(A)∗∗ → A∗∗ is the ∗-epimorphism
induced by jA. Consider Ψ := j−1

B ◦Φ|jA(M(A)) ◦jA :M(A)→M(B) (which is well

defined by the hypothesis). Since jB ◦Ψ = Φ|jA(M(A)) ◦ jA, we see that j̃B ◦Ψ∗∗ =

Φ◦ j̃A (as Φ is automatically weak-*-continuous). Thus, j̃B(Ψ
∗∗(pA)) = 1B∗∗ which

implies Ψ∗∗(pA) ≥ pB. Similarly,

(Ψ∗∗)−1(pB) = (j−1
A ◦ Φ−1|jB(M(B)) ◦ jB)∗∗(pB) ≥ pA

and we have Ψ∗∗(pA) = pB. Consequently, Ψ(herM(A)(pA)) = herM(B)(pB) as
required.

(b) If a ∈ M(A)sa and U is an open subset of σ(a) = σ(Φ(jA(a))), then
χU (Φ(jA(a))) = Φ(χU (jA(a))) is an element of OP(B) (by [5, Theorem 2.2] and
the hypothesis). Thus, by [5, Theorem 2.2] again, we have Φ(jA(a)) ∈ jB(M(B)).
A similar argument shows that Φ−1(jB(M(B))) ⊆ jA(M(A)). Now, we can apply
part (a) to obtain the required conclusion. �
Remark 2.4. Note that if A and B are separable and Ψ : M(A) → M(B) is a
∗-isomorphism, then Ψ(A) = B, by a result of Brown in [10]. However, the same
result is not true if one of them is not separable (e.g., take A =M(B) and Ψ = id,
where B is non-unital). Proposition 2.3(a) shows that one has Ψ(A) = B if (and
only if) Ψ extends to a ∗-isomorphism from A∗∗ to B∗∗.

We now consider a suitable equivalence relation on OP(A). A naive choice is
to use the original “Murray–von Neumann equivalence” ∼Mv. However, this choice
is not good because [23] tells us that two open projections that are Murray–von
Neumann equivalent might define non-isomorphic hereditary C∗-subalgebras. On
the other hand, one might define p ∼her q (p, q ∈ OP(A)) whenever her(p) ∼= her(q)
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as C∗-algebras. The problem of this choice is that two distinct open projections of
C([0, 1]) can be equivalent (if they correspond to homeomorphic open subsets of
[0, 1]), which means that the resulting classification, even if possible, will be very
different from the Murray–von Neumann classification.

After some thoughts, we end up with an equivalence relation ∼sp on OP(A):
p ∼sp q if there is a partial isometry v ∈ A∗∗ satisfying

v∗ herA(p)v = herA(q) and v herA(q)v
∗ = herA(p).

Note that this relation is precisely the “hereditarily stable version” of the Murray–
von Neumann equivalence (see Proposition 2.7(a)(5) below and the discussion
following it).

In [32, Definition 1.1], Peligrad and Zsidó introduced another equivalence
relation on Proj(A∗∗): p ∼PZ q if there is a partial isometry v ∈ A∗∗ such that

p = vv∗, q = v∗v, v∗ herA(p) ⊆ A and v herA(q) ⊆ A. (2.1)

It is not difficult to see that ∼PZ is stronger than ∼sp, and a natural description
of ∼PZ on the set of range projections of positive elements of A is given in [29,
Proposition 4.3]. Moreover, we also gave in [28, Proposition 3.1] an equivalent
description of ∼PZ that is similar to ∼sp but use right ideals instead of hereditary
C∗-subalgebras. However, it is now known that ∼PZ and ∼sp are actually different
even for very simple kind of C∗-algebras (see [28, Theorem 5.3]). We decide to
use ∼sp as it seems to be more natural in the way of using open projections (see
Proposition 2.7(a) below).

Let us start with an extension of ∼sp to the whole of Proj(A∗∗).

Definition 2.5. We say that p, q ∈ Proj(A∗∗) are spatially equivalent with respect
to A, denoted by p ∼sp q, if there exists a partial isometry v ∈ A∗∗ satisfying

p = vv∗, q = v∗v, v∗ herA(p)v = herA(q) and v herA(q)v
∗ = herA(p).

(2.2)
In this case, we also say that the hereditary C∗-subalgebras herA(p) and herA(q)
are spatially isomorphic.

It might happen that her(p) = 0 but p �= 0 and this is why we need to
consider the first two conditions in (2.2). We will see in Proposition 2.7(a) that
the first two conditions are redundant if p and q are both open projections.

Obviously, ∼sp is stronger than ∼Mv (for elements in Proj(A∗∗)). Moreover,
if p ∼sp q, then x �→ v∗xv is a ∗-isomorphism from her(p) to her(q), which means
that ∼sp is stronger than ∼her in the context of open projections.

A good point of the spatial equivalence is that open projections are stable
under ∼sp, as can be seen in part (b) of the following lemma.

Lemma 2.6.

(a) ∼sp is an equivalence relation in Proj(A∗∗).



A Murray–von Neumann Type Classification of C∗-algebras 375

(b) Let p, q ∈ Proj(A∗∗) and u ∈ A∗∗ be a partial isometry. If p is open, u∗pu =
q, herA(p) ⊆ u herA(q)u∗ and herA(q) ⊆ u∗ herA(p)u, then q is open and
p ∼sp q. Consequently, if p ∼sp q and p is open, then q is open.

(c) If B ⊆ A is a hereditary C∗-subalgebra and p, q ∈ Proj(B∗∗), then p and
q are spatially equivalent with respect to B if and only if they are spatially
equivalent with respect to A.

Proof. (a) It suffices to verify the transitivity. Suppose that p, q and v are as in
Definition 2.5. If w ∈ A∗∗ and r ∈ Proj(A∗∗) satisfy that

p = w∗w, r = ww∗, w herA(p)w
∗ = herA(r) and w∗ herA(r)w = herA(p),

then the partial isometry wv gives the equivalence r ∼sp q.

(b) As p is open and herA(p) is contained in the weak-*-closed subspace uA∗∗u∗,
one has p ≤ uu∗. Let v := pu. Then vv∗ = p and v∗v = u∗pu = q. Moreover, it is
clear that herA(p) ⊆ v herA(q)v∗ and herA(q) ⊆ v∗ herA(p)v. Now, it is easy to see
that the relations in (2.2) are satisfied. Furthermore, if {ai}i∈I is an approximate
unit in herA(p), then {v∗aiv} is an increasing net in herA(q) that weak-*-converges
to v∗pv = q, and so q is open. The second statement follows directly from the
first one.

(c) Suppose that p and q are spatially equivalent with respect to A and v ∈ A∗∗

satisfies the relations in (2.2). As vv∗, v∗v ∈ B∗∗, Remark 2.2(c) tells us that
v ∈ B∗∗. Now the equivalence follows from Remark 2.2(a). �
Proposition 2.7.

(a) If p, q ∈ OP(A), the following statements are equivalent.
(1) p ∼sp q.
(2) her(q) = u∗ her(p)u and her(p) = u her(q)u∗ for a partial isometry
u ∈ A∗∗.

(3) her(q) ⊆ u∗ her(p)u and her(p) ⊆ u her(q)u∗ for a partial isometry
u ∈ A∗∗.

(4) q ≤ v∗v and v her(q)v∗ = her(p) for a partial isometry v ∈ A∗∗.
(5) There is a partial isometry w ∈ A∗∗ such that p = ww∗ and

{w∗rw : r ∈ OP(A); r ≤ p} = {s ∈ OP(A) : s ≤ q}.
(b) If M is a von Neumann algebra and p, q ∈ Proj(M), then p ∼sp q if and only

if p ∼Mv q as elements in Proj(M).

Proof. (a) The implications (1)⇒ (2)⇒ (3) and (1)⇒ (4) are clear.

(3) ⇒ (1). Since q is open, one has q ≤ u∗u. Thus, (uq)∗uq = q and Statement
(3) also holds when u is replaced by uq. As p is also open, a similar argument
shows that p ≤ uqu∗ and Statement (3) holds if we replace u by v := puq and that
p = vv∗. Furthermore, since vqv∗ = vv∗ = p, Lemma 2.6(b) tells us that p ∼sp q.

(4)⇒ (2). This follows from v∗ her(p)v = v∗v her(q)v∗v = her(q).

(1) ⇒ (5). Notice that OP(her(p)) = {r ∈ OP(A) : r ≤ p} (see Remark 2.2(b)).
Suppose that v ∈ A∗∗ satisfies (2.2) and r ∈ OP(her(p)). If {ai}i∈I is an increasing
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net in her(p) that σ(A∗∗, A∗)-converge to r, then {v∗aiv}i∈I is an increasing net
in her(q) that σ(A∗∗, A∗)-converge to v∗rv and hence v∗rv ∈ OP(her(q)). The
argument for the other inclusion is similar.

(5) ⇒ (1). By Statement (5), we have q = w∗pw, and the map Φ : x �→ w∗xw
is a ∗-isomorphism from her(p)∗∗ to her(q)∗∗. By Proposition 2.3(b), we see that
Φ(her(p)) = her(q) and Statement (4) holds.

(b) If p ∼sp q, then p ∼Mv q as elements in Proj(M∗∗), which implies that p ∼Mv

q as elements in Proj(M) (by considering the canonical ∗-homomorphism ΛM :
M∗∗ → M). Conversely, if v ∈ M satisfying p = vv∗ and q = v∗v, then clearly
v∗ her(p)v = her(q). �

One can reformulate Statement (5) of Proposition 2.7(a) in the following way.

There is a partial isometry w ∈ A∗∗ that induces Murray–von Neumann
equivalences between open subprojections of p (including p) and open
subprojections of q (including q).

Therefore, one may regard ∼sp as the “hereditarily stable version” of the Murray–
von Neumann equivalence. Moreover, if v ∈ A∗∗ satisfies the relations in (2.2), then
by Lemma 2.6(b), r ∼sp v

∗rv for all r ∈ OP(her(p)), which means that spatial
equivalence is automatically “hereditarily stable”.

Remark 2.8. (a) Let p, q ∈ Proj(A∗∗). We call the unique pint ∈ OP(A) with
her(p) = her(pint) the interior of p. By the bijective correspondence between
hereditary C∗-subalgebras and open projections, pint is the largest open projection
dominated by p. As a direct consequence of Proposition 2.7(a), we know that
pint ∼sp qint if and only if

her(q) ⊆ u∗ her(p)u and her(p) ⊆ u her(q)u∗ for a partial isometry
u ∈ A∗∗.

(b) Suppose that p, q ∈ OP(A). One might attempt to define p � sp q if there
is q1 ∈ OP(A) with p ∼sp q1 ≤ q. However, unlike the Murray–von Neumann
equivalence situation, p � sp q and q � sp p does not imply that p ∼sp q. This can
be shown by using a result of Lin. More precisely, it was shown in [23, Theorem 9]
that there exist a separable unital simple C∗-algebra A as well as p ∈ Proj(A) and
u ∈ A such that uu∗ = 1 and p1 = u∗u ≤ p, but her(p) and A are not ∗-isomorphic.
In particular, p �sp 1. Now, we clearly have p � sp 1. On the other hand, as u ∈ A,
we have

u∗Au = her(p1) and u her(p1)u
∗ = A,

which implies that 1 � sp p.

This example also shows that the same problematic situation appears even
if we replace ∼sp with the stronger equivalence relation ∼PZ as defined in (2.1)
(because u ∈ A). Nevertheless, it was shown in [32, Theorem 1.13] that a weaker
conclusion holds if one adds an extra assumption on either p or q, but we will not
recall the details here.
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Let us end this section with the following well-known example. We give an
explicit argument here for future reference. Note that parts (a) and (b) of it mean
that if a, b ∈ A+ are equivalent in the sense of Blackadar (i.e., there exists x ∈ A
with a = x∗x and b = xx∗; see, e.g., [29, Definition 2.1]), then their support
projections are spatially equivalence (which is also a corollary of [29, Proposition
4.3], since ∼PZ is stronger than ∼sp).

Example 2.9. Suppose that x ∈ A with ‖x‖ = 1. Set a = x∗x and b = xx∗. Let
x = ua1/2 be the polar decomposition.

(a) It is easy to see that aAa = u∗(xAx∗)u and xAx∗ = u(aAa)u∗, i.e., xAx∗ is
spatially isomorphic to aAa (by Proposition 2.7(a)).

(b) Notice that u(aAa)u∗ = xAx∗ ⊇ xx∗Axx∗ ⊇ xx∗xAx∗xx∗ ⊇ ua3/2Aa3/2u∗ =

u(aAa)u∗, and we have xAx∗ = bAb. Similarly, x∗Ax = aAa and x∗A∗∗x = aA∗∗a,
which implies that her(x) = her(a). On the other hand, as aAa is a hereditary C∗-
subalgebra of her(a) and {a1/k}k∈N is a sequence in aAa which is an approximate
unit for her(a), one has aAa = her(a). Consequently, her(x) = x∗Ax.

(c) Suppose that B ⊆ A is a hereditary C∗-subalgebra and x ∈ B. Since aAa =

a2Aa2, we see that aBa = aAa. Therefore, herB(x) = herA(x) by part (b).

3. C∗-semi-finiteness and three types of C∗-algebras

As in the case of von Neumann algebras ([27]), in order to define different “types” of
C∗-algebras, we need to define “abelian” and “finite” open projections. “Abelian”
open projections are defined in the same way as that of von Neumann algebras.
However, in order to define “finite” open projections, we need to use our “hered-
itarily stable version” of Murray–von Neumann equivalence in Section 2. Note
that one cannot go very far with the original Murray–von Neumann equivalence,
because there exist p, q ∈ OP(A) with p ∼Mv q but her(p) and her(q) are not
isomorphic (see [23]). Moreover, one cannot use a direct verbatim translation of
the Murray–von Neumann finiteness.

Definition 3.1.

(a) Let q ∈ OP(A) and p ∈ Proj(qA∗∗q). The closure of p in q, denoted by p̄q, is
the smallest closed projection of her(q) that dominates p.

(b) Let p, q ∈ OP(A) with p ≤ q. The projection p is said to be

i. dense in q if p̄q = q;
ii. abelian if her(p) is a commutative C∗-algebra;
iii. C∗-finite if for any r, s ∈ OP(her(p)) with r ≤ s and r ∼sp s, one has
r̄s = s.

If p is dense in q, we say that her(p) is essential in her(q). We denote by OPC(A)
and OPF(A) the set of all abelian open projections and the set of all C∗-finite
open projections of A, respectively.
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The terminology “p is dense in q” is used in many places (e.g., [32]), while
the terminology “essential” comes from [39].

Some people might wonder why we do not use the finiteness as defined in
[14]. The reason is that we want to give a classification scheme for C∗-algebras
using open projections (and the definition of finiteness in [14] seems not related to
open projections).

Remark 3.2. Let p ∈ OP(A).

(a) Suppose that p is abelian. If r, s ∈ OP(her(p)) satisfying r ≤ s and r ∼sp s,
then r = s. Thus, p is C∗-finite.
(b) If her(p) is finite dimensional, then p is C∗-finite.
(c) One might ask why we do not define C∗-finiteness of p in the following way:
for any r ∈ OP(her(p)) with r ∼sp p, one has r̄p = p. The reason is that the
stronger condition in Definition 3.1(b) can ensure every open subprojection of
a C∗-finite projection being C∗-finite. Such a phenomena is automatic for von
Neumann algebras.

(d) A hereditary C∗-subalgebra B ⊆ A is essential in A if and only if for any
non-zero hereditary C∗-subalgebra C ⊆ A, one has B · C �= {0}. Thus, a closed
ideal I ⊆ A is essential in the sense of Definition 3.1 if and only it is essential in
the usual sense (i.e., any non-zero closed ideal of A intersects I non-trivially).

Definition 3.3. A C∗-algebra A is said to be:

i. C∗-finite if 1 ∈ OPF(A);
ii. C∗-semi-finite if every element in OP(A) \ {0} dominates an element in

OPF(A) \ {0};
iii. of Type A if every element in OP(A)∩ Z(A∗∗) \ {0} dominates an element in

OPC(A) \ {0};
iv. of Type B if OPC(A) = {0} but each element in OP(A) ∩ Z(A∗∗) \ {0}

dominates an element in OPF(A) \ {0};
v. of Type C if OPF(A) = {0}.

Let us give an equivalent form of the above abstract definition through the re-
lation between open projections (respectively, central open projections) and hered-
itary C∗-subalgebras (respectively, ideals). A C∗-algebra A is

• C∗-finite if and only if for each hereditary C∗-subalgebra B ⊆ A, every
hereditary C∗-subalgebra of B that is spatially isomorphic to B is essential
in B;

• C∗-semi-finite if and only if every non-zero hereditary C∗-subalgebra of A
contains a non-zero C∗-finite hereditary C∗-subalgebra;

• of type A if and only if every non-zero closed ideal of A contains a non-zero
abelian hereditary C∗-subalgebra;

• of type B if and only if A does not contain any non-zero abelian hereditary
C∗-subalgebra and every non-zero closed ideal of A contains a non-zero C∗-
finite hereditary C∗-subalgebra;
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• of type C if and only if A does not contain any non-zero C∗-finite hereditary
C∗-subalgebra.

Remark 3.4. Suppose that A is simple.

(a) A is either of type A, type B or type C.

(b) We will see in Corollary 4.5 that A is of type A if and only if A is of type I (see,
e.g., [31, 6.1.1] for its definition). Moreover, if A is of type II (in the sense of [14]),
then A is of type B (by Proposition 4.7 below), while if A is purely infinite (in the
sense of [13]), then A is of type C (by Proposition 4.11(a) below and [40, Theorem
1.2(ii)]). However, we do not know if the converse of the last two statements hold.

A positive element a ∈ A+ is said to be C∗-finite if her(a) (i.e., aAa) is
C∗-finite.

Proposition 3.5.

(a) The sum, C(A), of all abelian hereditary C∗-subalgebras of A is a (not nec-
essarily closed) ideal of A. If C(A)+ := C(A) ∩A+, then C(A) coincides with
the vector space spanC(A)+ generated by C(A)+.

(b) The sum, F(A), of all C∗-finite hereditary C∗-subalgebras of A is a (not nec-
essarily closed) ideal of A. If F(A)+ := F(A)∩A+, then F(A) = spanF(A)+.

(c) If B ⊆ A is a hereditary C∗-subalgebra, then C(B)+ = C(A) ∩ B+ and
F(B)+ = F(A) ∩B+.

Proof. Since parts (a) and (b) follow from the arguments of [31, Proposition 6.1.7],
we will only give the proof for part (c). Moreover, we will only establish the second
equality as the argument for the first one is similar. As KA is a hereditary cone, the
argument of part (b) tells us that F(A)+ = KA. It is clear that F(B) ⊆ F(A)∩B.
Conversely, if w ∈ KA ∩ B and w1, . . . , wn ∈ FA such that w =

∑n
i=1 wi, then

wi ≤ w ∈ B+, which implies that wi ∈ FA ∩ B = FB (see Example 2.9(c)).
Consequently, w ∈ KB as required. �

Clearly, C(A) ⊆ F(A). We will see in Theorem 5.2(d) below that the closed

ideal C(A) is of type A, while F(A) is C∗-semi-finite.

Example 3.6. (a) If A is commutative, then A is of type A and is C∗-finite. More-
over, C(A) = F(A) = A.

(b) Let p ∈ OP(B(�2)) ⊆ B(�2)∗∗ such that her(p) = K(�2) (the C∗-algebra of all
compact operators). Then p �= 1 but her(1−p) = (0). In fact, if T ∈ her(1−p), we
have pT = 0 and ST = SpT = 0 for any S ∈ K(�2), which gives T = 0. Moreover,
p is dense in 1 because K(�2) is an essential closed ideal of B(�2) (see Remark
3.2(d)).

(c) If H is an infinite-dimensional Hilbert space, then K(H) is a C∗-algebra of
type A, which is not C∗-finite but is C∗-semi-finite. In fact, as K(H) is simple and
contains many rank-one projections, it is of type A. On the other hand, suppose
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that e ∈ Proj(K(H)) is a rank-one projection. Then 1 − e ∈ OP(K(H)) ⊆ B(H)
and there is an isometry v ∈ B(H) with vv∗ = 1− e. Thus,

v∗ her(1− e)v = K(H) and 1− e ∼sp 1.

Moreover, as e ∈ Proj(K(H)), we see that 1−e is also a closed projection and hence
it is not dense in 1. Finally, as all hereditary C∗-subalgebras of K(H) are given
by projections in B(H), they are of the form K(K) for some subspaces K ⊆ H .
Hence, K(H) is C∗-semi-finite (see Remark 3.2(b)).

(d) Let H be a Hilbert space. Clearly, Proj(K(H)) ⊆ OPF(B(H)). Hence, if F(H)
is the set of all finite rank operators, then F(H) ⊆ F(B(H)). Suppose that B ⊆
B(H) is a C∗-finite hereditary C∗-subalgebra and p ∈ Proj(B). As p is C∗-finite
and pBp = pB(H)p ∼= B(K) for a subspace K ⊆ H , we see that K is finite
dimensional (see part (c)) and so p ∈ K(H). Since B ⊆ B(H) is a hereditary
C∗-subalgebra, B is generated by its projections. Thus, B is a hereditary C∗-
subalgebra of K(H), and B ∼= K(H ′) for a subspace H ′ ⊆ H . The C∗-finiteness of
B again implies that dimH ′ <∞, and B ⊆ F(H). Consequently,

F(B(H)) = F(H).

On the other hand, since any finite rank projection is a sum of rank-one pro-
jections and any rank-one projection belongs to C(B(H)), we see that F(H) =
C(B(H)) = F(B(H)). Furthermore, by Proposition 3.5(c), we also have F(K(H)) =
C(K(H)) = F(H).

Remark 3.7. Let e ∈ OP(A) and z(e) be the central support of e in A∗∗.
(a) z(e) = supu∈UM(A)

ueu∗ (see, e.g., [31, Lemma 2.6.3]), and z(e) is an open

projection (see Remark 2.2(d)) with her(z(e)) being the smallest closed ideal con-
taining her(e).

(b) Recall that B := her(e) ⊆ A is said to be full if her(z(e)) = A. In this case, B
is strongly Morita equivalent to A (see, e.g., [35]). Consequently, her(e) is always
strongly Morita equivalent to her(z(e)).

The following provides an important tool to us in this paper. An essential
ingredient of its proof (in particular, part (b)) is a result of Peligrad and Zsidó in
[32].

Proposition 3.8. Let A and B be two strongly Morita equivalent C∗-algebras.
(a) A contains a non-zero abelian hereditary C∗-subalgebra if and only if B does.
(b) A contains a non-zero C∗-finite hereditary C∗-subalgebra if and only if B

does.

Proof. There exist a C∗-algebra D and e ∈ Proj(M(D)) such that both A and B
are full hereditary C∗-subalgebras of D and we have

A ∼= eDe and B ∼= (1− e)D(1 − e)
(see, e.g., [8, Theorem II.7.6.9]). Thus, z(e) = 1 = z(1− e).
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(a) It suffices to show that A contains a non-zero abelian hereditary C∗-subalgebra
whenever D does. Let p ∈ OPC(D) \ {0}. As pz(e) = p �= 0, we see that pueu∗ �= 0
for some u ∈ UM(D). By replacing p with u∗pu, we may assume that pe �= 0, and
hence e herD(p)e �= (0). If x, y ∈ herD(p) and {bj}j∈I is an approximate unit of
herD(p), then biebj ∈ herD(p) which implies that

xey = limxbiebjy = lim ybiebjx = yex.

Consequently, e herD(p)e is an abelian hereditary C∗-subalgebra of A.

(b) It suffices to show that if D contains a non-zero C∗-finite hereditary C∗-
subalgebra, then so does A. Suppose that p ∈ OPF(D) \ {0}. By [32, Theorem
1.9], there exist e0, e1 ∈ OP(herD(e)) and p0, p1 ∈ OP(herD(p)) satisfying

e0 + e1
e
= e, p0 + p1

p
= p, z(e0)z(p0) = 0 and e1 ∼PZ p1.

Suppose that p1 = 0. Then e1 = 0 and z(e0) is dense in z(e) = 1 (by [32, Lemma
1.8]). This implies that z(p0) = 0, and we have a contradiction that p0 = 0 is
dense in the non-zero open projection p. Therefore, p1 �= 0 and is C∗-finite. Since
herD(e1) ∼= herD(p1) (note that ∼PZ is stronger than ∼sp), we see that herD(e1)
is a non-zero C∗-finite hereditary C∗-subalgebra of A = herD(e). �

One may also use the argument of part (b) to obtain part (a), but we keep
the alternative argument since it is also interesting.

Suppose that E is a full Hilbert A-module implementing the strong Morita
equivalence between A and B, i.e., B ∼= KA(E) (see, e.g., [22]). If I is a closed
ideal of A, then EI is a full Hilbert I-module and KI(EI) is a closed ideal of B.

We recall from [32, Definition 2.1] that A is said to be discrete if any non-zero
open projection of A dominates a non-zero abelian open projection.

Theorem 3.9.

(a) Let A and B be two strongly Morita equivalent C∗-algebras. Then A is of
type A (respectively, type B or type C) if and only if B is of the same type.

(b) A C∗-algebra A is of type A if and only if it is discrete.

Proof. (a) Suppose that A is of type B. If OPC(B) �= {0}, then OPC(A) �= {0}
(because of Proposition 3.8(a)), which is a contradiction. Let J be a non-zero
closed ideal of B. As in the paragraph above, the strong Morita equivalence of A
and B gives a closed ideal J0 of A that is strongly Morita equivalent to J . As J0
contains a non-zero C∗-finite hereditary C∗-subalgebra, so is J (by Proposition
3.8(b)). This shows that B is of type B. The argument for the other two types are
similar and easier.

(b) It suffices to show that if A is of type A, then it is discrete. Let B ⊆ A be a
non-zero hereditary C∗-subalgebra and J ⊆ A be the closed ideal generated by B
(which is strongly Morita equivalent to B; see Remark 3.7(b)). As J contains a
non-zero abelian hereditary C∗-subalgebra, so does B (by Proposition 3.8(a)). �

The following result follows from Proposition 3.8(b) and the argument of
Theorem 3.9.
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Corollary 3.10.

(a) A is C∗-semi-finite if and only if any non-zero closed ideal of A contains a
non-zero C∗-finite hereditary C∗-subalgebra.

(b) If A is strongly Morita equivalent to a C∗-semi-finite C∗-algebra, then A is
also C∗-semi-finite.

(c) A is of type B if and only if it is C∗-semi-finite and anti-liminary (i.e., it
does not contain any non-zero commutative hereditary C∗-subalgebra).

Remark 3.11. (a) As in the case of von Neumann algebra, strong Morita equiva-
lence does not preserve C∗-finiteness. In fact, for any C∗-algebra A, the algebra
A⊗K(�2) is not C∗-finite (using the same argument as Example 3.6(c); note that
1 ⊗ (1 − e) is both an open and a closed projection of A⊗K(�2)). Consequently,
any stable C∗-algebra is not C∗-finite.

(b) By Remark 3.7(b), Theorem 3.9(a) and Corollary 3.10(b), any type A, type B,
type C or C∗-semi-finite hereditary C∗-subalgebra is contained in a closed ideal of
the same type.

Recall that a C∗-algebra A has real rank-zero in the sense of Brown and
Pedersen if the set of elements in Asa with finite spectrum is norm dense in Asa

(see, e.g., [12, Corollary 2.6]). The following result follows from Theorem 3.9(b),
Corollary 3.10(c) as well as the fact that any hereditary C∗-subalgebra of a real
rank-zero C∗-algebra is again of real rank-zero (see, e.g., [12, Corollary 2.8]).

Corollary 3.12. Let A be a C∗-algebra with real rank-zero.

(a) A is of type A if and only if every projection in Proj(A) \ {0} dominates an
abelian projection in Proj(A) \ {0}.

(b) A is of type B if and only if every projection in Proj(A) \ {0} is non-abelian
but dominates a C∗-finite projection in Proj(A) \ {0}.

(c) A is of type C if and only if A does not contain any non-zero C∗-finite pro-
jection.

(d) A is C∗-semi-finite if and only if every projection in Proj(A)\{0} dominates
a C∗-finite projection in Proj(A) \ {0}.

Remark 3.13. Suppose that A is a C∗-finite C∗-algebra with real rank-zero. If
r, p ∈ Proj(A) such that r ≤ p and there exists u ∈ A with uu∗ = r and u∗u = p,
then r ∼sp p and so, r = r̄p = p.

Corollary 3.14. If A is of real rank-zero, then the closures of the ideals C(A) and
F(A) (see Proposition 3.5) are the closed linear spans of abelian projections and
of C∗-finite projections in Proj(A), respectively.

Proof. If B ⊆ A is a C∗-finite hereditary C∗-subalgebra, then B is the closed
linear span of Proj(B) ∩OPF(B). Thus, F(A) lies inside the closed linear span of
Proj(A) ∩ OPF(A). Conversely, it is clear that Proj(A) ∩ OPF(A) ⊆ F(A). The
argument for the statement concerning C(A) is similar. �
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Corollary 3.15. Let A be of type A (respectively, of type B, of type C or C∗-semi-
finite).

(a) If B is a hereditary C∗-subalgebra of A, then B is of type A (respectively, of
type B, of type C or C∗-semi-finite).

(b) If A is a hereditary C∗-subalgebra of A0 that generates an essential ideal
I ⊆ A0, then A0 is of type A (respectively, of type B, of type C or C∗-semi-
finite).

Proof. (a) As any hereditary C∗-subalgebra of B is a hereditary C∗-subalgebra of
A, this result follows directly from the definitions, Theorem 3.9(b) and Corollary
3.10(c).

(b) Note that A is strongly Morita equivalent to I and any hereditary C∗-subal-
gebra of A0 intersects I non-trivially. Thus, this part follows from the definitions,
Theorem 3.9 and Corollary 3.10. �

Consequently, we have the following result.

Corollary 3.16. Suppose that A is non-unital, and Ã is the unitalization of A. Then
A is of type A (respectively, of type B, of type C or C∗-semi-finite) if and only if

Ã is of type A (respectively, of type B, of type C or C∗-semi-finite). The same is

true when Ã is replaced by M(A).

Our next lemma is probably well known, but we give a simple argument here
for completeness.

Lemma 3.17. Let e, f ∈ OP(A) and p, q ∈ OP(A) ∩ Z(A∗∗).

(a) ep ∈ OP(A) and her(ep) = her(e) ∩ her(p).
(b) If e �= 0 and her(e) ⊆ her(p) + her(q), then her(e) ∩ her(p) �= (0) or her(e) ∩

her(q) �= (0).
(c) If z(e)z(f) = 0, then her(e) + her(f) = her(e + f).

Proof. Parts (a) and (c) are obvious (see Remark 2.2(d)). To show part (b), note
that as her(p)+her(q) ⊆ her(p+q−pq), we have e ≤ p+q−pq. If ep = 0 = eq, one
obtains a contradiction that e = e(p + q − pq) = 0. Thus, the conclusion follows
from part (a). �

Lemma 3.18. If {pi}i∈I is a family in OPF(A) with z(pi)z(pj) = 0 for i �= j, then
p :=

∑
i∈I pi ∈ OPF(A).

Proof. It is clear that p is an open projection and z(p) =
∑

i∈I z(pi). Suppose
that r, q ∈ OP(her(p)) with r ≤ q and r ∼sp q. Let u ∈ A∗∗ with q = u∗u and
u her(q)u∗ = her(r). For any i ∈ I, we set qi := z(pi)q, ri := z(pi)r ∈ OP(A)
and ui := z(pi)u. It is easy to see that q =

∑
i∈I qi, r =

∑
i∈I ri, qi = u

∗
i ui and

ri ≤ qi ≤ z(pi)p = pi. By Lemma 3.17(c), we see that

z(pi) her(q) = z(pi)
(
her(qi) + her

(∑
j∈I\{i}qj

))
= her(qi).
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Similarly, z(pi) her(r) = her(ri) and we have ui her(qi)u
∗
i = her(ri). By Proposition

2.7(a), we know that ri ∼sp qi and the C∗-finiteness of pi tells us that ri is dense
in qi. If e ∈ OP(her(q)) with re = 0, then ei := z(pi)e ∈ OP(her(qi)) with riei = 0,
which means that ei = 0 (because ri

qi = qi). Consequently, e =
∑

i∈I ei = 0 and
r is dense in q as required. �

Part (a) of the following result is the equivalence of statements (i) and (iii)
in [32, Theorem 2.3], while part (b) follows from the proof of [32, Theorem 2.3],
Lemma 3.18, Theorem 3.9(a) and Corollary 3.15(b).

Proposition 3.19.

(a) A C∗-algebra A is of type A if and only if there is an abelian hereditary
C∗-subalgebra of A that generates an essential closed ideal of A.

(b) A C∗-algebra A is C∗-semi-finite if and only if there is a C∗-finite hereditary
C∗-subalgebra of A that generates an essential closed ideal of A.

4. Comparison with existing theories

In this section, we compare our “Murray–von Neumann type classification” with
existing results in the literature. Through these comparisons, we obtain many
examples of C∗-algebras of different types. Moreover, we will show that a von
Neumann algebra is a type A, type B, type C or C∗-semi-finite C∗-algebra if and
only if it is, respectively, a type I, type II, type III or semi-finiteness von Neumann
algebra.

4.1. Comparison with type I algebras

Recall that a C∗-algebra A is said to be of type I if for any irreducible repre-
sentation (π,H) of A, one has K(H) ⊆ π(A). We have already seen in Theorem
3.9(b) that type A is the same as discreteness. Thus, the following result is a direct
consequence of [32, Theorem 2.3]. Note that one can also obtain it using Theorem
3.9(a) and [6, Theorems 1.8 and 2.2].

Corollary 4.1. Any type I C∗-algebra is of type A.

The converse of the above is not true even for real rank-zero C∗-algebras, as
can be seen in the following example.

Example 4.2. Example 3.6(c) and Corollary 3.15(b) tell us that B(�2) is of type
A. However, B(�2) is not a type I C∗-algebra (see, e.g., [31, 6.1.2]).

Proposition 4.3.

(a) A is of type I if and only if every primitive quotient of A is of type A.

(b) If A is of type A and contains no essential primitive ideal, then A is of type I.
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Proof. (a) Because of Corollary 4.1 and the fact that quotients of type I C∗-
algebras are also of type I, we only need to show the “if” part. Let π : A →
B(H) be an irreducible representation and B be a non-zero abelian hereditary C∗-
subalgebra of A/ kerπ. If π̃ : A/ kerπ → B(H) is the induced representation, the
restriction π̃B : B → B(π̃(B)H) is non-zero and irreducible. Thus, dim π̃(B)H = 1
and π̃(b) is a rank-one operator (and hence is compact) for any b ∈ B \ {0}. This
shows that π̃(A/ kerπ) ∩K(H) �= (0), and π(A) ⊇ K(H).

(b) Suppose that π : A→ B(H) is an irreducible representation and J is a non-zero
closed ideal of A with J ∩ kerπ = (0). If B ⊆ J is a non-zero abelian hereditary
C∗-subalgebra, the restriction πB : B → B(π(B)H) is non-zero and irreducible.
The same argument as in part (a) tells us that π(A) ⊇ K(H). �

Remark 4.4. (a) Proposition 4.3(a) actually shows that A is of type I if and only
if any primitive quotient contains a non-zero abelian hereditary C∗-subalgebra,
which is likely to be a known fact.

(b) If every quotient of B(�2) were of type A, then Proposition 4.3(a) told us that
B(�2) were a type I C∗-algebra, which contradicted [31, 6.1.2]. Consequently, not
every quotient of a type A C∗-algebra is of type A.

If A is simple and of type A, then by Proposition 4.3(b), it is of type I. This,
together with Example 3.6(c), gives the following.

Corollary 4.5. If A is a simple C∗-algebra of type A, then A = K(H) for some
Hilbert space H. If, in addition, A is C∗-finite, then A = Mn for some positive
integer n.

4.2. Comparison with type II and (semi-)finite C∗-algebras
The following is a direct consequence of Remark 3.4(a) and Corollary 4.5.

Corollary 4.6. Any infinite-dimensional C∗-finite simple C∗-algebra is of type B.

In the following, we compare type B and type C with the notions of type
II and type III as introduced by Cuntz and Pedersen in [14]. Let us recall from
[14, p. 140] that x ∈ A+ is said to be finite if for any sequence {zk}k∈N in A with
x =

∑∞
k=1 z

∗
kzk, the condition

∑∞
k=1 zkz

∗
k ≤ x will imply x =

∑∞
k=1 zkz

∗
k. We also

recall that A is said to be finite (respectively, semi-finite) if every x ∈ A+ \ {0} is
finite (respectively, x dominates a non-zero finite element). Furthermore, A is said
to be of type II if it is anti-liminary and finite, while A is said to be of type III if
it has no non-zero finite elements (see [14, p. 149]).

Let Ts(A) be the set of all tracial states on A. It follows from [14, Theorem
3.4] that Ts(A) separates points of A+ if A is finite.

Proposition 4.7. If Ts(A) separates points of A+, then A is C∗-finite. Conse-
quently, if A is finite, then A is C∗-finite.

Proof. Suppose on the contrary that there exist r, q ∈ OP(A) with r ≤ q, r ∼sp q
but r̄q 	 q. For any τ ∈ Ts(A), if τ̃ is the normal tracial state on A∗∗ extending
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τ , then τ̃ (r) = τ̃ (q) (because r = vv∗ and q = v∗v for some v ∈ A∗∗). Moreover, if
{ai}i∈I is an approximate unit in her(r), one has τ̃ (r) = lim τ(ai). Since r̄

q 	 q,
there exists s ∈ OP(her(q))\{0} with rs = 0. If x ∈ her(s)+ with ‖x‖ = 1, one can
find τ0 ∈ Ts(A) with τ0(x) > 0. Thus, we have τ0(ai)+τ0(x) ≤ τ̃0(q) (as ai+x ≤ q
because aix = 0), which gives the contradiction that τ̃0(r) + τ0(x) ≤ τ̃0(q). �

As in [14], we denote by FA the set of all finite elements in A+. If B ⊆ A is
a hereditary C∗-subalgebra, then

FB = FA ∩B.
In fact, it is obvious that FA ∩ B ⊆ FB . Conversely, suppose that x ∈ FB .
Consider y ∈ A+ and a sequence {zk}k∈N in A satisfying y ≤ x, y =

∑∞
k=1 zkz

∗
k

and x =
∑∞

k=1 z
∗
kzk. Since B+ is a hereditary cone of A+, we have y ∈ B+ and

z∗kzk, zkz
∗
k ∈ B+ (k ∈ N). By Remark 2.2(c), we know that zk ∈ B and so, y = x

as required.

Corollary 4.8.

(a) A is semi-finite if and only if every non-zero hereditary C∗-subalgebra of A
contains a non-zero finite hereditary C∗-subalgebra.

(b) If A is semi-finite (respectively, of type II), then A is C∗-semi-finite (respect-
ively, of type B).

Proof. (a) For the necessity, let B ⊆ A be a non-zero hereditary C∗-subalgebra.
If y ∈ B+ \ {0}, there is x ∈ FA \ {0} with x ≤ y. By [14, Lemma 4.1] and [14,
Theorem 4.8] as well as their arguments, one can find a non-zero finite hereditary
C∗-subalgebra of her(x). More precisely, let f ∈ C(σ(x))+ such that f vanishes in a

neighborhood of 0 and f(t) ≤ t ≤ f(t)+ ‖x‖
2 (t ∈ σ(x)). There exists g ∈ C(σ(x))+

and λ > 0 such that f = fg and g(t) < λt (t ∈ σ(x)). Then g(x) ∈ FA and
f(x) = f(x)g(x), i.e.,

f(x) ∈ F0 := {a ∈ A+ : a = ay for some y ∈ FA} ⊆ FA.

For any z ∈ her(f(x))+, we have zg(x) = z and z ∈ F0 ∩ her(f(x)) ⊆ FA ∩
her(f(x)) = Fher(f(x)). Thus, her(f(x)) is a non-zero finite hereditary C∗-subal-
gebra of her(x).

For the sufficiency, let y ∈ A+ \ {0} and C be a non-zero finite hereditary
C∗-subalgebra of her(y). Observe that C+ = FC = FA ∩ C. Take any x ∈ C+

with ‖x‖ = 1. Since x1/2yx1/2 ≤ ‖y‖x ∈ FA, we know, from [14, Lemma 4.1],
that

y1/2xy1/2 = y1/2x1/2(y1/2x1/2)∗ ∈ FA.

Moreover, as y1/2xy1/2 ≤ y, we see that A is semi-finite.

(b) This follows from part (a), Proposition 4.7 and Corollary 3.10(c). �
Example 4.9. (a) If A is an infinite-dimensional simple C∗-algebra with a faithful
tracial state, then A is of type B (by Corollary 4.6 and Proposition 4.7). In par-
ticular, if Γ is an infinite discrete group such that C∗

r (Γ) is simple (see, e.g., [7] for
some examples of such groups), then C∗

r (Γ) is of type B.
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(b) Every simple AF algebra which is not of the form K(H) is of type B (because
of [14, Proposition 4.11] as well as Corollaries 4.5 and 4.8(b)).

4.3. Comparison with type III and purely infinite C∗-algebras
If a C∗-algebra A contains a non-zero (positive) finite element x, the argument of
the necessity of Corollary 4.8(a) tells us that there is a non-zero finite hereditary
C∗-subalgebra of A, and hence A is not of type C, because of Proposition 4.7. This
gives the following corollary.

Corollary 4.10. If A is of type C, then it is of type III.

In the following, we will also compare type C with the notion of pure infinity as
defined by Cuntz (in the case of simple C∗-algebras) and by Kirchberg and Rørdam
(in the general case). Suppose that a ∈Mn(A) and b ∈Mm(A) (m,n ∈ N). As in
[21, Definition 2.1], we say that a 	 b relative to Mm,n(A) if there is a sequence
{xk}k∈N in Mm,n(A) such that ‖x∗kbxk − a‖ → 0. An element a ∈ A is said to
be properly infinite if a ⊕ a 	 a relative to M1,2(A). Moreover, A is said to be
purely infinite if every element in A+ is properly infinite (see [21, Theorem 4.16]).
Note that if A is simple, this notion coincides with the one in [13], namely, every
hereditary C∗-subalgebra of A contains a non-zero infinite projection (see, e.g.,
the work of Lin and Zhang in [24]).

Proposition 4.11.

(a) If A has real rank-zero and is purely infinite, then it is of type C.
(b) If A is a separable purely infinite C∗-algebra with stable rank-one, then A is

of type C.

Proof. (a) By [21, Theorem 4.16], any element p ∈ Proj(A)\{0} is properly infinite
and hence is infinite, in the sense that there exist q ∈ Proj(A) and v ∈ A such
that q ≤ p, v∗v = p and q = vv∗ (see, e.g., [21, Lemma 3.1]). Thus, p ∼sp q (as
v ∈ A) but q is not dense in p (because p− q ∈ Proj(A) \ {0}). Consequently, any
non-zero projection in A is not C∗-finite, and Corollary 3.12(c) shows that A is of
type C.

(b) Suppose on contrary that A contains a non-zero C∗-finite hereditary C∗-
subalgebra B and we take any z ∈ B+ with ‖z‖ = 1. By [21, Theorem 4.16], one
has z ⊕ z 	 z ⊕ 0 relative to M2(A), and so, z ⊕ z 	 z ⊕ 0 relative to M2(her(z))
(by [21, Lemma 2.2(iii)]). Thus, [29, Proposition 4.13] implies

pz ⊕ pz = pz⊕z 	Cu pz⊕0 = pz ⊕ 0

(see [29, §3] for the meaning of 	Cu). Moreover, one obviously has pz⊕0 	Cu

pz⊕z. Since A has stable rank-one, we conclude that pz ⊕ pz ∼PZ pz ⊕ 0 (by
[29, 6.2(1)’&(2)’]) and hence pz ⊕ pz ∼sp pz ⊕ 0. This means that M2(her(z))
is spatially isomorphic (and hence ∗-isomorphic) to its hereditary C∗-subalgebra
her(z)⊕ (0), which is not essential in M2(her(z)) (because (0) ⊕ her(z) is a non-
zero hereditary C∗-subalgebra and we can apply Remark 3.2(d)). As her(z) is
∗-isomorphic to her(z) ⊕ (0) and hence to M2(her(z)), we know that her(z) is
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also spatially isomorphic to an inessential hereditary C∗-subalgebra. Consequently,
her(z) is not C∗-finite, which contradicts the fact that B is C∗-finite. �

One may regard parts (a) and (b) of the above as two extremes, because
any real rank-zero C∗-algebras has plenty of projections, while a purely infinite
C∗-algebra with stable rank-one is stably projectionless. Let us make the following
conjecture.

Conjecture 4.12. Every purely infinite C∗-algebra is of type C.

On the other hand, by Proposition 4.11 and Corollary 4.10, we know that any
separable purely infinite C∗-algebra A having real rank-zero or stable rank-one is
of type III. This implication actually holds without these extra assumptions, as can
be seen in the following proposition, which gives another evidence for Conjecture
4.12. Note that this proposition also implies [21, Proposition 4.4]. To show this
result, let us recall the following notation from [29, p. 3476]. For any ε > 0, let
fε : R+ → R+ be the function

fε(t) =

{
t/ε if t ∈ [0, ε)

1 if t ∈ [ε,∞).

If μ ∈ Ts(A) and a ∈ A+, we define

dμ(a) := supε>0 μ(fε(a))

(note that the definition in [29] is for tracial weights but we only need tracial states
here).

Proposition 4.13. Any purely infinite C∗-algebra A is of type III.

Proof. Suppose on the contrary that FA �= {0}. By the argument of the necessity
of Corollary 4.8(a), there is z ∈ A+ with ‖z‖ = 1 and her(z) being a finite C∗-
algebra. By the argument of Proposition 4.11(b), one has z ⊕ z 	 z ⊕ 0 relative
to M2(her(z)). By [29, Remark 2.5], we see that dμ(z ⊕ z) ≤ dμ(z ⊕ 0) for each
μ ∈ Ts(M2(her(z))). Now, if τ ∈ Ts(her(z)), then τ⊗Tr2 ∈ Ts(M2(her(z))) (where
Tr2 is the canonical tracial state on M2), and the above tells us that

sup
ε>0
τ(fε(z)) = sup

ε>0
(τ⊗Tr2)(fε(z)⊕fε(z)) ≤ sup

ε>0
(τ⊗Tr2)(fε(z)⊕0) = sup

ε>0

τ(fε(z))

2
,

which gives dτ (z) = 0 and hence τ(z) = 0. This contradicts [14, Theorem 3.4]. �

If one can show that her(a) is not C∗-finite, for every properly infinite positive
element a in any C∗-algebra, then the above conjecture is verified. Let us recall
from [21, Proposition 3.3(iv)] that a ∈ A+ is properly infinite if and only if there
are sequences {xn}n∈N and {yn}n∈N in her(a) such that x∗nxn → a, yny∗n → a
and x∗nyn → 0. The following remark tells us that if a ∈ A+ satisfies a stronger
condition than the above, then her(a) is indeed non-C∗-finite.
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Remark 4.14. Let a ∈ A+ such that there exist x, y ∈ her(a) with x∗x = a = y∗y as
well as x∗y = 0. By Example 2.9(a)&(b), we see that her(a) is spatially isomorphic
to its hereditary C∗-subalgebra her(x∗). As her(x∗) her(y∗) = (0), we see that
her(x∗) is not essential in her(a). Thus, her(a) is not C∗-finite.

Example 4.15. For any AF -algebra B, the C∗-algebra O2⊗B is purely infinite (by
[21, Proposition 4.5]) and is of real rank-zero (by [12, Theorem 3.2]), which means
that O2 ⊗ B is of type C (by Proposition 4.11(a)). Note that one may replace O2

with any unital, simple, separable, purely infinite, nuclear C∗-algebra (which has
real rank-zero because of [40, Theorem 1.2(ii)]).

4.4. The case of von Neumann algebras

In this subsection, we consider the case of von Neumann algebras. Let us start
with the following lemma. Note that the necessity of part (a) of this result fol-
lows directly from Proposition 4.7, but we give an alternative proof here as this
argument is also interesting (see Remark 4.17 below).

Lemma 4.16.

(a) Let M be a von Neumann algebra. Then p ∈ Proj(M) is finite as a projection
in M if and only if it is C∗-finite.

(b) The ideal F(M) in Proposition 3.5 is a dense subalgebra of the ideal J(M)
generated by finite projections (as defined in [19]).

Proof. (a) Assume that p is finite. Let ΛM : M∗∗ → M be the canonical ∗-
epimorphism. If q ∈ OP(pMp), then herM (q) ⊆ herM (ΛM (q)) and ΛM (q) ≤ p,
which imply that ΛM (q) = q̄p (notice that q̄p ∈ pMp because of [2, Theorem
II.1]).

Suppose that r, q ∈ OP(pMp) such that r ≤ q and r ∼sp q. Consider w ∈M∗∗

satisfying

q = ww∗, r = w∗w, w∗ her(q)w = her(r) and w her(r)w∗ = her(q).

Define v := ΛM (w). Then ΛM (q) = vv∗ and ΛM (r) = v∗v. Since ΛM (r) ≤
ΛM (q) ≤ p, the finiteness of p tells us that r̄p = ΛM (r) = ΛM (q) = q̄p. If r̄q 	 q,
there is e ∈ OP(her(q)) \ {0} with re = 0. Since e ∈ OP(her(p)), we obtain a
contradiction that r̄p �= q̄p (as r ≤ p − e but q 
 p − e). This shows that p is
C∗-finite.

Conversely, if p is C∗-finite, then Remark 3.13 implies that p is finite.

(b) This follows from part (a) and Corollary 3.14. �

Remark 4.17. (a) Let p ∈M be a finite projection. If r ∈ Proj(pMp) with r ∼sp p,
then Lemma 4.16(a) and Remark 3.13 tell us that r = p. The same is true if
we relax the assumption to r ∈ OP(pMp). In fact, we first notice that the C∗-
finiteness of p gives r̄p = p. Moreover, suppose that w ∈ M∗∗ and v ∈ M are as
in the proof of Lemma 4.16 for the case when q = p. Then vv∗ = p = r̄p = v∗v.
This means that v is a unitary in pMp. As v her(r)v∗ = ΛM (w her(r)w∗) = pMp,
we have her(r) = pMp and hence r = p.
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(b) If A is a C∗-algebra and p ∈ OP(A) satisfying r̄p = q̄p for any r, q ∈ OP(her(p))
with r ≤ q and r ∼sp q, then by the argument of Lemma 4.16, we see that p is
C∗-finite.

The following is a direct consequence of Lemma 4.16 and Corollary 3.12.

Theorem 4.18. Let M be a von Neumann algebra.

(a) M is of type A if and only if M is a type I von Neumann algebra.
(b) M is of type B if and only if M is a type II von Neumann algebra.
(c) M is of type C if and only if M is a type III von Neumann algebra.
(d) M is C∗-semi-finite if and only if M is a semi-finite von Neumann algebra.

5. Factorisations

In this section, we give two factorization type results for general C∗-algebras.
Let us first state the following easy lemma. Notice that if A contains a non-zero
abelian hereditary C∗-subalgebra B, the closed ideal generated by B is of type
A (by Corollary 3.15(b) and Remark 3.7(b)), and the same is true for C∗-finite
hereditary C∗-subalgebra.

Lemma 5.1. If A is not of type C, then A contains a non-zero closed ideal of either
type A or type B.

The following is our first factorization type result, which mimics the corre-
sponding situation for von Neumann algebras.

Theorem 5.2. Let A be a C∗-algebra.
(a) There is a largest type A (respectively, type B, type C and C∗-semi-finite)

hereditary C∗-subalgebra JA (respectively, JB, JC and Jsf) of A, which is
also an ideal of A.

(b) JA, JB and JC are mutually disjoint such that JA + JB + JC is an essential
closed ideal of A. If eA, eB, eC ∈ OP(A) ∩ Z(A∗∗) with JA = her(eA), JB =
her(eB) and JC = her(eC), then

1 = eA + eB
1
+ eC.

(c) JA+JB is an essential closed ideal of Jsf. If esf ∈ OP(A) with Jsf = her(esf),
then

esf = eA
esf + eB.

(d) The closure of C(A) and F(A) (in Proposition 3.5) are essential closed ideals
of JA and Jsf, respectively.

Proof. (a) We first consider the situation of type B hereditary C∗-subalgebra. Let
JB be the set of all type B closed ideals of A. If JB = {(0)}, then JB := (0) is the
largest type B hereditary C∗-subalgebra of A (see Remark 3.11(b)). Suppose that
there exist distinct elements J1 and J2 in JB. If J1+J2 contains a non-zero abelian
hereditary C∗-algebraB, then by Lemma 3.17(b), one of the two abelian hereditary
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C∗-subalgebras B ∩ J1 and B ∩ J2 is non-zero, which contradicts J1, J2 ∈ JB. On
the other hand, consider a non-zero closed ideal I of J1 + J2. Again, by Lemma
3.17(b), we may assume that the closed ideal I∩J1 is non-zero. Thus, I∩J1 contains
a non-zero C∗-finite hereditary C∗-subalgebra B. This shows that J1 + J2 ∈ JB
and JB is a directed set.

For any ideal J of A, we consider eJ ∈ OP(A) ∩ Z(A∗∗) with J = her(eJ).
Set

JB :=
∑

J∈JB

J.

Then eJB
= w∗-limJ∈JB

eJ . If there is p ∈ OPC(A) \ {0} such that her(p) ⊆ JB,
then

p = peJB
= peJB

p = w∗-limJ∈JB
peJp,

and one can find J ∈ JB with the abelian algebra her(p) ∩ J being non-zero
(because of Lemma 3.17(a)), which is absurd. On the other hand, suppose that I
is a non-zero closed ideal of JB. The argument above tells us that I ∩ J �= (0) for
some J ∈ JB, and hence it contains a non-zero C∗-finite hereditary C∗-subalgebra.
Consequently, JB ∈ JB. Finally, if B ⊆ A is a hereditary C∗-subalgebra of type
B, then, by Remark 3.11(b), one has B ⊆ JB.

The arguments for the statements concerning JA, JC and Jsf are similar and
easier.

(b) The first statement follows directly from Lemma 5.1 (any non-type C ideal
interests either JA or JB). For the second statement, one obviously has eA+ eB ≤
1− eC. Suppose that p ∈ OP(A) with eA + eB ≤ 1− p. We have p(eA + eB) = 0.
If p 
 eC, then her(p) will contain a hereditary C∗-subalgebra of either type A or
type B (by Lemma 5.1) and Lemma 3.17(a) will give a contradiction that either
peA �= 0 or peB �= 0. Thus, 1 − eC is the smallest closed projection dominating
eA + eB.

(c) This follows from a similar (but easier) argument as part (b).

(d) Clearly, F(A) ⊆ Jsf and C(A) ⊆ JA (see Remark 3.11(b)). Their closures are
both essential because of Proposition 3.19. �

By Proposition 3.19, there is an abelian (respectively, a C∗-finite) hereditary
C∗-subalgebra that generates an essential ideal of JA (respectively, of JB). More-
over, by [32, Theorem 2.3(vi)], the largest type I closed ideal Apostlim of A is an
essential ideal of JA.

Remark 5.3. For any closed ideal J of A, we write J⊥ for the closed ideal {a ∈
A : aJ = (0)}. It is easy to see that if J0 is an essential ideal of J , then J⊥0 = J⊥.
(a) J⊥A = A⊥

postlim is the largest anti-liminary hereditary C∗-subalgebra of A (note

that aJAa is a hereditary C∗-subalgebra of JA for every a ∈ A+). Furthermore,
JB + JC is an essential ideal of J⊥A (by Lemma 5.1).

(b) J⊥sf = (JA + JB)⊥ = JC.

(c) J⊥A ∩ Jsf = JB (compare with Corollary 3.10(c)).
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From now on, we denote by JAA , JAB, JAC and JAsf , respectively, the largest type
A, the largest typeB, the largest type C and the largest C∗-semi-finite closed ideals
of a C∗-algebra A.

The following is a direct application of Theorem 4.18.

Corollary 5.4. Let M be a von Neumann algebra. If MI, MII and MIII are respec-
tively the type I summand, the type II summand and the type III summand of M ,
then JMA =MI , J

M
B =MII and JMC =MIII.

Our next theorem is the second factorization type result, which seems to be
more interesting for C∗-algebra (cf. [14, Proposition 4.13]).

Theorem 5.5. Let A be a C∗-algebra.
(a) A/JAC is C∗-semi-finite and A/(JAA )⊥ is of type A.
(b) If A is C∗-semi-finite, then A/JAB is of type A.

Proof. (a) Assume, without loss of generality, that A/JAC �= (0) and consider Q :
A → A/JAC to be the canonical map. Let I be a non-zero closed ideal of A/JAC
and J := Q−1(I). Since J � JAC , one knows that J contains a non-zero C∗-finite
hereditary C∗-subalgebra B. Since B∩JAC = (0), the ∗-homomorphism Q restricts
to an injection on B. Thus, Q(B) ⊆ I is also a non-zero C∗-finite hereditary C∗-
subalgebra, and A/JAC is C∗-semi-finite (by Corollary 3.10(a)). The proof of the
second statement is similar.

(b) This follows from part (a) and Remark 5.3(c). �

Remark 5.6. Let S be a statement concerning C∗-algebras that is stable under
extensions of C∗-algebras (i.e., if I is a closed ideal of a C∗-algebra A such that S
is true for both I and A/I, then S is true for A).

(a) If S is true for all type A and all type B C∗-algebras, S is true for all C∗-semi-
finite C∗-algebras. If, in addition, S is true for all type C C∗-algebras, it is true for
all C∗-algebras.
(b) If S is true for all discrete C∗-algebras and all anti-liminary C∗-algebras, then
S is true for all C∗-algebras.

The following results follows from Theorem 3.9(a).

Corollary 5.7. If A and B are strongly Morita equivalent, then the closed ideal of
B that corresponds to JAA (respectively, JAB, JAC and JAsf) under the strong Morita

equivalence (see the paragraph preceding Theorem 3.9) is precisely JBA (respectively,
JBB, JBC and JBsf ).

Remark 5.8. It is natural to ask if the closure C(·) of C(·) (see Proposition 3.5)
is also stable under strong Morita equivalence. Unfortunately, it is not the case.
Suppose that A is any type I C∗-algebra. Then by [6, Theorems 1.8 and 2.2], there
is a commutative C∗-algebra B that is strongly Morita equivalent to A. Notice

that C(B) = B and C(A) is of type I0 (by [31, Proposition 6.1.7]). Thus, if C(·) is
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stable under strong Morita equivalence, then any type I C∗-algebra A will coincide

with C(A) and hence is liminary (see, e.g., [31, Corollary 6.1.6]), which is absurd.

To end this section, we compare JA∗ with J
M(A)
∗ .

Proposition 5.9.

(a) If B ⊆ A is a hereditary C∗-subalgebra, then JBA = JAA ∩ B, JBB = JAB ∩ B,
JBC = JAC ∩B and JBsf = J

A
sf ∩B.

(b) J
M(A)
A = {x ∈ M(A) : xA ⊆ JAA }. Similar statements hold for JB, JC

and Jsf.

(c) J
M(A)
B = {x ∈M(A) : xJAA = (0) and xA ⊆ JAsf}.

(d) J
M(A)
C = {x ∈ M(A) : xJAsf = (0)} = {x ∈ M(A) : xJAA = (0) and

xJAB = (0)}.

Proof. (a) Clearly, JBA ⊆ B∩JAA . Conversely, since B∩JAA is a type A closed ideal
of B (by Corollary 3.15(a)), we have B ∩ JAA ⊆ JBA . The other cases follow from
similar arguments.

(b) We will only consider the case of JB (since the other cases follow from similar

and easier arguments). Notice that J
M(A)
B ·A = J

M(A)
B ∩A = JAB (by part (a)) and

J
M(A)
B ⊆ J0 := {x ∈M(A) : xA ⊆ JAB}.

Suppose that the closed ideal J0 ⊆ M(A) contains a non-zero abelian hereditary
C∗-subalgebra B. The abelian hereditary C∗-subalgebra B ∩ A = B · A · B is
contained in JAB and so, B ·A = (0), which contradicts the fact that A is essential
in M(A) (see Remark 3.2(d)). Furthermore, let I be a non-zero closed ideal of J0.
Then I · A = I ∩ A �= (0) and is a closed ideal of JAB. Thus, I ∩ A contains a
non-zero C∗-finite hereditary C∗-subalgebra. Consequently, J0 is of type B and is

a subset of J
M(A)
B .

(c) Obviously, xJAA = (0) if and only if xAJAA = (0). Thus, this part follows from
part (b) and Remark 5.3(c).

(d) This part follows from a similar argument as part (c) as well as Remark
5.3(b). �
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Well-posedness via Monotonicity – an Overview

Rainer Picard, Sascha Trostorff and Marcus Waurick

Abstract. The idea of monotonicity is shown to be the central theme of the
solution theories associated with problems of mathematical physics. A “grand
unified” setting is surveyed covering a comprehensive class of such problems.
We illustrate the applicability of this setting with a number of examples. A
brief discussion of stability and homogenization issues within this framework
is also included.
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multiphysics.

0. Introduction

In this paper we shall survey a particular class of problems, which we like to refer to
as “evolutionary equations” (to distinguish it from the class of explicit first-order
ordinary differential equations with operator coefficients predominantly considered
under the heading of evolution equations). This problem class is spacious enough
to include not only classical evolution equations but also partial differential alge-
braic systems, functional differential equations and integro-differential equations.
Indeed, by thinking of elliptic systems as time-dependent, for example as constant
with respect to time on the connected components of R \ {0}, they also can be
embedded into this class. The setting is – in its present state – largely limited to
a Hilbert space framework. As a matter of convenience the discussion will indeed
be set in a complex Hilbert space framework. For the concept of monotonicity it
is, however, more appropriate to consider complex Hilbert spaces as real Hilbert
spaces, which can canonically be achieved by reducing scalar multiplication to real
numbers and replacing the inner product by its real part. So, a binary relation R
in a complex Hilbert space H with inner product 〈 · | · 〉H would be called strictly
monotone if

Re 〈x− y|u− v〉H ≥ γ 〈x− y|x− y〉H
for all (x, u) , (y, v) ∈ R holds and γ is some positive real number. In case γ = 0
the relation R would be called monotone.

c© Springer International Publishing Switzerland 2015
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The importance of strict monotonicity, which in the linear operator case re-
duces to strict positive definiteness1, is of course well known from the elliptic case.
By a suitable choice of space-time norm this key to solving elliptic partial differ-
ential equations also allows us to establish well-posedness for dynamic problems
in exactly the same fashion.

The crucial point for this extension is the observation that the one-dimen-
sional derivative itself, acting as the time derivative2 ∂0 (on the full time line R),
can be realized as a maximal strictly positive definite operator in an appropriately
exponentially weighted L2-type Hilbert space over the real time-line R. It is in fact
this strict positive definiteness of ∂0 which opens access to the problem class we
shall describe later.

Indeed, ∂0 simply turns out to be a normal operator with Re ∂0 being just
multiplication by a positive constant. Moreover, this time-derivative ∂0 is contin-
uously invertible and, as a normal operator, admits a straightforwardly defined
functional calculus, which can canonically be extended to operator-valued func-
tions. Indeed, since we have control over the positivity constant via the choice of
the weight, the norm of ∂−1

0 can be made as small as wanted. This observation
is the Hilbert space analogue to the technical usage of the exponentially weighted
sup-norm as introduced by D. Morgenstern, [26], and allows for the convenient
inclusion of a variety of perturbation terms.

Having established time-differentiation ∂0 as a normal operator, we are led
to consider evolutionary problems as operator equations in a space-time setting,
rather than as an ordinary differential equation in a spatial function space. The
space-time operator equation perspective implies that we are dealing with sums
of unbounded operators, which, however, in our particular context is – due to the
limitation of remaining in a Hilbert space setting and considering only sums, where
one of the terms is a function of the normal operator ∂0 – not so deep an issue.
For more general operator sums or for a Banach space setting more sophisticated
and powerful tools from the abstract theory of operator sums initiated by the
influential papers by da Prato and Grisvard, [11], and Brezis and Haraux, [8], may
have to be employed. In these papers operator sums d

dt + A typically occurring
in the context of explicit first-order differential equations in Banach spaces are
considered as applications of the abstract theory, compare also, e.g., [21, Chapter
2, Section 7]. The obvious overlap with the framework presented in this paper
would be the Hilbert space situation in the case M = 1. We shall, however, not

1We use the term strict positive definiteness for a linear operator A in a real or complex Hilbert
space X in the sense naturally induced by the classification of the corresponding quadratic form
QA given by u �→ 〈u|Au〉X on its domain D (A). So, if QA is non-negative (mostly called positive
semi-definite), positive definite, strictly positive definite, then the operator A will be called non-
negative (usually called positive), positive definite, strictly positive definite, respectively. If X
is a complex Hilbert space it follows that A must be Hermitian. Note that we do not restrict
the definition of non-negativity, positive definiteness, strict positive definiteness to Hermitian or
symmetric linear operators.
2We follow here the time-honored convention that physicists practice by labeling the partial time
derivative by index zero.
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pursue exploration of how the strategies developed in this context may be expanded
to include more complicated material laws, which indeed has been done extensively
in the wake of these ideas, but rather stay with our limited problem class, which
covers a variety of diverse problems in a highly unified setting. Naturally the results
available for specialized cases are likely to be stronger and more general for this
particular situation.

For introductory purposes let us consider the typical linear case of such a
space-time operator equation

∂0V +AU = f, (0.1)

where f are given data, A is a – usually – purely spatial – prototypically skew-
selfadjoint3 – operator and the quantities U, V are linked by a so-called material
law

V =MU.
Solving such an equation would involve establishing the bounded invertibility of
∂0M+A. As a matter of “philosophy” we shall think of the – here linear – material
law operator M as encoding the complexity of the physical material whereas A
is kept simple and usually only contains spatial derivatives. If M commutes with
∂0 we shall speak of an autonomous system, otherwise we say the system is non-
autonomous.

Another – more peripheral – observation with regards to the classical prob-
lems of mathematical physics is that they are predominantly of first order not only
with respect to the time derivative, which is assumed in the above, but frequently
even in both the temporal and spatial derivatives. Indeed, acoustic waves, heat
transport, visco-elastic and electro-magnetic waves etc. are governed by first-order
systems of partial differential operators, i.e., A is a first-order differential operator
in spatial derivatives, which only after some elimination of unknowns turn into
the more common second-order equations, i.e., the wave equation for the pressure
field, the heat equation for the temperature distribution, the visco-elastic wave
equation for the displacement field and the vectorial wave equation for the electric
(or magnetic) field. It is, however, only in the direct investigation of the first-
order system that, as we shall see, the unifying feature of monotonicity becomes
easily visible. Moreover, the first-order formulation reveals that the spatial deriva-
tive operator A is of a Hamiltonian type structure and consequently, by imposing
suitable boundary conditions, turn out – in the standard cases – to lead to skew-
selfadjoint A in a suitable Hilbert space H . So, from this perspective there is also
undoubtedly a flavor of the concept of symmetric hyperbolic systems as introduced
by K.O. Friedrichs, [16], and of Petrovskii well-posedness, [29], at the roots of this
approach.

3Note that in our canonical reference situation A is skew-selfadjoint rather than selfadjoint and
so we have Re 〈u|Au〉H = 0 for all u ∈ D (A) and coercitivity of A is out of the question. To

make this concrete: let ∂1 denote the weak L2 (R)-derivative. Then our paradigmatic reference

example on this elementary level would be the transport operator ∂0 + ∂1 rather than the heat
conduction operator ∂0 − ∂2

1 .
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For illustrational purposes let us consider from a purely heuristic point of
view the (1 + 1)-dimensional system

(∂0M0 +M1 +A)

(
p
s

)
=

(
f
0

)
, (0.2)

where

M0 :=

(
η 0
0 α

)
, M1 :=

(
(1− η) 0

0 (1− α)

)
, α, η ∈ {0, 1} , A :=

(
0 ∂1
∂1 0

)
,

and ∂1 is simply the weak L2 (R)-derivative, compare Footnote 3. Assuming η = 1,
α = 1, in (0.2) clearly results in a (symmetric) hyperbolic system and eliminating
the unknown s yields the wave equation in the form(

∂20 − ∂21
)
p = ∂0f.

For η = 1,α = 0 we obtain a differential algebraic system, which represents the
parabolic case in the sense that after eliminating s we obtain the heat equation(

∂0 − ∂21
)
p = f.

Finally, if both parameters vanish, we obtain a 1-dimensional elliptic system and
as expected after eliminating the unknown s a 1-dimensional elliptic equation for
p results: (

1− ∂21
)
p = f.

Allowing now α, η to be L∞ (R)-multiplication operators with values in {0, 1},
which would allow the resulting equations to jump in space between elliptic, para-
bolic and hyperbolic “material properties”, could be a possible scenario we envision
for our framework. As will become clear, the basic idea of this simple “toy” exam-
ple can be carried over to general evolutionary equations. Also in this connotation
there are stronger and more general results for specialized cases. A problem of
this flavor of “degeneracy” has been for example discussed for a non-autonomous,
degenerate integro-differential equation of parabolic/elliptic type in [22, 23].

A prominent feature distinguishing general operator equations from those
describing dynamic processes is the specific role of time, which is not just another
space variable, but characterizes dynamic processes via the property of causality4.

Requiring causality for the solution operator
(
∂0M+A

)−1
results in very specific

types of material law operatorsM, which are causal and compatible with causality

of
(
∂0M+A

)−1
. This leads to deeper insights into the structural properties of

mathematically viable models of physical phenomena.
The solution theory can be extended canonically to temporal distributions

with values in a Hilbert space. In this perspective initial value problems, i.e.,
prescribing V (0+) in (0.1), amount to allowing a source term f of the form δ⊗V0
defined by

(δ ⊗ V0) (ϕ) := 〈V0|ϕ (0)〉H
4Note that this perspective specifically excludes the case of a periodic time interval, where “be-
fore” and “after” makes little sense.
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for ϕ in the space Cc (R, H) of continuous H-valued functions with compact sup-
port. This source term encodes the classical initial condition V (0+) = V0. For the
constant coefficient case – say –M = 1, it is a standard approach to establish the
existence of a fundamental solution (or more generally, e.g., in the non-autonomous
case, a Green functions) and to represent general solutions as convolution with the
fundamental solution. This is of course nothing but a description of the continuous
one-parameter semi-group approach. Indeed, such a semi-group U = (U (t))t∈[0,∞[

is, if extended by zero to the whole real time line, nothing but the fundamental
solution

G = (G (t))t∈R
with G (t) :=

{
U (t) for t ∈ [0,∞[ ,

0 for t ∈ ]−∞, 0[ .
In the non-autonomous case, the role of U is played by a so-called evolution family.
The regularity properties of such fundamental solutions results in stronger regu-
larity properties of the corresponding solutions. Since we allow M to be more
general, constructing such fundamental solutions/Green functions is not always
available or feasible. Indeed, we shall focus for sake of simplicity on the case that
the data f do not contain such Dirac type sources, which can be achieved simply
by subtracting the initial data or by including distributional objects such as δ⊗V0
in the Hilbert space structure via extension to extrapolation spaces, which for sake
of simplicity we will not burden this presentation with.

As a trade-off for our constraint, which in the simplest linear case would
reduce our discussion to considering ∂0 +A as a sum of commuting normal oper-
ators, which clearly cannot support any claim of novelty, see, e.g., [54], we obtain
by allowing for a large class of material law operatorsM access to a large variety
of problems including such diverse topics as partial differential-algebraic systems,
integro-differential equations and evolutionary equations of changing type in one
unified setting.

Based on the linear theory one has of course a first access to non-linear prob-
lems by including Lipschitz continuous perturbations. A different generalization
towards a non-linear theory can be done by replacing the (skew-selfadjoint) opera-
tor A by a maximal monotone relation or allowing for suitable maximal monotone
material law relations (rather than material law operators). In this way the class
of evolutionary problems also comprises evolutionary inclusions.

Having established well-posedness, qualitative properties associated with the
solution theory come into focus. A first step in this direction is done for the au-
tonomous case by the discussion of the issue of “exponential stability”. One can
give criteria with regards to the material lawM ensuring exponential stability.

Another aspect in connection with the discussion of partial differential equa-
tions of mathematical physics is the problem of continuous dependence of the
solution on the coefficients. A main application of results in this direction is the
theory of homogenization, i.e., the study of the behavior of solutions of partial
differential equations having large oscillatory coefficients. It is natural to discuss
the weak operator topology for the coefficients and it turns out that the problem
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class under consideration is closed under limits in this topology if further suitable
structural assumptions are imposed. The closedness of the problem class is a re-
markable feature of the problem class, which is spacious enough to also include
– hidden in the generality of the material law operator – integro-differential evo-
lutionary problems. In this regard it is worth recalling that there are examples
already for ordinary differential equations, for which the resulting limit equations
are of integro-differential type, showing that differential equations are in this re-
spect too small a problem class.

Although links to the core concepts which have entered the described ap-
proach are too numerous to be recorded here to any appropriate extent, we shall
try modestly to put them in a bibliographical context. The concept of the time-
derivative considered as a continuously invertible operator in a suitably weighted
Hilbert space has its source in [30]. It has been employed in obtaining a solution
theory for evolutionary problems in the spirit described above only more recently,
compare, e.g., [33, Chapter 6]. General perspectives for well-posedness to partial
differential equations via strict positive definiteness are of course at the heart of
the theory of elliptic partial differential equations.

For the theory of maximal monotone operators/relations, we refer to [7, 18,
19, 27]. For non-autonomous equations, we refer to [40, 41] and – with a focus
on maximal regularity – to [3]. Note that due to the generality of our approach,
one cannot expect maximal regularity of the solution operator in general. In fact,
maximal regularity for the solution operator just means that the operator sum
is already closed with its natural domain. This is rarely the case neither in the
paradigmatic examples nor in our expanded general setting.

For results regarding exponential stability for a class of hyperbolic integro-
differential equations, we refer to [38] and to [13, 17, 15] for the treatment of
this issue in the context of one-parameter semi-groups. A detailed introduction
to the theory of homogenization can be found in [4] and in [10]. We also refer
to [43, 42], where homogenization for ordinary differential equations has been
discussed extensively.

The paper itself is structured as follows. We begin our presentation with
a description of the underlying prerequisites, even to the extent that we review
the celebrated well-posedness requirements due to Hadamard, which we found
inspirational for a deeper understanding of the case of differential inclusions. A
main point in this first section is to introduce the classical concept of maximal
strictly monotone relations and to recall that such relations are inverse relations
of Lipschitz continuous mappings (Minty’s Theorem 1.1). Specializing to the lin-
ear case we recall in particular the Lax–Milgram lemma (Corollary 1.6) and as a
by-product derive a variant of the classical solution theory for elliptic type equa-
tions. Moreover, we comment on a general solution theory for (non-linear) elliptic
type equations in divergence form relying only on the validity of a Poincaré type
estimate (Theorem 1.8). We conclude this section with an example for an elliptic
type equation with possible degeneracies in the coefficients as an application of
the ideas presented.
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Based on the first section’s general findings, Section 2 deals with the solution
theory for linear evolutionary equations. After collecting some guiding examples in
Subsection 2.1, we rigorously establish in Subsection 2.2 the time-derivative as a
strictly monotone, normal operator in a suitably weighted Hilbert space. Based on
this and with resulting structural properties, such as a functional calculus, at hand,
in Subsection 2.3 (Theorem 2.5) we formulate a solution theory for autonomous,
linear evolutionary equations. The subsequent examples review some of those men-
tioned in Subsection 2.1 in a rigorous functional analytic setting to illustrate the
applicability of the solution theory. As further applications we show that Theorem
2.5 also covers integro-differential equations (Theorem 2.9) and equations contain-
ing fractional time-derivatives (Theorem 2.12). We conclude this subsection with
a conceptual study of exponential stability (Definition 2.13 and Theorem 2.14) in
our theoretical context.

In Subsection 2.4, starting out with a short motivating introductory part
concerning homogenization issues, we discuss the closedness of the problem class
under the weak operator topology for the coefficients. A first theorem in this direc-
tion is then obtained as Theorem 2.26. After presenting some examples, we con-
tinue our investigation of homogenization problems first for ordinary differential
equations (Theorems 2.32 and 2.34). Then we formulate a general homogenization
result (Theorem 2.37), which is afterwards exemplified by considering Maxwell’s
equations and in particular the so-called eddy current problem of electro-magnetic
theory.

In Subsection 2.5 we extend the solution theory to include the non-autonom-
ous case. A first step in this direction is provided by Theorem 2.42, for which the
illustrative Example 2.43 is given as an application. A common generalization of
the Theorems 2.5 and 2.42 is given in Theorem 2.40. This is followed by an adapted
continuous dependence result Theorem 2.44, which in particular is applicable to
homogenization problems. A detailed example of a mixed type problem concludes
this section.

Section 3 gives an account for a non-linear extension of the theory. Similarly
to the previous section, the results are considered in the autonomous case first
(Subsection 3.1) and then generalized to the non-autonomous case (Subsection
3.2). Subsection 3.3 concludes this section and the paper with a discussion of an
application to evolutionary problems with non-linear boundary conditions. One
of the guiding conceptual ideas here is to avoid regularity assumptions on the
boundary of the underlying domain. This entails replacing the classical boundary
trace type data spaces, by a suitable generalized analogue of 1-harmonic functions.
We exemplify our results with an impedance type problem for the wave equation
and with the elastic equations with frictional boundary conditions.

Note that inner products, indeed all sesqui-linear forms, are – following the
physicists habits – assumed to be conjugate-linear in the first component and linear
in the second component.
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1. Well-posedness and monotonicity

To begin with, let us recall the well-known Hadamard requirements for well-
posedness. It is appropriate for our purposes, however, to formulate them for the
case of relations rather than – as usually done – for mappings. Hadamard proposed
to define what “reasonably solvable” should entail. Solving a problem involves to
establish a binary relation P ⊆ X × Y between “data” in a topological space Y
and corresponding “solutions” in a topological space X , which is designed to cover
a chosen pool of examples to our satisfaction. Finding a solution then means, given
y ∈ Y find x ∈ X such that (x, y) ∈ P . If we wish to supply a solution for all pos-
sible data, there are some natural requirements that the problem class P should
have to ensure that this task is reasonably conceived. To exclude cases of trivial
failure to describe a solution theory for P , we assume first that P is already closed
in X × Y . Then well-posedness in the spirit of Hadamard requires the following
three properties.

1. (“Uniqueness” of solution) the inverse relation P−1 is right-unique, thus,
giving rise to a mapping5

P−1 : P [X ] ⊆ Y → X

performing the association of “data” to “solutions”.
2. (“Existence” for every given data) we have that

P [X ] = Y,

i.e., P−1 is defined on the whole data space Y .
3. (“Continuous dependence” of the solution on the data) The mapping P−1 is

continuous.

In case of P being a mapping then [Y ]P = P−1 [Y ] is the domain D (P ) of P . For
our purposes here we shall assume that X = Y and that X is a complex Hilbert
space.

A very particular but convenient instance of well-posedness, which never-
theless appears to dominate in applications, is the maximal monotonicity of P −
c := {(x, y − cx) ∈ X ×X | (x, y) ∈ P} for some c ∈ ]0,∞[. Recall that a relation
Q ⊆ X ×X is called monotone if

Re 〈x0 − x1|y0 − y1〉X ≥ 0

for all (x0, y0) , (x1, y1) ∈ Q. Such a relation Q is called maximal if there exists no
proper monotone extension in X ×X . In other words, if (x1, y1) ∈ X ×X is such
that Re 〈x0 − x1|y0 − y1〉X ≥ 0 for all (x0, y0) ∈ Q, then (x1, y1) ∈ Q.

5For subsets M ⊆ X, N ⊆ Y the post-set of M under P and the pre-set of N under P is defined

as P [M ] :=
{
y ∈ Y | ∨x∈M (x, y) ∈ P

}
and [N ]P :=

{
x ∈ X | ∨y∈N (x, y) ∈ P

}
, respectively.

The post-set P [X] of the whole space X under P is then the domain of the mapping P−1.
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Theorem 1.1 (Minty, [25]). Let (P − c) ⊆ X×X be a maximal monotone relation6

for some c ∈ ]0,∞[7. Then the inverse relation P−1 defines a Lipschitz continuous
mapping with domain D(P−1) = X and 1

c as possible Lipschitz constant.

Proof. We first note that the monotonicity of P − c implies∧
(x0,y0),(x1,y1)∈P

Re 〈x0 − x1|y0 − y1〉X ≥ c 〈x0 − x1|x0 − x1〉X . (1.1)

Hence, if y0 = y1 then x0 must equal x1, i.e., the uniqueness requirement is satis-
fied, making P−1 : P [X ]→ X a well-defined mapping. Moreover, P [X ] is closed,
since from (1.1) we get ∧

(x0,y0),(x1,y1)∈P

|y0 − y1|X ≥ c |x0 − x1|X .

The actually difficult part of the proof is to establish that P [X ] = X . This is the
part we will omit and refer to [25] instead. To establish Lipschitz continuity of
P−1 : X → X we observe that∧

y0,y1∈X

c
∣∣P−1 (y0)− P−1 (y1)

∣∣2
X
≤ Re

〈
P−1 (y0)− P−1 (y1) |y0 − y1

〉
X

≤
∣∣P−1 (y0)− P−1 (y1)

∣∣
X
|y0 − y1|X ,

holds, from which the desired continuity estimate follows. �

For many problems, the strict monotonicity is easy to obtain. The maximality,
however, needs a deeper understanding of the operators involved. In the linear case,
writing now A for P , there is a convenient set-up to establish maximality by noting
that

([{0}]A∗)⊥ = A [X ]

according to the projection theorem. Here we denote by A∗ the adjoint of A, given
as the binary relation

A∗ :=

{
(u, v) ∈ X ×X |

∧
(x,y)∈A

〈y|u〉X = 〈x|v〉X
}
.

Thus, maximality for the strictly monotone linear mapping (i.e., strictly accretive)
A is characterized8 by

[{0}]A∗ = {0} , (1.2)

i.e., the uniqueness for the adjoint problem. Characterization (1.2) can be estab-
lished in many ways, a particularly convenient one being to require that A∗ is also
strictly monotone. With this we arrive at the following result.

6Note here that maximal monotone relations are automatically closed, see, e.g., [7, Proposition
2.5].
7In this case P would be called maximal strictly monotone.
8Recall that A has closed range.
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Theorem 1.2. Let A and A∗ be closed linear strictly monotone relations in a Hilbert
space X. Then for every f ∈ X there is a unique u ∈ X such that

(u, f) ∈ A.
Indeed, the solution depends continuously on the data in the sense that we have a
(Lipschitz-) continuous linear operator A−1 : X → X with

u = A−1f.

Of course, the case that A is a closed, densely defined linear operator is a
common case in applications.

Corollary 1.3. Let A be a closed, densely defined, linear operator and A, A∗ strictly
accretive in a Hilbert space X. Then for every f ∈ X there is a unique u ∈ X such
that

Au = f.

Indeed, solutions depend continuously on the data in the sense that we have a
(Lipschitz-) continuous linear operator A−1 : X → X with

u = A−1f.

In the case that A and A∗ are linear operators with D (A) = D (A∗) the
situation simplifies, since then strict accretivity of A implies strict accretivity of
A∗ due to

Re 〈x|Ax〉X = Re 〈A∗x|x〉X = Re 〈x|A∗x〉X
for all x ∈ D (A) = D (A∗).

Corollary 1.4. Let A be a closed, densely defined, linear strictly accretive operator
in a Hilbert space X with D (A) = D (A∗). Then for every f ∈ X there is a unique
u ∈ X such that

Au = f.

Indeed, the solution depends continuously on the data in the sense that we have a
continuous linear operator A−1 : X → X with

u = A−1f.

The domain assumption of the last corollary is obviously satisfied if A : X →
X is a continuous linear operator. This observation leads to the following simple
consequence.

Corollary 1.5. Let A : X → X be a strictly accretive, continuous, linear operator
in the Hilbert space X. Then for every f ∈ X there is a unique u ∈ X such that

Au = f.

Indeed, the solution depends continuously on the data in the sense that we have a
continuous linear operator A−1 : X → X with

u = A−1f.
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Note that since continuous linear operators and continuous sesqui-linear forms
are equivalent, the last corollary is nothing but the so-called Lax–Milgram theo-
rem. Indeed, if A : X → X is in the space L (X) of continuous linear operators
then

(u, v) �→ 〈u|Av〉X
is in turn a continuous sesqui-linear form on X , i.e., an element of the space S (X)
of continuous sesqui-linear forms on X , and conversely if β 〈 · | · 〉 ∈ S (X) then

β 〈 · |v〉 ∈ X∗ and utilizing the unitary9 Riesz map RX : X∗ → X we get via the

Riesz representation theorem β 〈u|v〉 = 〈u|Aβv〉X , where Aβv := RXβ 〈 · |v〉, v ∈
X, defines indeed a continuous linear operator on X . Moreover,

S (X)→ L (X)

β �→ Aβ

is not only a bijection but also an isometry. Indeed,

|β|S(X) := sup
x,y∈BX(0,1)

|β (x, y)| = sup
x,y∈BX(0,1)

∣∣〈x|Aβy〉X
∣∣ = ‖Aβ‖L(X) .

Strict accretivity for the corresponding operator Aβ results in the so-called
coercitivity10 of the sesqui-linear form β:

Reβ 〈u|u〉 ≥ c 〈u|u〉X (1.3)

for some c ∈ ]0,∞[ and all u ∈ X . Thus, as an equivalent formulation of the
previous corollary we get the following.

Corollary 1.6 (Lax–Milgram theorem). Let β 〈 · | · 〉 be a continuous, coercive ses-
qui-linear form on a Hilbert space X. Then for every f ∈ X∗ there is a unique
u ∈ X such that

β 〈u|v〉 = f (v)
for all v ∈ X.

Keeping in mind that the latter approach has been utilized extensively for
elliptic type problems, it may be interesting to note that its generalization in
the form of Corollary 1.3 is perfectly sufficient to solve elliptic, parabolic and
hyperbolic systems in a single approach. For further illustrating the Lax–Milgram
theorem in its abstract form, we discuss an example, which is related to the sesqui-
linear forms method.

Example 1.7. Let H0, H1 be Hilbert spaces. Denote by H−1 the dual of H1 and let
RH1 : H−1 → H1 be the corresponding Riesz-isomorphism. Consider a continuous
linear bijection C : H1 → H0 and a continuous linear operator A : H0 → H0 with

Re 〈x|Ax〉H0
≥ α0 〈x|x〉H0

(x ∈ H0)

9Recall that for this we have to define the complex structure of X∗ accordingly as (αf) (x) :=
αf (x) for every x ∈ X and every continuous linear functional f on X.
10The strict positivity in (1.1) can be weakened to requiring merely

∧
u∈X |β 〈u|u〉| ≥ c 〈u|u〉X ,

which yields in an analogous way a corresponding well-posedness result. This option is used in
some applications.
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for some α0 ∈ R>0. Denoting

C� : H0 → H−1, y �→ C�y := 〈y|C · 〉H0
,

we consider

C�AC : H1 → H−1.

Now, from

RH1C
�AC = C∗AC,

we read off that C�AC is an isomorphism. This may also be seen as an application
of the Lax–Milgram theorem, since the equation

C�ACw = f,

for given f ∈ H−1 amounts to being equivalent to the discussion of the sesqui-linear
form

(v, w) �→ β 〈v|w〉 := 〈ACv|Cw〉H0
= (C�ACv) (w)

similar to the way it was done above.

In order to establish a solution theory for elliptic type equations, it is possible
to go a step further. For stating an adapted well-posedness theorem we recall the
following. Let G : D(G) ⊆ H1 → H2 be a densely defined closed linear opera-
tor with closed range R(G) = G[H1]. Then, the operator BG : D(G) ∩ N(G)⊥ ⊆
N(G)⊥ → R(G), x �→ Gx, where N(G) = [{0}]G denotes the null-space of G,
is continuously invertible as it is one-to-one, onto and closed. Consequently, the
modulus |BG| of BG is continuously invertible on N(G)⊥. We denote by H1(|BG|)
the domain of |BG| endowed with the norm ||BG| ·|H1

, which can be shown to

be equivalent to the graph norm of |BG|. We denote by H−1(|BG|) the dual of
H1(|BG|) with the pivot space H0(|BG|) := N(G)⊥11. It is possible to show that
the range of G∗ is closed as well. Thus, the above reasoning also applies to G∗ in
the place of G.
Moreover, the operators BG and B�

G, defined as in Example 1.7, are unitary trans-
formations from H1(|BG|) to H0(|BG∗ |) and from H0(|BG∗ |) to H−1(|BG|), re-
spectively. Moreover, note that B�

G is the continuous extension of BG∗(= B∗
G).

The abstract result asserting a solution theory for homogeneous elliptic boundary
value problems reads as follows.

Theorem 1.8 ([52, Theorem 3.1.1]). Let H1, H2 be Hilbert spaces and let G :
D(G) ⊆ H1 → H2 be a densely defined closed linear operator, such that R(G) ⊆ H2

is closed. Let a ⊆ R(G) ⊕ R(G) such that a−1 : R(G) → R(G) is Lipschitz-
continuous. Then for all f ∈ H−1(|BG|) there exists a unique u ∈ H1(|BG|) such

11We use H1(A) also as a notation for the graph space of some continuously invertible operator
A endowed with the norm |A·|. Similarly, we write H−1(A) for the respective dual space with

the pivot space D(A).
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that the following inclusion holds:

(u, f) ∈ G�aG :=

{
(x, z) ∈ H1(|G|+ i)×H−1(|G|+ i) |∨
y∈H0(|G|+i)

(Gx, y) ∈ a ∧ z = G�y
}
.

Moreover, the solution u depends Lipschitz-continuously on the right-hand side
with Lipschitz constant |a−1|Lip denoting the smallest Lipschitz constant of a−1.

In other words, the relation (B�
GaBG)

−1 ⊆ H−1(|BG|) ⊕H1(|BG|) defines a
Lipschitz-continuous mapping with

∣∣(B�
GaBG)

−1
∣∣
Lip

= |a−1|Lip.

Proof. It is easy to see that (u, f) ∈ G�aG for u ∈ H1(|BG|) and f ∈ H−1(|BG|)
if and only if (u, f) ∈ B�

GaBG. Hence, the assertion follows from (B�
GaBG)

−1 =

B−1
G a

−1(B�
G)

−1, the unitarity of BG and B�
G, and the fact that a−1 is Lipschitz-

continuous on R(G). �

To illustrate the latter result, we give an example.

Definition 1.9. Let Ω ⊆ Rn open. We define

d̃ivc : C∞,c(Ω)
n ⊆

n⊕
k=1

L2(Ω)→ L2(Ω)

φ = (φ1, . . . , φn) �→
n∑

k=1

∂kφk,

where ∂k denotes the derivative with respect to the k’th variable (k ∈ {1, . . . , n})
and C∞,c(Ω) is the space of arbitrarily differentiable functions with compact sup-
port in Ω. Furthermore, define

g̃radc : C∞,c(Ω) ⊆ L2(Ω)→
n⊕

k=1

L2(Ω)

φ �→ (∂1φ, . . . , ∂nφ).

Integration by parts gives d̃ivc ⊆ −
(
g̃radc

)∗
and consequently g̃radc ⊆ −

(
d̃ivc

)∗
.

We set div := −
(
g̃radc

)∗
, grad := −

(
d̃ivc

)∗
, divc := − grad∗ and gradc := − div∗.

In the particular case n = 1 we set ∂1,c := gradc = divc and ∂1 := grad = div .

With the latter operators, in order to apply the solution theory above, one
needs to impose certain geometric conditions on the open set Ω. Indeed, the above
theorem applies to grad or gradc in the place of G for the homogeneous Neumann
and Dirichlet case, respectively (in this case G� is then the canonical extension of
− divc and − div, respectively). The only thing that has to be guaranteed is the
closedness of the range of grad (gradc, resp.). This in turn can be warranted, e.g.,
if Ω is bounded, connected and satisfies the segment property for the Neumann
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case or if Ω is bounded in one direction for the Dirichlet case. In both cases, one
can prove the Poincaré inequality, which especially implies the closedness of the
corresponding ranges (see, e.g., [68, Satz 7.6, p. 120] and [1, Theorem 3.8, p. 24]
for the Poincaré inequality for the Dirichlet case and Rellich’s theorem for the
Neumann case, respectively. Note that if the domain of the gradient endowed with
the graph norm is compactly embedded into the underlying space, a Poincaré type
estimate can be derived by a contradiction argument).

In the remainder of this section, we discuss an elliptic-type problem in one
dimension with indefinite coefficients. A similar result in two dimensions can be
found in [6].

Example 1.10. Let Ω :=
[
− 1

2 ,
1
2

]
and set

ã(x) :=

{
α x ≥ 0,

β x < 0

(
x ∈

[
−1

2
,
1

2

])
for some α, β ∈ R \ {0}. We denote the corresponding multiplication-operator on
L2
([
− 1

2 ,
1
2

])
by ã(m) and consider the following equation in divergence-form:

−∂1ã(m)∂1,cu = f (1.4)

for some f ∈ H−1(|∂1,c|). Clearly,R(∂1,c) is closed and we denote the canonical em-
bedding from R(∂1,c) into L

2
([
− 1

2 ,
1
2

])
by ιR(∂1,c). Then ι

∗
R(∂1,c)

: L2
([
− 1

2 ,
1
2

])
→

R(∂1,c) is the orthogonal projection onto R(∂1,c) (see, e.g., [35, Lemma 3.2]) and
we can rewrite (1.4) as

−∂1ιR(∂1,c)ι
∗
R(∂1,c)

ã(m)ιR(∂1,c)ι
∗
R(∂1,c)

∂1,cu = f,

where we have used that ∂1 vanishes on R(∂1,c)
⊥. Hence, we are in the setting of

Theorem 1.8, where a = ι∗R(∂1,c)
ã(m)ιR(∂1,c) : R(∂1,c) → R(∂1,c). The only thing

we have to show is that a−1 defines a Lipschitz-continuous mapping on R(∂1,c).
As R(∂1,c) is closed, it follows that

R(∂1,c) = N(∂1)
⊥ = {1}⊥ ,

where 1 denotes the constant function 1(x) = 1 for x ∈
[
− 1

2 ,
1
2

]
. To show that a

is invertible, we have to solve the problem

aϕ = ψ

for given ψ ∈ {1}⊥ . The latter can be written as

ψ = aϕ = ã(m)ϕ− 〈1|ã(m)ϕ〉1.
As ã(m) is continuously invertible (since α, β �= 0) we derive

ϕ = ã(m)−1ψ + 〈1|ã(m)ϕ〉ã(m)−11.

Since ϕ ∈ {1}⊥ we obtain

0 = 〈1|ã(m)−1ψ〉+ 〈1|ã(m)ϕ〉〈1|ã(m)−11〉,
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yielding

〈1|ã(m)ϕ〉 = −〈1|ã(m)−1ψ〉
〈1|ã(m)−11〉 ,

provided that 〈1|ã(m)−11〉 �= 0. The latter holds if and only if α �= −β. Thus,
assuming that α �= −β we get

a−1ψ = ã(m)−1ψ − 〈1|ã(m)−1ψ〉
〈1|ã(m)−11〉 ã(m)−11,

which clearly defines a Lipschitz-continuous mapping. Summarizing, if α, β �= 0
and α �= −β, then for each f ∈ H−1(|∂1,c|) there exists a unique u ∈ H1(|∂1,c|)
satisfying (1.4).

Remark 1.11. (a) If (1.4) is replaced by the problem with homogeneous Neumann
boundary conditions, then the constraint α �= −β can be dropped, since in this case
R(∂1) = N(∂1,c)

⊥ = L2
([
− 1

2 ,
1
2

])
, and thus, a is invertible if ã(m) is invertible.

(b) Of course in view of Theorem 1.8, the coefficient a in Example 1.10
may also be induced by a relation such that its inverse relation is a (nonlinear)
Lipschitz-continuous mapping in R(∂1,c).

2. Linear evolutionary equations and strict positivity

In this section we shall discuss equations of the form

(∂0,νM+A)U = F, (2.1)

where ∂0,ν is the time-derivative operator to be introduced and specified below,
M and A are linear operators, the former – the material law operator – being
bounded, and the latter being possibly unbounded. The task is in finding the
unknown U for a given right-hand side F . This is done by showing that both
(the closure of) (∂0,νM+A) and (∂0,νM +A)∗ are strictly accretive operators
in a suitable Hilbert space and then using Corollary 1.3. We will comment on the
specific assumptions on M and A in the subsequent sections as well as on the
rigorous (Hilbert space) framework the equation (2.1) should be considered in.
Before we discuss the abstract theory, we give four elementary guiding examples
which shall lead us through the development of the abstract theory.

2.1. Guiding examples

Ordinary (integro-)differential equations. We shall consider the following easy
form of an ordinary differential equation. For a given right-hand side f ∈ Cc(R×R),
i.e., f is a continuous function on R× R with compact support, and a coefficient
a ∈ L∞(R) we consider the problem of finding u in a suitable Hilbert space such
that for (a.e.) (t, x) ∈ R× R the equation

u(·, x)′(t) + a(x)u(t, x) = f(t, x)
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holds. We will also have the opportunity to consider an integro-differential equation
of the form

u(·, x)′(t) + a(x)u(t, x) +
∫ t

−∞
k(t− s)u(s, x)ds = f(t, x)

for a suitable kernel k : R→ R.

The heat equation. The heat ϑ in a given body Ω ⊆ Rn can be described by the
conservation law

ϑ(·, x)′(t) + div q(t, x) = f(t, x) ((t, x) ∈ R× Ω a.e.),

where f is a given heat source and q is the heat flux given by Fourier’s law as

q(t, x) = −k(x) gradϑ(t, x) ((t, x) ∈ R× Ω a.e.),

where k is a certain coefficient matrix describing the specific conductivities of the
underlying material varying over Ω. Here div and grad are the canonical extensions
of the spatial operators div and grad defined in the previous section (Definition
1.9) to the space L2(R × Ω, μ ⊗ λ) = L2(R, μ) ⊗ L2(Ω, λ), where μ is a Borel
measure on R and λ denotes the n-dimensional Lebesgue measure, i.e.,

div q(t, x) = (div q(t, ·)) (x)
gradϑ(t, x) = (gradϑ(t, ·)) (x) ((t, x) ∈ R× Ω a.e.).

In a block operator matrix form, recalling that ∂0 denotes the derivative with
respect to time, we get(

∂0

(
1 0
0 0

)
+

(
0 0
0 k−1

)
+

(
0 div

grad 0

))(
ϑ
q

)
=

(
f
0

)
,

assuming that the coefficient k is invertible. Imposing suitable assumptions on
data and coefficients and boundary conditions for the operators div and/or grad
will be seen to warrant well-posedness of the resulting system. We will comment
on the precise details in our discussion of abstract well-posedness results.

The elastic equations. In the theory of elasticity, the open set Ω ⊆ Rn, being
the underlying domain, models a body in its non-deformed state (of course, in
applications n = 3). The displacement field u assigns to each space-time coordinate
(t, x) ∈ R×Ω direction and size of the displacement at time t of the material point
at position x. The displacement field u satisfies the balance of momentum equation
(again writing ∂0 for the time-derivative)

∂20u−Div σ = f,

with f being an external forcing term, σ being the (symmetric) stress tensor and
Div being the row-wise (distributional) divergence acting on suitable elements in
the space Hsym(Ω) of symmetric n×n matrices of L2(Ω)-functions as an operator
from Hsym(Ω) to L2(Ω)n with maximal domain12. Endowing Hsym(Ω) with the

12The precise definition will be given later.
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Frobenius inner product, we get that the negative adjoint of Div is the symmetrized
gradient or strain tensor given by

ε(u) := Gradu :=
1

2
(∂iuj + ∂jui)i,j

with Dirichlet boundary conditions as induced constraint on the domain. Neu-
mann boundary conditions can be modeled similarly. The stress tensor satisfies
the constitutive relation involving the elasticity tensor C in the way that

σ = Cε(u).

Introducing the displacement velocity v := ∂0u as a new unknown, we write the
elastic equations formally as the block operator matrix equation(

∂0

(
1 0
0 C−1

)
−
(

0 Div
Grad 0

))(
v
σ

)
=

(
f
0

)
,

where we assume that C is invertible.

Maxwell’s equations. The equations for electro-magnetic theory describe evolution
of the electro-magnetic field (E,H) in a 3-dimensional open set Ω. As Gauss’ law
can be incorporated by a suitable choice of initial data, we think of Maxwell’s
equations as Faraday’s law of induction (the Maxwell–Faraday equation), which
reads as

∂0B + curlcE = 0,

where curlc denotes the (distributional) curl operator in L2(Ω)3 with the electric
boundary condition of vanishing tangential components. The magnetic field B
satisfies the constitutive equation

B = μH,

where μ is the magnetic permeability. Faraday’s law is complemented by Ampère’s
law

∂0D + Jc − curlH = J0

for J0, D, Jc being the external currents, the electric displacement and the charge,
respectively. The latter two quantities satisfy the two equations

D = εE, and Jc = σE.

The former is a constitutive equation involving the dielectricity ε and the latter
is Ohm’s law with conductivity σ. Plugging the constitutive relations and Ohm’s
law into Faraday’s law of induction and Ampère’s law and arranging them in a
block operator matrix equation, we arrive at(

∂0

(
ε 0
0 μ

)
+

(
σ 0
0 0

)
+

(
0 − curl

curlc 0

))(
E
H

)
=

(
J0
0

)
.

Having these examples in mind, we develop the abstract theory a bit further
and discuss the time-derivative operator in the next section. After having done so,
we aim at giving a unified solution theory for all of the latter examples. In fact we
show that all of these equations are of the general form (2.1).
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2.2. The time-derivative

When considering evolutionary equations, we need a distinguished direction of
time. Anticipating this fact, we define a time-derivative ∂0,ν as an operator in a
weighted Hilbert space.

Beforehand, we recall some well-known facts from the (time-)derivative in the
unweighted space L2(R). We denote the Sobolev space of L2(R)-functions f with
distributional derivative f ′ representable as a L2(R)-function by H1(R). Then, the
operator

∂ : H1(R) ⊆ L2(R)→ L2(R), f �→ f ′

is skew-selfadjoint. Indeed, using that the space C∞,c(R) is a core for ∂, we im-
mediately verify with integration by parts that ∂ is skew-symmetric. With the
help of some elementary computations it is possible to show that the range of
both the operators ∂ + 1 and ∂ − 1 contains C∞,c(R). The closedness of ∂ thus
implies the skew-selfadjointness of ∂ (see also [20, Example 3.14]). Moreover, it is
well known that ∂ admits an explicit spectral representation given by the Fourier
transformation F , being the unitary extension on L2(R) of the mapping given by

Fφ(ξ) := 1√
2π

∫
R

e−iξxφ(x)dx (ξ ∈ R)

for φ ∈ C∞,c(R). Denoting by m: D(m) ⊆ L2(R) → L2(R) the multiplication-by-
argument operator given by

mf := (ξ �→ ξf(ξ))
for f belonging to the maximal domain D(m) of m, we find the following unitary
equivalence of differentiation and multiplication (see [2, Volume 1, p. 161-163]):

∂ = F∗imF ,
which, due to the selfadjointness of m, confirms the skew-selfadjointness of ∂.

As mentioned above, in evolutionary processes there is a particular bias for
the forward time direction. As L2(R) has no such bias, we choose a suitable weight,
which serves to express this bias. For ν ∈ R we let

L2ν(R) :=
{
f ∈ L2,loc (R) |

∫
R

|f (t)|2 exp (−2νt) dt <∞
}
,

the Hilbert space of (equivalence classes of) functions with (t �→ exp (−νt) f (t)) ∈
L2 (R) (with the obvious norm). In particular, L20(R) = L2(R). Moreover, it is
easily seen that the mapping

e−νm : L2ν(R)→ L2(R), f �→
(
t �→ e−νtf(t)

)
defines a unitary mapping. To carry differentiation over to the exponentially
weighted L2-spaces, we observe that for φ ∈ C∞,c(R) we have(

e−νm
)−1
∂e−νmφ =

(
e−νm

)−1
(−νe−νmφ+ e−νmφ′)

= −νφ+ φ′,
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or (
e−νm

)−1
(∂ + ν) e−νmφ = φ′.

Defining ∂0,ν := (e−νm)
−1

(∂ + ν) e−νm = (e−νm)
−1
∂e−νm + ν, we read off that

∂0,ν is a realization of the (distributional) derivative operator in the weighted space
L2ν(R). Moreover, we see that ∂0,ν is a normal operator, i.e., ∂0,ν and ∂∗0,ν commute.

In particular, Re ∂0,ν = 1
2

(
∂0,ν + ∂∗0,ν

)
= ν, due to the skew-selfadjointness of ∂.

This also shows that ∂0,ν is continuously invertible if ν �= 0. Indeed, we find the
following explicit formula for the inverse: For t ∈ R, ν ∈ R \ {0}, f ∈ L2ν(R) we
have

∂−1
0,νf(t) =

{∫ t

−∞ f(τ)dτ, ν > 0,

−
∫∞
t
f(τ)dτ, ν < 0.

For positive ν, the latter formula also shows that the values of ∂−1
0,νf at time t

only depend on the values of f up to time t. This is the nucleus of the notion of
causality, where the sign of ν switches the forward and backward time direction.
Later, we will comment on this in more detail.

The spectral representation of ∂ induces a spectral representation for ∂0,ν . In-
deed, introducing the Fourier–Laplace transformation13 Lν := Fe−νm : L2ν(R) →
L2(R) for ν ∈ R, which itself is a unitary operator as a composition of unitary
operators, we get that

∂0,ν = L∗
ν(im + ν)Lν .

This shows that for ν �= 0 the normal operator ∂−1
0,ν is unitarily equivalent to the

multiplication operator14 (im + ν)−1 with spectrum σ(∂−1
0,ν) = ∂B(

1
2ν ,

1
2ν ), where

ν > 0 and B(a, r) := {z ∈ C||z − a| < r}, a ∈ C, r > 0. We will use this fact in
the next section by establishing a functional calculus for ∂−1

0,ν . Henceforth, if not
otherwise stated, the parameter ν will always be a positive real number.

2.3. The autonomous case

In order to formulate the Hilbert space framework of (2.1) properly, we need to
consider the space of H-valued L2ν-functions. Consequently, we need to invoke the
(canonical) extension of ∂0,ν to L2ν(R, H) for some Hilbert space H . For conve-
nience, we re-use the notation for the respective extension since there is no risk of
confusion. Moreover, we shall do so for the Fourier–Laplace transform Lν which
is then understood as a unitary operator from L2ν(R, H) onto L2(R, H).

13For the classical Fourier–Laplace transformation, also known as two-sided Laplace transfor-
mation, this unitary character is rarely invoked. In fact, it is mostly considered as an integral
expression acting on suitably integrable functions, whereas the unitary Fourier–Laplace transfor-
mation is continuously extended (thus, of course, including also some non-integrable functions).
14In the sense of the induced functional calculus we have

(im + ν)−1 =
1

im + ν
.
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In this section we treat a particular example for the choice of the operators
M and A, namely that of autonomous operators. For this we need to introduce
the operator of time translation: For h ∈ R, ν ∈ R we define the time translation
operator τh on L2ν(R) by τhf := f(·+ h). Again, we identify τh with its extension
to the H-valued case.

Definition 2.1. We call an operatorB : D(B) ⊆ L2ν(R, H)→ L2ν(R, H) autonomous
or time translation invariant, if it commutes with τh for all h ∈ R, i.e.,

τhB ⊆ Bτh (h ∈ R).

For an evolution to take place, a physically reasonable property is causal-
ity. Denoting by χ

R≤a

(m0) the multiplication operator on L2ν(R, H) given by(
χ

R≤a

(m0)u
)
(t) := χ

R≤a

(t)u(t) for u ∈ L2ν(R, H) and t ∈ R, the definition of

causality reads as follows.

Definition 2.2. We call a closed mapping M : D(M) ⊆ L2ν(R, H) → L2ν(R, H)
causal, if for all f, g ∈ D(M) and a ∈ R we have

χR≤a
(m0)f = χR≤a

(m0)g ⇒ χR≤a
(m0)M(f) = χR≤a

(m0)M(g). (2.2)

Remark 2.3.

(a) Property (2.2) reflects the idea that the “future behavior does not influence
the past”, which may be taken as the meaning of causality.

(b) If, in addition, M in the latter definition is linear, then M is causal if and
only if for all u ∈ D(M)

χ
R≤a

(m0)u = 0⇒ χ
R≤a

(m0)Mu = 0 (a ∈ R).

(c) For continuous mappings M with full domain L2ν(R, H), causality can also
equivalently be expressed by the equation

χ
R≤a

(m0)M = χ
R≤a

(m0)MχR≤a
(m0)

holding for all a ∈ R. If, in addition, M is autonomous then this condition is
in turn equivalent to

χ
R≤a

(m0)M = χ
R≤a

(m0)MχR≤a
(m0)

for some a ∈ R, e.g., a = 0.
(d) The respective concept for causality for closable mappings is a bit more in-

volved, see [57].

In order to motivate the problem class discussed in this section a bit further
we state the following well-known representation theorem:

Theorem 2.4 (see, e.g., [65, Theorem 2.3], [44, Theorem 9.1] or [45]). Let H
be a Hilbert space, M : L2ν(R, H) → L2ν(R, H) bounded, linear, causal and au-
tonomous. ThenM admits a continuous extension as a continuous linear operator
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in L2ν′(R, H) for all ν′ > ν. Moreover there exists a unique M̃ : {z∈C|Rez>ν′}→
L(H) bounded and analytic, such that for all u ∈ L2ν′(R, H) we have

Mu = L∗
ν′M̃(im + ν′)Lν′u,

where
(
M̃(im + ν′)φ

)
(ξ) := M̃(iξ + ν′)φ(ξ) for φ ∈ L2(R, H), ξ ∈ R, ν′ > ν.

This theorem tells us that the class of bounded, linear, causal, autonomous
operators is described by bounded and analytic functions of ∂0,ν or equivalently

of ∂−1
0,ν . Thus, we are led to introduce the Hardy space for some open E ⊆ C and

Hilbert space H :

H∞(E,L(H)) := {M : E → L(H) |M bounded, analytic}.
Clearly, H∞(E,L(H)) (or briefly H∞ if E and H are clear from the context) is a
Banach space with norm

H∞ �M �→ ‖M‖∞ := sup{‖M(z)‖|z ∈ E}.
In the particular case of M ∈ H∞(E,L(H)) with E = B(r, r) for some r > 0, we
define for ν > 1

2r ,

M(∂−1
0,ν) : L

2
ν(R, H)→ L2ν(R, H),

φ �→ L∗
νM

(
1

im + ν

)
Lνφ.

Here M
(

1
im+ν

)
∈ L(L2(R, H)) is given by(
M

(
1

im + ν

)
w

)
(t) :=M

(
1

it+ ν

)
w(t)

for w ∈ L2(R, H) and t ∈ R.
Note that supz∈B( 1

2ν , 1
2ν )
‖M(z)‖ = ‖M(∂−1

0,ν)‖L(Hν,0(R,H)) according to [44,

Theorem 9.1].
Our first theorem asserting a solution theory for evolutionary equations reads

as follows.

Theorem 2.5 ([31, Solution Theory], [33, Chapter 6]). Let ν > 0, r > 1
2ν and

M ∈ H∞(B(r, r), L(H)), A : D(A) ⊆ H → H. Assume that

A is skew-selfadjoint, and∨
c>0

∧
z∈B(r,r)

z−1M(z)− c is monotone. (2.3)

Then ∂0,νM(∂−1
0,ν) +A is continuously invertible in L2ν(R, H). The closure of the

inverse is causal. Moreover, the solution operator is independent of the choice of
ν in the sense that for � > ν and f ∈ L2ν(R, H) ∩ L2�(R, H) we have that(

∂0,νM(∂−1
0,ν) +A

)−1
f =

(
∂0,�M(∂−1

0,�) +A
)−1
f.
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Sketch of the proof. First, one proves that the operator ∂0,νM(∂−1
0,ν) + A is clos-

able and its closure is strictly monotone. The same holds for its adjoint, which
turns out to have the same domain. Thus, the well-posedness of (2.1), where A
is skew-selfadjoint and M = M(∂−1

0,ν) follows by Corollary 1.4. The causality of

the solution operator can be shown by a Paley–Wiener type result (see, e.g., [39,
Theorem 19.2]). �

According to the latter theorem, the solution operator associated with an
evolutionary problem is independent of the particular choice of ν. Therefore, we
usually will drop the index ν and write instead ∂0 and M(∂−1

0 ).
Since the positive definiteness condition in (2.3) will occur several times, we

define H∞,c to be the set of M ∈ H∞ satisfying condition (2.3) with the constant
c ∈ R>0.

Note that with A = 0 in Theorem 2.5, ordinary differential equations are
covered. We shall further elaborate this fact in Subsection 2.4. Here, let us illus-
trate the versatility of this well-posedness result, by applying the result to several
(partial) differential equations arising in mathematical physics.

Example 2.6 (The heat equation). Recall the definition of the operators gradc,
grad, divc and div from Definition 1.9. The domain of gradc coincides with the
classical Sobolev space H0,1(Ω), the space of L2(Ω)-functions with distributional
gradients lying in L2(Ω)n and having vanishing trace, while the domain of grad is
H1(Ω), the Sobolev space of weakly differentiable functions in L2(Ω). Analogously,
v ∈ D(divc) is a L2(Ω)-vector field, whose distributional divergence is in L2(Ω)
and satisfies a generalized Neumann condition v ·N = 0 on ∂Ω, where N denotes
the outward unit normal vector field on ∂Ω.15 Recall the conservation of energy
equation, given by

∂0ϑ+ div q = f, (2.4)

where ϑ ∈ L2ν(R, L2(Ω)) denotes the (unknown) heat, q ∈ L2ν(R, L2(Ω)3) stands for
the heat flux and f ∈ L2ν(R, L2(Ω)) models an external heat source. This equation
is completed by a constitutive relation, called Fourier’s law

q = −k gradϑ, (2.5)

where k ∈ L∞(Ω)n×n denotes the heat conductivity and is assumed to be self-
adjoint-matrix-valued and strictly positive, i.e., there is some c > 0 such that
k(x) ≥ c for almost every x ∈ Ω. Plugging Fourier’s law into the conservation of
energy equation, we end up with the familiar form of the heat equation

∂0ϑ− div k gradϑ = f.

However, it is also possible to write the equations (2.4) and (2.5) as the system(
∂0

(
1 0
0 0

)
+

(
0 0
0 k−1

)
+

(
0 div

grad 0

))(
ϑ
q

)
=

(
f
0

)
.

15Note that the definition of divc still makes sense, even if the boundary of Ω is non-smooth
and hence, the normal vector field N does not exist. Thus, for rough domains Ω the condition
v ∈ D(divc) is a suitable substitute for the condition v ·N = 0 on ∂Ω.
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Requiring suitable boundary conditions, say Dirichlet boundary conditions for the
temperature density ϑ (i.e., ϑ ∈ D(gradc)), the system becomes an evolutionary
equation of the form discussed in Theorem 2.5 with

M(z) =

(
1 0
0 0

)
+ z

(
0 0
0 k−1

)
and the skew-selfadjoint operator

A =

(
0 div

gradc 0

)
.

By our assumptions on the coefficient k, the solvability condition (2.3) can easily
be verified for our material law M . Indeed, with k being bounded and strictly
positive, the inverse operator k−1 is bounded and strictly positive as well. Now,
since for z ∈ B(r, r) for some r > 0 the real part of z−1 is bounded below by 1

2r ,
we deduce that

Re
(
z−1M(z)

)
= Re

(
z−1

(
1 0
0 0

)
+

(
0 0
0 k−1

))
≥
( 1

2r 0
0 1

|k|∞

)
.

Example 2.7 (Maxwell’s equations). To begin with, we formulate the functional
analytic setting for the operator curl with and without the electric boundary con-
dition. For this let Ω ⊆ R3 be a non-empty open set and define

c̃urlc : C∞,c(Ω)
3 ⊆ L2(Ω)3 → L2(Ω)3

φ �→

⎛⎝ ∂2φ3 − ∂3φ2∂3φ1 − ∂1φ3
∂1φ2 − ∂2φ1

⎞⎠ .
Analogously to the previous example, we let curl :=

(
c̃urlc

)∗
and curlc := curl∗.

Now, let ε, μ, σ be bounded linear operators in L2(Ω)3. We assume that both ε
and μ are selfadjoint and strictly positive. As a consequence, the operator function

z �→
(
ε 0
0 μ

)
+ z

(
σ 0
0 0

)
belongs to H∞,c(B(r, r), L(L2(Ω)6)) for some c ∈ R>0, if r is chosen small enough.

Thus, due to the skew-selfadjointness of the operator

(
0 − curl

curlc 0

)
in L2(Ω)6,

Theorem 2.5 applies to the operator sum

∂0

(
ε 0
0 μ

)
+

(
σ 0
0 0

)
+

(
0 − curl

curlc 0

)
,

which yields continuous invertibility of the closure of the latter operator in
L2ν(R, L

2(Ω)3) for sufficiently large ν. It is noteworthy that the well-posedness
theorem of course also applies to the case, where ε = 0 and the real part of σ is
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strictly positive definite, i.e., to the operator of the form

∂0

(
0 0
0 μ

)
+

(
σ 0
0 0

)
+

(
0 − curl

curlc 0

)
.

In the literature this arises when dealing with the so-called “eddy current prob-
lem”.

Example 2.8 (The equations of elasticity and visco-elasticity). We begin by in-
troducing the differential operators involved. Let Ω ⊆ R3 open. We consider
the Hilbert space Hsym(Ω) given as the space of symmetric L2(Ω)3×3-matrices
equipped with the inner product

〈Φ|Ψ〉Hsym(Ω) :=

∫
Ω

trace (Φ(x)∗Ψ(x)) dx,

where Φ(x)∗ denotes the adjoint matrix of Φ(x). Using this Hilbert space we define
the operator Gradc as the closure of

G̃radc : C∞,c(Ω)
3 ⊆ L2(Ω)3 → Hsym(Ω)

(φi)i∈{1,2,3} �→
(
∂iφj + ∂jφi

2

)
i,j∈{1,2,3}

and likewise we define Divc as the closure of

D̃ivc : C∞,c(Ω)
3×3 ∩Hsym(Ω) ⊆ Hsym(Ω)→ L2(Ω)3

(ψij)i,j∈{1,2,3} �→

⎛⎝ 3∑
j=1

∂jψij

⎞⎠
i∈{1,2,3}

.

Integration by parts yields that Gradc ⊆ − (Divc)
∗
as well as Divc ⊆ − (Gradc)

∗

and we define

Grad := − (Divc)
∗
,

Div := − (Gradc)
∗
.

Similar to the case of grad and div, elements u in the domain of Gradc satisfy an
abstract Dirichlet boundary condition of the form u = 0 on ∂Ω, while elements
σ in the domain of Divc satisfy an abstract Neumann boundary condition of the
form σN = 0 on ∂Ω, where N denotes the unit outward normal vector field on ∂Ω.

The equation of linear elasticity is given by

∂20u−Div σ = f, (2.6)

where u ∈ L2ν(R, L2(Ω)3) denotes the displacement field of the elastic body Ω,
σ ∈ L2ν(R, H(Ω)) is the stress tensor and f ∈ L2ν(R, L2(Ω)3) is an external force.
Equation (2.6) is completed by Hooke’s law

σ = C Gradu, (2.7)



Well-posedness via Monotonicity – an Overview 421

where C ∈ L(Hsym(Ω)) is the so-called elasticity tensor, which is assumed to be
selfadjoint and strictly positive definite (which in particular gives the bounded
invertibility of C). Defining v := ∂0u as the displacement velocity, (2.6) and (2.7)
can be written as a system of the form(

∂0

(
1 0
0 C−1

)
+

(
0 −Div

−Grad 0

))(
v
σ

)
=

(
f
0

)
.

Imposing boundary conditions on v or σ, say for simplicity Neumann boundary
conditions for σ, we end up with an evolutionary equation with

M(z) =

(
1 0
0 C−1

)
and A =

(
0 −Divc

−Grad 0

)
.

Since C−1 is also selfadjoint and strictly positive definite, we obtain that M sat-
isfies the solvability condition (2.3).
In order to incorporate viscous materials, i.e., materials showing some memory
effects, one modifies Hooke’s law (2.7) for example by

σ = C Gradu+DGrad ∂0u, (2.8)

where D ∈ L(Hsym(Ω)). This modification is known as the Kelvin–Voigt model for
visco-elastic materials (see, e.g., [14, p. 163], [5, Section 1.3.3]). Using v instead of
u, the latter equation reads as

σ =
(
∂−1
0 C +D

)
Grad v = D

(
∂−1
0 D

−1C + 1
)
Grad v,

where we assume that D is selfadjoint and strictly positive definite, while C ∈
L(Hsym(Ω)) is arbitrary (the assumption onD can be relaxed, by requiring suitable

positivity constraints on C, see, e.g., [35, Theorem 4.1]). Since ‖∂−1
0,ν‖ = ν−1 we

may choose ν0 > 0 large enough in order to get that ‖∂−1
0,νD

−1C‖ < 1 for all ν≥ν0.
Then, by the Neumann series, we end up with(

1 + ∂−1
0 D

−1C
)−1
D−1σ = Grad v.

Hence, our new material law operator becomes

M(z) =

(
1 0
0 z(1 + zD−1C)−1D−1

)
=

(
1 0
0 0

)
+ z

(
0 0
0 D−1

)
+

∞∑
k=1

(−1)kzk+1

(
0 0

0
(
D−1C

)k
D−1

)
,

which satisfies the condition (2.3) for z ∈ B(r, r), where r > 0 is chosen sufficiently
small.

Another way to model materials with memory is to add a convolution term
on the right-hand side of Hooke’s law (2.7), see, e.g., [14, Section III.7], [12]. The
new constitutive relation then reads as

σ = C Gradu− k ∗Gradu = ∂−1
0 (C − k∗)Grad v,

where k : R≥0 → L(Hsym(Ω)) is a strongly measurable function satisfying∫∞
0 ‖k(t)‖e−μt dt < ∞ for some μ ≥ 0 (note that in [12] k was assumed to be
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absolutely continuous). Again, choosing ν > 0 large enough, we end up with a
material law operator (see [51, Subsection 4.1])

M(z) =

(
1 0

0 C− 1
2 (1−

√
2πC− 1

2 k̂(−iz−1)C− 1
2 )−1C− 1

2

)
, (2.9)

where k̂ denotes the Fourier transform of k and where we have used that

Lν (k∗)L∗
ν =

√
2π k̂(m− iν)

for ν ≥ μ (see, e.g., [51, Lemma 3.4]). According to the solution theory presented
in Theorem 2.5, we have to find suitable assumptions on the kernel k in order to
obtain the positivity condition (2.3). This is done in the following theorem.

Theorem 2.9 (Integro-differential equations, [51]). Let H be a separable Hilbert
space and k :R≥0→L(H) a strongly measurable function satisfying

∫∞
0
‖k(t)‖e−μt<

∞ for some μ ∈ R. If
(a) k(t) is selfadjoint for almost every t ∈ R≥0,
(b) there exists d ≥ 0, ν0 ≥ μ such that

t Im k̂(t− iν0) ≤ d
for all t ∈ R,

then there exists r > 0 such that the material law M(z) := 1 +
√
2π k̂(−iz−1) with

z ∈ B(r, r) satisfies (2.3). If, in addition, k satisfies

(c) k(t)k(s) = k(s)k(t) for almost every s, t ∈ R≥0,

then there exists r′ > 0 such that the material law M̃(z) :=
(
1−

√
2π k̂(−iz−1)

)−1

with z ∈ B(r′, r′) satisfies (2.3).

Remark 2.10. For real-valued kernels k, a typical assumption is that k should
be non-negative and non-increasing (see, e.g., [38]). This, however implies the
assumptions (a)–(c) of Theorem 2.9 for k. Moreover, kernels k of bounded variation
satisfy the assumptions of the latter theorem (see [51, Remark 3.6]).

Using Theorem 2.9 we get that M given by (2.9) satisfies the solvability
condition (2.3), if k satisfies the assumptions (a)–(c) of Theorem 2.9 and k(t) and
C commute for almost every t ∈ R≥0 (see [51, Subsection 4.1] for a detailed study).

Convolutions as discussed in the previous theorem need to be incorporated
due to the fact that, for instance, the elastic behavior of a solid body depends on
the stresses the body experienced in the past. One also speaks of so-called memory
effects. From a similar type of nature is the modeling of material behavior with
the help of fractional (time-)derivatives. In fact, in recent years, material laws for
visco-elastic solids were described by using fractional derivatives (see, e.g., [5, 28])
as an ansatz to better approximate a polynomial in ∂−1

0 by potentially fewer terms
of real powers of ∂−1

0 . In [61] a model for visco-elasticity with fractional derivatives
has been analyzed mainly in the context of homogenization issues, which will be
discussed below. For the moment, we stick to the presentation of the model and
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sketch the idea of the well-posedness result for this type of equation presented in
[61, Theorem 2.1 and 2.2].

Example 2.11 (Visco-elasticity with fractional derivatives). In this model the
Kelvin–Voigt model (2.8) is replaced by a fractional analogue of the form

σ = C Gradu+DGrad∂α0 u,

for some α ∈]0, 1]. We emphasize here that ∂α0 has a natural meaning as a func-
tion of a normal operator. We refer to [35, Subsection 2.1] for a comparison with
classical notions of fractional derivatives (see, e.g., [37] for an introduction to frac-
tional derivatives). As in the case α = 1 we get that ∂α0 is boundedly invertible for
each α ∈]0, 1] and ν > 0 and by [35, Lemma 2.1] we can estimate the norm of its
inverse by

‖∂−α
0,ν ‖ ≤ ν−α.

Again we assume for simplicity that D is selfadjoint and strictly positive definite,
and thus we may rewrite the constitutive relation above as

σ = (C +D∂α0 )Gradu = D∂α0
(
∂−α
0 D

−1C + 1
)
Gradu

yielding, for large enough ν > 0,

∂1−α
0

(
∂−α
0 D

−1C + 1
)−1
D−1σ = Grad v.

Hence, our material law operator is given by(
1 0

0 zα
(
1 + zαD−1C

)−1
D−1

)
=

(
1 0
0 zαD−1

)
+

∞∑
k=1

(−1)kz(k+1)α

(
0 0

0
(
D−1C

)k
D−1

)
.

(2.10)

Note that the visco-elastic model under consideration is slightly different from
the one treated in [61] as there is no further restriction on the parameter α. In
[61], we assumed α ≥ 1

2 and showed the positive definiteness of the sum in (2.10)
with the help of a perturbation argument. This argument does not apply to the
situation discussed here. However, assuming selfadjointness and non-negativity of
the operators C and D well-posedness can be warranted even for α < 1

2 .

More generally, if one considers material law operators containing fractional
derivatives of the form

M(∂−1
0 ) =M0 +

∑
α∈Π

∂−α
0 Mα + ∂−1

0 M1, (2.11)

where Π ⊆ ]0, 1[ is finite and Mα ∈ L(H) for some Hilbert space H and each
α ∈ {0, 1}∪Π, one imposes the following conditions on the operatorsMα in order
to get an estimate of the form (2.3) for the material law (2.11):
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Theorem 2.12 ([35, Theorem 3.5]). Let (α0, . . . , αk) be a monotonically increasing
enumeration of Π. Assume that the operators M0 and Mαj are selfadjoint for
each j ∈ {0, . . . , k}. Moreover, let P,Q, F ∈ L(H) be three orthogonal projectors
satisfying

P +Q+ F = 1,

and assume thatM0 andMαj commute with P,Q and F for every j ∈ {1, . . . , k}. If
PMαjP ≥ 0, QMαjQ ≥ 0, M0 ≥ 0 and M0,ReM1 and Mα0 are strictly positive
definite on the ranges of P,Q and F respectively, then the material law (2.11)
satisfies the solvability condition (2.3).

With this theorem we end our tour through different kinds of evolutionary
equations, which are all covered by the solution theory stated in Theorem 2.5.

Besides the well-posedness of evolutionary equations, it is also possible to
derive a criterion for (exponential) stability in the abstract setting of Theorem
2.5. Since the systems under consideration do not have any regularizing property,
we are not able to define exponential stability as it is done classically, since our
solutions u do not have to be continuous. So, point-wise evaluation of u does not
have any meaning. Indeed, the problem class discussed in Theorem 2.5 covers also
purely algebraic systems, where definitely no (time-)regularity of the solutions is
to be expected unless the given data is regular. Thus, we are led to define a weaker
notion of exponential stability as follows.

Definition 2.13. Let A : D(A) ⊆ H → H be skew-selfadjoint16 and let M ∈
H∞(B(r, r), L(H)) satisfying (2.3) for some r > 0. Let ν > 1

2r . We call the opera-

tor
(
∂0M(∂−1

0 ) +A
)−1

exponentially stable with stability rate ν0 > 0 if for each

0 ≤ ν′ < ν0 and f ∈ L2−ν′ ∩ L2ν(R, H) we have

u :=
(
∂0M(∂−1

0 ) +A
)−1

f ∈ L2−ν′(R, H),

which in particular implies that
∫
R
e2ν

′t |u(t)|2 dt <∞.

As it turns out, this notion of exponential stability yields the exponential
decay of the solutions, provided the solution u is regular enough. For instance,
this can be achieved by assuming more regularity on the given right-hand side (see
[49, Remark 3.2 (a)]). The result for exponential stability reads as follows.

Theorem 2.14 ([50, Theorem 3.2]). Let A : D(A) ⊆ H → H be a skew-selfadjoint
operator andM be a mapping satisfying the following assumptions for some ν0 > 0:

(a) M : C \B
(
− 1

2ν0
, 1
2ν0

)
→ L(H) is analytic;

16For sake of presentation, we assume A to be skew-selfadjoint. However, in [50, 49] A was
assumed to be a linear maximal monotone operator. We will give a solution theory for this

type of problem later on. One then might replace the condition of skew-selfadjointness in this
definition and the subsequent theorem by the condition of being linear and maximal monotone.
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(b) for every 0 < ν′ < ν0 there exists c > 0 such that for all z ∈ C\B
(
− 1

2ν′ ,
1

2ν′
)

we have

Re z−1M(z) ≥ c.

Then for each ν > 0 the solution operator
(
∂0M(∂−1

0 ) +A
)−1

is exponen-

tially stable with stability rate ν0.

Example 2.15 (A parabolic-hyperbolic system, [49, Example 4.2]). Let Ω ⊆ Rn be
an open subset and Ω0,Ω1 ⊆ Ω measurable, disjoint, non-empty with Ω = Ω0∪Ω1,
c > 0. Then the solution operator for the equation(

∂0

(
χ

Ω0
+ χ

Ω1
0

0 χ
Ω0

)
+

(
c 0
0 c

)
+

(
0 divc

grad 0

))(
v
q

)
=

(
f
0

)
for suitable f is exponentially stable with stability rate c.

Remark 2.16. As in [49, Initial Value Problems], the stability of the corresponding
initial value problems can be discussed similarly.

Example 2.17 (Example 2.15 continued (see also [49, Theorem 4.4])). Let h < 0
and assume, in addition, that c > 1. Then the solution operator for the equation(

∂0

(
χΩ0

+ χΩ1
0

0 χΩ0

)
+ τh +

(
c 0
0 c

)
+

(
0 divc

grad 0

))(
v
q

)
=

(
f
0

)
is exponentially stable with stability rate ν0 > 0 such that

ν0 + e
−ν0h = c.

Remark 2.18. We note that the exponential stability of integro-differential equa-
tions can be treated in the same way, see [49, Section 4.3].

2.4. The closedness of the problem class and homogenization

In this section we discuss the closedness of the problem class under consideration
with respect to perturbations in the material law M . We will treat perturbations
in the weak operator topology, which will also have strong connections to issues
stemming from homogenization theory. For illustrational purposes we discuss the
one-dimensional case of an elliptic type equation first.

Example 2.19 (see, e.g., [4, Example 1.1.3]). Let A : R → R be a bounded, uni-
formly strictly positive, measurable, 1-periodic function. We denote the multi-
plication operator on L2(]0, 1[) associated with A by A(m1). Denoting the one-
dimensional gradient on ]0, 1[ with homogeneous Dirichlet boundary conditions by
∂1,c (see also Definition 1.9) and ∂1 for its skew-adjoint, we consider the problem
of finding uε ∈ D(∂1,c) such that for given f ∈ L2(]0, 1[) and ε > 0 we have

−∂1A
(
1

ε
m1

)
∂1,cuε = f.

Of course, the solvability of the latter problem is clear due to Corollary 1.6. Now,
we address the question whether (uε)ε>0 is convergent in any particular sense and
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if so, whether the limit satisfies a differential equation of “similar type”. Before,
however, doing so, we need the following result.

Proposition 2.20 (see, e.g., [10, Theorem 2.6]). Let A : RN → C be bounded,
measurable and ]0, 1[N -periodic, i.e., for all k ∈ ZN and a.e. x ∈ RN we have
A(x+ k) = A(x). Then

A
( ·
ε

)
→
∫
]0,1[N

A(x)dx (ε→ 0)

in the weak-∗-topology σ(L∞(RN ), L1(RN )) of L∞(RN ).

Example 2.21 (Example 2.19 continued). For ε > 0, we define ξε := A
(
1
εm1

)
∂1,cuε.

It is easy to see that (ξε)ε is bounded in L2(]0, 1[) and also in H1(]0, 1[) = D(∂1).
The Arzelà–Ascoli theorem implies that (ξε)ε has a convergent subsequence (again
labeled with ε), which converges in L2(]0, 1[). We denote ξ := limε→0 ξε. In conse-
quence, by Proposition 2.20, we deduce that

∂1,cuε =
1

A
(
1
εm1

)ξε ⇀ (∫ 1

0

1

A(x)
dx

)
ξ

weakly in L2(]0, 1[) as ε → 0. Hence, (∂1,cuε)ε>0 weakly converges in L2(]0, 1[),
which, again by compact embedding, implies that (uε)ε converges in L2(]0, 1[).
Denoting the respective limit by u, we infer

f = −∂1ξ = −∂1
(∫ 1

0

1

A(x)
dx

)−1(∫ 1

0

1

A(x)
dx

)
ξ = −∂1

(∫ 1

0

1

A(x)
dx

)−1

∂1,cu.

Now, unique solvability of the latter equation together with a subsequence argu-
ment imply convergence of (uε)ε without choosing subsequences.

Remark 2.22. Note that examples in dimension 2 or higher are far more compli-
cated. In particular, the computation of the limit (if there is one) is more involved.
To see this, we refer to [10, Sections 5.4 and 6.2], where the case of so-called lam-
inated materials and general periodic materials is discussed. In the former the
limit may be expressed as certain integral means, whereas in the latter so-called
local problems have to be solved to determine the effective equation. Having these
issues in mind, we will only give structural (i.e., compactness) results on homoge-
nization problems of (evolutionary) partial differential equations. In consequence,
the compactness properties of the differential operators as well as the ones of the
coefficients play a crucial role in homogenization theory.

Regarding Proposition 2.20, the right topology for the operators under con-
sideration is the weak operator topology. Indeed, with the examples given in the
previous section in mind and modeling local oscillations as in Example 2.19, we
shall consider the weak-∗-topology of an appropriate L∞-space. Now, if we iden-
tify any L∞-function with the corresponding multiplication operator on L2, we
see that convergence in the weak-∗-topology of the functions is equivalent to con-
vergence of the associated multiplication operator in the weak operator topology



Well-posedness via Monotonicity – an Overview 427

of L(L2). This general perspective also enables us to treat problems with singular
perturbations and problems of mixed type.

Before stating a first theorem concerning the issues mentioned, we need to
introduce a topology tailored for the case of autonomous and causal material laws.

Definition 2.23 ([55, Definition 3.1]). For Hilbert spaces H1, H2 and an open set
E ⊆ C, we define τw to be the initial topology on H∞(E,L(H1, H2)) induced by
the mappings

H∞ �M �→ (z �→ 〈φ,M(z)ψ〉) ∈ H(E)

for φ ∈ H2, ψ ∈ H1, where H(E) is the set of holomorphic functions endowed with
the compact open topology, i.e., the topology of uniform convergence on compact
sets. We write H∞

w := (H∞, τw) for the topological space and re-use the notation
H∞

w for the underlying set.

We note the following remarkable fact.

Theorem 2.24 ([55, Theorem 3.4], [61, Theorem 4.3]). Let H1, H2 be Hilbert spaces,
E ⊆ C open. Then

BH∞ := {M ∈ H∞(E,L(H1, H2)) | ‖M‖∞ ≤ 1} ⊆ H∞
w

is compact. If, in addition, H1 and H2 are separable, then BH∞ is metrizable.

Sketch of the proof. For s ∈ [0,∞[ introduce the set BH(E)(s) := {f ∈ H(E)|∀z ∈
E : |f(z)| ≤ s}. The proof is based on the following equality

BH∞ =

( ∏
φ∈H1,ψ∈H2

BH(E) (‖φ‖‖ψ‖)
)

∩ {M : E → L(H1, H2) |M(z) sesquilinear (z ∈ E)} ,

which itself follows from a Dunford type theorem ensuring the holomorphy (with
values in the space L(H1, H2)) of the elements on the right-hand side and the
Riesz-Fréchet representation theorem for sesqui-linear forms. Now, invoking Mon-
tel’s theorem, we deduce that BH(E)(s) is compact for every s ∈ [0,∞[. Thus,
Tikhonov’s theorem applies to deduce the compactness of BH∞ . The proof for
metrizability is standard. �

Recall for r, c ∈ R>0, and a Hilbert space H , we set

H∞,c(B(r, r), L(H)) =

{
M ∈ H∞(B(r, r), L(H)) |

∧
z∈B(r,r)

Re z−1M(z) ≥ c
}
.

In accordance to Definition 2.23, we will also write H∞,c
w for the set H∞,c endowed

with τw. The compactness properties fromH∞
w are carried over to H∞,c

w . The latter
follows from the following proposition:

Proposition 2.25 ([60, Proposition 1.3]). Let c ∈ R>0. Then the set H∞,c
w ⊆ H∞

w

is closed.
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We are now ready to discuss a first theorem on the continuous dependence
on the coefficients for autonomous and causal material laws, which particularly
covers a class of homogenization problems in the sense mentioned above. For a
linear operator A in some Hilbert space H , we denote D(A) endowed with the
graph norm of A by DA. If a Hilbert space H1 is compactly embedded in H , we
write H1 ↪→↪→ H . A subset M ⊆ H∞ is called bounded, if there is λ > 0 such that
M ⊆ λBH∞ . The result reads as follows.

Theorem 2.26 ([60, Theorem 3.5], [61, Theorem 4.1]). Let ν, c ∈ R>0, r >
1
2ν ,

(Mn)n be a bounded sequence in H∞,c(B(r, r), L(H)), A : D(A) ⊆ H → H skew-
selfadjoint. Assume that DA ↪→↪→ H. Then there exists a subsequence of (Mn)n
such that (Mnk

)k converges in H∞
w to some M ∈ H∞,c and(

∂0Mnk
(∂−1

0 ) +A
)−1

→
(
∂0M(∂−1

0 ) +A
)−1

in the weak operator topology.

We first apply this theorem to an elliptic type equation.

Example 2.27. Let Ω ⊆ Rn be open and bounded. Let gradc and div be the
operators introduced in Definition 1.9. Let (ak)k∈N

be a sequence of uniformly

strictly positive bounded linear operators in L2(Ω)n. For f ∈ L2(Ω) consider for
k ∈ N the problem of finding uk ∈ L2(Ω) such that the equation

uk − div ak gradc uk = f

holds. Observe that if ι : R(gradc) → L2(Ω)n denotes the canonical embedding,
this equation is the same as

uk − div ιι∗akιι∗ gradc uk = f. (2.12)

Indeed, by Poincaré’s inequality R(gradc) ⊆ L2(Ω)n is closed, the projection
theorem ensures that ιι∗ is the orthogonal projection on R(gradc). Moreover,
N(div) = R(gradc)

⊥ yields that div = div(ιι∗ + (1 − ιι∗)) = div ιι∗. Now, we
realize that due to the positive definiteness of ak so is ι∗akι. Consequently, the lat-
ter operator is continuously invertible. Introducing vk := ι∗akι gradc uk for k ∈ N,
we rewrite the equation (2.12) as follows:((

1 0

0 (ι∗akι)
−1

)
−
(

0 div ι
ι∗ gradc 0

))(
uk
vk

)
=

(
f
0

)
.

Now, let ν > 0 and lift the above problem to the space L2ν(R, L
2(Ω) ⊕ R(gradc))

by interpreting

(
f
0

)
as

(
t �→ χ

R>0
(t)

(
f
0

))
∈ L2ν(R, L2(Ω) ⊕ R(gradc)). Then

this equation fits into the solution theory stated in Theorem 2.5 with

Mk(∂
−1
0 ) := ∂−1

0

(
1 0

0 (ι∗akι)
−1

)
, A :=

(
0 div ι

ι∗ gradc 0

)
.
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Note that the skew-selfadjointness of A is easily obtained from div∗ = − gradc.
In order to conclude the applicability of Theorem 2.26, we need the following
observation.

Proposition 2.28 ([60, Lemma 4.1]). Let H1, H2 be Hilbert spaces, C : D(C) ⊆
H1 → H2 densely defined, closed, linear. Assume that DC ↪→↪→ H1. Then DC∗ ∩
N(C∗)⊥H2 ↪→↪→ H2.

Example 2.29 (Example 2.27 continued). With the help of the theorem of Rellich–
Kondrachov and Proposition 2.28, we deduce that A has compact resolvent. Thus,
Theorem 2.26 is applicable.

We find a subsequence such that a := τw − liml→∞ (ι∗akl
ι)

−1
exists, where

we denoted by τw the weak operator topology. Therefore, (ukl
)l weakly converges

to some u, which itself is the solution of

u− div ιa−1ι∗ gradc u = f.

In fact it is possible to show that ιa−1ι∗ coincides with the usual homogenized
matrix (if the possibly additional assumptions on the sequence (ak)k permit the
computation of a limit in the sense of H- or G-convergence, see, e.g., [10, Chapter
13] and the references therein).

As a next example let us consider the heat equation.

Example 2.30. Recall the heat equation introduced in Example 2.6:(
∂0

(
1 0
0 0

)
+

(
0 0
0 k−1

)
+

(
0 div

gradc 0

))(
ϑ
q

)
=

(
f
0

)
.

To warrant the compactness condition in Theorem 2.26, we again assume that the
underlying domain Ω is bounded. Similarly to Example 2.27, we assume that we
are given (kl)l, a bounded sequence of uniformly strictly monotone linear operators
in L(L2(Ω)n). Consider the sequence of equations(

∂0

(
1 0
0 0

)
+

(
0 0
0 k−1

l

)
+

(
0 div

gradc 0

))(
ϑl
ql

)
=

(
f
0

)
.

Now, focussing only on the behavior of the temperature (ϑl)l, we can proceed as
in the previous example.

Assuming more regularity of Ω, e.g., the segment property and finitely many
connected components, we can apply Theorem 2.26 also to the corresponding ho-
mogeneous Neumann problems of Examples 2.27 and 2.30. Moreover, the afore-
mentioned theorem can also be applied to the homogenization of (visco-)elastic
problems (see also Example 2.8). For this we need criteria ensuring the com-
pactness condition DGradc ↪→↪→ L2(Ω)n (or DGrad ↪→↪→ L2(Ω)n). The latter is
warranted for a bounded Ω for the homogeneous Dirichlet case or an Ω satisfying
suitable geometric requirements (see, e.g., [64]). An example of a different type of
nature is that of Maxwell’s equations:
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Example 2.31. Recall Maxwell’s equation as introduced in Example 2.7:(
∂0

(
ε 0
0 μ

)
+

(
σ 0
0 0

)
+

(
0 − curl

curlc 0

))(
E
H

)
=

(
J
0

)
.

In this case, we also want to consider sequences (εn)n, (μn)n, (σn)n and corre-
sponding solutions (En, Hn)n. In any case the nullspaces of both curlc and curl
are infinite dimensional. Thus, the projection mechanism introduced above for the
heat and the elliptic equation cannot apply in the same manner. Moreover, con-

sidering the Maxwell’s equations on the nullspace of

(
0 − curl

curlc 0

)
, we realize

that the equation amounts to be an ordinary differential equation in an infinite-
dimensional state space. For the latter we have not stated any homogenization or
continuous dependence result yet. Thus, before dealing with Maxwell’s equations
in full generality, we focus on ordinary (integro-)differential equations next.

Theorem 2.32 ([56, Theorem 4.4]). Let ν, ε ∈ R>0, r >
1
2ν , (Mn)n in H∞,c

(
B(r, r),

L(H)
)
∩H∞(B(0, ε), L(H)) bounded, H separable Hilbert space. Assume that17

Mn(0) ≥ c on R(Mn(0)) = R(M1(0))

for all n ∈ N. Then there exists a subsequence (nk)k of (n)n and some M ∈ H∞

such that (
∂0Mnk

(∂−1
0 )
)−1 →

(
∂0M(∂−1

0 )
)−1

in the weak operator topology.

Remark 2.33. Note that in the latter theorem, in general, the sequence(
Mnk

(∂−1
0 )
)
k
does not converge to M(∂−1

0 ). The reason for that is that the com-
putation of the inverse is not continuous in the weak operator topology. So, even if

one chose a further subsequence (nkl
)l of (nk)k such that

(
Mnkl

(∂−1
0 )
)
l
converges

in the weak operator topology, then, in general,

Mnkl
(∂−1

0 ) 
M(∂−1
0 )

in τw. Indeed, the latter can be seen by considering the periodic extensions of the
mappings a1, a2 to all of R with

a1(x) :=

{
1
2 , 0 ≤ x < 1

2 ,

1, 1
2 ≤ x < 1,

a2(x) :=
3

4
, (x ∈ [0, 1]).

We let an := a1(n·) for odd n ∈ N and an := a2(n·) if n ∈ N is even. Then, by
Proposition 2.20, we conclude that an → 3

4 , a
−1
2n+1 → 3

2 , and a
−1
2n → 4

3 as n → ∞
in σ(L∞, L1).

In a way complementary to the latter theorem is the following. The latter
theorem assumes analyticity of the Mn’s at 0. But the zeroth-order term in the
power series expansion of the Mn’s may be non-invertible. In the next theorem,

17Note that Mn ∈ H∞,c(B(r, r), L(H)) ∩H∞(B(0, ε), L(H)) implies that Mn(0) is selfadjoint.
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the analyticity at 0 is not assumed any more. The (uniform) positive definiteness
condition, however, is more restrictive.

Theorem 2.34 ([55, Theorem 5.2]). Let ν, ε ∈ R>0, r >
1
2ν , (Mn)n in H∞,c

(
B(r, r),

L(H)
)
bounded, H separable Hilbert space. Assume that

ReMn(z) ≥ c (z ∈ B(r, r))
for all n ∈ N. Then there exists a subsequence (Mnk

)k of (Mn)n and someM ∈ H∞

such that (
∂0Mnk

(∂−1
0 )
)−1 →

(
∂0M(∂−1

0 )
)−1

in the weak operator topology.

Now, we turn to more concrete examples. With the methods developed, we
can characterize the convergence of a particular ordinary equation. In a slightly
more restrictive context these types of equations have been discussed by Tartar in
1989 (see [43, 42]) using the notion of Young measures, see also the discussion in
[59, Remark 3.8].

Proposition 2.35. Let (an)n in L(H) be bounded, H a separable Hilbert space,
ν > 2 supn∈N ‖an‖+ 1. Then (

(∂0 + an)
−1
)
n

converges in the weak operator topology if and only if for all � ∈ N(
a�n
)
n

converges in the weak operator topology to some b� ∈ L(H). In the latter case(
(∂0 + an)

−1
)
n
converges to⎛⎝∂0 + ∂0 ∞∑

j=1

(
−

∞∑
�=1

(
−∂−1

0

)�
b�

)j
⎞⎠−1

in the weak operator topology.

Proof. The ‘if’-part is a straightforward application of a Neumann series expansion

of (∂0 + an)
−1

, see, e.g., [63, Theorem 2.1]. The ‘only-if’-part follows from the
representation

(∂0 + an)
−1 =

∞∑
j=0

(
−∂−1

0

)j
ajn∂

−1
0 =:Mn(∂

−1
0 ) (n ∈ N),

the application of the Fourier–Laplace transform and Cauchy’s integral formulas
for the derivatives of holomorphic functions. For the latter argument note that
(Mn)n is a bounded sequence in H∞(B(r, r), L(H)) for r > 1

2ν and, thus, con-

tains a H∞
w -convergent subsequence, whose limit M satisfies M(∂−1

0 ) = τw −
limn→∞ (∂0 + an)

−1
. �
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One might wonder under which circumstances the conditions in the latter
theorem happen to be satisfied. We discuss the following example initially studied
by Tartar.

Example 2.36 (Ordinary differential equations). Let a ∈ L∞(R). If a is 1-periodic
then a(n·) converges to

∫ 1

0
a in the σ(L∞, L1)-topology. Regard a as a multiplica-

tion operator a(m1) on L
2(R). Now, we have the explicit formula

(∂0 + a(nm1))
−1 τw→

⎛⎝∂0 + ∂0 ∞∑
j=1

(
−

∞∑
�=1

(
−∂−1

0

)� ∫ 1

0

a�

)j
⎞⎠−1

.

We should remark here that the classical approach to this problem uses the the-
ory of Young measures to express the limit equation. This is not needed in our
approach.

With the latter example in mind, we now turn to the discussion of a general
theorem also working for Maxwell’s equation. As mentioned above, these equations
can be reduced to the cases of Theorem 2.26 and 2.32. Consequently, the limit
equations become more involved. For sake of this presentation, we do not state the
explicit formulae for the limit expressions and instead refer to [56, Corollary 4.7].

Theorem 2.37 ([56, Corollary 4.7]). Let ν, ε ∈ R>0, r >
1
2ν , (Mn)n in H∞,c

(
B(r, r),

L(H)
)
∩H∞(B(0, ε), L(H)) bounded, A : D(A) ⊆ H → H skew-selfadjoint, H sep-

arable. Assume that DA ∩N(A)⊥ ↪→↪→ H and, in addition,

Mn(0) ≥ c on R(Mn(0)) = R(M1(0))

ι∗N(A)⊥M
′
n(0)ιN(A)

(
ι∗N(A)M

′
n(0)ιN(A)

)−1

= ι∗N(A)⊥M
′
n(0)

∗ιN(A)

(
ι∗N(A)M

′
n(0)

∗ιN(A)

)−1

,

for all n ∈ N, where ιN(A)⊥ : N(M1(0))∩N(A)⊥ → H, ιN(A) : N(M1(0))∩N(A)→
H denote the canonical embeddings. Then there exists a subsequence (Mnk

)k of
(Mn)n and M ∈ H∞(E;L(H)) for some 0 ∈ E ⊆ B(0, ε) such that(

∂0Mnk
(∂−1

0 ) +A
)−1

→
(
∂0M(∂−1

0 ) +A
)−1

converges in the weak operator topology.

Remark 2.38. It should be noted that, similarly to the case of ordinary differential
equations, in general, we do not have Mnk

(∂−1
0 )→M(∂−1

0 ) in the weak operator
topology.

Before we discuss possible generalizations of the above results to the non-
autonomous case, we illustrate the applicability of Theorem 2.37 to Maxwell’s
equations:
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Example 2.39 (Example 2.31 continued). Consider(
∂0

(
εn 0
0 μn

)
+

(
σn 0
0 0

)
+

(
0 − curl

curlc 0

))(
En

Hn

)
=

(
J
0

)
for bounded sequences of bounded linear operators (εn)n, (μn)n, (σn)n. Assuming
suitable geometric requirements on the underlying domain Ω, see, e.g., [67], we
realize that the compactness condition is satisfied. Thus, we only need to guarantee
the compatibility conditions: Essentially, there are two complementary cases. On
the one hand, one assumes uniform strict positive definiteness of the (selfadjoint)

operators

(
εn 0
0 μn

)
. On the other hand, we may also consider the eddy current

problem, which results in εn = 0. Then, in order to apply Theorem 2.37, we
have to assume selfadjointness of σn and the existence of some c > 0 such that
σn ≥ c for all n ∈ N. In this respect our homogenization theorem only works under
additional assumptions on the material laws apart from (uniform) well-posedness
conditions. We also remark that the limit equation is of integro-differential type,
see [56, Corollary 4.7] or [66].

2.5. The non-autonomous case

The non-autonomous case is characterized by the fact that the operatorsM and
A in (2.1) do not have to commute with the translation operators τh. A rather
general abstract result concerning well-posedness reads as follows:

Theorem 2.40 ([62, Theorem 2.4]). Let ν > 0 and M,N ∈ L(L2ν(R, H)). Assume
that there exists M ∈ L(L2ν(R, H)) such that

M∂0,ν ⊆ ∂0,νM+M.

Let A : D(A) ⊆ L2ν(R, H) → L2ν(R, H) be densely defined, closed, linear and such
that ∂−1

0,νA ⊆ A∂−1
0,ν . Assume there exists c > 0 such that the positivity conditions

Re〈(∂0,νM+N +A)φ|χ
R≤a

(m0)φ〉 ≥ c〈φ|χR≤a
(m0)φ〉

and

Re〈
(
(∂0,νM+N )

∗
+A∗)ψ|ψ〉 ≥ c〈ψ|ψ〉

hold for all a ∈ R, φ ∈ D(∂0,ν) ∩ D(A), ψ ∈ D(∂0,ν) ∩ D(A∗). Then B :=

∂0,νM+N +A is continuously invertible,
∥∥B−1

∥∥ ≤ 1
c , and the operator B−1 is

causal in L2ν(R, H).

In order to capture the main idea of this general abstract result, we consider
the following special non-autonomous problem of the form

(∂0,νM0(m0) +M1(m0) +A)u = f, (2.13)

where ∂0,ν denotes the time-derivative as introduced in Subsection 2.2, and A
denotes a skew-selfadjoint operator on some Hilbert space H (and its canonical
extension to the space L2ν(R, H)). Moreover, M0,M1 : R→ L(H) are assumed to
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be strongly measurable and bounded (in symbols M0,M1 ∈ L∞s (R, L(H))) and
therefore, they give rise to multiplication operators on L2ν(R, H) by setting

(Mi(m0)u) (t) :=Mi(t)u(t) (a.e. t ∈ R)

for u ∈ L2ν(R, H), where ν ≥ 0 and i ∈ {0, 1}. Of course, the so-defined multipli-
cation operators are bounded with

‖Mi(m0)‖L(L2
ν(R,H)) ≤ |Mi|∞ = ess-sup

t∈R

‖Mi(t)‖L(H)

for i ∈ {0, 1} and ν ≥ 0. In order to formulate the theorem in a less cluttered way,
we introduce the following hypotheses.

Hypotheses 2.41. We say that T ∈ L∞s (R, L(H)) satisfies the property

(a) if T (t) is selfadjoint (t ∈ R),
(b) if T (t) is non-negative (t ∈ R),
(c) if the mapping T is Lipschitz-continuous, where we denote the smallest Lip-

schitz-constant of T by |T |Lip, and
(d) if there exists a set N ⊆ R of measure zero such that for each x ∈ H the

function
R \N � t �→ T (t)x

is differentiable18.

If T ∈ L∞s (R, H) satisfies the hypotheses above, then for each t ∈ R \N the
operator

Ṫ (t) : H → H
x �→ (T (·)x)′ (t)

becomes a selfadjoint linear operator satisfying ‖Ṫ (t)‖L(H) ≤ |T |Lip for every

t ∈ R \ N and consequently Ṫ ∈ L∞s (R, L(H)). We are now able to state the
well-posedness result for non-autonomous problems of the form (2.13).

Theorem 2.42 ([36, Theorem 2.13]). Let A : D(A) ⊆ H → H be skew-selfadjoint
andM0,M1 ∈ L∞s (R, L(H)). Furthermore, assume thatM0 satisfies the hypotheses
(a)–(d) and that there exists a set N1 ⊆ R of measure zero with N ⊆ N1 such that∨

c0>0,ν0>0

∧
t∈R\N1,ν≥ν0

νM0(t) +
1

2
Ṁ0(t) +ReM1(t) ≥ c0. (2.14)

Then the operator ∂0,νM0(m0)+M1(m0)+A is continuously invertible in L2ν(R,H)
for each ν ≥ ν0. A norm bound for the inverse is 1/c0. Moreover, we get that

(∂0,νM0 (m0) +M1 (m0) +A)
∗
=
(
M0 (m0) ∂∗0,ν +M1 (m0)

∗ −A
)
. (2.15)

Proof. The result can easily be established, when observing that M0(m0)∂0,ν ⊆
∂0,νM0(m0)− Ṁ0(m0) and using Theorem 2.40. �
18If H is separable, then the strong differentiability of T on R \ N for some set N of measure
zero already follows from the Lipschitz-continuity of T by Rademachers theorem.
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Independently of Theorem 2.40, note that condition (2.14) is an appro-
priate non-autonomous analogue of the positive definiteness constraint (2.3) in
the autonomous case. With the help of (2.14) one can prove that the operator
∂0,νM0(m0)+M1(m0)+A is strictly monotone and after establishing the equality
(2.15), the same argumentation works for the adjoint. Hence, the well-posedness
result may also be regarded as a consequence of Corollary 1.3.

Example 2.43. As an illustrating example for the applicability of Theorem 2.42 we
consider a non-autonomous evolutionary problem, which changes its type in time
and space. Let ν > 0. Consider the (1 + 1)-dimensional wave equation:

∂20,νu− ∂21u = f on R× R.

As usual we rewrite this equation as a first-order system of the form(
∂0,ν

(
1 0
0 1

)
+

(
0 −∂1
−∂1 0

))(
u
v

)
=

(
∂−1
0,νf
0

)
. (2.16)

In this case we can compute the solution by Duhamel’s formula in terms of the
unitary group generated by the skew-selfadjoint operator(

0 −∂1
−∂1 0

)
.

Let us now, based on this, consider a slightly more complicated situation, which
is, however, still autonomous:(

∂0,ν

(
χ

R\ ]−ε,0[
(m1) 0

0 χ
R\ ]−ε,ε[

(m1)

)
+

(
χ

]−ε,0[
(m1) 0

0 χ
]−ε,ε[

(m1)

)

+

(
0 −∂1
−∂1 0

))(
u
v

)
=

(
∂−1
0,νf
0b

)
,

(2.17)

where χ
I
(m1) denotes the spatial multiplication operator with the cut-off function

χI , given by (χI (m1)f) (t, x) = χI (x)f(t, x) for almost every (t, x) ∈ R×R, every
f ∈ L2ν(R, L2(R)) and I ⊆ R. Hence, (2.17) is an equation of the form (2.13) with

M0 (m0) :=

(
χ

R\ ]−ε,0[
(m1) 0

0 χ
R\ ]−ε,ε[

(m1)

)
and

M1 (m0) :=

(
χ

]−ε,0[
(m1) 0

0 χ
]−ε,ε[

(m1)

)
and both are obviously not time-dependent. Note that our solution condition (2.14)
is satisfied and hence, problem (2.17) is well posed in the sense of Theorem 2.42.19

By the dependence of the operatorsM0(m0) andM1(m0) on the spatial parameter,
we see that (2.17) changes its type from hyperbolic to elliptic to parabolic and back

19Indeed, the well-posedness already follows from Theorem 2.5, since M is autonomous and
satisfies (2.3).
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to hyperbolic and so standard semigroup techniques are not at hand to solve the
equation. Indeed, in the subregion ]− ε, 0[ the problem reads as(

u
v

)
+

(
0 −∂1
−∂1 0

)(
u
v

)
=

(
∂−1
0,νf
0

)
,

which may be rewritten as an elliptic equation for u of the form

u− ∂21u = ∂−1
0,νf.

For the region ]0, ε[ we get(
∂0,ν

(
1 0
0 0

)
+

(
0 0
0 1

)
+

(
0 −∂1
−∂1 0

))(
u
v

)
=

(
∂−1
0,νf
0

)
,

which yields a parabolic equation for u of the form

∂0,νu− ∂21u = ∂−1
0,νf.

In the remaining sub-domain R\ ]− ε, ε[ the problem is of the original form
(2.16), which corresponds to a hyperbolic problem for u.
To turn this into a genuinely time-dependent problem we now make a modification
to problem (2.17). We define the function

ϕ(t) :=

⎧⎪⎨⎪⎩
0 if t ≤ 0,

t if 0 < t ≤ 1,

1 if 1 < t

(t ∈ R)

and consider the material-law operator

M0 (m0) = ϕ(m0)

(
χ

R\ ]−ε,0[
(m1) 0

0 χ
R\ ]−ε,ε[

(m1)

)
,

which now also degenerates in time. Moreover we modify M1(m0) by adding a
time-dependence of the form

M1(m0)

=

(
χ

]−∞,0[
(m0) + χ[0,∞[

(m0)χ]−ε,0[
(m1) 0

0 χ
]−∞,0[

(m0) + χ[0,∞[
(m0)χ]−ε,ε[

(m1)

)
.

We show that this time-dependent material law still satisfies our solvability con-
dition. Note that

ϕ′(t) =

{
1 if t ∈]0, 1[,
0 otherwise

and thus, for t ≤ 0 we have

νM0(t) +
1

2
Ṁ0(t) +ReM1(t) =

(
1 0
0 1

)
≥ 1.
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For 0 < t ≤ 1 we estimate

νM0(t) +
1

2
Ṁ0(t) +ReM1(t)

=

(
1

2
+ νt

)(
χ

R\ ]−ε,0[
(m1) 0

0 χ
R\ ]−ε,ε[

(m1)

)
+

(
χ

]−ε,0[
(m1) 0

0 χ
]−ε,ε[

(m1)

)
≥ 1

2

and, finally, for t > 1 we obtain that

νM0(t) +
1

2
Ṁ0(t) +ReM1(t)

= ν

(
χ

R\ ]−ε,0[
(m1) 0

0 χ
R\ ]−ε,ε[

(m1)

)
+

(
χ

]−ε,0[
(m1) 0

0 χ
]−ε,ε[

(m1)

)
≥ min{ν, 1}.

There is also an adapted result on the closedness of the problem class for the
non-autonomous situation. The case A = 0 is thoroughly discussed in [59]. We
give the corresponding result for the situation where A is non-zero and satisfies a
certain compactness condition.

Theorem 2.44 ([58, Theorem 3.1]). Let ν > 0. Let (Mn)n be a bounded sequence
in L(L2ν(R, H)) such that ([Mn, ∂0,ν ])n is bounded in L

(
L2ν(R, H)

)
. Moreover, let

A : D(A) ⊆ L2ν(R, H) → L2ν(R, H) be linear and maximal monotone commuting
with ∂0,ν and assume that Mn is causal for each n ∈ N. Moreover, assume the
positive definiteness conditions

Re
〈
∂0,νMnu|χR≤a

(m0)u
〉
≥ c
〈
u|χ

R≤a
(m0)u

〉
, Re

〈
Au|χ

R≤0
(m0)u

〉
≥ 0

(2.18)
for all u ∈ D(∂0,ν) ∩D(A), a ∈ R, n ∈ N and some c > 0.

Assume that there exists a Hilbert space K such that K ↪→↪→ H and DA ↪→
L2ν(R,K) and that (Mn)n converges in the weak operator topology to some M.

Then ∂0,νM +A is continuously invertible in L2ν(R, H) and
(
∂0,νMn +A

)−1 →(
∂0,νM+A

)−1
in the weak operator topology of L2ν(R, H) as n→∞.

As in [58], we illustrate the latter theorem by the following example, being
an adapted version of Example 2.43.

Example 2.45 ([58, Section 1]). Recalling the definition of ∂1, ∂1,c on L2([0, 1])
from Definition 1.9, we treat the following system written in block operator matrix
form:(
∂0,ν

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(m1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(m1)

)
+

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(m1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(m1)

)

+

(
0 ∂1
∂1,c 0

))(
u
v

)
=

(
f
g

)
(2.19)
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where f, g are thought of being given. We find that M is given by

M =

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(m1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(m1)

)
+ ∂−1

0

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(m1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(m1)

)
.

We realize that

A =

(
0 ∂1
∂1,c 0

)
is skew-selfadjoint and, thus, maximal monotone. Note that the system describes
a mixed type equation. The system varies between hyperbolic, elliptic and para-
bolic type equations either with homogeneous Dirichlet or Neumann data. Well-
posedness of the system (2.19) can be established in L2ν(R, L

2(]0, 1[)).
Now, instead of (2.19), we consider the sequence of problems(
∂0,ν

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(n ·m1 mod 1)

)

+

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(n ·m1 mod 1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1)

)

+

(
0 ∂1
∂1,c 0

))(
un
vn

)
=

(
f
g

)
(2.20)

for n ∈ N, where xmod 1 := x−,x-, x ∈ R. With the same arguments from above
well-posedness of the latter equation is warranted in the space L2ν(R, L

2(]0, 1[)).
Now,(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(n ·m1 mod 1)

)

+ ∂−1
0,ν

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(n ·m1 mod 1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1)

)

→
(

1
2 0
0 1

2

)
+ ∂−1

0,ν

(
1
2 0
0 1

2

)
in the weak operator topology due to periodicity. Theorem 2.44 asserts that the

sequence

(
un
vn

)
n

weakly converges to the solution

(
u
v

)
of the problem(

∂0,ν

(
1
2 0
0 1

2

)
+

(
1
2 0
0 1

2

)
+

(
0 ∂1
∂1,c 0

))(
u
v

)
=

(
f
g

)
.

It is interesting to note that the latter system does not coincide with any of the
equations discussed above.

Theorem 2.44 deals with coefficientsM that live in space-time. Going a step
further instead of treating (2.20), we let (κn)n in W 1

1 (R) be a W 1
1 (R)-convergent

sequence of weakly differentiable L1(R)-functions with limit κ and support on the
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positive reals. Then it is easy to see that the associated convolution operators
(κn∗)n converge in L(L2(R≥0)) to κ∗. Moreover, using Young’s inequality, we
deduce that

‖κn ∗ ‖L(L2
ν(R))
, ‖κ′n ∗ ‖L(L2

ν(R))
→ 0 (ν →∞)

uniformly in n. Thus, the strict positive definiteness of

∂0,ν(1 + κ∗)
((
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(m1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(m1)

)

+ ∂−1
0,ν

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(m1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(m1)

))

in the truncated form as in (2.18) in Theorem 2.44 above follows from the respective
inequality for

∂0,ν

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(m1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(m1)

)
+

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(m1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(m1)

)
.

Now, the product of a sequence converging in the weak operator topology and a
sequence converging in the norm topology converges in the weak operator topology.
Hence, the solutions of(
∂0,ν (1 + κn∗)

((
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(n ·m1 mod 1)

)

+ ∂−1
0,ν

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(n ·m1 mod 1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1)

))

+

(
0 ∂1
∂1,c 0

))(
un
vn

)
=

(
f
g

)
converge weakly to the solution of(

∂0,ν (1 + κ∗)
((

1
2 0
0 1

2

)
+ ∂−1

0,ν

(
1
2 0
0 1

2

))
+

(
0 ∂1
∂1,c 0

))(
u
v

)
=

(
f
g

)
.

The latter considerations dealt with time-translation invariant coefficients. We
shall also treat another example, where time-translation invariance is not war-
ranted. For this take a sequence of Lipschitz continuous functions (Nn : R → R)n
with uniformly bounded Lipschitz semi-norm and such that (Nn)n converges point-
wise almost everywhere to some function N : R→ R. Moreover, assume that there
exists c > 0 such that 1

c ≥ Nn ≥ c for all n ∈ N. Then, by Lebesgue’s dominated
convergence theorem Nn(m0) → N(m0) in the strong operator topology, where
we anticipated that Nn(m0) acts as a multiplication operator with respect to the



440 R. Picard, S. Trostorff and M. Waurick

temporal variable. The strict monotonicity in the above-truncated sense of

∂0,ν

(
Nn(m0)

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(n ·m1 mod 1)

)

+ ∂−1
0,ν

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(n ·m1 mod 1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1)

))
is easily seen using integration by parts, see, e.g., [36, Lemma 2.6]. Our main
convergence theorem now yields that the solutions of(
∂0,ν

(
Nn(m0)

(
χ

[0, 1
4
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1) 0

0 χ
[0, 1

4
]∪[ 3

4
,1]
(n ·m1 mod 1)

)

+ ∂−1
0,ν

(
χ

[ 1
4
, 1
2
]∪[ 3

4
,1]
(n ·m1 mod 1) 0

0 χ
[ 1
4
, 1
2
]∪[ 1

2
, 3
4
]
(n ·m1 mod 1)

))

+

(
0 ∂1
∂1,c 0

))(
un
vn

)
=

(
f
g

)
converge weakly to the solution of(

∂0,ν

(
N(m0)

(
1
2 0
0 1

2

)
+ ∂−1

0,ν

(
1
2 0
0 1

2

))
+

(
0 ∂1
∂1,c 0

))(
u
v

)
=

(
f
g

)
.

3. Nonlinear monotone evolutionary problems

This last section is devoted to the generalization of the well-posedness results of the
previous sections to a particular case of non-linear problems. Instead of considering
differential equations we turn our attention to the study of differential inclusions.
As in the previous section, we begin to consider the autonomous case and present
the well-posedness result.

3.1. The autonomous case

Let ν > 0. The problem class under consideration is given as follows

(u, f) ∈ ∂0,νM
(
∂−1
0,ν

)
+A, (3.1)

whereM(∂−1
0,ν) is again a linear material law, arising from an analytic and bounded

functionM : BC (r, r)→ L(H) for some r > 1
2ν , f ∈ L2ν(R, H) is a given right-hand

side and u ∈ L2ν(R, H) is to be determined. In contrast to the above problems,
A ⊆ L2ν(R, H)⊕L2ν(R, H) is now a maximal monotone relation, which in particular
needs not to be linear. By this lack of linearity we cannot argue as in the previous
section, where the maximal monotonicity of the operators were shown by proving
the strict monotonicity of their adjoints (in other words, we cannot apply Corollary
1.3). Thus, the maximal monotonicity has to be shown by employing other tech-
niques and the key tools are perturbation results for maximal monotone operators.
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In the autonomous case, our hypotheses read as follows:

Hypotheses 3.1. We say that A satisfies the hypotheses (H1) and (H2) respec-
tively, if

(H1) A is maximal monotone and translation-invariant, i.e., for every h ∈ R and
(u, v) ∈ A we have (u(·+ h), v(·+ h)) ∈ A.

(H2) for all (u, v), (x, y) ∈ A the estimate
∫ 0

−∞ Re〈u(t)−x(t)|v(t)−y(t)〉e−2νtdt ≥ 0
holds.

Assuming the standard assumption (2.3) for the function M , the operator
∂0,νM

(
∂−1
0,ν

)
− c is maximal monotone on L2ν(R, H). Thus, the well-posedness

of (3.1) just relies on the maximal monotonicity of the sum of ∂0,νM
(
∂−1
0,ν

)
− c

and A. Since A is assumed to be maximal monotone, we can apply well-known
perturbation results in the theory of maximal monotone operators to prove that

∂0,νM
(
∂−1
0,ν

)
+A− c is indeed maximal monotone, which in particular yields that(

∂0,νM
(
∂−1
0,ν

)
+A
)−1

is a Lipschitz-continuous mapping on L2ν(R, H) (see Theorem 1.1). Moreover, using
hypothesis (H2) we can prove the causality of the corresponding solution operator(
∂0,νM

(
∂−1
0,ν

)
+A
)−1

. The well-posedness result reads as follows:

Theorem 3.2 (Well-posedness of autonomous evolutionary inclusions, [48]). Let

H be a Hilbert space, M : BC

(
1

2ν0
, 1
2ν0

)
→ L(H) a linear material law for some

ν0 > 0 satisfying (2.3). Let ν > ν0 and A ⊆ L2ν(R, H) ⊕ L2ν(R, H) a relation
satisfying (H1). Then for each f ∈ L2ν(R, H) there exists a unique u ∈ L2ν(R, H)
such that

(u, f) ∈ ∂0,νM
(
∂−1
0,ν

)
+A. (3.2)

Moreover,
(
∂0,νM

(
∂−1
0,ν

)
+A
)−1

is Lipschitz-continuous with a Lipschitz constant

less than or equal to 1
c . If in addition A satisfies (H2), then the solution operator(

∂0,νM
(
∂−1
0,ν

)
+A
)−1

is causal.

A typical example for a maximal monotone relation satisfying (H1) and (H2)
is an extension of a maximal monotone relation A ⊆ H ⊕H satisfying (0, 0) ∈ A.
Indeed, if A ⊆ H ⊕H is maximal monotone and (0, 0) ∈ A, we find that

Aν :=
{
(u, v) ∈ L2ν(R, H)⊕ L2ν(R, H) | (u(t), v(t)) ∈ A for a.e. t ∈ R

}
(3.3)

is maximal monotone (see, e.g., [27, p. 31]). Moreover, Aν obviously satisfies (H1)
and (H2).

Remark 3.3. It is possible to drop the assumption (0, 0) ∈ A, if one considers the
differential inclusion on the half-line R≥0 instead of R. In this case, an analogous
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definition of the time derivative on the space L2ν(R≥0, H) can be given and the
well-posedness of initial value problems of the form

(u, f) ∈ (∂0,νM0 +M1 +Aν)

M0u(0+) = u0,

where Aν is given as the extension of a maximal monotone relation A ⊆ H⊕H and
M0,M1 ∈ L(H) satisfy a suitable monotonicity constraint, can be shown similarly
(see [46]).

The general coupling mechanism as illustrated, e.g., in [31] also works for the
non-linear situation. This is also illustrated in the following example.

Example 3.4 ([46, Section 5.1]). We consider the equations of thermo-plasticity in
a domain Ω ⊆ R3, given by

M∂20,νu−Div σ = f, (3.4)

�∂0,νϑ− div κ gradϑ+ τ0 trace Grad∂0,νu = g. (3.5)

The functions u ∈ L2ν(R, L2(Ω)3) and ϑ ∈ L2ν(R, L2(Ω)) are the unknowns, stand-
ing for the displacement field of the medium and its temperature, respectively.
f ∈ L2ν(R, L2(Ω)3) and g ∈ L2ν(R, L2(Ω)) are given source terms. The stress tensor
σ ∈ L2ν(R, Hsym(Ω)) is related to the strain tensor and the temperature by the
following constitutive relation, generalizing Hooke’s law,

σ = C(Gradu− εp)− c trace∗ ϑ, (3.6)

where c > 0 and C : Hsym(Ω) → Hsym(Ω) is a linear, selfadjoint and strictly
positive definite operator (the elasticity tensor). The operator trace : Hsym(Ω)→
L2(Ω) is the usual trace for matrices and its adjoint can be computed by trace∗ f =⎛⎝ f 0 0

0 f 0
0 0 f

⎞⎠. The function � ∈ L∞(Ω) describes the mass density and is assumed to

be real-valued and uniformly strictly positive, M,κ ∈ L∞(Ω)3×3 are assumed to
be uniformly strictly positive definite and selfadjoint and τ0 > 0 is a real numerical
parameter. The additional term εp models the inelastic strain and is related to σ by

(σ, ∂0,νεp) ∈ I, (3.7)

where I ⊆ Hsym(Ω)⊕Hsym(Ω) is a maximal monotone relation satisfying

trace [I[Hsym(Ω)]] = {0},

i.e., each element in the post-set of I is trace-free. If εp = 0, then (3.4)–(3.6) are ex-
actly the equations of thermo-elasticity (see [33, p. 420 ff.]). The quasi-static case
was studied in [9] for a particular relation I, depending on the temperature ϑ under
the additional assumption that the material possesses the linear kinematic harden-
ing property. We complete the system (3.4)–(3.7) by suitable boundary conditions
for u and ϑ, for instance u, ϑ = 0 on ∂Ω. We set v := ∂0,νu and q := τ

−1
0 cκ gradc ϑ.
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Following [46, Subsection 5.1], the system (3.4)–(3.7) can be written as⎛⎜⎜⎝
⎛⎜⎜⎝
ϑ
q
v
σ

⎞⎟⎟⎠ ,
⎛⎜⎜⎝
cτ−1

0 f
0
F
0

⎞⎟⎟⎠
⎞⎟⎟⎠ ∈ ∂0,νM(∂−1

0,ν) +

⎛⎜⎜⎝
0 − div 0 0

− gradc 0 0 0
0 0 0 −Div
0 0 −Gradc I

⎞⎟⎟⎠ ,
where

M(∂−1
0,ν) =

⎛⎜⎜⎝
cτ−1

0 w + trace cC−1c trace∗ 0 0 trace cC−1

0 0 0 0
0 0 M 0

C−1c trace∗ 0 0 C−1

⎞⎟⎟⎠

+ ∂−1
0,ν

⎛⎜⎜⎝
0 0 0 0
0 κ−1c−1τ0 0 0
0 0 0 0
0 0 0 0

⎞⎟⎟⎠ .
Thus, we have that M(∂−1

0,ν) =M0 + ∂
−1
0,νM1 with

M0 =

⎛⎜⎜⎝
cτ−1

0 w + trace cC−1c trace∗ 0 0 trace cC−1

0 0 0 0
0 0 M 0

C−1c trace∗ 0 0 C−1

⎞⎟⎟⎠ ,

M1 =

⎛⎜⎜⎝
0 0 0 0
0 κ−1c−1τ0 0 0
0 0 0 0
0 0 0 0

⎞⎟⎟⎠ .
It can easily be verified, that the material law M(∂−1

0,ν) satisfies (2.3). Thus, we
only have to check that

A :=

⎛⎜⎜⎝
0 − div 0 0

− gradc 0 0 0
0 0 0 −Div
0 0 −Gradc 0

⎞⎟⎟⎠+

⎛⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 I

⎞⎟⎟⎠
is maximal monotone (note that the other assumptions on A are trivially satisfied,
since A is given as in (3.3)). Since A is the sum of two maximal monotone opera-
tors its maximal monotonicity can be obtained by assuming suitable boundedness
constraints on I and applying classical perturbation results for maximal monotone
operators.20

20The easiest assumption would be the boundedness of I, i.e., for every bounded set M the
post-set I[M ] is bounded. For more advanced perturbation results we refer to [18, p. 331 ff.].
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3.2. The non-autonomous case

We are also able to treat non-autonomous differential inclusions. Consider the
following problem

(u, f) ∈ (∂0,νM0(m0) +M1(m0) +Aν) , (3.8)

where M0,M1 ∈ L∞s (R, L(H)) and Aν is the canonical extension of a maximal
monotone relation A ⊆ H⊕H with (0, 0) ∈ A as defined in (3.3). As in Subsection
2.5 we assume that M0 satisfies Hypotheses 2.41 (a)–(d).

Our well-posedness result reads as follows:

Theorem 3.5 (Solution theory for non-autonomous evolutionary inclusions, [53]).
Let M0,M1 ∈ L∞s (R;L(H)), where M0 satisfies Hypotheses 2.41 (a)–(d). More-
over, we assume that N(M0(t)) = N(M0(0)) for every t ∈ R and21∨

c>0

∧
t∈R

ι∗R(M0(0))
M0(t)ιR(M0(0)) ≥ c and ι∗N(M0(0))

ReM1(t)ιN(M0(0)) ≥ c. (3.9)

Let A ⊆ H⊕H be a maximal monotone relation with (0, 0) ∈ A. Then there exists
ν0 > 0 such that for every ν ≥ ν0(

∂0,νM0(m0) +M1(m0) +Aν

)−1

: L2ν(R, H)→ L2ν(R, H)

is a Lipschitz-continuous, causal mapping. Moreover, the mapping is independent
of ν in the sense that, for ν, ν′ ≥ ν0 and f ∈ L2ν′(R, H) ∩ L2ν(R, H) we have that(
∂0,ν′M0(m0) +M1(m0) +Aν′

)−1

(f) =
(
∂0,νM0(m0) +M1(m0) +Aν

)−1

(f).

Note that in Subsection 2.5 we do not require that N(M0(t)) is t-independent.
However, in order to apply perturbation results, which are the key tools for proving
the well-posedness of (3.8), we need to impose this additional constraint (compare
[36, Theorem 2.19]).

3.3. Problems with non-linear boundary conditions

As we have seen in Subsection 3.1 the maximal monotonicity of the relation A ⊆
L2ν(R, H)⊕L2ν(R, H) plays a crucial role for the well-posedness of the corresponding
evolutionary problem (3.1). Motivated by several examples from mathematical
physics, we might restrict our attention to (possibly non-linear) operators A :
D(A) ⊆ L2ν(R, H) → L2ν(R, H) of a certain block structure. As a motivating
example, we consider the wave equation with impedance-type boundary conditions,
which was originally treated in [32].

21We denote by ιR(M0(0)) and ιN(M0(0)) the canonical embeddings into H of R(M0(0)) and

N(M0(0)), respectively.
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Example 3.6. Let Ω ⊆ Rn be open and consider the following boundary value
problem

∂20,νu− div gradu = f on Ω, (3.10)(
∂20,νa(m)u + gradu

)
·N = 0 on ∂Ω, (3.11)

where N denotes the outward normal vector field on ∂Ω and a ∈ L∞(Ω)n such
that div a ∈ L∞(Ω)22. Formulating (3.10) as a first-order system we obtain

∂0,ν

(
v
q

)
+

(
0 div

grad 0

)(
v
q

)
=

(
f
0

)
,

where v := ∂0,νu and q := − gradu. The boundary condition (3.11) then reads as

(∂0,νa(m)v − q) ·N = 0 on ∂Ω.

The latter condition can be reformulated as

a(m)v − ∂−1
0,νq ∈ D(divc),

where divc is defined as in Definition 1.9. Thus, we end up with a problem of the
form

(∂0,ν +A)

(
v
q

)
=

(
f
0

)
,

where A ⊆
(

0 div
grad 0

)
with

D(A) :=
{
(v, q) ∈ D(grad)×D(div) | a(m)v − ∂−1

0,νq ∈ D(divc)
}
.

In order to apply the solution theory, we have to ensure that the operatorA, defined
in that way, is maximal monotone as an operator in L2ν(R, L

2(Ω)⊕ L2(Ω)n).

Remark 3.7. In [32] a more abstract version of Example 3.6 was studied, where
the vector field a was replaced by a suitable material law operator a(∂−1

0,ν) as it is
defined in Subsection 2.3.

Following this guiding example, we are led to consider restrictions A of block
operator matrices (

0 D
G 0

)
,

where G : D(G) ⊆ H0 → H1 and D : D(D) ⊆ H1 → H0 are densely defined
closed linear operators satisfying D∗ ⊆ −G and consequently G∗ ⊆ −D. We set
Dc := −G∗ and Gc := −D∗ and obtain densely defined closed linear restrictions
of D and G, respectively. Regarding the example above, G = grad and D = div,
whereas Gc = gradc and Dc = divc. Having this guiding example in mind, we
interpret Gc and Dc as the operators with vanishing boundary conditions and
G and D as the operators with maximal domains. This leads to the following
definition of so-called abstract boundary data spaces.

22Here we mean the divergence in the distributional sense.
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Definition 3.8 ([34, Subsection 5.2]). Let Gc, Dc, G and D as above. We define

BD(G) :=D(Gc)
⊥D(G) = N(1−DG),

BD(D) :=D(Dc)
⊥D(D) = N(1−GD),

where D(Gc) and D(Dc) are interpreted as closed subspaces of the Hilbert spaces
D(G) and D(D), respectively, equipped with their corresponding graph norms.
Consequently, we have the following orthogonal decompositions

D(G) = D(Gc)⊕BD(G) (3.12)

D(D) = D(Dc)⊕BD(D).

Remark 3.9. The decomposition (3.12) could be interpreted as follows: Each ele-
ment u in the domain of G can be uniquely decomposed into two elements, one
with vanishing boundary values (the component lying in D(Gc)) and one carrying
the information of the boundary value of u (the component lying in BD(G)). In
the particular case of G = grad a comparison of BD(G) and the classical trace

space H
1
2 (∂Ω) can be found in [47, Section 4].

Let ιBD(G) : BD(G) → D(G) and ιBD(D) : BD(D) → D(D) denote the
canonical embeddings. An easy computation shows that G[BD(G)] ⊆ BD(D) and
D[BD(D)] ⊆ BD(G) and thus, we may define

•
G:= ι

∗
BD(D)GιBD(G) : BD(G)→ BD(D)

•
D:= ι

∗
BD(G)DιBD(D) : BD(D)→ BD(G).

These two operators share a surprising property.

Proposition 3.10 ([34, Theorem 5.2]). The operators
•
G and

•
D are unitary and( •

G
)∗

=
•
D as well as

( •
D
)∗

=
•
G .

Coming back to our original question, when A ⊆
(

0 D
G 0

)
defines a maximal

monotone operator, we find the following characterization.

Theorem 3.11 ([47, Theorem 3.1]). Let G and D be as above. A restriction A ⊆(
0 D
G 0

)
is maximal monotone, if and only if there exists a maximal monotone

relation h ⊆ BD(G)⊕BD(G) such that

D(A) =
{
(u, v) ∈ D(G)×D(D) |

(
ι∗BD(G)u,

•
D ι

∗
BD(D)v

)
∈ h
}
.
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Example 3.12.

(a) In Example 3.6, the operators G and D are grad and div, respectively and
the relation h ⊆ BD(grad)⊕BD(grad) is given by

(x, y) ∈ h⇔ ∂−1
0,νy =

•
div ι∗BD(div)a(m)ιBD(grad)x.

Indeed, by the definition of the operator A in Example 3.6, a pair (v, q) ∈
D(grad)×D(div) belongs to D(A) if and only if

a(m)v − ∂−1
0,νq ∈ D(divc)⇔ ι∗BD(div)

(
a(m)v − ∂−1

0,νq
)
= 0

⇔ ∂−1
0,νι

∗
BD(div)q = ι

∗
BD(div)a(m)ιBD(grad)ι

∗
BD(grad)v

⇔ ∂−1
0,ν

•
div ι∗BD(div)q =

•
div ι∗BD(div)a(m)ιBD(grad)ι

∗
BD(grad)v

⇔
(
ι∗BD(grad)v,

•
div ι∗BD(div)q

)
∈ h.

Thus, if we show that h is maximal monotone, we get the maximal mono-
tonicity of A by Theorem 3.11. For doing so, we have to assume that the
vector field a satisfies a positivity condition of the form

Re

0∫
−∞

(〈gradu|∂0,νa(m)u〉(t) + 〈u| div ∂0,νa(m)u〉(t)) e−2νt dt ≥ 0 (3.13)

for all u ∈ D(∂0,ν) ∩ D(grad). In case of a smooth boundary, the latter
can be interpreted as a constraint on the angle between the vector field a
and the outward normal vector field N . Indeed, condition (3.11) implies the
monotonicity of h and also of the adjoint of h (note that here, h is a linear
relation). Both facts imply the maximal monotonicity of h (the proof can be
found in [48, Section 4.2]).

(b) In the theory of contact problems in elasticity we find so-called frictional
boundary conditions at the contact surfaces. These conditions can be modeled
for instance by sub-gradients of lower semi-continuous convex functions (see,
e.g., [24, Section 5]), which are the classical examples of maximal monotone
relations23.
Let Ω ⊆ Rn be a bounded domain. We recall the equations of elasticity from
Example 2.8(

∂0,ν

(
1 0
0 C−1

)
+

(
0 −Div

−Grad 0

))(
v
T

)
=

(
f
0

)
(3.14)

and assume that the following frictional boundary condition should hold on
the boundary ∂Ω (for a treatment of boundary conditions just holding on

23Note that not every maximal monotone relation can be realized as a sub-gradient of a lower

semi-continuous convex function. Indeed, sub-gradients are precisely the cyclic monotone rela-
tions, see [7, Théorème 2.5].
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different parts of the boundary, we refer to [47]):

(v,−T ·N) ∈ g, (3.15)

where N denotes the unit outward normal vector field and g ⊆ L2(∂Ω)n ⊕
L2(∂Ω)n is a maximal monotone relation, which, for simplicity, we assume
to be bounded. We note that in case of a smooth boundary, there exists a
continuous injection κ : BD(Grad)→ L2(∂Ω)n (see [47]) and we may assume
that κ[BD(Grad)]∩[L2(∂Ω)n]g �= ∅. Then, according to [47, Proposition 2.6],
the relation

g̃ := κ∗gκ = {(x, κ∗y) ∈ BD(Grad)×BD(Grad) | (κx, y) ∈ g}
is maximal monotone as a relation on BD(Grad) and the boundary condition
(3.15) can be written as

(ι∗BD(Grad)v,−
•

Div ι∗BD(Div)T ) ∈ g̃.
Thus, by Theorem 3.11, the operator

A ⊆
(

0 −Div
−Grad 0

)
D(A) :=

{
(v, T ) ∈ D(Grad)×D(Div) |

(
ι∗BD(Grad)v,−

•
Div ι∗BD(Div)T

)
∈ g̃
}

is maximal monotone and hence, Theorem 3.2 is applicable and yields the
well-posedness of (3.14) subject to the boundary condition (3.15).

4. Conclusion

We have illustrated that many (initial, boundary value) problems of mathemati-
cal physics fit into the class of so-called evolutionary problems. Having identified
the particular role of the time-derivative, we realize that many equations (or in-
clusions) of mathematical physics share the same type of solution theory in an
appropriate Hilbert space setting. The class of problems accessible is widespread
and goes from standard initial boundary value problems as for the heat equation,
the wave equation or Maxwell’s equations etc. to problems of mixed type and to
integro-differential-algebraic equations. We also demonstrated first steps towards a
discussion of issues like exponential stability and continuous dependence on the co-
efficients in this framework. The methods and results presented provide a general,
unified approach to numerous problems of mathematical physics.
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1. Introduction

Let X be a complex Banach space and A the generator of a C0-semigroup eAt

in X . By

ω0(A) = lim
t→∞ t

−1 log |eAt|

we denote its type; then A (or eAt) is called exponentially stable if and only if
ω0(A) < 0.

Recall that A (or eAt) is said to admit an exponential dichotomy if there is
a bounded projection P+ in X which commutes with eAt, and constants M ≥ 1
and η > 0 such that with P− = I − P+
(i) eAtP− extends to a C0-group on R(P−), and
(ii) |eAtP+|B(X) + |e−AtP−|B(X) ≤Me−ηt for t > 0.

P+ is then called the dichotomy for A (or eAt).

Note that P+ = I works in case ω0(A) < 0; this is the trivial exponential di-
chotomy.

Consider a bounded perturbation B ∈ B(X), the space of bounded linear
operators in X . Then it is well known that A + B is again the generator of a

c© Springer International Publishing Switzerland 2015
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C0-semigroup e(A+B)t in X . Assuming that eAt is exponentially stable, we ask for
the same property for e(A+B)t, and if A admits an exponential dichotomy, we ask
whether this is also true for the perturbed generator A+B.

By elementary perturbation theory, these questions are easily answered in the
affirmative, provided the norm of B is sufficiently small, but they are nontrivial if
this is not the case. There are satisfactory results in case A generates an analytic
C0-semigroup, even for B ∈ B(DA(α, p);X) where α < 1 and p ∈ [1,∞]; here
DA(α, p) denote the real interpolation spaces between X and D(A). In fact, again
by standard perturbation theory, it is well known that the conditions C̄+ ⊂ ρ(A+
B) resp. iR ⊂ ρ(A + B) are equivalent to the corresponding properties of the
unperturbed operator A. Here ρ(A) denotes the resolvent set of A.

In this paper we are dealing with the hyperbolic case, which means that eAt is
allowed to be a C0-group. In this situation things are much more involved. This is
due to the facts that the semigroup eAt does not smooth, and the spectral mapping
theorem is in general not valid. In this case perturbation results beyond the class
B ∈ B(X) which preserve the C0-semigroup property are rare, and typically require
special structure conditions for A and B.

Even more, there are simple examples which show even in a Hilbert space
setting that the aforementioned spectral conditions are not sufficient to preserve
neither exponential stability nor exponential dichotomies.

Example 1.1. Let X = l2(N), (Ax)n = (in − 1)xn and (Bx)n = (1 − 1/n)xn,
n ∈ N. Then A generates an exponentially stable C0-semigroup, B is bounded,
and σ(A + B) ⊂ {λ ∈ C : Reλ < 0}. But (iρ− A− B)−1 is unbounded in X for
ρ ∈ R, hence A+B is not exponentially stable, by the Gearhart–Prüss theorem.

It is the purpose of this paper to present some new affirmative answers to the
raised questions, imposing a condition on the perturbation B which is only slightly
stronger than its boundedness.

2. Main results

The main result on exponential dichotomies reads as follows.

Theorem 2.1. Let A denote the generator of a C0-semigroup eAt in a Banach space
X, and let B ∈ B(X). Assume

(i) A admits an exponential dichotomy;
(iia) B ∈ B(X ;DA(α,∞)), for some α > 0; or
(iib) B is compact;
(iii) iρ−A−B is invertible in X, for each ρ ∈ R.
Then A + B generates a C0-semigroup e(A+B)t which admits an exponential di-
chotomy, as well.

Observe that the spectral condition (iii) is necessary for A+B to admit an expo-
nential dichotomy.
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The second main result concerns exponential stability of the perturbed semigroup.

Theorem 2.2. Let A denote the generator of a C0-semigroup eAt in a Banach space
X, and let B ∈ B(X). Assume

(i) A is exponentially stable;
(iia) B ∈ B(X ;DA(α,∞)), for some α > 0; or
(iib) B is compact;
(iii) λ−A−B is invertible in X, for each Reλ ≥ 0.

Then A+B generates an exponentially stable C0-semigroup, as well.

Note that also here, (iii) is a necessary condition.

Remark 2.3. Conditions (iia) or (iib) imply the weaker condition

lim
h→0+

|(eAh − I)B|B(X) = 0. (1)

It is this condition which is actually used in the proofs.

3. Main ideas and proofs

The proof of Theorem 2.1 relies on two results. The first one is the characterization
of exponential dichotomies for C0-semigroups in [6]. This result tells that we have
an exponential dichotomy if and only if the spectrum σ(eA) does not intersect the
unit circle S1 = ∂B1(0) ⊂ C. The Green kernel of the exponential dichotomy is
then given by

S(t) =

{
eAtP+, t > 0

−eAtP−, t < 0.

Here P− = I − P+ and P+ is the projection onto the stable subspace given by

P+ =
1

2πi

∫
S1

(z − eA)−1dz.

Note that there is a constant η > 0 such that

|S(t)|B(X) ≤Me−η|t|, t ∈ R. (2)

Another result in the paper [6] shows that A admits an exponential dichotomy if
and only if the whole-line problem

u̇(t) = Au(t) + f(t), t ∈ R, (3)

for each f ∈ BUC(R;X) admits a unique mild solution u ∈ BUC(R;X). The
solution operator is then given by u = S ∗ f . Actually, in [6] this result has been
stated for BC(R;X) instead of BUC(R;X); however the -if-part of the proof uses
only continuous periodic functions, which are in BUC.

Recall that u ∈ BUC(R;X) is a strong solution of (3) with f ∈ BUC(R;X)
if u ∈ BUC1(R;X)∩BUC(R;D(A)) satisfies (3) pointwise on R. u ∈ BUC(R;X)
is a mild solution of (3) if there are strong solutions uk → u in BUC(R;X) with
the corresponding right-hand sides fk := u̇k −Auk → f in BUC(R;X). Similarly,



456 J. Prüss

strong and mild solutions are defined in Lp(R;X), 1 ≤ p ≤ ∞, replacing the
symbol BUC by Lp.

The above BUC-result easily extends to L∞(R;X), i.e., we may replace the
symbol BUC by L∞. In fact, if we have an exponential dichotomy, then S ∗ f ∈
L∞(R;X) for any f ∈ L∞(R;X). On the other hand, if the map f �→ u =: Gf is
bounded in L∞(R;X), and f ∈ BUC(R;X) then by the Friedrichs mollifier ρε we
obtain ρε ∗ f → f in BUC(R;X), hence by translation invariance

ρε ∗ u = ρε ∗Gf = G(ρε ∗ f)→ Gf = u

in L∞(R;X) as ε → 0. As ρε ∗ u ∈ BUC(R;X), we see that BUC(R;X) is also
preserved by the solution map G.

Here we need another characterization of the existence of an exponential
dichotomy which probably was not known before.

Theorem 3.1. Let A be the generator of a C0-semigroup in the Banach space X.
Then the following are equivalent.

(a) A admits an exponential dichotomy in X;
(b) For each f ∈ L1(R;X), (3) admits a unique mild solution u ∈ L1(R;X).

The proof of Theorem 3.1 is given in the next section.
The second result needed for the proofs of Theorems 2.1 and 2.2 is a recent

variant of the Paley–Wiener lemma [2]. For this purpose we introduce the operator-
valued Wiener algebra

WX := B(X,L1(R;X)), ‖K‖ := sup
|x|≤1

|Kx|L1(R;X).

This is of course a Banach space, but also a (non-commutative) Banach algebra
with multiplication the convolution defined by

[T ∗ S](x)(t) :=
∫
R

T
(
S(x)(τ)

)
(t− τ)dτ, x ∈ X, t ∈ R.

We introduce the closed subalgebra W 0
X by means of the following conditions:

(W1) ‖τσK −K‖ → 0 as σ → 0+;

(W2) sup|x|≤1

∫
|t|≥R

|Kx(t)|dt→ 0 as R→∞.
Here {τσ}σ∈R denotes the group of translations.

Unfortunately, W 0
X is not an ideal in WX , (W1) is ok, but (W2) destroys the

ideal property. It is easy to see that L1(R;B(X)) as a set is a subalgebra of W 0
X .

In fact, it is not difficult to prove that W 0
X is the closure of L1(R;B(X)) in WX .

We observe that the Fourier transform K̃ of K ∈ WX is well defined and belongs
to B(X ;C0(R;X)). If K ∈ W 0

X we even have K̃ ∈ C0(R;B(X)), as can be shown
by standard arguments.

The Paley–Wiener lemma in the space W 0
X can be proved in the same way

as Theorem 0.6 in [7] for the Banach algebra L1(R;B(X)). It reads as follows.
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Theorem 3.2. Suppose K ∈ W 0
X and assume that the Paley–Wiener condition

(PW) I − K̃(ρ) is invertible for each ρ ∈ R

is satisfied. Then the convolution equation

R = K +K ∗R
admits a unique solution R ∈W 0

X .

Actually, in the result presented in [2] only R ∈ WX is claimed, but following the
proof of the operator-valued Paley–Wiener lemma in [7] even yields R ∈ W 0

X .

To prove Theorem 2.1 we rewrite the equation

u̇ = Au+Bu+ f

as the convolution equation

u = S ∗ f + S ∗Bu,
where S denotes the Green kernel of the dichotomy of A. Consider K := SB and
the resolvent equation

R = K +K ∗R = K +R ∗K
in W 0

X . Then u is given by

u = S ∗ f +R ∗ S ∗ f
as soon as R ∈ W 0

X exists. So the Green kernel G for the perturbed problem is
given by G = S+R∗S. To find R by Theorem 3.2, we have to verify that K = SB
belongs to W 0

X , and that the Paley–Wiener condition is satisfied.

(W1) It is not difficult to prove the estimate∫
R

|K(t+ h)x−K(t)x|dt ≤ 2M |B|h|x|+ 2M

η
|(eAh − I)Bx|, x ∈ X, h > 0.

Condition (1) then easily implies (W1).

(W2) This is a direct consequence of the exponential bound (2).

(PW) If (I − K̃(ρ))x = 0, then x ∈ D(A), hence applying (iρ − A) this yields
(iρ−A−B)x = 0, hence x = 0 as this operator is injective by (iii). On the
other hand, one checks easily that x = y+(iρ−A−B)−1By is a solution

of (I − K̃(ρ))x = y, hence (iii) implies also surjectivity.

As a consequence of Theorem 3.2, the problem

u̇ = Au+Bu+ f

admits a unique mild solution u ∈ L1(R;X) whenever f ∈ L1(R;X) is given. Then
by Theorem 3.1 the perturbed operator A+ B admits an exponential dichotomy,
proving Theorem 2.1

Theorem 2.2 is deduced from Theorem 2.1 in the usual way, employing Liou-
ville’s theorem; see, e.g., the proof of Theorem 0.7 in [7].
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4. Proof of Theorem 3.1

The implication (a)⇒ (b) is obvious. So we have to prove its converse. For this pur-
pose let G : L1(R;X)→ L1(R;X) denote the solution operator for (3), which maps
a given inhomogeneity f ∈ L1(R;X) to the unique mild solution u ∈ L1(R;X).
This operator is closed hence bounded by the closed graph theorem. Then by
duality, the operator G∗ is bounded in L1(R;X)∗ as well.

Recall that the dual space of L1(R;X) can be represented by the space

Lip0(R;X) =

{
w∗ : R→ X∗ : |w∗|Lip := sup

t�=t̄

|w∗(t)− w∗(t̄)|
|t− t̄| <∞, w∗(0) = 0

}
,

via the duality

〈u|w∗〉 :=
∫
R

(u(t)|dw∗(t)), u ∈ L1(R;X), w∗ ∈ Lip(R;X∗).

This well-known representation can be found, e.g., in [7], p. 169f. Observe that via

the identification w∗(t) =
∫ t

0
v∗(s)ds the space BUC(R;X∗) is a closed subspace

of Lip0(R;X
∗), and the duality becomes the usual one,

〈u|w∗〉 =
∫
R

(u(t)|v∗(t))dt, u ∈ L1(R;X), v∗ ∈ BUC(R;X∗).

By translation invariance of (3), the solution operator G commutes with the
translation group {τh}h∈R, and as τ∗h = τ−h, G

∗ commutes with the transla-
tion group as well. This implies that G∗ maps BUC(R;X∗) into itself, hence also
G∗BUC1(R;X∗) ⊂ BUC1(R;X∗) holds.

Next, for f∗ ∈ BUC1(R;X∗), we show that u∗ = G∗f∗ is the unique strong
solution of the equation dual to (3), i.e.,

−u̇∗(t) = A∗u∗(t) + f∗(t), t ∈ R.

In fact, let φ ∈ D(R), a test function, x ∈ D(A) and set u(t) = φ(t)x, f = u̇−Au.
Then we obtain

〈u|f∗〉 = 〈Gf |f∗〉 = 〈f |G∗f∗〉 = 〈f |u∗〉
= 〈u̇− Au|u∗〉 = −〈u|u̇∗〉 − 〈Au|u∗〉,

which yields∫
R

φ(t)(Ax|u∗(t))dt = −
∫
R

φ(t)(x|u̇∗(t) + f∗(t))dt, x ∈ D(A), φ ∈ D(R).

As D(R) is dense in L1(R) we may conclude that

(Ax|u∗(t)) = −(x|u̇∗(t) + f∗(t)), t ∈ R, x ∈ D(A),

which implies further u∗(t) ∈ D(A∗), and −u̇∗(t) = A∗u∗(t) + f∗(t), for all t ∈ R.
To prove uniqueness, suppose that u∗ ∈ BUC(R;X∗) is a mild solution of the

homogeneous dual equation. Then there are u∗k ∈ BUC1(R;X∗)∩BUC(R;D(A∗))
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such that u∗k → u∗ and f∗k := −(u̇∗k + A∗u∗k) → 0 in BUC(R;X∗). Fix a function
f ∈W 1

1 (R;X) and let u = Gf . Then

〈f |u∗k〉 = 〈u̇−Au|u∗k〉 = −〈u|u̇∗k +A∗u∗k〉 = 〈u|f∗k 〉 → 0, k →∞,

hence 〈f |u∗〉 = 0 for all f ∈ W 1
1 (R;X), and so u∗ = 0 since W 1

1 (R;X) is dense in
L1(R;X).

With X� := D(A∗), for the solution u∗ = G∗f∗ with f∗ ∈ BUC1(R;X∗), it
follows that u∗ ∈ BUC(R;X�), and even u∗ ∈ BUC1(R;X�) as X� is a closed
subspace of X∗. In particular, if f∗ ∈ BUC1(R;X�) then u∗(t) ∈ D(A�) by the
definition of A� as the part of A in X�. Therefore the function u�(t) = u∗(−t) is
a strong solution of

u̇� = A�u� + f� (4)

on R, where f�(t) = f∗(−t). As BUC1(R;X�) is dense in BUC(R;X�) this
shows that the dual problem (4) admits a unique solution u� ∈ BUC(R;X�), for
any given f� ∈ BUC(R;X�)

By the aforementioned characterization of exponential dichotomies in the
paper [6], this implies that the spectrum σ((eA)�) does not intersect the unit
circle S1, hence the same is true for the spectrum σ(eA) = σ((eA)∗) = σ((eA)�);
for the last equality we refer to [5], Proposition IV.2.18. Using again the result in
[6] this implies that A has an exponential dichotomy.

5. An illustrative example

Let u(t, x) denote the size distribution of a population of cells at time t. Here the
size or mass x of the cells is assumed in between a > 0 and b > 2a. The following
model for the evolution of the size distribution is popular in mathematical biology.

∂tu(t, x) + ∂x(q(x)u(t, x)) = − (β(x) + μ(x))u(t, x)

+ 2

∫ b

a

κ(x, y)β(y)u(t, y)dy, t > 0, a < x < b,

u(t, a) = 0, t > 0, (5)

u(0, x) = u0(x), a < x < b.

Here q ∈ C1[a, b] denotes the intrinsic growth rate of the cells, we assume q(x) > 0
for a ≤ x < b. The function μ ∈ L∞(a, b), μ ≥ 0, means the natural death rate,
β ∈ L∞(a, b), β ≥ 0, the rate of cell division, and finally κ ∈ L∞((a, b)2), κ ≥ 0,
the distribution of daughter cells after a cell division. The boundary condition
means that there are no cells with minimal size. Depending on the type of cell
division, κ is subject to several further conditions which are not important here,
we refer to [3], [4] or [8] for further background and discussion.

We want to apply our main results to this model problem. To this end we
choose as a state space X = L1(a, b), which is the natural choice as |u|1 measures
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the total mass of cells if u is nonnegative. Then we define the operator A by
means of

Au(x) := −∂x(q(x)u(x)) − (β(x) + μ(x))u(x), x ∈ (a, b), (6)

u ∈ D(A) := {u ∈W 1
1 (a, b) : u(a) = 0}.

It is easy to see that A is dissipative and that the range condition R(I −A) = X
is valid. Therefore by the Lumer–Phillips theorem, cf. [1], or [5], A generates a
C0-semigroup of contractions in X . If we impose the condition

μ(x) + β(x) ≥ μ0 > 0, x ∈ (a, b), (7)

then the semigroup satisfies |eAt| ≤ e−μ0t, in particular it is exponentially stable,
and therefore A has a (trivial) exponential dichotomy. Note that the semigroup
eAt is not analytic, it is even not continuous in operator-norm, the problem is
hyperbolic. In fact, eAt is a damped translation semigroup which can be explicitly
computed by means of the method of characteristics. But on the other hand, due
to boundedness of the interval (a, b), the generator A has compact resolvent, and
so its spectrum only consists of eigenvalues of finite multiplicity. The operator B
is defined according to

Bu(x) = 2

∫ b

a

κ(x, y)β(y)u(y)dy, x ∈ (a, b) u ∈ X. (8)

This way (5) is reformulated as the abstract Cauchy problem

u̇ = Au +Bu, t > 0, u(0) = u0.

Obviously B is bounded in X , hence A+B is also the generator of a C0-semigroup,
and the resolvent of A+B is also compact. Further, B is also compact, provided
κ is subject to the mild regularity condition

lim
h→0+

sup
a<y<b

[

∫ a+h

a

κ(x, y)dx+

∫ b−h

a

|κ(x+ h, y)− κ(x, y)|dx+
∫ b

b−h

κ(x, y)dx] = 0.

(9)
This follows from Kolmogorov’s compactness criterion. Therefore Theorems 2.1
and 2.2 apply. Let us see what news comes out for (5).

As the semigroup generated by A is positive and B is positive, e(A+B)t is
positive as well; cf. [1], Section 5.3. It is known that a positive C0-semigroup
on an Lp-space has the spectrum determined growth property which means that
its growth bound equals its spectral bound; cf. [1], Section 5.3. This means in
this application that the largest real eigenvalue λ0 of A + B equals the growth
bound ω0(A+B). In other words, if λ0 < 0 then the problem (5) is exponentially
stable, and if λ0 > 0 it is unstable. So Theorem 2.2 for this problem gives no
new information. We remark in passing that there has been quite an interest in
the number R0 = eλ0 which is called net reproduction rate of the cell population.
Here we do not want to discuss this number any further, and refer to the specific
literature, e.g., [4].
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On the other hand, if A + B has no imaginary eigenvalues, then Theorem
2.1 proves that (5) allows for an exponential dichotomy, which is a new result. It
shows, for example, that if we add an immigration term f ∈ BUC(R;L1(a, b)) on
the right-hand side of the first equation in (5), then the problem (5) considered
on the whole time horizon t ∈ R (without initial condition) has a unique solution
u ∈ BUC(R;L1(a, b)). The same assertion applies to subspaces of BUC(R;X)
which are translation-invariant, like C0(R;X) or AP (R;X), etc.
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Gaussian and non-Gaussian Behaviour
of Diffusion Processes

Derek W. Robinson

Abstract. We survey some recent results on Gaussian and non-Gaussian be-
haviour for the solutions of second-order diffusion equations on Rd. Our em-
phasis is on non-Gaussian aspects of the diffusion corresponding to degenerate
operators. In particular we describe
• the equivalence of strong ellipticity and Gaussian upper and lower bounds,
• the deduction of non-ergodic behaviour from integrated Gaussian upper

bounds, and
• the relationships between volume doubling, the Poincaré inequality and

Gaussian estimates.
To place these results into context we also summarize some well-established
structural properties of diffusion phenomena.
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1. Introduction

Our aim is to describe and discuss some recent results on Gaussian and non-
Gaussian behaviour for the solutions of second-order diffusion equations on Rd.
In particular we describe the relationships between strong ellipticity and Gauss-
ian upper and lower bounds, the deduction of non-ergodic behaviour from inte-
grated Gaussian upper bounds and the relationships between volume doubling,
the Poincaré inequality and Gaussian estimates. In addition, to place these re-
sults into context, we also summarize some well-established structural properties
of diffusion phenomena. Although much of the activity in this area in the last fifty
years has concentrated on the Gaussian behaviour of non-degenerate diffusion our
emphasis is on the non-Gaussian behaviour of degenerate diffusion. Non-Gaussian
behaviour of non-degenerate diffusion on manifolds with ends has been considered

c© Springer International Publishing Switzerland 2015
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by various authors [CF91] [BCF96] [Dav97] [GSC09] but some additional features
arise for degenerate diffusions on Rd.

There have been two principal areas of development since Aronson’s original
derivation [Aro67] of Gaussian upper and lower bounds. (A more complete picture
with references to the literature is given by the books [Dav89] [SC02] [Ouh05]
[Gri09].) The first area is that considered by Aronson, the analysis of diffusion
phenomena described by strongly elliptic second-order operators in divergence-
form on the Euclidean spaceRd. The strong ellipticity assumption ensures that the
rate of diffusion is both strictly positive and uniformly bounded. These conditions
are sufficient to guarantee Gaussian behaviour. If, however, the strong ellipticity
assumption is relaxed then non-Gaussian phenomena can occur. Local degeneracies
or global growth can both lead to variation away from the canonical Gaussian
model.

The second area of activity has been analysis of the diffusion described by
the Laplace–Beltrami operator acting on a Riemannian manifold. Then it follows
by arguments of Grigor’yan and Saloff-Coste [Gri92] [SC92a] that the diffusion is
Gaussian if and only if the manifold satisfies two specific regularity properties, one
geometric and one analytic. In fact non-Gaussian behaviour can occur on quite
simple manifolds such as a catenoid.

Following Aronson’s original paper [Aro67] on Gaussian bounds we consider
pure second-order operators in divergence-form on Rd. In particular we consider
quadratic forms

h(ϕ) =

d∑
i,j=1

(∂iϕ, cij ∂jϕ) (1)

with domain D(h) = C∞
c (Rd) where the coefficients cij are real L∞,loc-functions,

cij = cji and C = (cij) ≥ 0, in the sense of matrix ordering, almost everywhere.

If the form h is closable then its closure h is a local Dirichlet form [BH91] [MR92]
[FOT94]. The corresponding positive self-adjoint operator H on L2(R

d) gener-
ates a submarkovian semigroup S on the spaces Lp(R

d) and the action of S is
determined by a positive, i.e., non-negative, distributional kernel K. Explicitly,
(Stϕ)(x) =

∫
Rd dyKt(x ; y)ϕ(y).

The coefficient matrix C is defined to be strongly elliptic if there exist λ, μ > 0
such that

λI ≥ C(x) ≥ μI > 0 (2)

for almost all x ∈ Rd. It follows immediately from (2) that h is indeed closable
and the domain of h is given by D(h) = W 1,2(Rd). Then Aronson’s arguments
establish that there are a, a′, b, b′ > 0 such that

a′Gb′;t(x− y) ≤ Kt(x ; y) ≤ aGb;t(x− y) (3)

for almost all x, y ∈ Rd and all t > 0 where Gb;t(x) = t−d/2 e−b |x|2t−1

. It is
remarkable that these Gaussian bounds encapsulate a great deal of information
concerning the semigroup kernel and the diffusion process. For example, Fabes
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and Stroock [FS86] demonstrated that the Gaussian bounds were sufficient to
derive the Nash–De Giorgi [DeG57] [Nas58] results on the Hölder continuity of K.
The bounds also suffice to establish that the semigroup S is conservative, i.e., its
extension to L∞(Rd) satisfies St1 = 1 for all t > 0.

Our first topic of discussion is a converse of Aronson’s result, the deduction of
strong ellipticity of C from Gaussian bounds on K and a mild growth hypothesis
on the coefficients.

2. Gaussian bounds: strong ellipticity

The simplest characterization of strong ellipticity by Gaussian bounds involves the
semigroup conservation property, a property which places an implicit restriction
on the growth of the cij coefficients at infinity.

Theorem 2.1. Assume h is the quadratic form with L∞,loc-coefficients defined
by (1). Then the following conditions are equivalent:

I. the matrix of coefficients C is strongly elliptic,

II. the form h is closable, the semigroup S is conservative and the semigroup
kernel K satisfies the Gaussian bounds (3).

The implication I⇒II is the classic result originating with Aronson. The
converse implication is proved in [Rob13]. The theorem extends an earlier result of
[ERZ06] in which it was assumed that the coefficients cij were uniformly bounded.

It might appear surprising that the implication II⇒I only appears to require
local boundedness of the coefficients. But the conservation condition restricts the
possible growth at infinity. To quantify the allowed growth let ‖C(x)‖ denote
the matrix norm, define ν(s) = ess sup|x|≤s ‖C(x)‖. Then introduce the positive

increasing function ρ on [0,∞〉 by

ρ(s) =

∫ s

0

dt (1 + ν(t))−1/2

and the corresponding balls Bρ(r) by

Bρ(r) = {x ∈ Rd : ρ(|x|) < r} .
The Tikhonov growth condition is the requirement that there exist a, b ≥ 0 such
that

|Bρ(r)| ≤ a eb r
2

(4)

for all r ≥ 1 where |Bρ(r)| is the volume, i.e., Lebesgue measure, of the ball.
This is an implicit condition on the growth of the coefficients cij . It automatically
implies that lims→∞ ρ(s) = ∞ because if the latter condition is false then ρ is
bounded and |Bρ(r)| =∞ for all large r. One readily checks that (4) is satisfied if
‖C(x)‖ ≤ c (1+ |x|)2 log(2+ |x|) and this is essentially the maximal growth allowed
by the condition.
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Theorem 2.2. Let h be the quadratic form with L∞,loc-coefficients defined by (1).
Assume h is closable. If the Tikhonov growth condition (4) is satisfied then the
submarkovian semigroup S associated with h is conservative.

Combination of these two theorems gives an explicit characterization of strong
ellipticity.

Corollary 2.3. Assume h is the quadratic form with L∞,loc-coefficients defined
by (1). Further assume the Tikhonov growth condition (4) is satisfied. Then the
following conditions are equivalent:

I. the matrix of coefficients C is strongly elliptic,

II. the form h is closable and the semigroup kernel K satisfies the Gaussian
bounds (3).

Remark 2.4. In the foregoing statements it is assumed that h is closable. This is
not absolutely necessary. If h is not closable then similar statements are valid with
the closure replaced by the relaxation. The relaxation h0 of h is defined as the
largest closed form which is dominated by h, i.e., the largest quadratic form in the
set of closed forms k with D(h) ⊆ D(k) and k(ϕ) = h(ϕ) for all ϕ ∈ D(h). The
relaxation is automatically a Dirichlet form but it is an extension of h if and only
if h is closable and then h0 = h. (For further details on the relaxation see [ET76]
[Dal93] [Mos94] [Jos98] [Bra02]. The earlier version of Theorem 2.1 in [ERZ06] is
phrased in terms of the relaxation.)

Corollary 2.3 clearly establishes that Gaussian kernel bounds of the type (3)
are only possible for strongly elliptic diffusion processes. They are not valid if the
diffusion coefficients have local degeneracies or grow at infinity. This shortcoming
is emphasized by observing that the bounds imply that the action of St is ergodic
on each of the spaces Lp(R

d), i.e., there are no non-trivial St-invariant subspaces.
Nevertheless the Gaussian bound technique can be adapted to the description of
some classes of degenerate processes by modifying the definition of the Gaussian
function to match it with the inherent geometry of the process. Alternatively a dif-
ferent L2-Gaussian technique can be used to derive information about the possible
breakdown of ergodicity. We next discuss some aspects of these two approaches.

3. Integrated Gaussian bounds

In 1982 Cheeger, Gromov and Taylor [CGT82] introduced an alternative type of
Gaussian upper bound to the pointwise bounds of (3). The new bound gives a
direct estimate on the semigroup S acting on L2(R

d) which takes the form

|(ϕA, StϕB)| ≤ e−d(A;B)2(4t)−1‖ϕA‖2 ‖ϕB‖2 (5)

for all ϕA ∈ L2(A), ϕB ∈ L2(B) and t > 0 where A and B are two measurable
subsets of Rd and d(A ;B) is a measure of the distance between the subsets A and
B. These integrated bounds can be valid for a variety of choices of the distance
but there is an optimal choice which we next describe.
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The first and most commonly used distance is defined in terms of the coeffi-
cient matrix C = (cij) of the form h by

dC(x ; y) = sup{ψ(x)− ψ(y) : ψ ∈ W 1,∞
loc (Rd) , Γ(ψ) ≤ 1} (6)

where the carré du champ Γ is given by Γ(ϕ) =
∑d

i,j=1 cij (∂jϕ) (∂iϕ) for all

ϕ ∈ W 1,∞
loc (Rd). The function x, y ∈ Rd �→ dC(x ; y) is often referred to as the

control distance corresponding to H or to C. The associated set-theoretic distance
is defined by

dC(A ;B) = ess inf
x∈A,y∈B

dC(x ; y) . (7)

If the inverse C−1 of the coefficient matrix defines a Riemannian metric then
the corresponding Riemannian distance and the control distance coincide. But in
general dC( · ; · ) is not strictly a distance. If C is merely elliptic, i.e., if it only
satisfies the mild positivity assumption C ≥ 0, the function can take the value ∞.
If, however, C ≥ μI > 0 then dC(x ; y) ≤ μ−1/2|x− y|. Moreover, if C is strongly
elliptic, i.e., if λI ≥ C ≥ μI with λ ≥ μ > 0, then dC is equivalent to the Euclidean
distance since λ−1/2|x − y| ≤ dC(x ; y) ≤ μ−1/2|x − y|. Therefore in the strongly
elliptic case the bounds (5) are an integrated form of the pointwise Gaussian upper
bound of (3). It is of interest that in the integrated form there are no arbitrary
constants.

The derivation in [CGT82] of bounds of the form (5) was based on the prop-
erty of finite speed of propagation of the associated wave equation. But Davies
[Dav92] subsequently observed that these bounds could be derived by a method of
Gaffney [Gaf59]. Hence the bounds are often referred to as Davies–Gaffney bounds.
All these authors considered the Laplace–Beltrami operator on a Riemannian man-
ifold and the bounds were expressed in terms of the Riemannian distance. Similar
bounds can, however, be derived for general submarkovian semigroups as we next
discuss. Then, however, there is some freedom of choice of the distance involved.
We continue to adopt the assumptions of the introduction and, for simplicity,
assume the form h given by (1) is closable.

The efficacity of the bounds (5) clearly depends on the choice of the dis-
tance d(A ;B), the larger the distance the better the bounds. But there is an
optimal distance function associated with the closure h. This function which we
next describe can take values in [0,∞]. Consequently the integrated bounds (5)
can give information about invariant subspaces and non-ergodic behaviour of the
semigroup S.

The closure h of h is a Dirichlet form and D(h) ∩ L∞(Rd) is an algebra.
Therefore, for each ϕ, ψ ∈ D(h) ∩ L∞(Rd), one can define the truncated form
Γϕ by

Γϕ(ψ) = h(ψ ϕ, ψ)− 2−1 h(ψ2, ϕ) .

If ϕ ≥ 0 it follows that ψ �→ Γϕ(ψ) ∈ R is a form with domain D(Γϕ) = D(h) ∩
L∞(Rd) and 0 ≤ Γϕ(ψ) ≤ ‖ϕ‖∞ h(ψ) for all ψ ∈ D(Γϕ) (see [BH91] or [FOT94]).
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The definition is motivated by the observation that

Γϕ(ψ) =

∫
Rd

dxϕ(x) Γ(ψ)(x)

for all ϕ, ψ ∈ D(h) ∩ L∞(Rd).

Next define D(h)loc as the space of all measurable functions such that for

every compact subset K of X there is a ψ̂ ∈ D(h) with ψ|K = ψ̂|K . Then for

ϕ ∈ D(h) ∩ L∞,c(R
d), where L∞,c(R

d) denotes the L∞-functions with compact

support, one can define Γ̂ϕ by D(Γ̂ϕ) = D(h)loc ∩ L∞(Rd) and

Γ̂ϕ(ψ) = Γϕ(ψ̂)

for all ψ ∈ D(Γ̂ϕ) where ψ̂ ∈ D(Γϕ) is such that ψ|suppϕ = ψ̂|suppϕ. Now set

|||Γ̂(ψ)||| = sup{|Γ̂ϕ(ψ)| : ϕ ∈ D(h) ∩ L∞,c(R
d), ‖ϕ‖1 ≤ 1} ∈ [0,∞]

for all ψ ∈ D(Γ̂ϕ). Finally, for all ψ ∈ L∞(Rd) and measurable sets A,B ⊂ Rd

introduce

dψ(A ;B) = ess inf
x∈A

ψ(x)− ess sup
y∈B

ψ(y) ∈ 〈−∞,∞] .

Then following [AH05] and [ERSZ06] the optimal distance function for the inte-
grated Gaussian bounds is defined by

d(A ;B) = sup{dψ(A ;B) : ψ ∈ D0(h)} (8)

where
D0(h) = {ψ ∈ D(h)loc ∩ L∞(Rd) : |||Γ̂(ψ)||| ≤ 1} . (9)

The function A,B �→ d(A ;B) has all the properties appropriate for a set-theoretic
distance except one can have d(A ;B) =∞.

Theorem 3.1. Let S be the submarkovian semigroup associated with the closure
h of h. Further let d( · ; · ) be defined by (8) and (9). If A and B are measurable
subsets of Rd then

|(ϕA, StϕB)| ≤ e−d(A;B)2(4t)−1‖ϕA‖2 ‖ϕB‖2
for all ϕA ∈ L2(A), ϕB ∈ L2(B) and all t > 0 with the convention e−∞ = 0.

The theorem is a special case of more general statements for submarkovian
semigroups established by [AH05] Theorem 4.1 and [ERSZ06] Theorem 1.2 (see
also [HR03] Theorem 2.8). One can also establish that the distance defined by (8)
and (9) is the largest function for which the integrated Gaussian bounds are valid.
This is achieved with the aid of a function which corresponds to the distance to a
given measurable set.

Theorem 3.2. Let A be a measurable set with |A| > 0. Then there exists a unique
measurable function dA ∈ [0,∞] such that

I. dA ∧R ∈ D0(h) for any R ≥ 0,

II. dA = 0 almost everywhere on A,
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III. dA is the largest function satisfying the previous two conditions.

Moreover, if B is another measurable set then

d(A ;B) = ess sup
x∈B

dA(x)

where d(A ;B) is given by (8) and (9).

It follows from this result that d(A ;B) ≥ dC(A ;B) where dC( · ; · ) is the
control distance defined by (6) and (7). The bounds in Theorem 3.1 were initially
proved with respect to the control distance and the proof of the stronger result is
similar but more delicate.

One can exploit the bounds of Theorem 3.1 to obtain criteria for the failure of
ergodicity of the semigroup S. There are several equivalent definitions of ergodicity
of the semigroup. We define S to be ergodic if there are no non-trivial measurable
subsets A ofRd such that the subspaces L2(A) are left invariant by St for one t > 0
or, equivalently, for all t > 0. Since the semigroup is positive this is equivalent to the
condition that (ϕ, Stψ) > 0 for each pair of non-zero, non-negative ϕ, ψ ∈ L2(Rd)
and for one, or for all, t > 0. This in turn is equivalent to the distributional kernel
Kt of St being strictly positive for one, or for all, t > 0.

Alternatively, ergodicity of S is equivalent to irreducibility of the family of
operators S ∪ L∞. Here S ∪ L∞ indicates the family of operators St, t > 0,
together with the operators of multiplication by L∞(Rd)-functions. Moreover, a
family of operators acting on L2(R

d) is defined to be irreducible if there is no
non-trivial closed subspace of L2(R

d) which is left invariant by the action of the
family. Alternatively, the family is irreducible if and only if there are no non-trivial
bounded operators which commute with each member of the family.

Finally if S is a submarkovian semigroup whose generator is determined
by the local Dirichlet form k then the subset A is invariant if and only if the
characteristic function 1A is a multiplier for the domain of k, i.e., if and only if
1AD(k) ⊂ D(k).

The next theorem gives alternative criteria for invariance of a set under the
semigroup S in terms of the distance d( · ; · ) or the subset D0(h).

Theorem 3.3. Adopt the assumptions of Theorem 3.1.

The following conditions are equivalent for each measurable subset A:

I. (I′. ) StL2(A) ⊆ L2(A) for all t > 0 (for one t > 0),
II. (II′. ) d(A ;Ac) =∞ (d(A ;Ac) > 0),

III. (III′. ) 1A ∈ D0(h) and |||Γ̂(1A)||| = 0 (1A ∈ D0(h)).

Variations of this statement are given by [AH05] Proposition 5.1, which is
an extension of Lemma 2.16 in [HR03], or Theorem 1.3 of [ERSZ06]. In particular
the equivalence of the first four conditions is given by the latter theorem. But the
equivalence of these four conditions with the last two is straightforward. Suppose
1A ∈ D0(h). Then

d(A ;Ac) ≥ d1A(A ;Ac) = ess inf
x∈A

1A(x) − ess sup
y∈Ac

1A(y) = 1
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so III⇒II′. Conversely suppose StL2(A) ⊆ L2(A) for all t > 0. Then it follows

that 1Aϕ, 1Aψ ∈ D(h) ∩ L∞(Rd) for each pair ϕ, ψ ∈ D(h) ∩ L∞(Rd). Since
the form h is local it follows immediately that Γϕ(1Aψ) = Γ1Aϕ(ψ). Hence if

ψ ∈ D(h)loc ∩ L∞(Rd) and ϕ ∈ D(h) ∩ L∞,c(R
d) then Γ̂ϕ(1Aψ) = Γ̂1Aϕ(ψ).

But 1 ∈ D(h)loc ∩ L∞(Rd) and Γ̂ϕ(1) for all ϕ ∈ D(h) ∩ L∞,c(R
d). Therefore

Γ̂ϕ(1A) = Γ̂1Aϕ(1) = 0. Hence I⇒III.

Ergodicity of S is clearly a prerequisite for the existence of Gaussian lower
bounds on the corresponding kernel because the lower bounds imply strict posi-
tivity of the kernel.

Corollary 3.4. The following conditions are equivalent:

I. S is ergodic,

II. the set-theoretic distance d( · ; · ) defined by (8) and (9) is finite valued.

Proof. I⇒II If Condition II is false then, by Theorem 3.1, there are measurable
subsets A,B and ϕA ∈ L2(A), ϕB ∈ L2(B) such that (ϕA, StϕB) = 0. Thus
Condition I is false.

II⇒I If Condition I is false then there is a measurable subset A such that
StL2(A) ⊆ L2(A) for some t > 0. Then d(A ;Ac) = ∞ by Theorem 3.3 and
so Condition II is false. �

The following one-dimensional example illustrates that local degeneracies can
lead to the existence of non-trivial invariant subspaces, i.e., the breakdown of
ergodicity.

Example 3.5. Let d = 1. Then there is a single non-negative coefficient c. Consider
the specific case c(s) = |s|2δ+ ∧ 1 if s ≥ 0 and c(s) = |s|2δ− ∧ 1 if s ≤ 0 where
δ± ∈ 〈0, 1〉. In particular c(0) = 0. Since c is bounded and continuous it follows
that the corresponding form h(ϕ) =

∫∞
−∞ c (ϕ

′)2 is closable.

Now suppose δ− ∈ [1/2, 1〉 and define χn : R→ [0, 1] by

χn(x) =

⎧⎪⎨⎪⎩
0 if x ≤ −1 ,
η−1
n η(x) if x ∈ 〈−1,−n−1〉 ,
1 if x ≥ −n−1 .

(10)

where η(x) =
∫ x

−1 c
−1 and ηn = η(−n−1). It follows that χn is absolutely contin-

uous, increasing and limn→∞ χn = 1[0,∞〉 pointwise. But χn = 1 on [0,∞〉 so one

readily computes that h(χnϕ−χmϕ)→ 0 as n,m→∞ for all ϕ ∈ D(h)∩L∞(R).
Thus 1[0,∞〉ϕ ∈ D(h) and L2(0,∞) is invariant under the corresponding semi-
group S. Hence L2(−∞, 0) is also S-invariant. A similar conclusion is valid if
δ+ ∈ [1/2, 1〉. Therefore one deduces that the subspaces L2(−∞, 0) and L2(0,∞)
are both S-invariant whenever δ+∨δ− ∈ [1/2, 1〉. Thus the latter condition implies
that S is not ergodic. It can also be verified that if the condition fails then S is
ergodic.
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Since the half-lines A = 〈−∞, 0] and B = [0,∞〉 are left invariant by the
semigroup one must have d(A ;B) =∞. Nevertheless the ‘Riemannian distance’ is
given by dc(x ; y) = |

∫ x

y c
−1/2| and since δ± ∈ 〈0, 1〉 one has dc(x ; y) < ∞ for all

x, y ∈ R. Hence dc(A ;B) <∞ and consequently dc(A ;B) < d(A ;B). The critical
feature in this example is the condition δ+ ∨ δ− ∈ [1/2, 1〉 which ensures that c−1

is not integrable at the origin.

In higher dimensions it is also possible to have ‘approximate’ breakdown of
ergodicity. Such phenomena occur if there are large but finitely extended surfaces
of degeneracy which present obstacles to diffusion but which can be circumvented.
In such cases one can expect that dC(A ;B) < d(A ;B) <∞. In the next section we
give an example in which global degeneracy gives rise to approximately invariant
subspaces.

4. Gaussian bounds: Riemannian geometry

In this section we discuss a different form of pointwise Gaussian bound formu-
lated in terms of the control distance dC( · ; · ) defined by (6). In particular the
Gaussian functions are defined in terms of the geometry corresponding to the con-
trol distance. The essential idea is to identify dC( · ; · ) as the distance related to
the ‘metric’ C−1. There are two problems with this approach. The first problem
is that dC( · ; · ) is not necessarily a bona fide distance since it may happen that
dC(x ; y) =∞. Secondly, C−1 does not necessarily define a metric. This difficulty
can occur either because C has strong local degeneracies or because it grows too
rapidly at infinity. Consequently the discussion requires more detailed assumptions
on the coefficients than were hitherto necessary.

Throughout the section we assume the coefficients are locally bounded and
that C > 0 almost everywhere. Then C−1 is almost everywhere defined but not
necessarily bounded nor bounded away from zero. Note that even the assumption
C > 0 is quite restrictive since it rules out simple examples such as the Heisenberg
sublaplacian −∂21 − (∂2 + x1 ∂3)

2 or the sublaplacian −∂21 − (c1∂2 + s1 ∂3)
2 of

the Euclidean motions group on L2(R
3). Here c1 = cosx1, s1 = sinx1. Both

these operators have the property that the lowest eigenvalue of the coefficient
matrix is identically zero. We assume, however, that dC has the following two
basic properties:

1. dC(x ; y) <∞ for all x, y ∈ Rd,

2. dC is continuous and induces the Euclidean topology.

}
(11)

In the special case that C−1 is everywhere invertible it follows that dC( · ; · ) coin-
cides with the corresponding Riemannian distance. In particular dI(x ; y) = |x−y|,
the Euclidean distance.

Our aim is to describe a characterization by Grigor’yan [Gri92] and Saloff-
Coste [SC92a, SC92b, SC95] of Gaussian bounds formulated in terms of the control



472 D.W. Robinson

distance by two general conditions, volume doubling and the Poincaré inequality.
We begin by introducing these conditions.

The ball BC(x ; r) with centre x and radius r corresponding to dC( · ; · ) is
defined by

BC(x ; r) = {y : dC(x ; y) < r} . (12)

The volume doubling property is then defined by the condition

|BC(x ; 2 r)| ≤ a |BC(x ; r)| (13)

for some a ≥ 1, for all x ∈ Rd and r > 0 where |BC | denotes the volume (Lebesgue
measure) of the ball BC . Condition (13) is in fact equivalent to the seemingly
stronger condition that there is a D > 0 such that

|BC(x ; s)| ≤ a (s/r)D|BC(x ; r)|
for all r ≤ s. The latter condition shows that the volume can grow at most
polynomially and the effective dimension is given by D. (One can in fact choose
D = log a/ log 2 although this is not always optimal.)

The volume doubling property has the inherent drawback that it limits the
applicability of subsequent results since it places a constraint on the uniformity of
growth. This is illustrated by the following example.

Example 4.1. Let d = 1. Then the matrix C is replaced by a single real non-
negative function c. Assume c is strictly positive almost everywhere. It follows
from (6) that dc(x ; y) = |

∫ x

y ds c(s)
−1/2| for all x, y ∈ R. Now consider the specific

case c(s) = |s|2δ− if s < 0 and c(s) = |s|2δ+ if s ≥ 0 where δ± ∈ [0, 1〉. Then
dc(x ; 0) = (1− δ−)−1|x|1−δ− if x < 0 and dc(x ; 0) = (1− δ+)−1|x|1−δ+ if x ≥ 0.

Now fix r > 0 and set x = −((1 − δ−)r)1/(1−δ−). Thus dc(x ; 0) = r and
Bc(x ; r) = 〈γ, 0〉 with γ = −((1 − δ−)2r)1/(1−δ−). Hence |Bc(x ; r)| ∼ r1/(1−δ−)

as r → ∞. But Bc(x ; 2r) = 〈γ1, γ2〉 with γ1 = −((1 − δ−)3r)1/(1−δ−) and γ2 =
((1 − δ+)r)1/(1−δ+). Hence |Bc(x ; 2r)| = γ1 + γ2 ∼ r1/(1−δ−∨δ+) as r → ∞. Thus
the doubling property fails for large r if δ+ > δ−. Alternatively by considering balls
centred on the right half-line one finds that doubling fails if δ− > δ+. Therefore
the doubling property holds if and only if δ− = δ+.

Note that a similar conclusion follows with c(s) = (1 + |s|)2δ− if s < 0 and
c(s) = (1 + |s|)2δ+ if s ≥ 0. But in this latter case c ≥ 1.

The second property of importance for the characterization of Gaussian
bounds is the Poincaré inequality. This requires that there is a b > 0 and a κ ∈ 〈0, 1]
such that ∫

BC(x;r)

Γ(ϕ) ≥ b r−2 inf
M∈R

∫
BC(x;κr)

(ϕ−M)2 (14)

for all x ∈ Rd, r > 0 and ϕ ∈ D(h). Note that the infimum is attained with
M = 〈ϕ〉BC = |BC(x;κr)|−1

∫
BC(x;κr)

ϕ. In the classic formulation of the Poincaré

inequality for the Laplacian one has κ = 1. It was, however, established by Jerison
[Jer86] (see also [Lu94]) that under the foregoing assumptions, and in particular
the volume doubling property, the validity of the inequality is independent of the
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value of κ ∈ 〈0, 1]. The seemingly weaker formulation of the Poincaré inequality is
convenient since it allows one to establish an important stability property.

If f and g are two functions with values in a real ordered space then the
equivalence relation f ∼ g is defined to mean there are a, b > 0 such that a f ≤
g ≤ b f . In particular two strictly positive matrices C and C0 are equivalent,
C ∼ C0, if there exist λ ≥ μ > 0 such that λC0 ≥ C ≥ μC0. It then follows that
dC ∼ dC0 . Explicitly one has

μ−1/2dC0(x ; y) ≥ dC(x ; y) ≥ λ−1/2dC0(x ; y) (15)

for all x, y ∈ Rd. Therefore dC and dC0 satisfy (11) simultaneously, i.e., the con-
ditions (11) are stable under the equivalence relation C ∼ C0. It also follows from
(15) that

BC0(x ;μ
1/2r) ⊆ BC(x ; r) ⊆ BC0(x ;λ

1/2r) (16)

for all x ∈ Rd and r > 0. Hence the balls BC satisfy the volume doubling if and
only if the balls BC0 satisfy the property. Thus volume doubling is also stable
under the equivalence relation. Finally if ΓC and ΓC0 denote the carré du champ
corresponding to C and C0, respectively, then C ∼ C0 implies ΓC ∼ ΓC0 . Hence it
follows straightforwardly with the aid of (15) that the Poincaré inequality (14) is
valid for ΓC if and only if it is valid for ΓC0 . Thus the Poincaré inequality is also
stable under the equivalence relation.

The Gaussian function corresponding to the C−1 metric is now defined by

Gb;t(x ; y) =
(
B(x ; t1/2)B(y ; t1/2)

)−1/2

e−b dC(x;y)2/t (17)

for all x, y ∈ Rd and b, t > 0.

Theorem 4.2 (Grigor’yan, Saloff-Coste). Assume the form h defined by (1) is clos-
able. Let K be the distributional kernel of the submarkovian semigroup S associated
with the closure h of h. The following conditions are equivalent:

I. the volume doubling property (13) and the Poincaré inequality (14) are both
satisfied,

II. there are a, a′, b, b′ > 0 such that

a′Gb′;t(x ; y) ≤ Kt(x ; y) ≤ aGb;t(x ; y) (18)

for all x, y ∈ Rd and t > 0 where Gb;t is given by (17).

The theorem is a special case of a result obtained independently by Grigor’yan
[Gri92] and Saloff-Coste [SC92a, SC92b, SC95]. The general result is for operators
on manifolds and it has subsequently been extended to Dirichlet spaces [Stu95,
Stu96]. The key observation is that the combination of volume doubling and the
Poincaré inequality is equivalent to the parabolic Harnack inequality introduced by
Moser [Mos64] in his derivation of the Nash–De Giorgi regularity theorem [Nas58]
[DeG57] for strongly elliptic second-order operators with measurable coefficients.
Theorem 4.2 gives a useful and insightful characterization of Gaussian upper and
lower bounds. It not only gives a criterion for the validity of the bounds but it can
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also be used to characterize situations for which the Gaussian bounds fail and to
understand the obstructions which lead to the failure.

Example 4.1 shows that volume doubling can fail if the asymptotic growth
is inhomogeneous. The following examples show that the Poincaré inequality can
also fail either because the global growth of the coefficients is too rapid or because
their local degeneracy is too strong.

Example 4.3. Let d = 1. Then there is a single coefficient c which is strictly
positive almost everywhere and again dc(x ; y) = |

∫ x

y
ds c(s)−1/2| for all x, y ∈ R.

Now consider the case c(s) = (1 + |s|)2δ with δ ∈ 〈1/2, 1〉. Then dc(x ; 0) = (1 −
δ)−1(1 + |x|)1−δ. Hence |Bc(x ; r)| ∼ r1/(1−δ) as r →∞.

Let χ ∈ C1(R) be an odd increasing function with χ(x) = 1 if x ≥ 1. Then
Γ(χ) is a positive bounded function with support in the interval [−1, 1]. Hence∫

Bc(0;r)

dxΓ(χ)(x) ≤
∫ 1

−1

dxΓ(χ)(x)

for all r > 0. On the other hand

r−2

∫
Bc(0;r)

dx (χ(x) − 〈χ〉)2 = r−2

∫
Bc(0;r)

dx (χ(x1))
2 ∼ |Bc(0 ; r)| r−2

∼ r(2δ−1)/(1−δ)

as r → ∞. Since (2δ − 1)/(1 − δ) > 0 the Poincaré inequality must again fail. In
fact the same conclusion follows for δ = 1/2 by a similar argument.

In this example the Poincaré inequality fails because of the rapid growth
of the coefficient at infinity or the concomitant rapid volume growth. The next
example shows that the inequality can also fail because of local degeneracy.

Example 4.4. Again consider the case d = 1 but with c(s) = |s|2δ for s ∈ [−1, 1]
where δ ∈ [1/2, 1〉. The value of c for |s| > 1 is irrelevant since our aim is to argue
that the Poincaré inequality fails on the ball Bc(0 ; r) where r is chosen such that
Bc(0 ; r) = 〈−1, 1〉. (Since dc(x ; 0) = (1− δ)−1|x|1−δ one has r = (1− δ)−1.)

For each n = 1, 2, . . . define χn as an odd increasing function on [−1, 1] with

χn(x) =

{
0 if 0 ≤ x ≤ n−1

1− η−1
n η(x) if n−1 ≤ x ≤ 1

where η(x) =
∫ 1

x ds |s|−2δ and ηn = η(n−1). It follows that limn→∞ χn(x) = 1

if x > 0 and limn→∞ χn(x) = −1 if x < 0, e.g., if δ = 1/2 then η−1
n η(x) ∼

(logn)−1 log |x| → 0. Therefore

lim
n→∞

∫ κ

−κ

dx (χn(x) − 〈χn〉)2 = lim
n→∞

∫ κ

−κ

dxχn(x)
2 = 2 κ

for all κ ∈ 〈0, 1]. But

lim
n→∞

∫ 1

−1

dxΓ(χn)(x)
2 = lim

n→∞

∫ 1

−1

dx |x|2δ (χ′n(x))2 = 2 lim
n→∞ ηn = 0 .
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One concludes that the Poincaré inequality must fail for χn on the ball Bc(0 ; r)
if n is sufficiently large.

Although the three examples we have considered are all one-dimensional they
do illustrate general phenomena which persist in higher dimensions. We consider
more complicated and more interesting examples in Section 5.

Remark 4.5. Theorem 4.2 assumes that h is closable. Again this is not absolutely
necessary. A similar result is valid with the closure replaced by the relaxation h0.
In particular if K(0) is the distributional kernel of the submarkovian semigroup
S(0) associated with h0 then K(0) satisfies the Gaussian bounds of Theorem 4.2 if
and only if the volume doubling property and the Poincaré inequality are valid.

5. Models of behaviour

Theorem 4.2 provides conceptual insight into the Gaussian character of diffusion
and, in principle, provides a method to verify Gaussian bounds. Unfortunately
there is a large divide between practise and principle. In order to establish the
validity or invalidity of volume doubling or the Poincaré inequality it is first neces-
sary to estimate the control distance and the growth properties of the correspond-
ing balls. The examples of Sections 4 and 3 indicate that this is not difficult in
one-dimension. There are, however, many more difficulties in higher dimensions
because of the possibility of more complicated phenomena. Nevertheless there is
a fairly realistic family of operators which describe the diffusion associated with
flows around a surface which can be analyzed in detail. We conclude with a brief
description of this family.

Assume d = n + m and C ∼ Cδ where Cδ is a block diagonal matrix,
Cδ(x1, x2) = c1(x1) In+c2(x1) Im, on Rd = Rn×Rm with c1, c2 positive functions
and

ci(x1) ∼ |x1|(2δi,2δ
′
i) . (19)

The indices δ1, δ2, δ
′
1, δ

′
2 are all non-negative and δ1, δ

′
1 < 1 but there is no upper

bound on δ2 and δ′2. Here a
(α,α′) = aα if a ∈ [0, 1] and a(α,α

′) = aα
′
if a ≥ 1. It

follows that Γ ∼ Γδ where

Γδ(ϕ) = c1 |∇x1ϕ|2 + c2 |∇x2ϕ|2 (20)

for all ϕ ∈ W 1,2
loc (R

d). Note that we do not assume any regularity of the coefficients
C = (cij) but since C is only defined up to equivalence with Cδ there is a freedom of
choice of the coefficients c1, c2. In particular they may be chosen to be continuous.
Then the corresponding quadratic form hδ is closable by standard reasoning (see,
for example, [MR92] Section II.2b). Since hδ ∼ h, the form with coefficients C, it
follows that h is also closable. Throughout the remainder of the section H and Hδ

denote the operators associated with the closures of the forms h and hδ. Note that
H ∼ Hδ in the sense of ordering of positive self-adjoint operators.

One can exploit the equivalence C ∼ Cδ and the special form of the Cδ-
coefficients to characterize the corresponding control distances up to equivalence.
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Proposition 5.1. The control distances dC and dCδ
corresponding to the coefficients

C and Cδ, respectively, are equivalent to the ‘distance’ Dδ given by

Dδ((x1, x2) ; (y1, y2)) =

|x1 − y1|
(|x1|+ |y1|)(δ1,δ′1)

+
|x2 − y2|

(|x1|+ |y1|)(δ2,δ′2) + (|x2|+ |y2|)(γ,γ′)
(21)

where x1, y1 ∈ Rn and x2, y2 ∈ Rm and γ = δ2(1 + δ2 − δ1)−1 and γ′ = δ′2(1 +
δ′2 − δ′1)−1.

In fact Dδ is a quasi-distance. It has all the metric properties of a distance
except the triangle inequality. But it does satisfy the weaker versionDδ(x+x

′ ; y) ≤
a (Dδ(x ; y) + Dδ(x

′ ; y)) etc. with a > 1. Nevertheless the balls defined by Dδ

are equivalent to those defined by dC or to those defined by dCδ
in the sense of

inclusions analogous to (16).
Although the function Dδ looks quite complicated its structure can be un-

derstood by examining the simplest case n = 1. Then the operator Hδ describes

the diffusion corresponding to a ‘flow’ (c
1/2
1 ∂x1 , c

1/2
2 ∇x2). The component c

1/2
1 ∂x1

describes the flow normal to the (d− 1)-dimensional hypersurface x1 = 0 and the

component c
1/2
2 ∇x2 describes the tangential flow. The first term on the right of

(21) is equivalent to the distance measured in the normal direction, |
∫ y1

x1
c
−1/2
1 |. In

particular it is independent of the tangential flow, i.e., independent of δ2, δ
′
2. The

second term is a measure of the distance in the tangential direction. This contribu-
tion depends on both the tangential and the normal flows. If δ2 > 0 the tangential
component of the flow is zero on the hypersurface x1 = 0. Thus a geodesic from
(0, x2) to (0, y2) must leave the hypersurface, under the impetus of the normal
flow, at one endpoint and return at the other. This explains the dependence of
the second term on the normal flow and indicates why the geometry is relatively
complicated.

The identification of the control distance given by Proposition 5.1 allows one
to verify the doubling property and to estimate the corresponding local and global
dimensions.

Corollary 5.2. The balls BC corresponding to the distance dC satisfy the doubling
property

|BC(x ; s)| ≤ a (s/r)(D,D′)|BC(x ; r)|
for all s > r where

D = (n+m(1 + δ2 − δ1)) (1− δ1)−1 and D′ = (n+m(1 + δ′2 − δ′1)) (1− δ′1)−1 .

Detailed proofs of both these results are given in [RS08]. It is evident that
D and D′ correspond to local and global dimensions. This is borne out by the
estimates of Proposition 3.1 of [RS08] which establishes that the semigroup S
generated by H , the operator with coefficients C, satisfies the L1 to L∞ bounds
‖St‖1→∞ ≤ a t(−D/2,−D′/2) for all t > 0. Thus the corresponding kernel K is
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bounded on Rd ×Rd and ‖Kt‖∞ ≤ a t(−D/2,−D′/2) for all t > 0. The semigroup
and kernel Sδ and Kδ corresponding to Hδ satisfy similar bounds.

The volume doubling property established by Corollary 5.2 is the first key
property in the criterion for Gaussian behaviour given by Theorem 4.2. It should,
however, be emphasized that this property can fail if one has asymmetry of growth.
This was illustrated in one dimension by Example 4.1 and similar behaviour can
occur in the multi-dimensional case.

Example 5.3. Assume n = 1. Further assume c1(x1) ∼ |x1|2δ± as x1 → ±∞ with

δ± ∈ [0, 1〉 and c2(x1) ∼ |x1|2δ
′
2 as |x1| → ∞ with δ′2 ≥ 0. Now for each r > 0 choose

x1 < 0 such that dC((0, 0) ; (x1, 0)) = r. Then the ball BCδ
((x1, 0) ; r) is a subset of

the left half-space, Ω− = {y = (y1, y2) : y1 < 0}. Next choose y1 > z1 > 0 such that
dC((0, 0) ; (y1, 0)) = 2 r and dC((0, 0) ; (z1, 0)) = r = dC((z1, 0) ; (y1, 0)). Then the
ball BCδ

((z1, 0) ; r) is a subset of the right half-space, Ω+ = {y = (y1, y2) : y1 > 0}.
Moreover, BCδ

((z1, 0) ; r) ⊆ BCδ
((x1, 0) ; 3 r). Therefore if volume doubling is valid

there is an a > 0 such that |BCδ
((x1, 0) ; 3 r)| ≤ a |BCδ

((x1, 0) ; r)| for all r > 0.
This then implies that |BCδ

((z1, 0) ; r)| ≤ a |BCδ
((x1, 0) ; r)| for all r > 0. But the

growth in volume of the left-hand and right-hand balls, as r →∞, is dependent on
δ′+ and δ′−, respectively. It follows from a variation of the proof of Proposition 5.1 in

[RS08] that |BCδ
((z1, 0) ; r)| ∼ rD

′
+ and |BCδ

((x1, 0) ; r)| ∼ rD
′
− as r → ∞ where

D′
± = m + (1 + mδ′2)(1 − δ′±)−1. Therefore this is a contradiction if δ′+ > δ

′
−.

Alternatively arguing with x1 > 0 one finds a contradiction if δ′− > δ
′
+. Hence for

volume doubling the condition δ′+ = δ′− is necessary.

It is also possible to analyze the Poincaré inequality for the operator H or,
equivalently, for Hδ. The situation is straightforward if n ≥ 2 but there are two
distinct interesting effects that can arise if n = 1. The situation is summarized by
the following result from [RS13].

Theorem 5.4. I. If n ≥ 2, or if n = 1 and δ1 ∨ δ′1 ∈ [0, 1/2〉, then the Poincaré
inequality (14) is valid.

II. If n = 1 and δ1 ∨ δ′1 ∈ [1/2, 1〉 then the Poincaré inequality (14) fails.
III. If n = 1 and δ1 ∈ [1/2, 1〉 then the Poincaré inequality is valid on the half-

spaces Ω±.

The last statement means that if n = 1 and δ1 ∈ [1/2, 1〉 then there exist
b > 0 and κ ∈ 〈0, 1] such that∫

B±(x;r)

dy Γ(ϕ)(y) ≥ b r−2

∫
B±(x;κr)

dy
(
ϕ(y)− 〈ϕ〉B±

)2
(22)

for all x ∈ Ω±, r > 0 and ϕ ∈ D(h) where B±(x ; r) = BC(x ; r) ∩ Ω±.
The theorem establishes that the Poincaré inequality is always valid if n ≥ 2

but if n = 1 then there are three distinct cases to consider. The implications
for Gaussian behaviour of the corresponding diffusion is not evident. We next
summarize the conclusions one can draw from the foregoing results.
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Corollary 5.5. Assume n ≥ 2. Then the distributional kernel K of the semigroup
S generated by H satisfies the Gaussian bounds (18).

Proof. It follows from Corollary 5.2 that the balls BC satisfy the volume doubling
property (13) and the Poincaré inequality (14) is valid by the first statement of
Theorem 5.4. Therefore the corollary is an immediate consequence of Theorem 4.2.

�

Finally consider the case n = 1. As explained above this corresponds to the
diffusion around the (d − 1)-dimensional hypersurface x1 = 0. The properties of
the diffusion are then dictated by the local and global degeneracies of the normal
flow, i.e., to the values of δ1 and δ′1. At the risk of pedantry we consider the three
cases separately.

Corollary 5.6. Assume n = 1 and δ1, δ
′
1 ∈ [0, 1/2〉 Then the distributional kernel

K of the semigroup S generated by H satisfies the Gaussian bounds (18).

This follows by the same reasoning as for n = 2. The Gaussian behaviour
of the diffusion persists if the normal flow does not slow too suddenly at the
hypersurface, i.e., if δ1 ∈ [0, 1/2〉, and if it also does not accelerate too swiftly at
infinity, i.e., if δ′1 ∈ [0, 1/2〉. The situation changes dramatically if the normal flow
is strongly degenerate.

Corollary 5.7. Assume n = 1 and δ1 ∈ [1/2, 1〉. Then the half-spaces Ω± are
invariant under the semigroup S. Moreover, the distributional kernels K(±) of the
restrictions of S to L2(Ω±) satisfy the Gaussian bounds

a′G(±)
b′;t (x ; y) ≤ K

(±)
t (x ; y) ≤ aG(±)

b;t (x ; y)

for all x, y ∈ Ω± and t > 0 where

G
(±)
b;t (x ; y) =

(
B±(x ; t1/2)B±(y ; t1/2)

)−1/2
e−b dC(x;y)2/t .

The failure of ergodicity of the semigroup follows from the assumption δ1 ∈
[1/2, 1〉 by a modification of the argument given in Example 3.5 for the one-
dimensional case. The Gaussian bounds then follow from a modification of the
arguments of Grigor’yan and Saloff-Coste which establish Theorem 4.2 or from
Sturm’s extension of this theorem to Dirichlet spaces. The argument is based on
volume doubling and the Poincaré inequality (22) on the half-spaces given by
Statement III of Theorem 5.4. Thus the Gaussian characteristic of the diffusion
survive on the ergodic components Ω±.

The remaining case with n = 1 not covered by the last two corollaries is
given by δ1 ∈ [0, 1/2〉 and δ′1 ∈ [1/2, 1〉. It follows from the second statement of
Theorem 5.4 that the Poincaré inequality is no longer valid. Nevertheless one can
establish a local version of the inequality (see Theorem 5.1 of [RS13]). In particular
for each R > 0 there is a b > 0 and κ ∈ 〈0, 1] such that the Poincaré inequality
(14) is valid for all balls B(x ; r) with x ∈ R1+m and r ∈ 〈0, R]. Now the value of

b depends on R and tends to zero as R → ∞. More precisely b ∼ R−α(δ′1−δ1) for
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some α > 0 as R → ∞. This weaker version of the Poincaré inequality, combined
with the volume doubling property, is sufficient to establish lower kernel bounds

Kt(x ; y) ≥ a |BC(x ; t
1/2)|−1

valid for all x, y, t with dC(x ; y) ≤ t1/2 ≤ R. These bounds imply thatKt is strictly
positive for all t > 0 and consequently the semigroup S is ergodic. In addition the
local version of the Poincaré inequality suffices to deduce local Hölder continuity
of the semigroup kernel K by Moser’s arguments and then Gaussian upper bounds

Kt(x ; y) ≤ aGb;t(x ; y)

follow for all x, y ∈ R1+m and t > 0 by Corollary 6.6 of [RS08]. There are,
however, no matching lower bounds as this would imply a contradiction with the
second statement of Theorem 5.4. The detailed behaviour of the diffusion is not
completely understood but the general intuition is that an approximate failure of
ergodicity occurs. For example, if the one-dimensional diffusion process determined
by −dx (1∨|x|) dx begins at the right (left) of the origin then with large probability
it diffuses to infinity on the right (left). Therefore the two half-lines, x ≥ 0 and
x ≤ 0 are approximately invariant. This behaviour is analogous to diffusion on
manifolds with ends (see, for example, [GSC09]) which leads to more complicated
lower bounds.
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Abstract. In this short note we use ideas from systems theory to define a func-
tional calculus for infinitesimal generators of strongly continuous semigroups
on a Hilbert space. Among others, we show how this leads to new proofs of
(known) results in functional calculus.
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1. Introduction

Let A be a linear operator on the linear space X . In essence, a functional calculus
provides for every (scalar) function f in the algebra A a linear operator f(A) from
(a subspace of) X to X such that

• f �→ f(A) is linear;
• f(s) ≡ 1 is mapped on the identity I;
• If f(s) = (s− r)−1, then f(A) = (A− rI)−1;
• For f = f1 · f2 we have f(A) = f1(A)f2(A).

As the domains of the operators f(A) might differ, the above properties have to be
seen formally, and, in general, need to be made rigorous. It is well known that self-
adjoint (or unitary operators) on a Hilbert space have a functional calculus with
A being the set of continuous functions from R (or the torus T respectively) to C,
(von Neumann [10]). This theory has been further extended to different operators
and algebras, see, e.g., [7], [3], and [2]. For an excellent overview, in particular on
the H∞-calculus, we refer to the book by Markus Haase, [5].
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For the algebra of bounded analytic functions on the left half-plane and A
the infinitesimal generator of a strongly continuous semigroup, we show how to
build a functional calculus using infinite-dimensional systems theory.

2. Functional calculus for H−
∞

We choose our class of functions to be H−
∞, i.e., the algebra of bounded analytic

functions on the left half-plane. For A we choose the generator of an exponentially
stable strongly continuous semigroup on the Hilbert space X . This semigroup will
be denoted by

(
eAt
)
t≥0

. We refer to [4] for a detailed overview on C0-semigroups.

In the following all semigroups are assumed to be strongly continuous. To explain
our choice/set-up we start with the following observation.

Let h be an integrable function from R to C which is zero on (0,∞) and
let t �→ �(t) denote the indicator function of [0,∞), i.e., �(t) = 1 for t ≥ 0 and
�(t) = 0 for t < 0. Then for t > 0,(

h ∗ eA·x0 �(·)
)
(t) =

∫ ∞

−∞
h(τ)eA(t−τ)x0 �(t− τ)dτ

=

[∫ t

−∞
h(τ)e−Aτdτ

]
eAtx0

=

[∫ 0

−∞
h(τ)e−Aτdτ

]
eAtx0.

Hence the convolution of h with the semigroup gives an operator times the semi-
group. We denote this operator by g(A), with g the Laplace transform of h.

Now we want to extend the mapping g �→ g(A). Therefore we need the Hardy
space H2(X) = H2(C+;X), i.e., the set of X-valued functions, analytic on the
right half-plane which are uniformly square integrable along every line parallel to
the imaginary axis. By the (vector-valued) Paley–Wiener Theorem, this space is
isomorphic to L2((0,∞);X) under the Laplace transform, see [1, Theorem 1.8.3].

Definition 2.1. Let X be a Hilbert space. For g ∈ H−
∞ and f ∈ L2((0,∞);X) we

define the Toeplitz operator

Mg(f) = L−1 [Π(g (L (f))] , (1)

where L and L−1 denotes the Laplace transform and its inverse, respectively, and
Π is the projection from L2(iR, X) onto H2(X).

Remark 2.2. If we take f(t) = eAtx0, t ≥ 0, and “g = L(h)”, then this extends
the previous convolution.

The following norm estimate is easy to see.

Lemma 2.3. Under the conditions of Definition 2.1, we have that Mg is a bounded
linear operator from L2((0,∞);X) to itself with norm satisfying

‖Mg‖ ≤ ‖g‖∞. (2)
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To show that Definition 2.1 leads to a functional calculus, we need the fol-
lowing concept from infinite-dimensional systems theory, see, e.g., [16].

Definition 2.4. Let Y be a Hilbert space, and C a linear operator bounded from
D(A), the domain of A, to Y . C is an admissible output operator if the mapping
x0 �→ CeA·x0 can be extended to a bounded mapping from X to L2([0,∞);Y ).

Since in this paper only admissible output operators appear, we shall some-
times omit “output”. In [17] the following was proved.

Theorem 2.5. Let A be the generator of an exponentially stable semigroup on the
Hilbert space X. For every g ∈ H−∞ there exists a linear mapping g(A) : D(A)→ X
such that

(
(
Mg(e

A·x0)
)
(t) = g(A)eAtx0, x0 ∈ D(A).

Furthermore,

• g(A) is an admissible operator;
• g(A)eAt extends to a bounded operator for t > 0;
• g(A) commutes with the semigroup;
• g(A) can be extended to a closed operator gΛ(A) such that g �→ gΛ(A) has the
properties of an (unbounded) functional calculus;

• This (unbounded) calculus extends the Hille–Phillips calculus.

Hence in general the functional calculus constructed in this way will contain
unbounded operators. However, they may not be “too unbounded”, as the product
with any admissible operator is again admissible.

Theorem 2.6 (Lemma 2.1 in [17]). Let A be the generator of an exponentially stable
semigroup on the Hilbert space X and let C be an admissible operator, then(

Mg(Ce
A·x0)

)
(t) = Cg(A)eAtx0, x0 ∈ D(A2).

Moreover, Cg(A) extends to an admissible output operator.

3. Analytic semigroups

From Theorem 2.5 we know that g(A)eAt is a bounded operator for t > 0. In
this section we show that for analytic semigroups the norm of g(A)eAt behaves
like | log(t)| for t close to zero. Let A generate an exponentially stable, analytic
semigroup on the Hilbert space X . Then there exists a M,ω > 0 such that, see
[11, Theorem 2.6.13],

‖(−A) 1
2 eAt‖ ≤M 1√

t
e−ωt, t > 0. (3)

Using this inequality, we prove the following estimate.
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Theorem 3.1. Let A generate an exponentially stable, analytic semigroup on the
Hilbert space X. There exists m, ε0 > 0 such that for every g ∈ H−

∞, ε ∈ (0, ε0)

‖g(A)eAε‖ ≤ m‖g‖∞| log(ε)|. (4)

If we assume that (−A∗)
1
2 or (−A) 1

2 is admissible, then

‖g(A)eAε‖ ≤ m‖g‖∞
√
| log(ε)| for ε ∈ (0, ε0). (5)

If both (−A∗)
1
2 and (−A) 1

2 are admissible, then g(A) is bounded.

Proof. For y ∈ D(A∗), x ∈ D(A2) we have

1

2
〈y, g(A)eA2εx〉 =

∫ ∞

0

〈y, (−A)eA2tg(A)eA2εx〉dt

=

∫ ∞

0

〈(−A∗)
1
2 eA

∗εeA
∗ty, g(A)(−A) 1

2 eAεeAtx〉dt,

where we used that g(A) commutes with the semigroup. Using the Cauchy–Schwarz
inequality, we find

1

2
|〈y, g(A)eA2εx〉| ≤ ‖(−A∗)

1
2 eA

∗εeA
∗·y‖L2‖g(A)(−A) 1

2 eAεeA·x‖L2 (6)

= ‖(−A∗)
1
2 eA

∗εeA
∗·y‖L2 · ‖Mg

(
(−A) 1

2 eAεeA·x
)
‖L2

≤ ‖(−A∗)
1
2 eA

∗εeA
∗·y‖L2 · ‖g‖∞ · ‖(−A)

1
2 eAεeA·x‖L2 ,

where we used Lemma 2.3. Hence it remains to estimate the two L2-norms. SinceX
is a Hilbert space

(
eA

∗t
)
t≥0

is an analytic semigroup as well. Hence both L2-norms

behave similarly. We do the estimate for eAt. For ωε < 1/4,

‖(−A) 1
2 eAεeA·x‖2L2 =

∫ ∞

0

‖(−A) 1
2 eAεeAtx‖2dt

=

∫ ∞

ε

‖(−A) 1
2 eAtx‖2dt

≤M2

∫ ∞

ε

e−2ωt

t
‖x‖2dt

=M2‖x‖2
∫ ∞

1

e−2εωt

t
dt

≤M2‖x‖2m1| log(εω)|,

where we used (3) and m1 is an absolute constant.
Combining the estimates and using the fact that ω is fixed, we find that there

exists a constant m3 > 0 such that for all x ∈ D(A2) and y ∈ D(A∗) there holds

|〈y, g(A)eA2εx〉| ≤ m3| log(ε)|‖g‖∞‖x‖‖y‖.

Since D(A2) and D(A∗) are dense in X , we have proved the estimate (4).
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We continue with the proof of inequality (5). If (−A∗)
1
2 is admissible, then

(6) implies that

1

2
|〈y, g(A)eA2εx〉| ≤ ‖(−A∗)

1
2 eA

∗εeA
∗·y‖L2‖g(A)(−A) 1

2 eAεeA·x‖L2

≤ m2‖y‖ · ‖Mg

(
(−A) 1

2 eAεeA·x
)
‖L2.

The estimate follows as shown previously. Let us now assume that (−A) 1
2 is ad-

missible. Then by Theorem 2.6 there holds

‖g(A)(−A) 1
2 eAεeA·x‖L2 ≤ ‖g(A)(−A) 1

2 eA·x‖L2

= ‖Mg

(
(−A) 1

2 eA·x
)
‖L2

≤ ‖g‖∞‖(−A)
1
2 eA·x‖L2

≤ ‖g‖∞m‖x‖,

where we have used Lemma 2.3 and the admissibility of (−A) 1
2 . Now the proof of

(5) follows similarly as in the first part.

If (−A) 1
2 and (−A∗)

1
2 are both admissible, then we see from the above that

the epsilon disappears from the estimate, and since the semigroup is strongly
continuous, g(A) extends to a bounded operator. �

In [13], it is shown that for any δ ∈ (0, 1) there exists an analytic, expo-

nentially stable semigroup on a Hilbert space, and g ∈ H−
∞ such that (−A) 1

2

is admissible and ‖g(A)eAε‖ ∼ (
√
| log(ε)|)1−δ. Similarly, the sharpness of (4) is

shown.

In the next section we relate the above theorem to results in the literature.

4. Closing remarks

A natural question is whether the calculus above coincides with other definitions
of the H−

∞-calculus. As the construction extends the Hille–Phillips calculus, the
answer is “yes”, see [14].

In [15], Vitse showed a similar estimate as in (4) for analytic semigroups
on general Banach spaces by using the Hille–Phillips calculus. The setting there
is slightly different since bounded analytic semigroups and functions g ∈ H−

∞
with bounded Fourier spectrum are considered. In [13], the first named author
improves Vitse’s result with a more direct technique. In the course of that work,
the approach to Theorem 3.1 via the calculus construction used here was obtained.
Moreover, the techniques here and in Vitse’s work [15] require that the functions
f are bounded, analytic on a half-plane. In [13], it is shown that the corresponding
result is even true for functions f that are only bounded, analytic on sectors which
are larger than the sectorality sector of the generator A.
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Furthermore, Haase and Rozendaal proved that (4) holds for general (expo-
nentially stable) semigroups on Hilbert spaces, see [6]. Their key tool is a transfer-
ence principle. More general, they show that on general Banach spaces one has to
consider the analytic multiplier algebra AM2(X), as the function space to obtain
a corresponding result. Note that AM2(X) is continuously embedded in H−

∞ with
equality if X is a Hilbert space.

The difference in the transference principle and the approach followed here
is that in the transference principle, estimates are first proved for “nice” functions
and than extended to the whole space H−∞. Whereas we prove the result first for
“nice” elements in X , and then extend the operators g(A).

The fact that the calculus is bounded for analytic semigroups when both

(−A) 1
2 and (−A∗)

1
2 are admissible, can already be found in [8]. However, as the

admissibility of (−A) 1
2 is equivalent to A satisfying square function estimates, the

result is much older and goes back to McIntosh, [9].
The construction of the H−

∞-calculus followed here can be adapted to general
Banach spaces, see [12, 14].
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On Self-adjoint Extensions
of Symmetric Operators

Jürgen Voigt

Abstract. For a closed symmetric operator in a Hilbert space and a real reg-
ular point of this operator we obtain two ‘natural’ self-adjoint extensions, in
terms of the von Neumann method. One of these extensions is used in order
to describe the Friedrichs extension of a positive symmetric operator in the
context of the von Neumann theory. The theory is illustrated by an example.

Mathematics Subject Classification (2010). Primary 47B25.

Keywords. Symmetric, self-adjoint, von Neumann extension, Friedrichs exten-
sion.

Introduction

The theory of constructing self-adjoint extensions of symmetric operators is well
established. If H is a closed symmetric operator in a complex Hilbert space, then
the task is transferred to finding unitary operators between N(i−H∗) and N(−i−
H∗). Then the method going back to von Neumann yields the description of self-
adjoint extensions of H . On the other hand, if H is bounded below, then there
is a distinguished extension, the Friedrichs extension. It consists in associating a
closed form with H and then obtaining the extension by a representation theorem.

It is the main objective of this note to present a description of the Friedrichs
extension in terms of the von Neumann theory.

In Section 1 we show that for each regular point a ∈ R of a closed self-adjoint
operator H there exist ‘natural’ associated unitary operators Va and Ua between
N(i − H∗) and N(−i − H∗); they are obtained from the orthogonal projections
onto N(±i−H∗), restricted to N(a−H∗).

In Section 2 we recall important known facts which lead to the result that,
for a positive symmetric operator H , and for a → −∞, the unitary operators Ua
converge to the unitary operator corresponding to the Friedrichs extension of H .

In Section 3 we illustrate the theory by an example.

The author is indebted to K. Schmüdgen for pointing out the reference [2].

c© Springer International Publishing Switzerland 2015
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1. Kilpi’s ‘Hilfssatz 2’

We assume that H is a closed symmetric operator in a complex Hilbert space H
and that a ∈ R is a regular point for H , i.e., there exists a constant c > 0 such
that ‖(a−H)f‖ � c‖f‖ for all f ∈ D(H).

Following the notation of Weidmann [6; 8.2] we define

N± := N(±i−H∗) = R(∓i−H)⊥.

The following is partly a version and also an extension of [3; Hilfssatz 2].

Theorem 1.1. Let P± ∈ L(H) be the orthogonal projections onto N±, and define
P̌± := P± N(a−H∗).

Then the mappings
P̌± : N(a−H∗)→ N±

are bijective, ‖P̌−1
± ‖ � |a± i|+ a2+1

c , and the mapping

Va := P̌−P̌−1
+ : N+ → N−

is unitary.

Proof. We recall that

D(H∗) = D(H)⊕N(i−H∗)⊕N(−i−H∗) = D(H)⊕N+ ⊕N−
is an orthogonal direct sum, with respect to the scalar product

(ϕ |ψ)H∗ := (ϕ |ψ) + (H∗ϕ |H∗ψ) (1.1)

on D(H∗); cf. [4; Section X.1].
Let ϕ ∈ N(a−H∗) (⊆ D(H∗)). Then there exist f ∈ D(H), ϕ± ∈ N± such

that

ϕ = ϕ+ + ϕ− + f. (1.2)

Applying i +H∗ and i−H∗ one obtains

ϕ =
2

1− ia
ϕ+ +

1

i + a
(i +H)f ∈ N+ ⊕R(−i−H) (1.3)

and

ϕ =
2

1 + ia
ϕ− +

1

i− a (i−H)f ∈ N− ⊕R(i−H), (1.4)

respectively. This implies that P±ϕ = 2
1∓iaϕ±, and from

‖ϕ‖2 =
∥∥∥ 2

1∓ ia
ϕ±
∥∥∥2 + ∣∣∣ 1

i± a

∣∣∣2‖(i±H)f‖2

and ‖(i + H)f‖2 = ‖(i − H)f‖2 we obtain that ‖P+ϕ‖ = ‖P−ϕ‖. (So far, the
computations are essentially as in [3; proof of Hilfssatz 2].)

Next we show that P̌± are injective and that P̌−1
± are continuous. Let ϕ, ϕ±,

f be as above. Subtracting (1.4) from (1.3) one obtains

P+ϕ− P−ϕ =
2i

a2 + 1
(H − a)f,
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and this implies the estimate

‖f‖ � c−1‖(H − a)f‖ = a
2 + 1

2c
‖P+ϕ− P−ϕ‖ �

a2 + 1

c
‖P±ϕ‖.

Inserting this estimate into (1.2) one finally obtains

‖ϕ‖ �
(
|a± i|+ a

2 + 1

c

)
‖P±ϕ‖.

This shows the injectivity of P̌± as well as the asserted norm estimate.
It remains to show that R(P̌±) = N±. By what is shown above it is sufficient

to show that R(P̌±) is dense in N±. We will only show this for P̌+, the proof for
P̌− being analogous.

So, let ψ ∈ N+ ∩ R(P̌+)⊥. Then (η |ψ) = 0 for all η ∈ N(a −H∗), and this
shows that ψ ∈ N(a−H∗)⊥ = R(a−H). (This was not used so far: R(a−H) is
closed because H is closed and a is regular for H .)

As a consequence, there exists ϕ ∈ D(H) such that (a − H)ϕ = ψ. It then
follows that

0 = ((i−H∗)ψ |ϕ) = ((a−H)ϕ | (−i−H)ϕ)

= (i− a)((a−H)ϕ |ϕ) + ‖(a−H)ϕ‖2.
This implies that ((a−H)ϕ |ϕ) = 0 (because ((a−H)ϕ |ϕ) ∈ R), and then that
ψ = (a−H)ϕ = 0. �

Remark 1.2. We recall that by the von Neumann method of extending a symmetric
operator to self-adjoint operators, the unitary operator Va from Theorem 1.1 gives
rise to the self-adjoint extension H̃a of H defined by

D(H̃a) := D(H) +
{
g + Vag ; g ∈ N+

}
,

and H̃a the restriction of H∗ to D(Ha) (see [6; Theorem 8.12], for instance).
The operator Va defined in Theorem 1.1 arises in a natural way. Another

natural unitary operator, which will turn out to be more important for the problem

described in the Introduction, is obtained as follows. Let P
(∗)
± be the orthogonal

projections from D(H∗) onto N± with respect to the scalar product ( · | · )H∗

defined in (1.1), and denote by P̌
(∗)
± their restrictions to N(a − H∗). Then the

proof of Theorem 1.1 shows that

P̌
(∗)
± =

1∓ ia

2
P̌±.

Hence, P̌
(∗)
± : N(a−H∗)→ N± are bijective, and

Ua := P̌
(∗)
−
(
P̌

(∗)
+

)−1
=

1 + ia

1− ia
Va

is a unitary operator from N+ to N−.
The self-adjoint extension Ha of H , corresponding to Ua, has the domain

D(Ha) = D(H) +
{
g + Uag ; g ∈ N+

}
= D(H) +N(a−H∗), (1.5)
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where the last equality is a consequence of the decomposition (1.2) and the bijec-

tivity of the operators P̌
(∗)
± . This kind of extension of a symmetric operator was

also constructed in [1; VIII.107, proof of Satz 3′]. Note that a is an eigenvalue of
Ha, with eigenspace N(a−H∗). A novel aspect in our treatment is the description
of this extension in terms of the von Neumann theory.

2. The Friedrichs extension and the von Neumann extension theory

We start by recalling two important results concerning the extension of positive
symmetric operators. As before, let H be a complex Hilbert space, and let now
H � 0 be a closed (densely defined) symmetric operator.

The first result we recall is that there exist a largest positive self-adjoint ex-
tension HF, the Friedrichs extension, and a smallest positive self-adjoint extension
HN, the Krein–von Neumann extension, of H . We refer to [2], [5; Theorems 10.17
and 13.12] for these facts.

In order to describe the second result we introduce the notation

Ha := (H − a)N + a,

for a < 0. (Note that then Ha � a.) The hypothesis that H � 0 implies that
a is a regular point for H , and in fact, the operator Ha introduced above is the
same as Ha defined in Remark 1.2; we refer to [2; Section 4], [5; (14.67)] for
this circumstance. What we want to recall is that the net (Ha)a<0 converges to
HF in the strong resolvent sense, as a → −∞. This was shown by Ando and
Nishio in [2; Theorem 3]. (Convergence in the strong resolvent sense means that
(z−Ha)

−1 → (z−HF)
−1 (a→ −∞) in the strong operator topology, for some/all

z ∈ C \ R.)

Remarks 2.1. (a) The second result recalled above is quite remarkable. Indeed,
the operators Ha have the eigenvalue a < 0, with a tending to −∞, whereas the
limiting operator HF is positive.

(b) We note that for a net (Hι)ι∈I of self-adjoint operators and a self-adjoint
operator H one has convergence of (Hι)ι∈I to H in the strong resolvent sense if
and only if the Cayley transforms (i−Hι)(−i−Hι)

−1 = 2i(−i−Hι)
−1 + I of Hι

converge strongly to the Cayley transform (i−H)(−i−H)−1 = 2i(−i−H)−1 + I
of H .

Theorem 2.2. Let H � 0 be a closed symmetric operator in a complex Hilbert space
H. For a < 0 let Ua : N+ → N− be the unitary operator defined in Remark 1.2.

Then U−∞ := s-lima→−∞ Ua exists and defines a unitary operator from N+

to N−, and the Friedrichs extension of H is the self-adjoint extension of H corre-
sponding to U−∞ in the von Neumann extension theory.

Proof. This follows from [2; Theorem 3], recalled above as ‘the second result’, and
Remark 2.1(b). �
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3. An example

The example presented in this section should serve as an illustration for the con-
vergence proved in Theorem 2.2.

In H := L2(0,∞) we define

H := −∂2, D(H) := H2
0 (0,∞)

(∂ denoting differentiation). Then H is symmetric and closed, H � 0. Further

H∗ = −∂2, D(H∗) = H2(0,∞).

For a discussion of different aspects concerning boundary conditions for this exam-
ple we refer to [5; Examples 14.9 and 14.15]. We recall that the Friedrichs extension
HF of H is given by

HF = −∂2, D(HF ) =
{
f ∈ H2(0,∞) ; f(0) = 0

}
.

In this example, the deficiency index ofH is 1; therefore the spacesN±, N(a−H∗),
for a < 0, are one-dimensional.

Looking for elements ψ ∈ N±, i.e., solving −ψ′′ = ±iψ, we find that the
functions ψ±, given by

ψ±(x) := e
− x√

2
(1∓i)
,

span the spacesN±, respectively. An elementary computation shows that ‖ψ±‖2 =
1√
2
, and therefore the projections onto N± are given by

P± =
√
2( · |ψ±)ψ±.

For b > 0, the function ϕb, given by

ϕb(x) := e−bx,

spans the space N(a−H∗), for a = −b2. We compute

P±ϕb =
√
2

∫ ∞

0

e−bxe
− 1√

2
(1±i)x

dxψ± =
2√

2b+ 1± i
ψ±.

We denote by Va the unitary operator defined in Remark 1.2, corresponding
to a = −b2. The above computation shows that Va maps P+ϕb = 2√

2b+1+i
ψ+ to

P−ϕb = 2√
2b+1−i

ψ−,

Vaψ+ =

√
2b+ 1 + i√
2b+ 1− i

ψ−,

which implies that V−∞ψ+ := lima→−∞ Vaψ+ = ψ−.
The unitary map UF belonging to the Friedrichs extension is given by UFψ+ =

−ψ−. (Note that then the function ψ++UFψ+ = ψ+−ψ− is 0 at the left boundary,
and therefore belongs to the domain of HF.)

Recalling that Ua = 1+ia
1−iaVa, we obtain

U−∞ψ+ := lim
a→−∞Uaψ+ = lim

a→−∞
1 + ia

1− ia
Vaψ+ = −ψ− = UFψ+,

U−∞ = UF.
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