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Preface

This volume of Light Scattering Reviews is aimed at the discussion of modern prob-
lems in polarized light radiative transfer, atmospheric optics, and remote sensing.

The first paper, prepared by Kattawar et al., is devoted to a thorough review of
polarized light scattering in the atmosphere and ocean. Presented is a brief review
of the history of the study of light-polarization properties. The utilization of light
polarization can be traced to the use of sunstones by Vikings in sailing navigation.
Many famous scientists, including Thomas Young, Etinne-Louis Malus, and Do-
minique Francois Arago, substantially contributed to enhancing the knowledge of
light-polarization properties. The concepts and terminology introduced by pioneers
remain in use today. In this chapter, the authors revisit the basic formalisms of the
polarization characteristics of light within the framework of the Stokes parame-
ters and Mueller matrix. In addition, the neutral points in the atmosphere and
ocean and polarotaxis for marine animals are discussed. To illustrate the applica-
tions of the polarization of radiation, it is shown that the polarimetric observations
made by a passive space-borne polarimeter, the POLDER-3 instrument aboard the
PARASOL (Polarization and Anisotropy of Reflectances for Atmospheric Sciences,
coupled with observations from a lidar) satellite platform can be used to effectively
infer the microphysical properties of atmospheric ice crystals and dust particles,
particularly the degree of surface roughness of ice crystals and the aspect ratios of
dust particles.

the light field backscattered from the atmosphere–ocean system represent a power-
ful tool to monitor marine ecosystems, carbon cycle, or water quality on the global
scale. Estimations from space of the chlorophyll-a concentration and the subse-
quent estimate of the marine primary production, for instance, are currently being
based on multispectral measurements of the water-leaving radiance regardless of
its state of polarization. On the other hand, new investigations have been focused
on the exploitation of polarization of light in the water column and exiting the sea
surface to improve our capacities of observing and monitoring coastal and oceanic
environments. This chapter attempts to give a brief overview of the recent devel-
opments on the use of polarization for marine environment monitoring including
assessment of aerosol and atmospheric correction, sea state and associated winds,
oceanic and coastal water content, and, potentially, estimation of the ocean carbon
stock. First, a short historical review of the successive discoveries punctuated our
understanding of light polarization in the marine environment is given. After a
description of the transfer of light in the atmosphere–ocean system, impacts of the

Harmel discusses recent developments in the use of light polarization for the studies
of marine environment from space. Radiometric measurements by satellite sensors of
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water constituents (i.e., suspended particles, absorbing material) on polarization
are summarized. Recent illustrations of the use and exploitation of light polariza-
tion for studying marine environment from laboratory to satellite applications are
given. Through the chapter, benefits of polarimetric measurements for monitoring
ocean, coastal, or lake environments are discussed in view of the future launch of
polarimetric Earth-observing satellite missions.

Polarimetric investigations of terrestrial surfaces are discussed by Savenkov.
To develop polarimetric methods for scattering scenes identification and classifi-
cation, one needs to understand the relation between polarimetric and physical
properties of the scatterers. Polarization properties of the scattered light contain
extensive information on morphological and functional properties of the scatterers.
Since polarization of scattered light depends on the morphological and physical
parameters of scatterers (i.e., density, size, distribution, shape, refractive index,
etc.) forming the studied object, this information can be utilized for making the
scatterers identification techniques. Many constituents of a scattering object also
exhibit polarization properties such as birefringence, dichroism, and depolarization
which might serve to discriminate between surface and volume scattering as well.
The importance of the optical and radar matrix polarimetry is that it contains all
the information that one can obtain from the scattering scene. The polarimetric
information has many useful applications in such diverse fields as interaction with
various optical systems, cloud diagnostics, remote sensing of the ocean, atmosphere,
and planetary surfaces, and biological tissue optics. The goal of the chapter is to
explain the basics of polarimetry, outline its current state of the art, and review
numerous important applications to characterize the terrestrial scattering both in
optical range and in radar polarimetry.

Sun et al. present the results of polarized radiative-transfer modeling in the
ocean–atmosphere-coupled system. Reflected solar radiation from Earth’s ocean–
atmosphere system is polarized. If a non-polarimetric radiometric sensor is sensi-
tive to polarization, it will be a source of measurement errors in satellite remote
sensing. To correct the errors due to this effect, the polarization state of the re-
flected solar light must be known with sufficient accuracy. In this chapter, recent

the adding-doubling radiative-transfer model are reviewed. The comparison of the
modeled polarized solar radiation quantities with the PARASOL satellite measure-
ments and other radiative-transfer model results, the sensitivities of reflected solar
radiation’s polarization to various ocean-surface and atmospheric conditions, and
a novel super-thin cloud detection method based on polarization measurements are
the focus of this chapter.

Panchenko and Zuravleva stress the importance of the aerosol vertical structure
for radiative-transfer studies. In this chapter, the authors present a brief overview
of the studies devoted to the problems of retrieving vertical profiles of microphysical
and optical characteristics of tropospheric aerosols and their subsequent applica-
tion in radiation calculations. The focus is on the descriptions of the approaches,
which have been used to solve these tasks in the course of (i) specific comprehensive
experiments and (ii) long-term observations (optical and microphysical approaches,
method of microphysical extrapolation). Results obtained during the specific com-
prehensive experiments (TARFOX, ACE-2, SAFARI, SHADE) were performed by

studies of the polarized solar radiation f r the ocean–atmosphere system witho
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different research groups with the use of instruments installed on board aircraft,
ships, and satellites, as well as ground-based equipment. This ensured the imple-
mentation of aerosol and radiative closure tests to examine the magnitude of the
uncertainties associated with the various techniques used to estimate the vertical
structure of certain types of aerosols. Multi-year aircraft observations, which are
held in a pre-determined area of the planet, are the basis for models of vertical
profiles of climatically significant aerosol parameters specific for this region. The
authors discuss the approaches which made it possible (i) to reveal the seasonal
differences in the vertical profiles of the optical properties of dry matter aerosol in
the visible range over the territory of rural Oklahoma (US) and (ii) to create the
empirical model of the vertical profiles of the extinction coefficient, albedo, and
scattering-phase function developed for the territory of Western Siberia (Russia).

Horwath discusses the aerosol absorption effects in the terrestrial atmosphere.
Light absorption in the atmosphere is due to gases and particles. Most of them
show considerable spatial and temporal variations. In the visible, broadband light
absorption is due to O3 and NO2. Oxygen has some absorption lines. Ozone has a
strong absorption in the ultraviolet (UV), shielding the short-wave UV radiation
of the Sun. Also, SO2 is absorbing in the near UV, allowing tracing of plumes.
In the infrared (IR) water vapor, CO2, CH4, N2O, halogenated hydrocarbons are

ing elemental (black) carbon, hematite, or other colored substances absorb, but
also scatter, light. For particle sizes below 30 nm, the scattering is small compared
to absorption. Coating absorbing particles or mixing with a transparent substance
enhances the light absorption – that is, the mixed particle absorbs more light than
the sum of the absorption of its constituents. The most important light-absorbing
substance in atmospheric particles is black (graphitic) carbon, formed during com-
bustion, and thus omnipresent. Since graphite is a conductor, the electrons can
absorb any portion of energy, therefore absorbing in the visible, UV, and IR. A
slight dependence of the absorption coefficient on wavelength mainly is an effect
of the particle size. The nearly black mineral hematite (α-Fe2O3) is strongly ab-
sorbing up to wavelengths of approximately 600 nm due to a band gap of 1.9–2.2
eV. About 10% of the organic carbon in the atmosphere has a brown appearance
and thus is called brown carbon. Humic-like substances (HULIS), particles formed
in biomass fires, plant debris and degradation products, soil humics, and atmo-
spheric reaction products can have this property. Again, the light absorption of
these particles is higher in the short-wavelength range. The light absorption by
pure gases (having negligible light scattering) can be measured by well-established
standard technologies. When aerosol particles interact with light, in addition to
absorption, the scattering of light by the particles is unavoidable. This complicates
the absorption measurement.

Berdnik and Loiko discuss the application of neural networks for optical parti-
cle characterization. The review of neural networks to retrieve size and refractive
index of homogeneous particles by angular dependence of the single light scattering
is presented. Operating principles and training methods of the Multilayer Percep-
tron Neural Networks (MLP NN), Radial Basis Function Neural Networks (RBF
NN), High-Order Neural Networks (HO NN), and Sequences of Neural Networks
are discussed and evaluated for the problem considered. The basic part of the ar-

strongly absorbing, leading to the well known greenhouse effect. Particles contain-
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ticle relates to the homogeneous spherical particle characteristics retrieval. Some
data on retrieval of characteristics of the absorbing particles and sizing of soft
spheroidal particles are discussed as well. The problem on the retrieval of sizes of
an individual optically soft particle taken from binary mixtures of either oblate and
prolate spheroids or cylinders and oblate spheroids is considered. The multilevel
neural networks method with a linear activation function and the method of the
discrimination functions are used.

This volume of Light Scattering Reviews is dedicated to the memory of Georgii
V. Rozenberg (1914–82), who made outstanding contributions in various branches
of atmospheric optics, remote sensing, and radiative transfer.

Alexander Kokhanovsky
December 2014
Darmstadt, Germany
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Polarimetry



1 Polarization of light in the atmosphere
and ocean

George W. Kattawar, Ping Yang, Yu You, Lei Bi, Yu Xie, Xin Huang, and
Souichiro Hioki

1.1 Introduction

In this chapter, we will present a brief history of polarization, a short descrip-
tion of the Stokes parameter–Mueller matrix representation of polarized light, and
techniques for using polarization for remote sensing of both the atmosphere and
the ocean. For a collection of the diverse applications of polarization, the reader is
referred to the excellent books by Gehrels (1974) and Mishchenko et al. (2010).

The use of polarization for navigation, sustenance, and recognition by both
terrestrial and marine organisms has been in effect for several hundred million
years. The raison d’être is that both skylight and underwater light can be strongly
polarized, and nature has found a way for many organisms to utilize this property.
Extensive research on skylight polarization has been undertaken as atmospheric
observations are quite a natural part of our daily routine, and blue skylight is a
source of polarized light. Perhaps because man is not a resident of the sea, research
on the polarization properties of the ocean and the hydrosols contained therein
has, unfortunately, been very limited.

1.2 Brief history of polarization

A more complete history of polarization can be found in the references (Brosseau,
1998) and at www.polarization.com/.

Whether the Vikings found their way to America by using skylight polariza-
tion as a navigational compass (Roslund and Beckman, 1994; Dougherty, 2013)
by looking at the sky through a crystal, oftentimes referred to as a sunstone, is
certainly speculative. The Vikings’ amazing sailing achievements were made before
the magnetic compass reached Europe from China, and the mechanics of steering
a true course on their long voyages out of land sight, especially in the frequent
bad weather and low visibility at high latitudes, are still in question. Six and a half
centuries elapsed before other polarization properties were reported. Before the end
of the 17th century, Erasmus Bartholinus had discovered the birefringence (dou-
ble refraction) of calcite, CaCO3, from the observation of double images viewed
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through the crystals, and wrote a 60-page memoir discussing his results (Bartholi-
nus, 1670). He was the first to use the terms ‘ordinary ray’ and ‘extraordinary
ray,’ which remain in use today. Roughly three years later, Christiaan Huygens
explained the double-refraction property of calcite by extending the geometric con-
struction method he used to explain refraction. Huygens (using what we now call
the Huygens Principle) realized that, if the speed of light varied with direction,
the spherical wavefronts would metamorphose into ellipsoids which would explain
the double-refraction property of the crystals. Following the turn of the nineteenth
century, rapid discoveries of the polarization properties of various materials and
natural media were made. In 1801, the brilliant Thomas Young, who many histo-
rians believe deciphered the Egyptian Hieroglyphs before Champollion, illustrated
that polarization arose from the transverse nature of light. In 1808, Etienne-Louis
Malus, after surviving the French revolution, discovered that polarized light was
not restricted only to certain crystals but could be generated by the reflection of
sunlight from ordinary surfaces (Malus, 1808). From his experiments, Malus was
able to deduce what we now call Malus’s Law relating the quantity of transmitted
light to the relative position of a polarizing filter when viewing polarized light.
These first findings seemed to create a great deal of research activity dealing with
polarization. In 1812, Sir David Brewster (probably best known for his discovery
of the kaleidoscope), an ex-minister in the church of Scotland, repeated many of
Malus’s experiments and was able to conclude: ‘The index of refraction is the tan-
gent of the angle of polarization’ and ‘when a ray is polarized by reflection, the
reflected ray forms a right angle with the refracted ray.’ As history has it, the angle
is called the ‘Brewster angle’ with no credit being given to Malus – an example of
Stigler’s Law of Eponymy, which states that ‘No scientific discovery is named after
its original discoverer.’ Around 1811, Dominique Francois Arago, while observing
interference colors by placing a thin sheet of mica between a glass reflector and a
calcite prism, noticed the colors did not disappear when he removed the reflector
leaving only blue sky as the background. From this observation, he immediately de-
duced that blue sky must indeed be polarized! Arago also saw circular polarization
when the mica was replaced by a quartz crystal, which we know to be birefringent,
and presented his findings to the Paris Academy. Unfortunately, a year later, a for-
mer colleague named Jean-Baptiste Biot presented two much more detailed papers
and stole the limelight from Arago, and now Biot is sometimes credited with the
discovery of circular polarization. One of Arago’s greatest accomplishments was
his persistence in convincing the brilliant mathematical physicist Augustin Fresnel
to keep pursuing optics. Fresnel once stated, ‘I have decided to remain a modest
engineer . . . and even abandon physics . . . I now see it as a stupid plan troubling
oneself to acquire a small bit of glory.’ In 1816, Fresnel developed his theory of
diffraction without mentioning polarization but, later that year and in the next
year, Fresnel theoretically explained the existence of polarization as well as reflec-
tion, refraction, and Brewster’s Law. Around 1821, Fresnel discovered that, if light
waves were indeed transverse, he could explain many earlier experiments, and went
on to show that two light beams polarized at right angles to one another do not
interfere (note that many researchers are not familiar with Fresnel and Arago’s four
laws of interference, which are not usually covered in most modern optics books,
and the reader is referred to an article by Collett (1971)). More optical phenom-
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ena, such as polarized rotation of quartz and various fluids, linear polarization of
reflected light, polarization of comet tails, neutral points (points with no polariza-
tion) in the sky, rainbows, and 22◦ halos, were either discovered or explained in
rapid sequence. For the next century and a half, improvements were made in the
construction of efficient linear polarizers, and more observations of the polarization
effects of natural phenomena were reported. Furthermore, the Lorenz–Mie theory
for the scattering of light by small spheres (Lorenz, 1890; Mie, 1908; van de Hulst,
1981) has been a powerful tool to facilitate the theoretical explanation of the polar-
ization characteristics associated with atmospheric scattering phenomena, such as
rainbows, blue sky polarization, and glory (a bright, halo-like optical pattern due
to the backscattering of light by a cloud of uniformly sized water droplets). Note,
a quite extensive review of the history of the Lorenz–Mie theory can be found in
Logan (1965).

1.3 Stokes–Mueller formulation

William B. Herapath, an English physician and surgeon, discovered linear dichro-
ism in crystals in what is now known as herapathite. After this, Sir George Stokes
introduced the four measurable quantities completely describing the state of polar-
ization of a light beam, which we now call the Stokes parameter or Stokes vector
(note that vector is not used in the mathematical sense). Once Edwin Land was able
to make the first sheet polarizers by orienting crystalline needles of herapathite in a
sheet of plastic, the use of polarization techniques began to blossom. People began
to focus on how the state of polarization of a light beam changed when it interacted
with optical elements such as polarizers, quarter-wave plates, etc. Soleillet (1929)
was one of the first pioneers to suggest how one might characterize an optical device
by relating the output Stokes vector to the input Stokes vector; however, his elegant
paper received virtually no attention. Soleillet’s method was rediscovered by Hans
Mueller, who used these matrices in a series of lectures given at MIT from 1945 to
1948, and now the 4 × 4 matrix transformations bear the name Mueller matrices –
another example of Stigler’s Law of Eponymy at work. Mueller did not publish the
work in the open literature, but the theory was later published by N.G. Parke, an
MIT student, as part of his Ph.D. dissertation. Another polarization pioneer was
Robert C. Jones, who was interested in the optical properties of birefringence and
dichroism, and developed a method of transformations which used 2 × 2 matrices.
The method had several limitations, of which one of the most important was being
only specific to polarized light beams.

The polarized nature of the underwater light field was discovered over half a
century ago, and has been found to aid in target identification and to be detected
and utilized by a variety of marine animals. Waterman (1954) and Waterman and
Westell (1956) probably made the earliest measurements of the polarized under-
water light field and studied the sensitivity of the polarization state to the solar
and viewing configuration. Substantially polarized light fields (75% to 80%) in the
clear waters near Bermuda were observed by Ivanoff et al. (1961). The labora-
tory measurements made by Timofeeva (1974) showed a value of the degree of
linear polarization (DoLP) as high as 40% in turbid waters. The more recent work
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on ocean-water polarization includes the large RaDyO (Radiation in a Dynamic
Ocean) project (Dickey et al., 2011). The work of Sabbah and Shashar (2007) is
the most comprehensive combination of both measurement and theory brought to
the fore. As shown by Chami (2007), underwater polarization can also be used
by remote sensing to study the optical signature of inorganic particles in coastal
waters.

Multispectral underwater polarization properties have drawn a great deal of
attention in the experimental biology community, particularly in the study of the
impact of light polarization state on marine animals. Evidence has shown that some
marine animals are able to detect both the DoLP and the angle of linear polar-
ization (AoLP) specified by the orientation of the electric field vector; therefore,
both are important. The impact of atmospheric conditions and water composi-
tions on underwater polarized light fields was discussed by Tonizzo et al. (2009),
who reported a hyperspectral and multangular analysis of polarized light in coastal
waters.

An alternative approach to study underwater polarization is model simulation,
which has been conducted since numerical models that solve the vector radiative-
transfer equation became available in the 1970s. Such models include the Multi-
Component Approximation (MCA) (Tynes et al., 2001) and the Monte Carlo (Kat-
tawar et al., 1973) methods. With appropriate input parameters including solar ir-
radiance, atmospheric conditions, aerosol loading, and water inherent optical prop-
erties (IOPs) in numerical simulations, close agreement has been achieved between
theoretical and measured radiances and polarization states. In particular, compar-
isons between simulated and measured underwater polarized light fields (Adams et
al., 2002; Tonizzo et al., 2009; You et al., 2011) demonstrate reasonable consistency
in the cases of both the DoLP and the AoLP.

1.4 Stokes parameters

Polarization parameters of light are generally referred to specific planes. Precision
is required when defining the planes to which the Stokes vector is referred when
considering the polarization of light in radiative-transfer calculations. For a scat-
tered beam in a single-scattering process, a natural selection is the scattering plane
defined by the propagation directions of the incident beam and the scattered beam.
The radiance of beams can be resolved into two orthogonal components referring
to the vibrations of the electric field parallel and perpendicular to the scattering
plane. In radiative-transfer calculations, the polarization parameters of a pencil of
light are usually defined with respect to meridional planes. If we consider Fig. 1.1,
and denote the radiance associated with the incident beam by Iinc and the coun-
terpart of the scattered beam by Isca , the directions of the incident beam and the
scattered beam determine the scattering plane (the scattering angle is denoted as
Θ), and the directions of two beams and the z-axis define two meridional planes.
In addition to the reference plane, a proper treatment of the Stokes vector formu-
lation requires careful consideration of relevant definitions due to various freedoms
of choice.

Let us consider the meridional plane defined by the directions of the incident
beam and the z-axis. Two orthogonal unit vectors ê1 and ê2 in the meridional plane
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Fig. 1.1. Reference planes used for describing the Stokes vector.

and perpendicular to the plane are defined in such a way that êr× êl is aligned with
the direction of propagation (note this is one of the freedoms of choice; switching
êl and êr will result in differences in the foregoing definitions; most texts in the
literature adopted this convention but, in Mishchenko et al. (2000), êϕ and êθ are
used to represent the directions perpendicular and parallel to the meridional plane).
Based on the transverse nature of local electromagnetic waves, the electric field
vector in conjunction with the incident beam can be resolved into two components:

E = Elêl + Er êr , (1.1)

where El and Er are complex oscillatory functions with respect to the propagation
distance and time. The Stokes vector with four real components can be defined as⎡

⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

|El|2 + |Er|2
|El|2 − |Er|2
ElE

∗
r + ErE

∗
l

i(ElE
∗
r − ErE

∗
l )

⎤
⎥⎥⎦ , (1.2)

where | · | denotes the modulus, the asterisk denotes complex conjugation, and
i = (−1)1/2. It can be proven that the following relation holds:

I2 = Q2 + U2 + V 2 . (1.3)

The first component I is commonly referred to as the radiance (in most texts, I
represents irradiance in single scattering) and the other three parameters have the
same units as I. The definition of Eq. (1.2) is consistent with the literature (van de
Hulst, 1981; Bohren and Huffman, 1983). Liou (2002) included a minus sign into
the definition of the V component. The freedom of sign choice in the definition of
the V component is also mixed with the convention adopted in representing the
time dependence of harmonic waves. The wave is propagating along the z-axis, in
van de Hulst (1981) and Liou (2002) it is

El = al e
−iεl e−ikz+iωt, Er = ar e

−iεr e−ikz+iωt , (1.4)
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while, in Bohren and Huffman (1983), it takes the form

El = al e
−iεl eikz−iωt, Er = ar e

−iεr eikz−iωt , (1.5)

where t is the time, al and ar are real numbers that represent amplitudes, ε1 and
ε2 are the phases of the wave at the spatial origin of space at time t = 0, k is the
modified wave number, and ω is the circular frequency. Both Eqs (1.4) and (1.5)
lead to ⎡

⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

a2l + a2r
a2l − a2r

2aral cos δ
2aral sin δ

⎤
⎥⎥⎦ , (1.6)

and δ = εl − εr. However, if the simple waves

El = al e
iεl eikz−ωt, Er = ar e

iεr eikz−iωt , (1.7)

are employed, the V component will have an opposite sign. Note that the adoption
of a different time factor will lead to a complex refractive index with an opposite
sign for the imaginary part, and the sign difference of the V component will result
in sign differences of the first three Mueller matrix elements in the fourth row or
column. Moreover, the sign difference of the V component will cause confusion in
the definition of left-handed and right-handed circular light. Note that the I, Q,
and U components in Eq. (1.6) are immaterial to the choice of the time dependence,
but the sign of the V component depends on both the sign choice in Eq. (1.2) and
the representation of harmonic waves in Eq. (1.5).

Consider the most general state of polarization, namely elliptical polarization,
where the axes of the ellipse may not be in the êl and êr directions. Let p̂ and q̂ be
orthogonal unit vectors that align with the semi-major and semi-minor axes of the
polarization ellipse (see Fig. 1.2). A geometric description of the simple wave can
be written as

Re ( �E) = p̂ap cos(kz − ωt+ α) + q̂aq sin(kz − ωt+ α) . (1.8)

Note that the two components along the p̂ and q̂ directions satisfy the ellipse
equation with the semi-axis of |ap| and |aq|, and α is an arbitrary phase angle.
Because the radiance should be independent of the choice of the representation,
the following equation must be satisfied:

a2p + a2q = a2l + a2r . (1.9)

For convenience, an auxiliary angle β ∈ [0, π/2] is introduced, such that

ap = a cosβ, aq = a sinβ, a =
√

a2r + a2l . (1.10)

With the projection of the electric field given by Eq. (1.8) to the êl and êr directions,
we have

a cosβ cos(kz − ωt+ α) cosχ− a sinβ sin(kz − ωt+ α) sinχ

= al cos(kz − ωt+ ε1) , (1.11)

a cosβ cos(kz − ωt+ α) sinχ+ a sinβ sin(kz − ωt+ α) cosχ

= ar cos(kz − ωt+ ε2) . (1.12)
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In Eqs (1.11) and (1.12), χ is the angle between p̂ and êl. Because of the arbitrary
position and time, the coefficients of cos(kz − ωt) and sin(kz − ωt) on both sides
of Eqs (1.11) and (1.12) must be the same. Then, we have

a cosβ cosα cosχ− a sinβ sinα sinχ = al cos ε1 , (1.13)

a cosβ sinα cosχ+ a sinβ cosα sinχ = al sin ε1 , (1.14)

a cosβ cosα sinχ+ a sinβ sinα cosχ = ar cos ε2 , (1.15)

−a cosβ sinα sinχ+ a sinβ cosα cosχ = −ar sin ε2 . (1.16)

Based on Eqs (1.13)–(1.16), the Stokes vector can be written with respect to the
amplitude and the orientation angle as depicted in Fig. 1.2. On squaring and adding
Eqs (1.13) and (1.14), we obtain the intensity along the êl direction

a2l = a2
(
cos2 β cos2 χ+ sin2 β sin2 χ

)
. (1.17)

Similarly, from Eqs (1.15) and (1.16), we have

a2r = a2
(
cos2 β sin2 χ+ sin2 β cos2 χ

)
. (1.18)

Adding the product of Eq. (1.13) and (1.15), and that of (1.14) and (1.16) yields

2aral cos δ = a2 cos 2β sin 2χ , (1.19)

where δ = ε1 − ε2. Adding the product of Eq. (1.14) and (1.15), and that of (1.13)
and (1.16) yields

2aral sin δ = a2 sin 2β . (1.20)

Based on Eqs (1.13) and (1.14), we have

Eq.[13]× cosα+ Eq.[14]× sinα

Eq.[13]× sinα− Eq.[14]× cosα
⇒ tan(α− ε1) = − tanβ tanχ . (1.21)

Fig. 1.2. Geometric description of an elliptical wave using the representation.
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Similarly, we have

Eq.[15]× cosα− Eq.[16]× sinα

Eq.[15]× sinα+ Eq.[16]× cosα
⇒ tan(α− ε2) = tanβ cotχ , (1.22)

therefore

tan δ = tan [(α− ε2)− (α− ε1)] = − tan 2β

sin 2χ
. (1.23)

Note that the sine and cosine terms can be formally switched to represent the
geometry of the polarization. In that case, Eqs (1.17), (1.18), (1.19), (1.20), and
(1.23) will not be changed, but Eqs (1.21) and (1.22) will be given by

tan(α+ ε1) = − cotβ cotχ , (1.24)

tan(α+ ε2) = cotβ tanχ . (1.25)

Based on Eqs (1.6), (1.17), (1.18), (1.19), and (1.20), the Stokes parameters in
the geometric notation now become (van de Hulst, 1981)⎡

⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

a2

a2 cos 2β cos 2χ
a2 cos 2β sin 2χ

a2 sin 2β

⎤
⎥⎥⎦ . (1.26)

Note that Q, U , and V are spherical coordinates, which can be represented in a
Poincare sphere (Born and Wolf, 2001).

Given the Stokes vector, it is straightforward from Eq. (1.26) to obtain the
orientation of the polarization ellipse, tan 2χ = U/Q and the ellipticity tan 2β =
V/(Q2 +U2)1/2. Other quantities extracted from the Stokes vector which are used
quite often when discussing polarization states, namely the degree of polarization,
(Q2 +U2 + V 2)1/2/I, the DoLP, (Q2 +U2)1/2/I, and the degree of circular polar-
ization, |V |/I.

The Stokes parameters can be defined with respect to different planes of ref-
erence, such as the scattering plane or the meridional plane as seen Fig. 1.1. For
convenience, in Fig. 1.3, we consider two reference planes with an intersection angle
of φ. The relationship between the two sets of Stokes parameters is easily shown
to be ⎡

⎢⎢⎣
I ′

Q′

U ′

V ′

⎤
⎥⎥⎦ = R(φ)

⎡
⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
1 0 0 0
0 cos 2φ sin 2φ 0
0 − sin 2φ cos 2φ 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ , (1.27)

where φ is defined as the clockwise rotation angle of the êl-axis to the ê′l-axis, and
the reader is facing the propagation direction of the beam. The rotation matrix
warrants I, Q2+U2 and V to be invariant. As expected, the degree of polarization,
the DoLP, the degree of circular polarization, and the ellipticity are independent
of the plane of reference. The rotation matrix R(φ) defined in Eq. (1.27) has some
other important properties, namely:

R(−φ) = R(π − φ)

R(φ1)R(φ2) = R(φ1 + φ2) (1.28)

R−1(φ) = R(−φ)
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Fig. 1.3. A clockwise rotation by an angle φ of the two axes for the Stokes vector
representation.

To measure the Stokes parameters associated with a light beam, the measure-
ment set-up schematically illustrated in Fig. 1.4 can be used. The compensator,
also called a wave plate or retarder, introduces a certain amount of retardation in
the phase of one of the two components of the electric field decomposed with re-
spect to the êl and êr directions. In the following discussion, we assume the phase
difference between the êl and êr components of the electric field vector to be ε.
The polarizer constrains the measurement of the electric field vector component to
vibrating in only one direction and deviating from the êr-axis by an angle ϕ, which
is called the direction of the transmission axis of the linear polarizer.

After algebraic manipulation (the details of which can be found in Chan-
drasekhar (1950)), the measured radiance is a function of ε and ϕ in the form
of

I(ε, ϕ) = Ii,l cos
2 ϕ+ Ii,r sin

2 ϕ+
1

2
(Ui cos ε− Vi sin ε) sin 2ϕ , (1.29)

where the subscript ‘i’ indicates the Stokes parameters associated with the incident
beam. With Eq. (1.29), we consider the following four scenarios:

Fig. 1.4. Schematic diagram for measuring the Stokes parameters.



12 G.W. Kattawar, P. Yang, Y. You, L. Bi, Y. Xie, X. Huang, and S. Hioki

1. No polarization (i.e., the incident light is natural light), Ii,l = Ii,r = Ii/2,
Ui = 0, and Vi = 0. Thus, we obtain

I(ε, ϕ) = Ii,l cos
2 ϕ+ Ii,r sin

2 ϕ =
Ii
2
(cos2 ϕ+ sin2 ϕ) = Ii/2 (1.30)

or
Ii = 2I(ε, ϕ) . (1.31)

2. Horizontal and vertical polarization configurations without a com-
pensator (i.e., ε = 0, ϕ = 0◦, and ϕ = 90◦) for a polarized incident beam:

I(ϕ = 0◦, ε = 0) = Ii,l , (1.32)

I(ϕ = 90◦, ε = 0) = Ii,r . (1.33)

Using the above two equations, we obtain the first two Stokes parameters in
the form of

Ii = Ii,l + Ii,r = I(ϕ = 0◦, ε = 0) + I(ϕ = 90◦, ε = 0) , (1.34)

Qi = Ii,l − Ii,r = I(ϕ = 0◦, ε = 0)− I(ϕ = 90◦, ε = 0) . (1.35)

3. +45◦ and −45◦ polarization configurations without a compensator
(i.e., ε = 0, ϕ = 45◦, and ϕ = −45◦) for a polarized incident beam:

I(ϕ = 45◦, ε = 0) =
1

2
(Ii,l + Ii,r) +

1

2
Ui , (1.36)

I(ϕ = −45◦, ε = 0) =
1

2
(Ii,l + Ii,r)− 1

2
Ui . (1.37)

Thus, we obtain

Ui = I(ϕ = 45◦, ε = 0)− I(ϕ = −45◦, ε = 0) . (1.38)

4. Measurement of circular polarization using +45◦ and −45◦ polariza-
tion configurations with a quarter-wave plate (ε = π/2, ϕ = 45◦, and
ϕ = −45◦)

I(ϕ = 45◦, ε = π/2) =
1

2
(Ii,l + Ii,r)− 1

2
Vi , (1.39)

I(ϕ = −45◦, ε = π/2) =
1

2
(Ii,l + Ii,r) +

1

2
Vi , (1.40)

Thus, we obtain

Vi = I(ϕ = −45◦, ε = π/2)− I(ϕ = 45◦, ε = π/2) . (1.41)

Note that the foregoing measurements in scenarios (2)–(4) provide the Stokes pa-
rameters regardless of the polarization state of the incident beam. It should be
pointed out that a thorough review of the polarized light, particularly light scat-
tered by isotropic opalescent media, can be found in Perrin (1942).



1 Polarization of light in the atmosphere and ocean 13

1.5 Mueller matrices

We have shown a method to calculate the complete Stokes vector, and our next
task is to determine the nature of the 4 × 4 matrix which transforms an incident
Stokes vector into another Stokes vector due to the interaction between light and
any object. The resulting matrix is called the Mueller matrix (Mueller, 1948) but,
as pointed out earlier, was first discovered by Soleillet (1929). The matrix gives
essentially all the optical information possible about an elastic scattering system
where some interaction has occurred, and thus characterizes the optical proper-
ties of the involved scattering system. Many excellent references on the theory of
Mueller matrices exist, but we refer the reader to the book by Shurcliff (1962).

As an example, we consider an ideal linear polarizer – that is, the compensator
in Fig. 1.4 is removed (i.e., ε = 0) and Eq. (1.29) reduces to

I(ϕ) = Ii,l cos
2 ϕ+ Ii,r sin

2 ϕ+
1

2
Ui sin 2ϕ . (1.42)

Using the relation Ii,l cos
2 ϕ+Ii,r sin

2 ϕ = (Ii+Qi cos 2ϕ)/2, the preceding equation
can be further simplified in the form

I(ϕ) =
1

2
(Ii +Qi cos 2ϕ+ Ui sin 2ϕ) , (1.43)

which is the first row of the following Mueller matrix associated with a linear
polarizer (Bohren and Huffman, 1983), given by⎡

⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

1

2

⎡
⎢⎢⎣

1 cos 2ϕ sin 2ϕ 0
cos 2ϕ cos2 2ϕ cos 2ϕ sin 2ϕ 0
sin 2ϕ cos 2ϕ sin 2ϕ sin2 2ϕ 0

0 0 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

Ii
Qi

Ui

Vi

⎤
⎥⎥⎦ . (1.44)

Obviously, the linear polarizer is not able to generate the V component. Similarly,
the Mueller matrix can characterize the optical properties of any optical element.

The Mueller matrices of the optical elements can be obtained in a straightfor-
ward manner because their optical properties are already known. For air–ocean in-
terfaces, molecules, and particles involved in the atmospheric and oceanic radiative-
transfer simulations, the Mueller matrices must be obtained from either physical
principles or Maxwell’s equations. Consider the dielectric surface between the at-
mosphere and the ocean; the Mueller matrices associated with the reflection and
the transmission of light either from air to medium or medium to air have to be
obtained from physical principles. For example, in the case of the air-to-medium
reflection based on the Fresnel’s reflection, the reflection Mueller matrix from air
into a medium can be obtained as

RAM =

⎡
⎢⎢⎣
α+ η α− η 0 0
α− η α+ η 0 0
0 0 γRe 0
0 0 0 γRe

⎤
⎥⎥⎦ , (1.45)
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where

α =
1

2

tan2(θi − θt)

tan2(θi + θt)
, (1.46)

η =
1

2

sin2(θi − θt)

sin2(θi + θt)
, (1.47)

γRe =
tan(θi − θt) sin(θi − θt)

tan(θi + θt) sin(θi + θt)
. (1.48)

In Eqs (1.46) and (1.47), α and η are reflectivities associated with polarization in
the parallel and perpendicular directions. The Mueller matrices associated with the
transmissivity and the scenarios from the medium to air can be similarly obtained
(Kattawar and Adams, 1989).

To obtain the Mueller matrices for various particles, one must turn to Maxwell’s
equations. Based on the far-field approximation, the amplitude-scattering matrix
is usually defined to transform the incident field to the scattered field:[

E‖
E⊥

]
=

eikr

−ikr

[
S2 S3

S4 S1

] [
E‖,i
E⊥,i

]
. (1.49)

The scattered field by molecules, for particles much smaller than the incident
wavelength, specifically, when x � 1 (Shifrin, 1951), can be easily obtained from
Maxwell’s equations, in which case the amplitude-scattering matrix is given by[

S2 S3

S4 S1

]
∝
[
cosΘ 0
0 1

]
. (1.50)

The Mueller matrix for Rayleigh scattering is given by

1

2

⎡
⎢⎢⎣
μ2 + 1 μ2 − 1 0 0
μ2 − 1 μ2 + 1 0 0

0 0 μ 0
0 0 0 μ

⎤
⎥⎥⎦ , (1.51)

where μ = cosΘ and Θ is the scattering angle. Several interesting features of the
preceding matrix can be noted. In particular, complete linear polarization is noted
at a scattering angle of 90◦; ellipticity does not exist in the multiple-scattering-
induced radiation if the source is unpolarized; and the relevant depolarization factor
is zero.

The Mueller matrix for homogeneous spheres can be readily obtained from
the Lorenz–Mie theory. However, the calculation is not trivial in mathematical
and computational physics for arbitrarily shaped nonspherical particles. A num-
ber of numerical methods have been developed to obtain the Mueller matrix
for particles within a limited size parameter range (0, Xm) including the finite-
difference-time-domain method (Yee, 1966; Yang and Liou, 1996a), the discrete-
dipole-approximation method (Purcell and Pennypacker, 1973; Draine and Flatau,
1994; Yurkin et al., 2007), the separation of variables method (Asano,1979; Fara-
fonov, 1983), and the T-matrix method (Waterman, 1971; Mishchenko and Travis,
1998; Mackowski and Mishchenko, 1996; Doicu et al., 2006; Kahnert, 2013; Bi et
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al., 2013, and references therein). Xm depends on the particle shape, the refractive
index, the computational resources, and the selected computational method. For
large-sized parameters beyond the capabilities of numerical methods, a common ap-
proach is based on geometric-and-physical optics approximations. A review of the
physical-geometric optics approximations for a solution of the optical properties of
ice crystals and aerosols can be found in Bi and Yang (2013).

Before one can theoretically calculate the polarization of the submarine radiance
fields (see Kattawar et al., 1973, 1988; Kattawar and Adams, 1989), the Mueller
matrix for ocean water must be obtained. Beardsley (1968) performed the first
measurement of the Mueller matrix for ocean-water samples. He noticed a great
deal of symmetry in the matrices measured from different sources, and the normal-
ized matrix element values were similar to those for a normalized matrix derived
for Rayleigh scattering (presented earlier). Later measurements made by Soviet sci-
entists (Kadyshevich, 1977; Kadyshevich et al., 1971, 1976) suggested much larger
variations in the Mueller matrix as a function of depth and location. The apparent
discrepancy was resolved by Voss and Fry (1984), who made Mueller matrix mea-
surements in the Atlantic, Pacific, and Gulf of Mexico, and showed that the Mueller
matrix has little variation between sites and confirmed Beardsley’s Rayleigh-like
appearance of the matrices. Shown in Fig. 1.5 is a depiction of P12/P11, P22/P11,
and P33/P11 for scattering angles from 10◦ to 160◦. Note that P12/P11 and P33/P11

for the ocean-water average values are close to those for a Rayleigh-scattering sim-
ulation. Kokhanovsky (2003) presented the parameterization of the Mueller matrix
of oceanic water measured by Voss and Fry (1984), which could be used for theoret-
ical polarized radiative-transfer studies involving oceanic waters. One of the most
important hydrosol observations was that the particles could not be spherical. The
explanation is the normalized Mueller matrix element S22 was not unity and, for
any spherical polydispersion, S22 must be unity. The zero values in the upper and
lower 2 × 2 submatrices indicate little, if any, optical activity in the samples or
preferred orientation by the particulates; however, this is not to suggest that highly

Fig. 1.5. Sample Mueller matrix elements (averaged values) regenerated from Voss and
Fry (1984, Table VI). P21 is equal to P12, and P44 is equal to P33. All other elements
associated with polarization are zero.
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concentrated phytoplankton samples would not demonstrate optical activity. As is
well known, amino acids and sugars have a ‘handedness’ or chirality and, therefore,
when associated with the cells’ pigments will induce a certain degree of optical
activity (Houssier and Sauer, 1970). Also, Pospergelis (1969) measured the ratio of
V /I for the Stokes vector of light reflected from green leaves and found the ratio
to be of the order of a few percent but, for the low concentrations observed in the
open oceans, measurement accuracies of one part in 104 are required.

1.6 Neutral points in the atmosphere and ocean

We have previously shown that, although incident sunlight is unpolarized, one of
the important characteristics of the light field in the natural atmosphere and ocean
is the polarization state, including the degree and plane of polarization. The polar-
ization state of light contains valuable information about the optical properties of
the atmosphere and ocean. On the other hand, in the angular distribution of the
polarized light field, directions may exist where the light is actually unpolarized (or
neutral) with a vanishing degree of polarization. These points in an angular distri-
bution plot are called neutral points. The positions of neutral points are of great
interest, as they are found to be sensitive indicators of various atmospheric optical
properties, including atmospheric turbidity, air pollution, etc. (Bellver, 1987).

Measurements of neutral points were first made in a simple Rayleigh atmo-
sphere. Early measurements included those by Arago (Barral, 1858), Babinet
(1840), and Brewster (1842), who independently observed three different neutral
points. All three neutral points are on the principal plane – the plane containing
both the zenith and the Sun. The Arago point is normally 20◦ to 30◦ above the an-
tisolar point, the Babinet point is approximately the same angular distance above
the Sun, and the Brewster point is about 15◦ to 16◦ below the Sun. For a review
of the observations of these three neutral points, readers are referred to Coulson
(1988). The three neutral points have been well known for over a century and have
been observed in separate measurements (e.g., Bellver, 1987; Coulson, 1983; Gal
et al., 2001). As suggested by theory, a fourth neutral point should be in the prin-
cipal plane that lies below the antisolar point, but was not observed until over a
century later by Horvath et al. (2002) using measurements from a balloon-borne
polarimeter.

From a theoretical perspective, a neutral point appears when a positive/negative
polarization is exactly canceled by a negative/positive polarization. At the time the
first three neutral points were observed, the origin of the opposite polarization state
was not clear. Lord Rayleigh (1871) showed that Rayleigh scattering of light by
atmospheric molecules introduced a large polarization at 90◦ to the incident beam,
while the forward- and backward-scattered light (i.e., the scattered light at the
solar and antisolar points) is unpolarized if only a single scattering is considered.
This implied that two neutral points should be in these two directions, which dif-
fered from the observations. Later, Chandrasekhar (1951) using radiative-transfer
theory showed that the opposite polarization state could be explained by multi-
ple scattering of light in a Rayleigh atmosphere. According to radiative-transfer
calculations, the neutral points at the solar point splits into two neutral points in
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the principal plane, which move away from the solar point as multiple-scattering
effects increase, and which applies to the neutral point at the antisolar direction as
well. Therefore, when multiple scattering dominates, a total of four neutral points
occur in a Rayleigh-scattering atmosphere, which is consistent with observations
(see, e.g., Chandrasekhar 1951).

Observations of atmospheric neutral points outside of the principal plane were
reported by Cornu (1884) and Soret (1888). During Cornu’s measurement, high-
altitude air pollution was present, which introduced aerosol particles in the at-
mosphere. Soret’s measurements were made from lake shores or over a sea, such
that polarized light reflected by the air–sea surface came into play in determining
the skylight polarization pattern. For a brief review of the measurements, read-
ers are referred to Fraser (1968). Neutral points were also observed in airborne
measurements. Kawata and Yamazaki (1998) reported airborne POLarization and
Directionality of Earth Reflectances (POLDER) measurements of upwelling polar-
ized light over an ocean surface at an aircraft altitude of 4,700 m and at wavelengths
of 0.45 μm and 0.85 μm. Although the authors did not specifically discuss neutral
points, at both wavelengths, two neutral points can be seen outside of the principal
plane.

Neutral points have also been observed in the subsurface light field by Voss et al.
(2011) and predicted by Chowdhary et al. (2006). The observation showed that, at
a shorter wavelength (436 nm), two neutral points were outside the principal plane
in the upwelling polarized light field, while, at a longer wavelength (526 nm), two
neutral points were on the principal plane. The points are the well-known Babinet
and Brewster neutral points.

To understand how the position of neutral points is related to various param-
eters, numerical simulations are helpful. One of the earliest simulations was made
by Fraser (1968), who used model simulation for a Rayleigh atmosphere and a
smooth water surface to explain the appearance of neutral points out of the prin-
cipal plane. The polarized light reflected by the air–sea surface contributes to the
skylight polarization and moves the neutral points out of the principal plane.

Kawata and Yamazaki (1998) also compared their POLDERmeasurements with
simulation results from the adding–doubling algorithm for an atmosphere–surface
system (i.e., no oceanic scattering was included). The model simulated polarization
patterns were generally consistent with the measurements, but the model predicted
neutral points on the principal plane. The discrepancy could be attributed to the
fact that the in-water scattering was not included.

In a simulation effort, Takashima and Masuda (1985) investigated the upwelling
polarized light field at the top of the atmosphere (TOA) in a coupled atmosphere–
ocean system, where the in-water scattering and the interaction between the at-
mosphere and ocean were properly considered. The position of neutral points in
the principal plane was specifically discussed. The authors suggested that oceanic
conditions have little effect on the positions of TOA neutral points. They further
reported that, in hazy conditions, two neutral points exist in the wavelength region
from 0.4 μm to 0.8 μm, while, in clear conditions, the neutral points appear only at
wavelengths shorter than 0.75 μm and disappear at longer wavelengths. The study
did not show any results with neutral points outside of the principal plane.
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Adams and Kattawar (1997) and Adams and Gray (2011) presented Monte
Carlo simulations of positions of neutral points in a coupled atmosphere–ocean
system in the upwelling and downwelling light fields. The authors suggested that
the effects of highly polarized underwater scattering on the positions of neutral
points above the interface were significant. The model predicted neutral points
could move a few degrees when the underwater scattering was considered. Further-
more, the polarization introduced by the air–sea interface was found to play an
important role in determining the underwater polarization. As a result, the polar-
ization pattern and the positions of neutral points just beneath the interface could
differ substantially from those just above the interface. Furthermore, neutral points
off the principal plane could be found in the light field beneath the surface when
the solar zenith angle was large enough (greater than 75◦ in the cases examined).
Adams and Gray (2011) pointed out that, in the simulated case, as many as eight
separate neutral points could exist under certain conditions, some on the principal
plane and some outside.

Based on available observations and simulations, the positions of in-air neutral
points can be explained. Multiple Rayleigh scattering by atmospheric molecules
alters the polarization pattern and causes the neutral point in the solar and an-
tisolar directions to split and form four separate neutral points on the principal
plane. The atmospheric optical thickness is greater at shorter wavelengths, thus
the neutral points are further away from the solar/antisolar direction. Existence of
aerosol particles and/or an underlying water surface further alters the polarization
pattern and causes the neutral points to move out of the principal plane.

In the marine light field, the origin of neutral points is more complicated from
the combination of in-air multiple scattering, the Fresnel refraction through the air–
sea interface, and in-water multiple scattering. The effects of atmospheric scattering
can be studied by separating the total in-water polarized light field into components
from two sources: a direct part (no scattering in the atmosphere before the sunlight
hits the air–sea interface) and a diffuse part (diffuse skylight that enters the ocean).
The positions of neutral points can be better understood by showing the neutral
lines of the Stokes parameters Q and U , which are zero contour lines in Q and U
patterns (Adams and Gray, 2011; Voss et al., 2011). A neutral point appears when
the Q and U neutral lines intersect each other. As shown in Voss et al. (2011), the
direct part always has two neutral points on the principal plane, while the diffuse
part always has two off-axis neutral points. The difference is controlled by the
shape of the Q neutral lines in the two parts. Therefore, as illustrated by Fig. 1.6,
the balance between the two parts determines the position of the neutral points
in the total polarized light field. When the atmospheric optical thickness is small
and the direct part dominates, two neutral points are on the principal plane in the
in-water upwelling light field. As the atmospheric optical thickness increases, the
shape of the Q neutral line changes and the two neutral points move toward each
other and, at some point (τRay in this case), merge into one point on the principal
plane. The dependence on the atmospheric optical thickness for in-water neutral
points is opposite to that for the in-air neutral points. As τRay increases, the diffuse
part dominates and the shape of the Q neutral line in the total light field further
changes toward that in the diffuse part. As a result, the two neutral points split
and move out of the principal plane. Note, here, that the shapes of the neutral lines
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Fig. 1.6. Neutral lines of the Stokes parameters Q (red) and U (blue) in the in-water
upwelling polarized light field with various atmospheric optical thicknesses, τ = 0.05,
0.255, 0.318, and 0.5. Redrawn, with modifications, from Voss et al. (2011).

and the positions of neutral points in each part change little. The balance between
the two parts determines the positions of neutral points in the total light field.

As pointed out by Voss et al. (2011), off-axis neutral points can appear even
when the air–sea interface disappears – that is, when the refractive index of the
ocean is set to 1, as long as a highly anisotropic-scattering medium is below the
Rayleigh-scattering medium.

To summarize, off-axis in-water neutral points are predicted when: (1) the at-
mospheric optical thickness is large enough to provide sufficient multiple scattering
in the atmosphere; and (2a) an air–sea interface is below the atmosphere; or (2b) an
anisotropic-scattering medium is below the atmosphere (medium can be an either
an ocean or aerosol layer).

An alternative approach to explain the existence of neutral points was proposed
by Berry et al. (2004) using singularity theory. The positions of neutral points in
a simple Rayleigh atmosphere predicted by the theory are consistent with those
reported by Chandrasekhar (1951). However, to extend the approach to cases where
aerosol scattering or a coupled atmosphere–ocean system is considered is not trivial.
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1.7 Polarotaxis for marine animals

One important motivation for studies on the polarized nature of underwater light is
to understand polarotaxis, or the ability of animals to perceive polarized light and
to use the polarization information for navigation and orientation. The honeybee,
Apis mellifera, was the first species discovered to be polarization-sensitive and to
use polarization for navigation (von Frisch, 1948). Other species known to use the
polarization compass include beetles, ants, and spiders. Less publicly known is that
a great number of marine creatures, including fish, crustaceans, and cephalopods,
may use polarotaxis as well. Studies have shown that animals may be sensitive to
both the degree and plane of linear polarization, and mantis shrimp are known to
be sensitive to circular polarization (Chiou et al., 2008). All types of polarization
may be used for orientation.

Polarotaxis may be explained in the following way. When the Sun is away from
the zenith, the polarized light field pattern as a function of the viewing azimuth
angle will always be symmetric with respect to the solar bearing. Polarization-
sensitive animals can find the direction of the Sun by positioning themselves such
that the polarization signals seen by the two eyes are symmetric. However, the
feasibility of polarotaxis has limitations: (i) it does not work at midday when the
Sun is close to zenith and the polarization pattern is almost azimuth-independent;
and (ii) it requires a fairly strong polarization signal.

The light field in the natural atmosphere and ocean comes from unpolarized
sunlight. Rayleigh scattering of atmospheric molecules makes the light field highly
polarized, but may be depolarized when clouds or aerosols are in the atmosphere.
The Fresnel transmission through the air–sea interface introduces additional polar-
ization, but scattering in the water further depolarizes the light. The skylight polar-
ization is primarily determined by the atmospheric turbidity. The skylight is highly
polarized for a clear atmosphere in which scattering by atmospheric molecules intro-
duces strong polarization signals, but the presence of clouds or aerosols significantly
reduces the polarization signals. Therefore, honeybees can orient themselves very
well under clear-sky conditions but may have trouble in cloudy situations.

On the other hand, the polarized light field below the ocean surface is more com-
plicated and is determined by multiple factors including the viewing wavelength,
solar zenith angle, water turbidity, surface conditions, and viewing depth. Some of
polarizing factors may limit the feasibility of using polarized light for navigation:
the polarization signal may be too low to be sensed by animals or the polariza-
tion pattern may not be azimuth-dependent and no information about the solar
position can be extracted. Therefore, studies on underwater polarization and its
dependence on various factors are critical in estimating under what conditions the
in-water polarization pattern can provide sufficient information for polarization ori-
entation. As a matter of fact, the motivation for some of the earliest measurements
of underwater polarization (Waterman, 1954; Waterman and Westell, 1956) was
to understand how the in-water polarized light can be used for navigation. In the
first decade of the 21st century, multispectral and hyperspectral measurements of
underwater polarization were reported (Cronin and Shashar, 2001; Tonizzo et al.,
2009).
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Of interest is the question of whether the underwater polarization is strong
enough to be perceived by animals. Studies have shown that fish can utilize polar-
ization higher than 65% to 75% for orientation, while crustaceans and cephalopods
have higher polarization sensitivity. Early polarization measurements by Ivanoff
and Waterman (1958) suggested that, in very clear water near Bermuda, underwa-
ter linear polarization can be 60% or higher near the surface. Under these condi-
tions, most polarization-sensitive marine animals can utilize the polarization signal
for orientation. Cronin and Shashar (2001) reported the underwater degree of po-
larization measured near the Florida Keys under cloudy skies never exceeded 50%,
which could be a challenging task for some fish to perceive. On the other hand,
crustaceans and cephalopods likely could make use of the polarization signal. More
measurements of the near-surface DoLP include those made in coastal waters in
the New York harbor (Tonizzo et al., 2009) and in clear oceanic waters off of Port
Aransas, Texas (You et al., 2011). The maximum DoLP was found to be less than
40% and in some cases around 20% in coastal waters and between 50% and 60% in
clear waters. In a word, the degree of polarization just beneath the ocean surface
is highly sensitive to both the atmospheric conditions and the water turbidity. The
presence of clouds and/or aerosols in the atmosphere and increased water turbidity
both contribute to a decrease in the in-water DoLP to below the threshold sensi-
tivity of animal photoreceptors, in which case the polarization compass does not
work.

The next important aspect of underwater polarization is the depth the polar-
ization signals persist in the water. Bhandari et al. (2011) experimentally showed
that the underwater polarization is the result of the refracted downwelling sky po-
larization and the polarization caused by scattering bodies in the water. Ivanoff
and Waterman (1958) showed that, even in clear waters, the degree of polarization
may decrease to 30% at a depth of more than 10 m. Therefore, navigation based on
polarization patterns must be limited to shallow water (see discussions in Shashar
et al. (2004)). Measurements of linear polarization made in clear and turbid waters
in the Red Sea by Lerner et al. (2011) suggested that using the DoP pattern as a
compass is possible in clear waters but less likely in turbid conditions (e.g., in an
algae bloom) at depths as small as 2 m.

As aforementioned, polarotaxis is based on the azimuth dependence of the po-
larization pattern when the Sun is away from the zenith. Besides decreasing the de-
gree of polarization, another effect from increasing depth is that multiple-scattering
events weaken the azimuth dependence of the polarization pattern. At some criti-
cal depth, the underwater polarization pattern will become azimuthally symmetric
and no information about the solar direction can be extracted. The region below
this depth is sometimes called the asymptotic region (Kattawar and Plass, 1976),
where the light field approaches an azimuth-independent asymptotic form, regard-
less of the location of the Sun. In this region, the polarization pattern contains no
information about the solar position, which makes polarotaxis impractical.

Another interesting topic is the underwater polarization for large solar zenith
angles, namely close to sunrise and sunset. Under those conditions, the contribu-
tion from direct sunlight is reduced, while the contribution from diffuse skylight
dominates. Additionally, the contribution from the total internal reflection from
the lower surface of the sea surface begins to have an effect. As a result, the



22 G.W. Kattawar, P. Yang, Y. You, L. Bi, Y. Xie, X. Huang, and S. Hioki

underwater polarization patterns are distinctive as they are far from the simple
Rayleigh-scattering predictions (Sabbah and Shashar, 2007). The unique polariza-
tion patterns may provide special information for polarization-sensitive animals.
Furthermore, the underwater degree of polarization is fairly insensitive to wave-
length (Cronin and Shashar, 2001). As a result, there is not a preferred wavelength
for polarization sensing by photoreceptors.

In addition to the degree of polarization, the e-vector orientation is also a possi-
ble source for polarization orientation. Simulation results (You et al., 2011) suggest
that e-vector orientation is less affected by the water turbidity and the depth. At
7 m below the surface in turbid waters, the e-vector orientation shows a higher
azimuth dependence and should be easier to perceive by animals with both sen-
sitivities. The observations by Bhandari et al. (2011) support that the e-vector
orientation is maintained better than the degree of polarization with increasing
depth.

1.8 Application of polarization to atmospheric studies

The polarization state of light is important to atmospheric studies. For example,
polarized or unpolarized light transported from the TOA to a cloud or aerosol
layer can be reflected back into space to be observed by satellite instruments aimed
at measuring global dynamics including changes in clouds, the radiation budget,
and other atmospheric processes (Hansen, 1971; van de Hulst, 1981). In cloud and
aerosol observations, polarized signals are inevitable and are caused by aerosols,
cirrus clouds, and tropical deep convective clouds. The optical and microphysical
properties of clouds and aerosols have been extensively studied using radiomet-
ric measurements of reflected light (Baum et al., 2000; King et al., 2003; Min-
nis et al., 2011). The abundant information from three Stokes parameters (Q, U ,
V ), based on airborne or lidar observations, has been gradually phased into at-
mospheric research (Chepfer et al., 2001; Hu et al., 2003, 2007; Schotland, 1971;
Sun et al., 2006) and, at the same time, satellite instruments with polarization
capabilities have been launched or proposed. A passive space-borne polarimeter,
the POLDER-3 instrument aboard the PARASOL (Polarization and Anisotropy
of Reflectances for Atmospheric Sciences coupled with Observations from a lidar)
satellite, provided successive multidirectional measurements of up to 16 viewing
geometries with nine spectral channels between 0.443 μm and 1.020 μm (Fougnie
et al., 2007). Three of the channels (0.490, 0.670, and 0.865 μm) are sensitive to po-
larized light and measure three Stokes parameters: I, Q, and U . Another satellite,
CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations),
is the first operational satellite equipped with a polarization lidar that provides
high-resolution vertical profiles of clouds and aerosols (Winker et al., 2003). The
polarimetric measurements from CALIPSO provide a unique opportunity to study
the optical and microphysical properties of clouds and aerosols. For example, Hu et
al. (2007) established the relationship between the layer-integrated depolarization
ratio and layer-integrated attenuated backscatter and used the information to infer
cloud phase and ice-crystal orientation within clouds.

Simulations of polarized radiances by clouds and aerosols have been reported
in the literature by a number of authors. Evans and Stephens (2010) reviewed
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the most popular polarized radiative-transfer models used for satellite applications
including the adding–doubling algorithm (Evans and Stephens, 1991), the VDIS-
ORT algorithm (Schulz and Stamnes, 2000; Weng, 1992), and the progress of Monte
Carlo methods for 3D vector radiative-transfer models (Battaglia and Mantovani,
2005; Cornet et al., 2010; Davis et al., 2005). A polarized radiative-transfer model,
not reviewed by Evans and Stephens (2010), was developed by de Haan et al.
(1987) and based on the adding and doubling principle for plane-parallel clouds or
aerosol layers. The details of the algorithm and computational code can be found
in de Haan et al. (1987) and will not be repeated here. The adding–doubling code
provides a computationally accurate and efficient tool to simulate all four Stokes
parameters. The radiance associated with an optically infinite snow layer under
clear sky is evaluated by Xie et al. (2006). Recently, Rozanov et al. (2014) reviewed
the radiative-transfer model that is suitable for remote sensing purposes.

In the theoretical simulation of polarized light in the atmosphere, the scatter-
ing properties (i.e., single-scattering albedo, extinction coefficient, phase matrix,
etc.) of clouds and aerosols are necessary. Substantial effort has been expended
toward simulating the light scattering by nonspherical ice cloud particles to which
the Lorenz–Mie theory (Wiscombe, 1980) cannot be applied. Interested readers
may refer to Baran (2009) for a complete review of the algorithms to compute the
scattering properties of ice crystals. Figure 1.7 demonstrates the scattering-phase
matrices of randomly oriented ice crystals at λ = 0.532 μm, which is a wavelength
associated with a spectral channel of the CALIPSO Lidar. We consider two typical
ice-crystal habits – hexagonal columns and an aggregate of plates, based on in situ
measurements of cirrus clouds (Heymsfield and McFarquhar, 2002; Heymsfield and
Miloshevich, 2003). The scattering properties are computed using a combination
of the Amsterdam discrete dipole approximation (ADDA) (Yurkin and Hoekstra,
2009; Yurkin et al., 2007) and an improved geometric optics method (IGOM) (Yang
and Liou, 1996b). More details on the ice-crystal numerical model and the compu-
tational techniques for scattering properties can be found in Auer and Veal (1970),
Xie et al. (2011), and Yang et al. (2005). The definition of effective particle size
by Foot (1988) and Francis et al. (1994) and the size distribution parameterized
from an in situ measurement of clouds (Baum et al., 2005) were used to represent
an ensemble of ice crystals within cirrus clouds. In Fig. 1.7, the phase functions of
hexagonal columns and aggregates of plates can be seen to have the typical scatter-
ing structure of hexagonal particles, namely strong halos associated with internal
reflection within the ice crystals. For the aggregate of plates, the maximums of the
halos are lower than those of hexagonal columns due to the multiple scattering be-
tween the plates. Also evident from Fig. 1.7 are that some non-zero elements of the
phase matrices, such as P44, are more sensitive to ice-crystal habit than the phase
function, P11. Thus, the use of polarization techniques in satellite instruments can
lead to better performance in the retrieval of the microphysical properties of cirrus
clouds.

Figure 1.8 illustrates the contour of the Mueller matrices of randomly oriented
hexagonal columns and aggregates of plates at λ = 0.532 μm. In each panel of
Fig. 1.8, the solar zenith angle is 30◦ and the relative azimuth angle varies from 0◦

to 360◦ along the angular direction. In the radial directions shown in the panels, the
satellite viewing zenith angles varied from 0◦ to 90◦. The Mueller matrices of cirrus
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Fig. 1.7. Non-zero elements of the scattering-phase matrices of randomly oriented hexag-
onal columns and aggregates of plates at λ = 0.532 μm. The effective particle size De is
defined as De = 3V/(2A), where V is the total volume and A the total projected area
of an ensemble of the particles of interest.

clouds were simulated using the adding–doubling method (de Haan et al., 1987) and
a scheme specified by Lawless et al. (2006). Based on the definition of the Mueller
matrix, M11 represents the bi-directional reflectance of light. As the incident beam
of the CALIPSO Lidar has a Stokes state of (1, 1, 0, 0), the first two columns of
the Mueller matrices dominate the model simulations. Apparently, some elements
of the Mueller matrices, such as M21, are more sensitive to ice-crystal habits as
compared with M11, which is capable of providing additional information toward
the retrieval of cloud properties.

In addition to revealing particle shape, polarimetric observation is also useful for
studying the naturally occurring imperfections in ice particle symmetry. Although
an ice cloud particle may consist of, in theory, a single element or multiple elements
with highly symmetric hexagonal structures, in situ observations show that the
symmetry is usually not maintained (Lawson et al., 2006). Inclusion of impurities
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such as air bubbles, minute roughness on the crystal surface, collision and riming
due to cloud processes, and aggregation of multiple elements all can break the
monocrystalline symmetry.

Among several ways to incorporate the aforementioned symmetry imperfections
into a cloud particle single-scattering model, the use of aggregated particle shapes
and theoretically defined surface roughness are computationally efficient. In spite
of the fact the two approaches break the symmetry at different length scales, po-
larimetric observations are sensitive to both types of perturbation. In addition,
polarized reflection by a thick cloud is mainly attributed to the contribution by
the top portion of the cloud (Goloub et al., 1994). For this reason, polarimetric
observations are useful to investigate ice particle randomness near the top of thick
ice clouds.

As the effect of aggregation is shown in Fig. 1.7, let us focus on the surface
roughness. Figure 1.9 demonstrates the impact of surface roughness on the ele-
ments of the scattering matrix; the phase function (P11) is featureless for severely
roughened column aggregate particles while preserving some single-element fea-
tures such as halos at 22◦ and 46◦ for smooth column aggregate particles. Note
the significant difference seen in the −P12/P11 element. The −P12/P11 element can
be well detected by passive spacecraft observations, including the aforementioned
POLDER sensors.

C.-Labonnote et al. (2001) were among the first who inferred the imperfection
of ice-crystal symmetry with global polarimetric observations. Their study demon-
strated that the single-element hexagonal column model with air bubble inclusions
could explain the observations better than the model without air bubble inclu-
sion. A following study by Baran and C.-Labonnote (2006, 2007) also suggested
the necessity of using broken symmetry to accurately simulate the globally ob-
served ice cloud reflectivity. Cole et al. (2014) reported an attempt to estimate
the frequency distribution of the degree of ice particle surface roughness. Each
of the studies employed the residual error approach by calculating the phase ma-
trix with numerical techniques, building look-up tables based on the phase matrix
by radiative-transfer modeling, and minimizing fitting errors. The residual error
method was chosen because the first two steps, specifically the single-scattering
calculations and radiative-transfer simulations, are computationally expensive.

In addition to the global observations, let us look at the applications more re-
lated to cloud processes. Ice cloud particles significantly vary in shape, size, and
complexity both temporally and spatially. For cirrus clouds, a comprehensive review
by Baran (2009) is suggested for the reader. A question which needs to be addressed
is: ‘Does broken symmetry, which is indispensable to explain global observation,
really reflect microphysical asymmetry, or merely indicate cloud heterogeneity?’
Figure 1.10 may give some insight into the question’s answer. To be more specific,
Fig. 1.10 shows a POLDER/PARASOL observation-density map of modified polar-
ized reflectivity (or normalized modified polarized radiance in some literature) over
the tropical Western Pacific (15◦S–15◦N, 120◦E–180◦E) during September 2005.
The PARASOL L1B radiance (λ = 0.865 μm) data were collocated with Moderate
Resolution Imaging Spectroradiometer (MODIS) Level 2 cloud products, and the
cloud pixels close enough to the convective center (pixels with a 11 μm-brightness
temperature less than 208 K and the pixels in the vicinity of such ‘cold’ pixels)
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Fig. 1.9. Scattering matrix elements of a smooth and severely roughened column ice
particle aggregate with eight elements. The particle size distribution is the Gamma dis-
tribution with an effective particle size of 61.8μm, and an effective variance of 0.1. The
wavelength is 0.865μm.

were selected. The modified polarized reflectivity is defined as

Lnmp =
πLp

Es

cos θ0 + cos θ

cos θ0
, (1.52)

where Lp is the (linearly) polarized radiance defined by Lp =
√
Q2 + U2 with

Q and U being the second and the third components of the Stokes vector, Es is
the extraterrestrial solar flux, θ0 is the solar zenith angle, and θ is the viewing
zenith angle. The definition is the same as the definition of common reflectivity
except that polarized radiance replaces total radiance and is multiplied by the
cosine factor cos θ0+cos θ. The cosine factor is the inverse of the cosine factor that
appears in single-scattering equations. Since the polarized reflection from optically
thick clouds has similar zenith-angle dependence to single scattering, the factor
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makes the modified polarized reflectivity depend strongly on the scattering angle
and minimizes the dependence on the zenith angles. Also shown in Fig. 1.10 are
the simulated modified polarized reflectivities for two different surface roughness
parameters. The reflectivities are simulated for all observation geometries, and the
mean and standard deviation in each 3◦ scattering angle bin are presented with
error bars.

As seen from Fig. 1.10, the observed modified polarized reflectivities are bet-
ter simulated by severely roughened particles than smooth particles. The result
suggests that the actual imperfection of a particle’s symmetry or small-scale cloud
heterogeneity exist in convective clouds over the tropical Western Pacific.

Fig. 1.10. The observation-density map of modified polarized reflectivity obtained by
a collocated POLDER–MODIS data set over the tropical Western Pacific in September
2005. Cloud pixels close to the convective center were selected based on MODIS brightness
temperatures. Black and purple markers show the simulated modified polarized reflectivity
assuming a severely roughened column aggregate particle and a smooth column aggregate
particle, respectively.

With a methodology similar to the one demonstrated here, modified polar-
ized reflectivity (normalized modified polarized radiance) is the most widely used
measure to infer cloud particle shape and imperfection of symmetry. However,
the applicability of the method is limited to optically thick clouds, which return
linearly polarized light with a special direction of polarization. The direction of
polarization imposed by an optically thick cloud is nearly parallel or perpendicular
to the scattering plane. That is, the U component of the Stokes vector is much
smaller than the Q component when the scattering plane is taken as a plane of
polarimetric reference. This is very similar to the scattering of natural light by
an achiral single particle in random orientation from which no U component can
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appear; the widespread use of modified polarized reflectivity implies that a ‘convo-
luted’ single-scattering phase matrix is useful as a surrogate of the bi-directional
polarized reflectivity distribution function of optically thick clouds.

With the new generation of instruments with high accuracy, such as the Re-
search Scanning Polarimeter (RSP) (Cairns et al., 1999) and Multiangle Spec-
troPolarimetric Imager (MSPI) (Diner et al., 2010), the investigation of a weak
signal on the U component may be possible in the future. These instruments will
bring a dramatic change in the methodology and approach for cloud studies, as the
U component does code valuable information about the second or third order of
scattering.

To demonstrate how the separate treatment of the U component could bene-
fit cloud property studies, we show the contribution of the U component to the
polarized radiance (Lp) at different cloud optical thicknesses. Figure 1.11 shows
the simulated polarized radiance and magnitude of the U component at a fixed
solar zenith angle (θ0 = 30◦) and a satellite viewing zenith angle (θ = 45◦) at the
wavelength of λ = 865 μm. Three sets of simulations over a modeled ocean surface
(Cox and Munk, 1954) are presented with each having different ice cloud optical
thicknesses; optically thick ice cloud (τ = 10; dashed line), optically thin cloud
(τ = 2; solid line), and no ice cloud (dotted line). The point symbols show the
polarized radiance and the boxes below the points represent the magnitude of the
U component. Because of the sunglint, polarized radiance sharply increases near

Fig. 1.11. Simulated polarized radiance over ocean with different cloud optical thick-
nesses. Boxes below the points show the magnitudes of the U component of the Stokes
vector. Note that Lp =

√
Q2 + U2, so the magnitude of the Q component is not equal to

the value at the lower edge of a box. Rather, the boxes show how the relative contribution
of the U component changes with different optical thicknesses; the contribution reaches a
maximum when the cloud is moderately thick.
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105◦ for the no-cloud case. The contribution of the U component to the polarized
radiance is small for the light from optically thick clouds or from the ocean surface,
as previously discussed. However, the contribution is significant when the cloud is
moderately thick, in which the strongly polarizing ocean surface and cloud cause
multiple reflections.

Among the aerosols, the complexity of the mineral dust habit has created the
most uncertainty in the retrieval of its scattering properties. Meng et al. (2010) and
the literature cited therein discussed the numerical models of mineral dust based on
spherical and tri-axial ellipsoidal particles. A database of the scattering properties
for mineral dust with a variety of aspect ratios was developed by Meng et al. (2010)
using the Lorenz–Mie theory (Bohren and Huffman, 1983), the T-matrix method
(Mishchenko et al., 1997), the ADDA (Yurkin and Hoekstra, 2009; Yurkin et al.,
2007), and the IGOM (Bi et al., 2009; Yang and Liou, 1996b). Figure 1.12 shows
the scattering-phase matrices of randomly oriented mineral dust from a POLDER
spectral band centered at λ = 0.670 μm. The mineral dust is represented by prolate
spheroids where a and b are the respective semi-length and semi-width. Thus, the
aspect ratio, a/b, of a spheroid denotes the degree of elongation of the particle,
whereas a spherical particle has a ratio of a/b = 1. Following Deuze et al. (2000),
a mono-mode log-normal size distribution was employed in the simulations where
the effective particle size and standard deviation are 1.87 μm and 0.724. From
Fig. 1.12, the backscattering can be seen to decrease with the increasing aspect ratio
of the particle. The phase function shows less variability with aerosol habits when
the scattering angle is smaller than 120◦, which implies that potential difficulties
exist in the study of aerosol properties using radiances from passive instruments
without polarimetric sensitivity, such as the MODIS. The other elements of the
phase matrices shown in Fig. 1.12 suggest that the polarimetric observations can
circumvent the difficulty.

Applying an approach similar to that presented by C.-Labonnote et al. (2001),
we investigated the performance of the aerosol model using polarized data from
the POLDER instrument. Figure 1.13 shows a comparison between normalized
polarized radiances from POLDER measurements made on October 1, 2010, and
simulations using aerosol models. According to C.-Labonnote et al. (2001), the
normalized modified polarized radiance from POLDER observations is given by
Eq. (1.52). Now we replace Lp in Eq. (1.52) with the polarized radiance with sign
to better explain the behavior close to backscattering. The polarized radiance is
defined as

Lp = ±
√

Q2 + U2 , (1.53)

where the sign is determined by the polarization direction �P and the normal direc-
tion of the scattering plane �n (see Fig. 1.14). Equation (1.54) is positive when the

angle (ξ in Fig. 1.14) between �P and �n is within [0, π/4] or [3π/4, π], but is otherwise
negative. In the simulation of the polarized radiance, the adding–doubling method
was employed when an aerosol layer of τ = 1 was assumed over a black surface.
The simulations are compared with observations from October 1, 2010, and over
15,000 pixels were involved. From Fig. 1.13, in comparison to spheres, spheroidal
models generally agree better with the observations. The data confirm that a spher-
ical model may introduce significant errors into radiative-transfer simulations and
remote sensing applications. From Fig. 1.13, spheroids with a/b = 2.50 are found
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Fig. 1.12. Non-zero elements of the scattering-phase matrices of randomly oriented min-
eral dust at λ = 0.670μm.

to have good agreement with the POLDER data; thus, using this aerosol model in
radiative-transfer and climate change studies can lead to relatively smaller biases.

1.9 Summary

We briefly reviewed the history of the study of polarized light, particularly the
early-stage development of the concepts of polarization. The concepts and termi-
nology introduced by pioneers are still used in the modern formalism of polarized
light. The mathematical formulation is revisited with emphasis on observations
of polarized light and simulations of particle single-scattering properties. Further-
more, the applications of the polarization characteristics are briefly elaborated in
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Fig. 1.13. Comparison between normalized polarized radiances from POLDER mea-
surements of October 1, 2010, and simulations using aerosol models. The colors of the
observations represent the number densities.

Fig. 1.14. Geometry of the incident and reflected light beams. From C.-Labonnote et al.
with modifications.

conjunction with three subjects: neutral points in the atmosphere and ocean; the
polarotaxis for marine animals; and the remote sensing of clouds and aerosol parti-
cles. It is worth noting that the physics behind the observed polarized light has been
gradually revealed by the numerical simulations of light scattering and radiative-
transfer processes with important implications to oceanic optics and atmospheric
remote sensing.
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2 Recent developments in the use of light
polarization for marine environment monitoring
from space

Tristan Harmel

2.1 Introduction

The measurement by satellite sensors of the light field backscattered from the at-
mosphere–ocean system is a powerful tool to monitor marine ecosystems, carbon
cycle, or water quality on the global scale. Indeed, the color of the ocean, defined
by the spectral behavior of the radiance exiting through the sea surface, is a good
indicator of the phytoplankton pigments (e.g., chlorophyll a) and particulate con-
tent (e.g., particulate organic carbon) of the surface layer of the ocean. Estimations
from space of the chlorophyll-a concentration and the subsequent estimate of the
primary production and carbon stock are currently being based on multispectral
measurements of the water-leaving radiance. However, this achievement was marked
by the exploitation of the intensity of light, regardless of its state of polarization.
This may be explained by the primary difficulty to accurately measure this inten-
sity at sea and to relate it to water content. In a similar fashion, applications to
space-borne sensors were complicated by the arduous extraction of the low signal
of the water-leaving radiation from that of molecules and aerosols of the atmo-
sphere. Nevertheless, recent investigations have been focused on the exploitation
of polarization of light in the water column and exiting the sea surface to improve
our capacities of observing and monitoring coastal and oceanic environments. In
this direction, new instrumentation and data inversion algorithms are being devel-
oped to take advantage of the supplementary piece of information carried by the
polarization state of light, sometimes inspired by pioneering works of the mid-20th
century.

This chapter attempts to give a brief overview of recent developments on the use
of polarization for marine environment monitoring including assessment of aerosol
and atmospheric correction, sea state and associated winds, oceanic and coastal wa-
ter content, and, potentially, estimation of the ocean carbon stock. First, a short
historical review of the successive discoveries that punctuated our understanding
of light polarization in the marine environment is given. After a description of the
transfer of light in the atmosphere–ocean system, impacts of the water constituents
(i.e., suspended particles, absorbing material) on polarization are summarized. Re-
cent illustrations of the use and exploitation of light polarization for studying ma-
rine environment from laboratory to satellite applications are given. Through the
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chapter, benefits of polarimetric measurements for monitoring ocean, coastal, or
lake environments are discussed in view of the future launch of polarimetric Earth-
observing satellite missions.

2.2 Brief history of the discovery of polarization patterns in
the marine environment

Far from the modern views on light and its propagation through the atmosphere–
ocean system, the Vikings might have been able to determine the azimuth direction
of the Sun with the help of skylight polarization, just like some insects. They would
have used as polarizers natural crystals available to them, the famous Sunstones
described in the sagas, for finding their way across the Atlantic under partially
cloudy or foggy atmosphere (Horváth et al., 2011). However, the lack of historical or
archaeological evidence prevents conclusions on this poetically appealing discovery
and use of polarization. More than six centuries later, in 1669, Erasmus Bartholinus
discovered the phenomenon of double refraction of calc-spar (a variety of calcite
originating from a former Viking settlement, Iceland). Christian Huygens, after
thoroughly analyzing Bartholinus’s results, discovered in 1690 the polarization of
doubly refracted rays through calcite crystals. Afterwards, Etienne Louis Malus
formulated his law in 1808 which identifies the relationship between the orientation
of a polarizing filter and the quantity of transmitted light for the restricted case of
totally linearly polarized light. In the following years, a fruitful series of discoveries
on the nature of light and polarization was made: François Arago coined the term
‘neutral point’ for a specific pattern of a null polarization state of skylight after
discovering that skylight is partially polarized; Jean-Baptiste Biot discovered the
high degree of polarization (DOP) of the rainbow; David Brewster documented the
relationship between the index of refraction and the angle of incidence at which light
is totally converted, after reflection, into linearly polarized light; two supplementary
neutral points of skylight were respectively discovered by Jacques Babinet and
Brewster (a fourth neutral point was recently found by Horváth et al. (2002),
but below the horizon), Augustin-Jean Fresnel, after Arago and Thomas Young’s
investigations, gave in 1821 a new mathematical description of light (understood as
transversal waves). This new theory of light was completely successful in describing
totally polarized light, but was still unable to give a satisfactory description of
unpolarized and partially polarized light.

In the midpoint of the 19th century,1 Sir George Gabriel Stokes came up with
a completely unique point of view: reformulating light description into a four-
component vector of observables – that is, measurable quantities such as inten-
sities (Stokes, 1852b). Stokes showed that his intensity formulation of polarized
light was applicable to any state of polarization of light. Those outcomes were
rapidly followed by another major paper (Stokes, 1852a) in which Stokes was able
to enunciate, after an enormous amount of experimental effort, his now famous law
of fluorescence, namely that the wavelength of the emitted fluorescent radiation
was greater than the excitation wavelength; he also found that the fluorescence

1 This part of the historical review was inspired by Edward Collett’s Historical Note of
the book Polarized Light by Dennis Goldstein (CRC Press, 2003).
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radiation appeared to be unpolarized (see section 2.6.1 for a recent exploitation
of this property). Stokes’s findings on polarization, including his four-parameter
formulation, were practically forgotten because, by the mid-19th century, classical
optics was believed to be complete and physicists had turned their attention to
the investigation of the electromagnetic field and the start of the quantum theory.
Stokes’s formulation of light was later slightly modified, first by Lord Rayleigh in
1902, and definitively adopted in the 1940s by the Nobel laureate Subrahmanya
Chandrasekhar to include the effects of polarized light in the equations of radiative
transfer (RT). Ironically, it was not until the onset of the 21st century that the RT
equation was directly derived from Maxwell’s equations governing the electromag-
netic field (Mishchenko, 2002, 2003) making the RT theory a legitimate branch of
physical optics.

After this short historical survey of the discovery of the polarized nature of light,
one can easily understand the view that Alexandre Ivanoff, in 1974, on measuring
polarization in the sea, said:

‘Whereas polarization of light from a clear sky was discovered as early as in
1811 by the French physicist Arago, the underwater daylight polarization, an-
ticipated by scientists such as Le Grand (1939), was observed for the first time
in 1954 by the American biologist Waterman [8]. This last discovery illustrates
how much more difficult it is to make observations or measurements underwa-
ter.’

(Ivanoff, 1974)

However, since Waterman’s observations, carried out visually during skin diving
in the sea around Bermuda, the polarized nature of the underwater light field has
been the subject of extensive research. Most of the early efforts were related to the
study of the mechanisms for polarization sensitivity and additional ways in which
marine animals may utilize underwater polarization. Some of the first measure-
ments of the polarized underwater light field were reported by Waterman (1954),
Waterman and Westell (1956), and Ivanoff and Waterman (1958), who pointed out
that underwater polarization patterns are important for marine animals and dis-
cussed the dependence of the polarization states on the solar position and viewing
directions. Some other early measurements of the underwater polarization include
Ivanoff et al.’s (1961) measurement of the highly polarized light field (75% to 80%)
in clear waters near Bermuda, and laboratory measurements by Valentina Timo-
feeva (1974), who showed that the degree of linear polarization (DOLP) decreases
in turbid waters – that is, highly scattering media (see section 2.5.3).

In an effort to understand the impact of polarization states on marine animals,
measurement of multispectral underwater polarization has again become popular
in the experimental biology community in recent years (Cronin and Shashar, 2001;
Sabbah et al., 2006; Sabbah and Shashar, 2007; Shashar et al., 2004, 2011; Johnsen
et al., 2011; Lerner et al., 2011). In these studies, the polarization state of light
was measured and analyzed in terms of its dependence on solar positions, viewing
angles, wavelengths, and depth in the water column to map the underwater light
distribution. In satellite remote sensing, another point of view obviously has to be
used even if the underwater light distribution must be fully understood. First, the
light field at the top of the atmosphere had to be exactly computed after consider-
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ation of the light/particles multiple interactions through the coupled atmosphere–
ocean system. Second, mathematical methods to ‘inverse’ the top-of-atmosphere
(TOA) measurements had to be sought to provide unambiguous solutions. This
second point is not specific to the use of polarization and is consequently not ad-
dressed here; historical notes on ‘inverse problems,’ a term appearing in the late
1960s, can be found in Argoul (2012). In order to compute the Stokes parameters
of the radiation exiting the atmosphere–ocean system, several mathematical and
numerical methods have been developed to solve the RT equation.

The first code, fully accounting for polarization and light propagation through
the air–sea interface and the water body, was developed based on the Monte Carlo
method in the beginning of the 1970s (Kattawar et al., 1973). Analysis of those
simulations showed that most of the water-leaving radiation originates from mul-
tiple scattering, elliptical polarization is created after transmission through the
air–sea interface around the direction of the critical angle (i.e., ∼49◦) (Kattawar
and Adams, 1989), and polarization must be accurately accounted for in the in-
tensity calculation to avoid significant errors (Kattawar and Adams, 1990; Zhai et
al., 2010; Hollstein and Fischer 2012). The Monte Carlo technique had proved to
be insufficiently fast for remote sensing purposes and, in the following years up to
now, several other methods (discrete-ordinate, adding-doubling, successive order
of scattering, etc.) have been developed and used to solve the vector RT equa-
tion more rapidly. Most of these codes are freely available, thereby fueling their
scientific exploitation and application to remote sensing. Meanwhile, polarimetric
instrumentation has been refined, permitting new insights about the scattering
properties of the in-water particles (from colloids and virus to large phytoplankton
and suspended minerals), analysis of the atmosphere–ocean signal from polarimet-
ric airborne or space-borne (thanks to the unique POLarization and Directionality
of the Earth’s Reflectances (POLDER) satellite missions) sensors (Harmel and
Chami, 2008; Chowdhary et al., 2012), or accurate comparisons between simulated
and measured underwater polarized light fields (You et al., 2011b). This instrumen-
tal development has even made possible completion of the historical observations of
the neutral points but, this time, looking underwater rather than at the sky (Voss
et al., 2011). Even though fundamental research on light transfer in the marine
environment is still active and harvests new scientific issues by itself, we can cer-
tainly conclude with George Kattawar (2013) that the combination of achievement
in RT simulation and recently developed instrumentation ‘will certainly provide a
plethora of new and exciting research topics in ocean optics.’

2.3 Potentialities of polarimetric remote sensing of marine
biogeochemical parameters

The measurement by satellite sensors of the light field back or upward scattered
from the atmosphere–ocean system is a powerful tool to monitor marine ecosystems,
carbon cycle, or water quality on the global scale (McClain, 2009). Radiometry of
the ‘ocean color,’ defined by the spectral behavior of the radiance exiting through
the sea surface, provides reliable indicators of the pigment (e.g., chlorophyll a),
the phytoplankton functional types (Alvain et al., 2005), particulate content (e.g.,
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particulate organic carbon (POC)), or the water transparency (Doron et al., 2007)
of the surface layer of the ocean. Estimation from space of chlorophyll-a concen-
tration and the subsequent estimate of the primary production are currently based
on multispectral measurements of the water-leaving radiance (O’Reilly et al., 1998;
Hu et al., 2012; Morel, 1991; Behrenfeld and Falkowski, 1997). In addition, fluores-
cence measurements may also provide a path for monitoring climate–phytoplankton
physiology interactions and improving descriptions of phytoplankton light-use effi-
ciencies in ocean productivity models (Behrenfeld et al., 2009). Interestingly, this
chlorophyll fluorescence signal could be retrieved from radiance and polarization
measurements of the water-leaving light field based on a polarization discrimina-
tion technique which enables one to disentangle the elastically scattered component
(partially polarized) and the fluorescence signal (totally unpolarized) (Gilerson et
al., 2006) (see section 2.6.1).

On the other hand, knowledge of total POC and subsequent inference of the
phytoplankton portion of POC is essential to the development of methods for es-
timating phytoplankton growth rates and carbon-based net primary production
from satellite observations (Behrenfeld et al., 2005). As the turnover time of car-
bon biomass is relatively short (1–2 weeks), satellite capabilities to monitor changes
in particulate carbon pools represent an effective tool for studies related to the bi-
ological pump. Measurements of the particulate beam attenuation coefficient at
660 nm, cp(660), constitute the most informative field data presently available for
examining relationships between POC and ocean optical properties (Gardner et
al., 1993, 2006). It can also be noted that estimation of cp is required for determin-
ing water transparency from remotely sensed data (Doron et al., 2007). However,
this attenuation coefficient cannot be directly inferred from water-leaving radiance
measurements (IOCCG, 2006). In comparison, knowledge of the polarization state
may play an important role for estimating this critical coefficient following the
example of the estimation of the fluorescence signal. Some experimental and the-
oretical results showed that the DOP of the underwater and water-leaving light
field is strongly related to the ratio of the attenuation coefficient over the absorp-
tion coefficient (Timofeeva, 1970; Ibrahim et al., 2012). This relationship enables
one to contemplate accurate estimation of cp from radiance and polarization mea-
surements of the water-leaving light field. In other words, estimating cp would be
achievable from above-water or even satellite systems provided that the water-
leaving light field can be accurately identified and quantified from the total signal.
However, this task remains highly challenging, mainly because of the skylight re-
flection by the sea surface whose contribution is significantly polarized (Harmel et
al., 2012b) (see section 2.5.4).

Estimating the water-leaving radiation from TOA satellite measurements is a
complex, and still challenging, task. The main goal of atmospheric correction over
open ocean is to remove the atmospheric and sea surface effects from satellite ob-
servations in order to retrieve the water-leaving radiance. In the visible part of the
spectrum, the atmospheric radiance, along with its component reflected on the sea
surface, corresponds to more than 90% of the measured TOA radiance. Those two
components need to be accurately estimated by the atmospheric correction pro-
cedure in order to retrieve the water-leaving radiance. Moreover, this atmospheric
radiance is highly variable due to the high spatiotemporal variability of the optical
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properties of aerosols (King et al., 1999). Several studies (Mishchenko and Travis,
1997a, 1997b; Chowdhary et al., 2002; Zubko et al., 2007) have highlighted that
the remote sensing algorithms for aerosol detection which use both scalar radiance
and polarization measurements are less dependent on a priori information used
to constrain the retrieval algorithm than those making use of the scalar radiance
measurements only. Thanks to these studies, polarization measurements can be
now satisfactorily used to enhance the retrieval of aerosol optical thickness, aerosol
effective radius, as well as aerosol refractive index, and, therefore, the quality of
the remotely sensed water-leaving radiation (Harmel and M. Chami, 2011) (see
section 2.6.3). It was also demonstrated that this kind of polarization-based al-
gorithms are sensitive to sea state (i.e., sea surface roughness) enabling accurate
estimation of surface wind speeds (Harmel and M. Chami, 2012) (see section 2.6.4).

In recent years, there have been increasing numbers of optical studies performed
in coastal waters (Odermatt et al., 2012). This is largely because a significant pro-
portion of global marine primary production occurs on continental shelves and the
coastal ocean is most utilized and impacted by humans. In coastal environments,
the derivation of marine biogeochemical properties from the upwelling light field
can be strongly inaccurate due to high contributions from inorganic and/or colored
dissolved organic material. Therefore, assessment of particulate fluxes in the coastal
ocean and investigations into the transport and fate of sediments and pollutants
on continental shelves, which are of great interest for coastal zone management
and other policy decisions, still remain difficult to perform. In this direction, new
instrumentations and data inversion algorithms are being developed to take into
account the supplementary piece of information carried by the polarization state of
light (Voss et al., 2011; Tonizzo et al., 2009). However, estimating the Stokes vector
components of the polarized water radiance from above-water measurements is a
challenging task, mainly because of their small magnitude and the strong contam-
ination by the polarized skylight reflected from the sea surface. Feasibility of such
retrievals and their utility for retrieving inherent optical properties linked with
biogeochemical parameters can thus be considered as a preliminary step toward
satellite applications, as discussed in the following sections.

2.4 Theoretical basis on radiative transfer through the
atmosphere–ocean system

The light coming from the Sun and penetrating Earth’s atmosphere is initially
unpolarized. The solar radiation is then scattered and absorbed by atmospheric
molecules and aerosols, refracted and reflected at the atmosphere–ocean interface,
and further scattered and absorbed by sea water molecules and hydrosols (e.g.,
virus, bacteria, phytoplankton, organic or mineral particles). Secondary interac-
tions of light in the ocean include inelastic (trans-spectral) processes such as flu-
orescence by dissolved organic matter and phytoplankton pigments, and Raman
scattering by the water molecules. Due to the complex journey of light in the at-
mosphere–ocean system, ocean-color remote sensing methods have been primarily
focused on methods to solve the RT equation and documenting the scattering ma-
trix, or, at least, the scattering-phase function, and the absorption coefficient of
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aerosols and hydrosols. In this section, the formalism and the principal terms and
quantities of the vector RT equation are summarized in the case of the atmosphere–
ocean system.

The Stokes vector, S = [I,Q, U, V ]T , fully describes electromagnetic radiation,
including its polarization state, in terms of observable and additive quantities; the
superscript T stands for the transpose of the vector. The first Stokes parameter, I,
describes the total (sum of polarized and unpolarized) radiance. The terms Q and
U are informative of the linearly polarized radiance: Q quantifies the fraction of
linear polarization parallel to the reference plane; U gives the proportion of linear
polarization at 45◦ with respect to the reference plane. The last term, V , quantifies
the fraction of circularly polarized radiance. The degree of polarization (DOP) and
the degree of linear polarization (DOLP) are defined as follows:

DOP =

√
Q2 + U2 + V 2

I
, (2.1)

DOLP =

√
Q2 + U2

I
. (2.2)

The scattering matrix describes the interaction between the incident beam with
molecules and the suspended matter within a sample. The Mueller scattering ma-
trix2 F is defined based on the Stokes vector formalism, as the matrix which trans-
forms an incident Stokes vector I into the scattered Stokes vector I′ as:

I′ =

⎛
⎜⎜⎝

I ′

Q′

U ′

V ′

⎞
⎟⎟⎠ = FI =

⎛
⎜⎜⎝

F11 F12 F13 F14

F21 F22 F23 F24

F31 F32 F33 F34

F41 F42 F43 F44

⎞
⎟⎟⎠
⎛
⎜⎜⎝

I
Q
U
V

⎞
⎟⎟⎠ . (2.3)

The above scattering matrix is defined with respect to the scattering plane (i.e., the
plane through the incident and scattered beams). In general, the scattering matrix
of aerosols or hydrosols can be simplified and expressed for a given scattering angle
Θ as follows (Hovenier, 1987; van de Hulst, 1957):

F(Θ) =

⎛
⎜⎜⎝

F11(Θ) F12(Θ) 0 0
F12(Θ) F22(Θ) 0 0

0 0 F33(Θ) F34(Θ)
0 0 −F34(Θ) F44(Θ)

⎞
⎟⎟⎠ . (2.4)

Here, F11(Θ) is the so-called phase function and −F12(Θ)/F11(Θ) is the DOLP for
incident unpolarized light. The volume-scattering function β, widely used in optical
oceanography, is given by:

β(Θ) = bF11(Θ) , (2.5)

where b is the scattering coefficient expressed per meter.
In recent years, a tremendous amount of progress has been made in analytical

and computational methods for deriving the scattering matrix of complex-shaped

2 This formalism was named in honor of H. Mueller, professor at the Massachusetts
Institute of Technology, who disseminated among researchers and students the 4 × 4
matrix first introduced by P. Soleillet in 1929.
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particles. Numerous codes are now available utilizing different kinds of numerical
methods exhibiting different strengths and weaknesses: T-matrix, discrete-dipole
approximation, finite difference time domain, effective medium theory, etc. At the
same time, novel instrumentation has been developed to measure the scattering
matrix of aerosols (Hovenier et al., 2003) or hydrosols (Volten et al., 1998; Gogoi
et al., 2009; Zugger et al., 2008; Voss and Fry, 1984; Lofflus et al., 1992; Witkowski
et al., 1993; Slade et al., 2013; Chami et al., 2014). Simulations and measurements
are both providing essential information for RT computations and related remote
sensing activities.

The RT equation in a medium governed by absorption and scattering mecha-
nisms can be written at a given wavelength as follows:

μ
dS(τ, μ, φ)

dτ
= S(τ, μ, φ)− ω(τ)

4π

∫∫
Ω′

P(τ, μ, φ, μ′, φ′)S(τ, μ, φ) dμ′ dφ′ , (2.6)

where τ is the optical thickness of the medium; μ and φ are the cosines of the
viewing angle and the azimuth angle, respectively. The superscript prime denotes
the incident direction. The second term of the right-hand side of Eq. (2.6), called
the source term, depends explicitly on the phase matrix P and the single-scattering
albedo ω. The phase matrix P is simply obtained by rotating the scattering matrix
from the scattering plane to the viewing plane. In the particular case of the atmo-
sphere–ocean system, the matrix P is replaced at the air–sea interface by the com-
bination of the Fresnel reflection and transmission matrices; the reader is referred
to Zhai et al. (2010) and Zhai et al. (2009) for details on the interface problem. As
for the scattering matrix computation, numerous numerical codes have been de-
veloped or recently upgraded to take the full Stokes vector (i.e., polarization) into
account. In order to accurately solve Eq. (2.6) for the coupled atmosphere–ocean
system, several points need to be accounted for: the respective vertical distribu-
tions of molecules, aerosols, and water constituents; gaseous absorption; sea surface
roughness. Another important point when dealing with remote sensing application
is to spectrally integrate the Stokes vector onto the spectral band of the polarimet-
ric sensor used. It is also worth mentioning that most codes currently available are
based on a series of approximations such as that of a plane-parallel atmosphere (and
ocean) which might limit and degrade applications in polar regions, for example.

In several applications of ocean-color remote sensing, it can be useful to split
the Stokes vector into its major components. For instance, at the sea surface level,
the Stokes vector can be written as follows:

St = Sg + Ssurf + Swc + Sw , (2.7)

where St, Sg, Ssurf , Swc, and Sw stand for the Stokes vectors of the total, sun glint,
sea surface reflection of skylight, foam, and water-leaving components, respectively.
More precisely, Sg is the contribution arising from specular reflection of direct
sunlight on the sea surface, Ssurf is the contribution generated by specular reflection
of atmospherically scattered light on the sea surface, Swc the contribution arising
from sunlight and skylight reflected by whitecap-covered areas of the sea surface,
and Sw the contribution of underwater light upwardly scattered after propagation
through the sea surface. The same decomposition can be done at the TOA level.
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Nevertheless, the different Stokes vector components will obviously include the
impact of the RT through the atmosphere and no easy relation can be formulated
between the Stokes vectors of the two levels. This is an important difference with
the scalar point of view which makes use of the diffuse transmittance to relate the
water-leaving component of the radiance at the top of the atmosphere to that at
the bottom (Yang and Gordon, 1997).

2.5 Impact of the marine components on polarization state
of light

The optical properties of the particulate and dissolved materials are known as
the inherent optical properties (IOP) (Preisendorfer, 1965). IOP correspond to the
single-scattering properties (e.g., absorption coefficient, scattering matrix) as op-
posed to the apparent optical properties which are impacted by multiple-scattering
interactions and depend on the incoming light field. In biological oceanography, the
IOP are primarily used to bridge light measurements to the particulate and dis-
solved matter in presence (IOCCG, 2006; Zaneveld, 2013). The particulate matter
includes a variety of living biological cells (viruses, bacteria, phytoplankton, and
zooplankton species) and non-living particulate matter that is also very hetero-
geneous in its nature and particle size. The non-living particulate matter includes
organic detritus (many kinds of biogenous products and debris), inorganic particles
(clay minerals, feldspars, quartz, calcite, and many other mineral species), as well
as the mixed organic–inorganic types. The dissolved matter is defined based on
practical considerations as the matter contained in seawater, which passes through
a small pore size filter (usually 0.2–0.4 μm). This definition includes colloids and
the so-called dissolved organic matter (DOM). The fraction of DOM that interacts
with solar radiation is referred to as chromophoric (or colored) dissolved organic
matter (CDOM). CDOM compounds absorb light, elastic scattering is assumed to
be null, and a fraction of them are also fluorescent. In optical oceanography, IOP
are traditionally partitioned in terms of the additive contributions of the different
components of particulate and dissolved matter interacting with light:

a(λ) = aw(λ) + aϕ(λ) + aCDOM (λ) + ased(λ) , (2.8)

b(λ)F(λ,Θ) = bw(λ)Fw(λ,Θ) + bϕ(λ)Fϕ(λ,Θ)

+ bCDOM (λ)FCDOM(λ,Θ) + bsed(λ)Fsed(λ,Θ) , (2.9)

where a, b, and F are the absorption coefficient, the scattering coefficients, and the
scattering matrix as defined in Eqs (2.3) and (2.4). The subscripts w, ϕ, CDOM,
and sed stand for the contributions of sea water molecules, phytoplankton and
associated detritus, colored DOM, and suspended sediments, respectively. Under-
standing the relationships of the dissolved and particulate matter with IOP and,
therefore, light radiation is thus of great interest to sound and monitor marine,
brackish, or lakes environments. In this section, the impacts on light polarization
of three of the main optically active contributors present in ocean (phytoplankton,
CDOM, and suspended sediments) are described in light of the recent findings of
the scientific community.
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2.5.1 Phytoplankton

The first measurements of the scattering matrix of phytoplankton (Voss and Fry,
1984; Fry and Voss, 1985; Quinby-Hunt, 1989) showed values very close to the scat-
tering matrix of sea water itself. In particular, the measured angular distributions
of the DOLP M12/M11 are mostly bell-shaped, showing a maximum near 90◦ rang-
ing from 50% to 90% (Volten et al., 1998). Later on, RT studies showed that the
polarized contribution of the underwater light field is negligibly small relative to
that of the atmosphere and air–water interface in the visible spectral range for most
open ocean waters where phytoplankton is the dominant scatterer (Chowdhary et
al., 2002, 2006; Chami et al., 2001; Chami, 2007). This theoretical result has then
been tested based on analysis of actual airborne and space-borne sensors (Harmel
and Chami, 2008; Chowdhary et al., 2012) but excluding very high chlorophyll
concentration encountered in bloom conditions (further studies being necessary for
such conditions).

The main originalities of the PARASOL mission (by the French space agency,
Centre National d’Etudes Spatiales (CNES)) are its ability to observe a given
ground target at different viewing angles (up to 16 viewing angles) along the satel-
lite track and to perform polarimetric acquisitions of the I, Q, and U terms of the
Stokes vector (Deschamps et al., 1994). The Q and U terms are measured at 490,
670, and 865 nm. Harmel and Chami (2008) carried out theoretical RT calcula-
tions to help analyze PARASOL data. The TOA Stokes vectors were calculated for
various atmospheric, oceanic, and geometrical conditions using the ordre sucessifs
ocean atmosphere (OSOA) RT model (Chami et al., 2001). The atmospheric layer
was modeled using empirical aerosol models, namely the standard maritime M98
and tropospheric T70, as defined by Shettle and Fenn (1979). The computations
were carried out for two values of the aerosol optical depth τa at 550 nm, namely 0.1
and 0.5, which are representative of the range of variation typically found over open
ocean waters. Since this study focuses on the analysis of signal variations over the
phytoplankton-dominated water type, only the pure seawater and phytoplankton
components were considered here. The IOP of these components were modeled as
follows. The scattering and absorption coefficients of pure seawater were taken from
Morel (1974) and Pope and Fry (1997), respectively. The absorption coefficient of
phytoplankton and co-varying particles aph was derived by use of the bio-optical
model of Bricaud et al. (1998):

aph(λ) = Aph(λ)[Chl ]
Ep(λ) , (2.10)

where Chl is the chlorophyll-a concentration (in mg/m3), and Aph(λ) and Ep(λ)
are tabulated coefficients. The phytoplankton scattering coefficient was modeled as
suggested by Loisel and Morel (1998):

bph(λ) = 0.416[Chl ]0.766
(
550

λ

)
. (2.11)

The refractive index of phytoplankton relative to water was set to 1.05. The size
distribution of phytoplankton cells was assumed to follow the Junge hyperbolic
function, which is often used for natural waters (Bader, 1970), with a Junge expo-
nent value of −4. The minimum and maximum radii of the size distribution were
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0.1 μm and 50 μm, respectively. The Mueller scattering matrix of phytoplankton
was computed by means of Mie theory (Stramski et al., 2004).

The polarized reflectance ρpol at the TOA level is then calculated as follows:

ρpol =
π
√

Q2 + U2

Ed
, (2.12)

where Ed is the downwelling irradiance (in W/m2) and
√

Q2 + U2 is the polarized
radiance. The polarized reflectance was analyzed at 490 nm, which is consistent
with the PARASOL polarized visible band. The concentrations of chlorophyll a
used in the calculations were 0.03, 0.1, 0.3, 0.5, 1, 3, and 10 mg/m3.

The influence of phytoplankton particles on the TOA polarized reflectance was
theoretically analyzed for a large set of viewing geometries. The contribution from
atmospheric molecules to the polarized TOA reflectance, which was calculated using
Rayleigh theory, has been subtracted for each Stokes parameter to emphasize the
polarized signature of aerosols and/or hydrosols. The polarized reflectance obtained
after subtracting the atmospheric molecules effects is called the Rayleigh-corrected
polarized reflectance in the rest of this section. To evaluate the sensitivity of the
Rayleigh-corrected polarized reflectance, hereafter referred to as ρpol rc , with the
turbidity of the water mass, the absolute difference Δρpol rc between the Rayleigh-
corrected polarized reflectance calculated for a given chlorophyll-a concentration
and for a reference chlorophyll-a concentration:

Δρpol re(Chl) = |ρpol rc(Chl)− ρpol rc(Chlref )| , (2.13)

where Chlref is the reference chlorophyll-a concentration which represents typical
residual content of open ocean, namely 0.03 mg/m3 (Morel et al., 2007).

The simulations were carried out for a clear (i.e., τa(550 nm) = 0.1, Fig. 2.1) and
a moderately turbid atmosphere (i.e., τa(550 nm) = 0.5, not shown) using the M98
aerosol model. The azimuth angle shown in Fig. 2.1 corresponds to the azimuth
difference between the solar and observation planes. As an example, an azimuth
difference of 0◦ means that the half planes containing the Sun and the sensor are
similar, while an azimuth difference of 180◦ means that the Sun and the sensor
are located in two opposite planes. For a clear atmosphere (Fig. 2.1), the absolute
difference Δρpol rc(Chl) is lower than 8 × 10−4 whatever the observation geometry
and solar zenith angle when chlorophyll-a concentrations are smaller than 1 mg/m3.
The influence of marine particles on ρpol rc increases with their concentration and
is dependent on the observation geometry. As an example, the principal impact
of the marine particles, when the values of chlorophyll-a concentration and θs are
3.0 mg/m3 and 30◦, respectively, is limited to the range of azimuth angles 120◦

to 180◦. Note that these observation geometries are often sun glint contaminated
(Deuze et al., 2000), and thus they are not necessarily exploited for remote sensing
studies over the ocean. The influence of water content on TOA signal is reduced
for higher solar zenith angle (e.g., θs = 50◦). This is because the atmospheric path
length of the radiation is longer in this latter case and the impact of the atmosphere
increases, thus reducing significantly the effect of the hydrosol signature. For similar
reasons, the variations in ρpol rc with the chlorophyll-a concentration observed in
the azimuth range 120◦ to 180◦ decrease as the atmosphere gets more turbid. The
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variations remain smaller than 8 × 10−4 whatever the viewing geometries when
the aerosol optical depth is 0.5. This latter result confirms the prevailing effect
of aerosols on the polarization in comparison to the phytoplankton content of the
oceanic layer. The computations made using the T70 aerosol model showed similar
features to those obtained for the M98 aerosol model.

Fougnie et al. (2007) showed, based on an in-flight calibration study, that
the noise-equivalent polarized reflectance of the PARASOL sensor at 490 nm is
8.5 × 10−4 for ocean targets, which is consistent with preflight estimation and
specification of the instrument. Therefore, from an instrumental viewpoint, the po-
larized reflectance at the TOA is practically not sensitive to optically active marine
particles in the case of a turbid atmosphere. In the case of a clear atmosphere, simi-
lar conclusions can be drawn only for waters showing Chl concentrations lower than
1 mg/m3 (Fig. 2.1), which represent more than 90% of global ocean waters (Antoine
and Morel, 1996). As reported by Chami (2007), the contribution to TOA polar-
ized reflectance is predominantly from the atmospheric particles and, to a lesser
extent, the skylight Fresnel reflection at the sea surface, which both significantly
reduce the already weak polarization effects induced by biogenic marine particles
(Chami et al., 2001). Those results showed that the sole aerosol polarized signature
is sufficiently appreciable, including in the case of a clear atmosphere, to mask the
influence of the hydrosols on the TOA polarized signal, despite the strong influence
of the atmospheric molecular scattering on the polarization features.

A rigorous approach was then conducted to validate the theoretical calculations.
A statistical analysis of geometries of observation exclusive to the PARASOL sensor
was performed to determine the degree of applicability of RT modeling computa-
tions for real world conditions. The analysis showed that 87% of the targets viewed
by PARASOL are observed under geometries for which predictions indicate that the
TOA polarized signal is insensitive to phytoplankton biomass. Second, PARASOL-
derived geophysical products such as atmospheric parameters and chlorophyll-a
concentration were used to test the property of invariance of TOA polarized signals
with oceanic constituents. The PARASOL images were analyzed at both regional
and global scales. The regional-scale study showed that the variations in the TOA
polarized reflectance at 490 nm ρpol rc are within the noise-equivalent polarized
reflectance of the PARASOL instrument when the targets exhibited similar aerosol
optical properties and strongly variable chlorophyll-a concentrations. The varia-
tions in ρpol rc , which were greater than the instrumental noise, were attributed
to variations in aerosol optical properties. Similar results were obtained when the
analysis was performed on a global area such as the Atlantic Ocean, thus providing
a rigorous validation of theoretical predictions.

The innovative concept of the PARASOL instrument was exploited by various
aerosol studies over the ocean (Deuze et al., 2000; Herman et al., 2005; Waquet et
al., 2005; Tanré et al., 2011). However, these studies did not account for the direc-
tional and polarized measurements in the visible band because of the uncertainty in
the polarized water-leaving radiance. The presented results on the significantly low
variability of the TOA polarized signal with phytoplankton highlighted that the
radiometric performances of the polarized visible band (490 nm) of the PARASOL
satellite sensor can be used either for aerosol detection or atmospheric correction
algorithms over most open ocean water, regardless of the biomass concentration.



2 Polarization for marine environment monitoring 53

Fig. 2.1. Polar diagrams of absolute difference Δρpol rc between the Rayleigh-corrected
polarized reflectance calculated for any given chlorophyll-a concentration and the one
calculated for a chlorophyll-a concentration of 0.03 mg/m3. The circular dot lines represent
the viewing angles by step of 10◦ (numbered from 0◦ to 60◦ in the figure). The solar zenith
angles θs are 30◦ and 50◦ and the Shettle and Fenn (1979) aerosol model M98 is used. The
calculations are shown for a clear atmosphere (τa(550 nm) = 0.1). Note that a gray color
scale is used when Δρpol rc is lower than PARASOL noise-equivalent polarized reflectance
(i.e., 8.5 × 10−4).
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Note that the contribution of ocean body scattering to polarized reflectance ob-
served at large azimuth angles does need to be properly accounted for at this
wavelength, even though the dependence on chlorophyll concentration is negligi-
ble. On the other hand, it has been shown that this invariance property of the
TOA polarized light is no longer valid when wavelengths are lower than 470 nm
(Chowdhary et a., 2012). In this sense, it can be hypothesized that meaningful
information on phytoplankton could be retrieved from polarimetric measurements
in the violet and deep-blue parts of the spectrum.

2.5.2 Colored dissolved organic matter (CDOM)

CDOM is a ubiquitous component of the dissolved matter pool of the open ocean
and coastal or inland waters. CDOM is important owing to its influence on the
optical properties of the water column, its role in photochemistry and photobiology,
and its utility as a tracer of deep ocean biogeochemical processes and circulation
(Nelson and Siegel, 2013). CDOM is most often characterized by features of its
absorption spectra considering a negligible scattering. The absorption spectra are
modeled based on exponential parameters over a discrete wavelength interval such
that:

aCDOM (λ) = aCDOM (λref ) exp (−SCDOM (λ− λref )) , (2.14)

where aCDOM is the absorption coefficient (per m) at wavelength λ (given in nm) or
reference wavelength λref , and SCDOM is the exponential slope parameter (per nm).
SCDOM values for CDOM absorption spectra in the visible and UV-A wavebands
are typically in the range of 0.015–0.03/nm for open ocean spectra (Bricaud et al.,
1981; Swan et al., 2013).

A few recent studies explicitly used this exponential relationship of Eq. (2.14)
to assess the impacts of CDOM on the polarization state of the water-leaving light
field (Chowdhary et al., 2012; Ibrahim et al., 2012). Nevertheless, only Chowd-
hary et al. (2012) isolated from RT simulations the impact of CDOM in their
analysis of actual airborne measurements. Those actual data were obtained using
the Research Scanning Polarimeter (RSP) instrument (Cairns et al., 1999) dur-
ing the MILAGRO/INTEX-B campaign in March of 2006. The RSP instrument
measures the Stokes parameters I, Q, and U simultaneously at nine narrow-band
wavelengths in the visible and short-wave near-infrared and for 152 viewing angles
covering an angular range of +60◦ to −70◦. Flights were conducted over a patch
of open ocean off the coast of Veracruz (Mexico) at low (65 m) and mid (4.1 km)
altitudes, with relatively low CDOM concentrations. Note that further studies are
still needed to investigate the impact of CDOM on polarization in bloom and post-
bloom conditions or in coastal waters where absorption and scattering properties
can be significantly different (Organelli et al., 2014; Babin et al., 2003b; Stedmon
et al., 2000). First, the authors showed that the RSP measurements of the mul-
tidirectional Stokes parameters are accurately reproduced by the RT simulations
when accounting for contributions of phytoplankton and CDOM. Afterward, they
examined the sensitivity of I, Q, and U to variations in CDOM concentrations.
It was shown that variations with CDOM of polarized water-leaving radiance for
wavelengths greater than 550 nm can be ignored altogether for average waters of
the open ocean. At shorter wavelengths down to 410 nm, the changes in polarized
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reflectance caused by the natural variability in CDOM absorption are compara-
ble to or less than the uncertainty in their observations, whereas changes on the
radiance I are known to be substantial.

This previous study was extended to the configuration of the future ocean-
color-observing missions such the NASA/Pre-ACE (Aerosols-Clouds-Ecosystem)
mission focusing on UV-A spectral acquisitions (Chowdhary et al., 2013). Analysis
of the TOA signal showed that the unpolarized part of radiance, which is obtained
by subtracting the polarized TOA radiance from the total TOA radiance, is more
sensitive to changes in CDOM absorption than the total radiance (i.e., unpolar-
ized + polarized radiance). This property can be understood as follows: stronger
the CDOM absorption, the lower the total radiance (I) for a virtually constant po-

larized radiance (i.e.,
√
Q2 + U2). This can be reformulated based on the definition

of DOLP (Eq. (2.2)): the stronger the CDOM absorption, the higher the DOLP.
This impact on DOLP has been recently investigated by Ibrahim et al. (2012) for
coastal waters where scattering by suspended sediment must be accounted for.

2.5.3 Suspended sediments

In coastal waters, hydrosols are mainly composed of two types of particles: living
and non-living, sometimes called non-algal particles. Algal particles with high water
content have a low refractive index (approximately 1.06) relative to that of water
and are therefore poor distinctive scatterers (Harmel and Chami, 2008; Stramski et
al., 2001) and might impact polarization fields mostly through their absorption fea-
tures. Non-algal particles (NAP), such as minerals and detritus, are more effective
scatterers due to their high relative refractive index, typically around 1.18 (Babin
et al., 2003a; Chami and McKee, 2007). These particles can significantly decrease
DOLP of the water-leaving radiance and should be more easily detectable than or-
ganic particles in the open ocean (Chami and McKee, 2007). Although the DOLP
is highly sensitive to scattering (Ivanoff et al., 1961; Timofeeva, 1970), absorbing
properties of the water column may also impact the polarized light field: increase
in absorption corresponds usually to a decrease in the number of scattering events
and leads to an increase in the DOLP. Thus, as we have seen section 2.5.2, CDOM
might increase the DOLP of the water-leaving light.

Several approaches were proposed for the retrieval of water parameters from
polarized observations (Chami et al., 2001; Chami, 2007; Chami and McKee, 2007;
Loisel et al., 2008; Lotsberg and Stamnes 2010) but have not been fully imple-
mented yet, for various technical reasons. For example, Chami and McKee (2007)
suggest that it is possible to retrieve the suspended particulate matter (SPM)
from measurements of DOLP at the Brewster angle using a empirical relation-
ship. The signal measured from the POLarization and Directionality of the Earth’s
Reflectances sensor (POLDER-2) over turbid areas has been found to be in excel-
lent agreement with theory with regard to its variability with the bulk particulate
matter (Loisel et al., 2008). Ibrahim et al. (2012) proposed a relevant theoretical
relationship between the DOP of the light and the ratio between the particulate
attenuation (hereafter referred to as cp) and the absorption coefficient.

Remembering the 1970s’ work of Timofeeva (1970), Ibrahim et al. (2012) ex-
plored in detail the relation between DOLP and c/a for various water compositions



56 Tristan Harmel

typical of coastal waters. Indeed, Timofeeva (1970) analyzed polarized radiance
scattered in milky solutions and found a relationship between the DOLP and ‘the
parameter T which is equal to the ratio of the attenuation coefficient of the scat-
tered light flux to the direct light flux.’ This parameter is in turn well connected
to the attenuation/absorption ratio c/a, where c is equal to a+ b, with b the scat-
tering coefficient. Ibrahim and collaborators carried out RT computations with the
RayXP code (Tynes et al., 2001) assuming a Rayleigh (molecular) atmosphere and
a homogenous optically deep ocean. The optical properties of the oceanic layer
were generated using the bio-optical model detailed in Gilerson et al. (2007) and
references therein. The scattering properties were calculated through Mie theory
computations. The radii of both phytoplankton particles and NAP were assumed
to range from 0.1 to 50 μm following a Junge-type particle size distribution (PSD).

A comprehensive set of simulations was generated (about 10,000 different cases)
by permuting the different values of the input parameters: chlorophyll concentra-
tion, NAP concentration, CDOM absorption, as well as slope of the PSD. Figure 2.2
shows the dependence of the DOLP on the c/a ratio for the complete range of water
composition. It is readily visible that higher c/a ratios are associated with lower
DOLP. This can be understood as follows. Higher c/a ratios mean that the medium
is less absorbing and more scattering. The probability of multiple scattering is then
increased. The highly polarized incoming light will be altered by this multiple scat-
tering through its propagation, resulting in a depolarizing effect – that is, a decrease
in the DOLP. Conversely, a lower c/a ratio results in higher DOLP of the upwelling
radiation. It can also be noticed that the variation in DOLP with a/c is not linear
(color gradation and gray scale of Fig. 2.2). The DOLP versus a/c relationship was
parameterized using a power–law function. This parameterization demonstrated
that it is possible to fit the relationship between the DOLP and the c/a ratio with
satisfactory correlation (R2 > 0.9, regardless of the viewing geometry) and with a
relatively weak dependency on the PSD.

This type of study, along with analysis of actual data, is still necessary to
make polarization-based algorithms operational in open and coastal ocean con-
texts. Nonetheless, polarization has been proved to be highly relevant to improve
the performance of inverse algorithms dedicated to retrieval of hydrosols’ optical
and biogeochemical properties. Relationships such as that identified by Ibrahim et
al. (2012) or Chami and McKee (2007) will surely be a great aid in the retrospective
or future analysis of the polarimetric data of satellite sensors such as the POLDER
instrument on PARASOL (Fougnie et al., 2007) and the planned 3MI instrument
(Marbach et al., 2013) having multidirectional and polarized measurement capa-
bility.

2.5.4 Air–sea interface: impacts on above-water radiometric
measurements

The impact of the sea surface on polarization is discussed here in the specific frame-
work of ocean-color radiometry, one of whose issues is related to accuracy and relia-
bility of the measured water-leaving radiation. The estimation of the water-leaving
radiance from satellites remains complex due to the presence of the atmosphere
between the water body and the sensor (Gordon, 1997). As a result, this estima-
tion needs sophisticated data processing which is particularly challenging in coastal
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Fig. 2.2. Degree of linear polarization (DOLP), just below surface, for different view-
ing angles (0◦ for nadir direction) and c/a ratios at (a) 440, (b) 550, and (c) 665 nm.
Simulations were performed for a Sun zenith angle of 30◦ and relative azimuth of 90◦ for
positive viewing angle and −90◦ otherwise. The dashed vertical lines correspond to the
critical angle; beyond this angle, transmission of light through the water–air interface is
null. Modified from Ibrahim et al. (2012).

water areas. A mandatory effort is then dedicated to validation of the satellite re-
trievals on the basis of comparison with field-truth measurements (Antoine et al.,
2008; Zibordi et al., 2009; Clark et al., 2003). The water-leaving radiance can be
derived from underwater or above-water instrumentation. The latter method seeks
to derive the water-leaving radiance from radiometric measurement of the sea sur-
face from the deck of a boat or from instrumentation installed on a platform. The
Sun and skylight, which have undergone specular reflection on the sea surface in
the direction toward the radiometer, must be subtracted prior to water-leaving
radiance estimation. This procedure corresponds to the most critical step in above-
water radiometry achievement (Harmel et al., 2011a; Zibordi, 2012; Harmel et al.,
2012a).

Generally, the data processing of above-water measurement permits filtering out
any data contaminated by prohibitive amounts of sun glint or foam contribution
(Zibordi et al., 2009; Koepke, 1984). Consequently, Eq. (2.7) of the Stokes vector
can be reformulated, at the sea surface level, with respect to the surface reflection
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of diffuse skylight, Ssurf , and the water-leaving contribution, Sw:

St = Ssurf + Sw + ε , (2.15)

where the term ε accounts for residual sun glint or foam which might remain even
after data filtering. In neglecting ε, the main issue to solve in above-water radiom-
etry is to accurately estimate Ssurf in order to retrieve Sw from measurements.

The polar diagrams of Fig. 2.3 give a synoptic view of the I, Q, and U param-
eters of Ssurf and its associated DOLP. In those diagrams, azimuth is increasing
counterclockwise and concentric circles are plotted for each viewing angle of 10◦

increment from the center. It can be readily seen in this figure that the impact of
the sea state is variable with respect to the viewing configuration. This is partic-
ularly the case for the U parameter when the azimuth is close to 90◦. It is worth
mentioning that the DOLP is equal to unity for any azimuth when the viewing
angle is close to 53◦, corresponding to the Brewster angle when the sea surface
is assumed to be flat (i.e., wind speed = 0 m/s). However, this characteristic is

Fig. 2.3. Polar diagrams of the Stokes parameters I, Q, and U and the resulting degree
of polarization (DOP) of the sky radiation reflected by the sea surface as observed just
above the surface. Results are shown for three different wind speeds (0, 4, and 8 m/s) on
which the state of the ruffled sea surface is taken into account. Viewing angles correspond
to the concentric circles plotted with a 10◦ increment from the center. The Sun angle is
equal to 60◦.
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washed out when wind speed increases and no characteristics of the Brewster angle
are discernable any longer. On the other hand, two neutral points, corresponding to
null DOLP values, are noticeable in the DOLP diagrams of Fig. 2.3. The location
of these neutral points is in line with results of other studies (Adams and Kattawar,
1997). The characteristics of those neutral points are not significantly modified by
changes in the sea state.

On the other hand, it has been noticed that neglecting polarization might sig-
nificantly bias the I component of Ssurf and thereby the estimation of the water-
leaving radiance (Harmel et al., 2012b). A quantitative view of the surface po-
larization effects can be obtained by computing the relative difference between
Isurf (scalar), computed through scalar RT, and Isurf (vector) accounting for polar-
ization as follows:

ΔIsurf = 100
Isurf (scalar)− Isurf (vector)

Isurf (vector)
% . (2.16)

A synoptic view of the impact of atmospheric polarization on the sea surface re-
flectance can be obtained by plotting the relative difference ΔIsurf for all the az-
imuth and solar angles and, for the viewing angle of 40◦ commonly used in above-
water radiometry, see Fig. 2.4. In Fig. 2.4a, calculations were done at 550 nm for
an aerosol optical thickness of 0.1 and for flat sea surface. For instance, it can be
seen in this figure that the relative difference at 90◦ azimuth is first negative for
solar angles smaller than 35◦ and then becomes positive for greater solar angles.
It can also be noted that the large negative differences occur in the vicinity of the
40◦ solar angle and 0◦ azimuth. However, this region corresponds to the zone of
influence of the sun glint and cannot be used for above-water radiometry purposes.

Fig. 2.4. Relative difference ΔIsurf at 550 nm and an aerosol optical thickness of 0.1 for
different wind-speed conditions: (a) 0, (b) 4, and (c) 10 m/s. The polar diagrams account
for all the azimuth and solar angles for a given viewing angle of 40◦. The concentric
circles represent the solar zenith angles by step of 10◦ (from 0◦ to 70◦) and angles in the
polar diagrams represent the relative azimuth with the Sun. Modified from Harmel et al.
(2012b).
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For wind speeds of 4 and 10 m/s (Fig. 2.4b and 2.4c), the sea surface ruffles
and becomes a rough surface on which myriads of wave facets can reflect light
coming from various directions of the sky region, thereby creating depolarization
of the signal by beam superposition. As a result, it could be expected that the
impact of skylight polarization on surface reflection is smoothed away when wind
speed increases. Interestingly, this behavior does occur, but the relative difference
ΔIsurf remains significant over the viewing configurations. Based on data (Harmel
et al., 2012b), it can therefore be safely concluded that the polarization state of
the skylight reflected on the sea surface must be accurately taken into account for
estimating the sea surface reflectance and in turn the water-leaving radiance.

2.6 Benefits of polarization measurements for field and
satellite remote sensing

2.6.1 Estimation of chlorophyll fluorescence through the polarization
discrimination technique

A small fraction (∼2%) of the solar energy absorbed by phytoplankton for photo-
synthesis is re-radiated by chlorophyll pigments through fluorescence. Under natu-
ral sunlight conditions, chlorophyll fluorescence can be detected in the subsurface
and above-surface upwelling radiance spectrum (Morel and Prieur, 1977; Neville
and Gower, 1977). This Sun-induced natural fluorescence feature has been proposed
as a tool for deriving phytoplankton photosynthetic rates (Kiefer, 1973; Falkowski
and Kiefer, 1985) and physiological variability (Letelier et al., 1997; Shallenberg
et al., 2008). In addition, independent measurements of chlorophyll fluorescence
and chlorophyll-a concentration can provide additional insight into photosynthetic
activity and variability of fluorescence quantum yield, which can be linked to the
differences in species, nutrient supply, and ambient light levels (Babin et al. 1996).
In this manner, measurements of the fluorescence properties of phytoplankton in
the red part of the spectrum can help in the detection of harmful algae blooms
(Hu et al., 2005) or disentangle the phytoplankton component of CDOM-rich or
mineral-rich waters, which is especially important in coastal water remote sensing
(Dall’Olmo et al., 2005). Chlorophyll fluorescence quantum yields provide infor-
mation on specific nutrient stressors on phytoplankton growth. Accurate fluores-
cence measurements from satellites could potentially provide a path for improving
descriptions of phytoplankton light-use efficiencies in ocean productivity models
(Behrenfeld et al., 2009) or for remotely sensing global iron availability for phyto-
plankton growth (Westberry et al., 2013), which would be an asset for monitoring
climate–phytoplankton physiology interactions. However, studies based on light in-
tensity measurements have encountered several issues mainly due to the large vari-
ability of water compositions and the intrinsic difficulty to decouple chlorophyll
fluorescence from absorption. This has left room for improvement where polariza-
tion-based techniques could play their own part in furthering remote sensing of the
marine environment.

The fluorescence phenomenon results from inelastic scattering and therefore
presents a frequency shift between the incident light and scattered light. In addition
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to this trans-spectral process, the fluorescence signal is totally unpolarized (i.e.,
Q = U = V = 0). The polarization discrimination technique (Gilerson et al., 2006),
described in this section, is based on this property to separate the unpolarized
chlorophyll fluorescence signal from the elastic scattering signal, partially polarized,
of the water-leaving radiance. Such a technique has been used and validated based
on laboratory and field measurements. Nevertheless, it remains to be applied to
polarimetric satellite sensors which might be contemplated as a step forward in
improving our capacity to monitor the complex aquatic ecological systems from
space.

The light elastically scattered by algae will show various degrees of linear po-
larization, depending on the polarization of the incident light and on the scattering
angle (Mishchenko et al., 2006) whereas fluorescence emitted by these same algae
is totally unpolarized (Mobley, 1994). Based on this premise, Gilerson et al. (2006)
proposed a specific experimental scheme to decouple the unpolarized fluorescence
signal from three independent polarimetric measurements: the total reflectance
Rmes

tot , and the two components Rmes
P and Rmes

⊥ of this reflectance that are to-
tally polarized alongside and perpendicularly to the scattering plane, respectively.
Practically, those measurements can be carried out with a standard spectrome-
ter, mounted with a rotating polarizer, looking at the water surface. The total
reflectance Rmes

tot is simply given by the sum of the elastically scattered component
plus the fluorescence component:

Rmes
tot (λ) = Relas(λ) + Fluo(λ) . (2.17)

The elastic component can be further decomposed into the perpendicular and par-
allel polarization components as follows:

Relas(λ) = Relas
⊥ (λ) +Relas

P (λ) . (2.18)

Likewise, the two polarized measurements can be written as:{
Rmes

⊥ (λ) = Relas
⊥ (λ) + 0.5Fluo(λ)

Rmes
P (λ) = Relas

P (λ) + 0.5Fluo(λ)
(2.19)

On the other hand, Ahmed et al. (2004) showed that the difference between Rmes
⊥

and Rmes
P can be advantageously expressed as a linear function of the elastic signal

when calculated outside of the spectral range of the fluorescence emission (∼670–
750 nm), that is:

ΔRmes(λ) = Rmes
⊥ (λ)−Rmes

P (λ)

ΔRmes(λ) : ARelas(λ) +B; ∀λ �∈ [670 nm; 750 nm]
(2.20)

where the two constants A and B are estimated by linear regression performed in
the [450nm;670nm] range. Based on Eqs (2.17) and (20), the fluorescence compo-
nent is simply retrieved as follows:

Fluo(λ) = Rmes
tot (λ)− ΔRmes(λ)−B

A
. (2.21)
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The polarization discrimination technique has been tested on laboratory cultures of
phytoplankton (Fig. 2.5a) and mixtures of phytoplankton and clay. After successful
laboratory experiments, this technique was applied to field measurements acquired
in Chesapeake Bay. The measured and processed spectra are displayed in Fig. 2.5b
for subsurface spectrometer acquisitions. It can first be noticed that the fluores-
cence signal has been properly isolated, demonstrating the efficacy of the technique.
It was found that the retrieval algorithm gives good results for both open ocean
and coastal waters, permitting accurate extraction of fluorescence with less than
10% error, depending on the chlorophyll concentration and the water composition.
Nevertheless, some residuals can be seen around 570 nm which might be due to
some unconstrained sources of polarization. Such limitations of the method were
particularly encountered when bottom reflectance and highly scattering suspended
mineral are major contributors. Improvements of retrieval accuracy under such
circumstances require a change in viewing angle such that the underwater light
single-scattering angles becomes closer to 90◦ where polarization of scattered light
is the largest. Other ways of investigation could take place in a reformulation of the
above equations into the Stokes vector formalism or in taking advantage of multidi-
rectional measurements of the Stokes vector, of which several underwater (Tonizzo
et al., 2009; Voss and Souaidia, 2010) or space-borne instruments (Deschamps et
al., 1994) are now capable.

Gilerson et al. (2006) also noticed that applications to above-water measure-
ments, as a prerequisite to satellite applications, necessitates an accurate correction
for the skylight reflection
indexskylight reflectionindexreflection on the sea surface that introduces other
sources of polarization (see section 2.5.4). Provided that accurate correction for
atmospheric signal and skylight reflection is achieved, use of polarization would
be a significant aid to discriminate the fluorescence component of the signal from
satellite measurements over oceanic and coastal waters. Moreover, methodologies
such as the polarization discrimination technique could be generalized to study
and remotely sense other source of fluorescence such as that of the DOM, whose

Fig. 2.5. Measured and processed spectra for (a) laboratory cultures of algae Isochrysis
sp. and (b) field measurements in Chesapeake Bay, Sun zenith angle of 20◦, and an
underwater viewing angle of 45◦. Modified from Gilerson et al. (2006).
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fluorescence emission mostly takes place in the UV and blue part of the spectrum,
depending on the matter present (e.g., humic or fulvic acid, amino acids) (Hudson
et al., 2007). In a similar fashion, polarization techniques could be seen as a poten-
tial asset to discriminate the elastically scattered signal from the Raman scattered
light, which produces significant effects on the polarization of the in-water light field
(Kattawar and Xu, 1994) and can contribute as much as 25% of the solar backscat-
tered radiance at wavelengths greater than 500 nm (Gordon, 1999). Application of
those methods to polarimetric satellite missions remains today an important way
in the aim of fully monitoring the ocean radiation and refining the estimation of
the biogeochemical parameters from water-leaving radiance measurements (Morel
et al., 2002; Gordon, 2014).

2.6.2 Measuring the polarization state of water-leaving radiation

As mentioned in section 2.5, the in-water dissolved and particulate matter may
significantly impact the polarization state of the water-leaving radiation mainly
in coastal waters or blooming ocean waters. The possibility of extracting useful
information from polarimetric measurements performed at above-water levels (e.g.,
ships, satellites) relies on the faculty to isolate and accurately quantify the water-
leaving component of the measured signal. The feasibility of measuring the water-
leaving polarization field in the coastal environment from the above-water system
is therefore a preliminary step toward satellite applications.

In this direction, the polarization state of skylight must be accounted for in
the retrieval of the water-leaving radiance but also for estimation of the full Stokes
vector of the water-leaving radiation when measured from above water. Harmel et
al. (2012b) proposed an original algorithm to correct for the aerosol-dependent sig-
nal of the reflected skylight. This algorithm was applied to the Long Island Sound
Coastal Observatory (LISCO) data set (Harmel et al., 2011a). The LISCO platform
is located at around 3 km from the shore of Long Island near Northport, NY, USA.
The platform combines a multispectral SeaPRISM system (CIMEL ELECTRON-
IQUE, France) which is now part of AERONET Ocean Color Network (Zibordi et
al., 2009; Holben et al., 1998; Zibordi et al., 2004), with a collocated hyperspec-
tral HyperSAS system (Satlantic, Canada). The instruments are positioned on a
retractable tower on the LISCO platform with an elevation of 12 m. HyperSAS sys-
tems (HyperSAS-POL) were added to the LISCO platform enabling polarization
measurements. In addition, regular field campaigns provide in-water measurements
of the IOP (e.g., absorption and attenuation coefficients).

The DOLP of the water-leaving light retrieved from the LISCO measurements
was recently analyzed to assess its consistency and its representativeness of the
in-water composition (Harmel et al., 2011b). It was recently shown that DOLP
patterns are quite stable even when the sea surface is ruffled by strong winds and
can be well predicted by vector RT simulations based on known IOPs (Tonizzo et
al., 2009; Adams et al., 2002; You et al., 2011a). On the other hand, Timofeeva
(1970) demonstrated the strong relationship of the underwater DOLP with respect
to the ratio of the total absorption coefficient over total attenuation coefficient,
denoted as a/c. This relationship was expressed as a simple power law as follows:
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Fig. 2.6. Spectral degree of linear polarization (DOLP) retrieved from the above-water
HyperSAS-POL measurements (black line) and from Timofeeva’s parameterization (red
line) based on the actual values of the a over c ratio measured at the LISCO site. The
scattering angles are 106◦ and 126◦ above and below the surface, respectively. Adapted
from Harmel et al. (2011b).

DOLP sim(λ) = p

(
a(λ)

c(λ)

)q

, (2.22)

where p and q depend on the viewing configuration (i.e., Sun position and view-
ing direction). These parameters were calculated to fit DOLP sim from the actual
measured value of a/c and then compared to the DOLPLISCO retrieved from the
LISCO measurements (Fig. 2.6).

DOLP sim and DOLPLISCO exhibit satisfactory agreement, with discrepancies
limited to a few percent over the major part of the spectrum (Fig. 2.6). However, a
noticeable exception occurs in the red part of the spectrum (650 nm < λ < 700 nm).
In this spectral region, a certain amount of light is absorbed and re-emitted by
phytoplankton fluorescence phenomenon. Moreover, the fluorescence emission is to-
tally unpolarized by definition. Subsequently, the actual DOLP is greatly disturbed
by fluorescence radiation and exhibits lower values. The corresponding trough in
DOLP around the fluorescence peak at 683 nm is not handled in the Timofeeva
parameterization, which does not consider light reemission phenomena as fluo-
rescence, but only effects of absorption and elastic scattering. This explains the
observed discrepancies between simulated and retrieved DOLP.

Although the relationship of Eq. (2.22) is a rough parameterization, it has been
successfully used to model the spectral shape of the DOLP retrieved from above-
water measurement. Thus, the achievability of accurate DOLP measurements from
above-water instrumentation is demonstrated. RT computations are required to
confirm Timofeyeva’s observations; in particular, if the coefficients p and q are,
indeed, only dependent on the viewing geometry, tabulated values of those coeffi-
cients could be used to retrieve the attenuation coefficient of the water body using
data obtained with above-water polarization sensors (the absorption coefficient is
routinely estimated from the remote sensing reflectance using well-established al-
gorithms (Lee et al., 2002)). Extensive RT calculations are required to assess the
dependence of the fitting coefficients on the specific geometrical configuration and
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water-constituent optical and biophysical properties (size distribution, refractive
index, shape, etc.). Nonetheless, the feasibility of in-water polarization retrieval
from above-water measurements has been demonstrated based on an approach
very similar to that of the atmospheric correction scheme of satellite images. In
other words, the results of this study gave preliminary evidence of the potentiality
of the observation of water-leaving polarization signals from space.

2.6.3 Aerosol determination and atmospheric correction

The main goal of atmospheric correction over open ocean is to remove the at-
mospheric and sea surface effects from satellite observations in order to retrieve
the water-leaving radiance. The atmospheric correction step is of paramount im-
portance in ocean-color remote sensing because of the weak contribution of the
water-leaving radiance (at most 10%) to TOA signals relative to the atmospheric
component (IOCCG, 2010). In recent decades, numerous satellite missions ded-
icated to ocean-color radiometry purposes have been successfully launched such
as the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS/NASA), the Moderate
Resolution Imaging Spectro-radiometer (MODIS/NASA), and the Medium Reso-
lution Imaging Spectrometer (MERIS/ESA), POLDER/CNES), to mention only
a few. Note that the three generations of the POLDER sensor (POLDER 3 on the
PARASOL satellite) were the sole sensors being able to provide multidirectional
and polarimetric measurements over the oceans from space.

The development of even more accurate atmospheric correction algorithms re-
mains a challenging task. The application of atmospheric correction algorithms to
satellite data provides aerosol optical property retrievals whose accuracy can also
be significantly improved (Ahmad et al., 2010). Current atmospheric correction
procedures rely on the fact that the water-leaving radiance can be assumed to be
negligible in the red and infrared spectral bands because of the high absorption
coefficient of seawater. Thus, the signal measured by a satellite sensor at these
wavelengths carries information on the atmosphere layer only and can be used to
estimate the aerosol optical properties (Gordon, 1997; Antoine and Morel, 1999;
Fukushima et al., 1998; Gordon and Wang, 1994). Based on these derived opti-
cal properties, the atmospheric signal is extrapolated from the red to the shorter
wavelengths (i.e., visible bands). However, such an extrapolation might lead to
significant uncertainties in the retrieved water-leaving radiances because of inaccu-
rate assessment of atmospheric optical properties at the visible wavelengths. Recent
studies, based on comparison of satellite and in situ data, demonstrated the need
to improve performances of the atmospheric correction algorithms over open ocean
and coastal waters (Antoine et al., 2008; Mélin et al., 2010; Mélin and Zibordi,
2010).

Previous work showed that satellite polarized radiance is nearly insensitive
to variations in phytoplankton concentration in open ocean waters both in the
near-infrared and the blue/green parts of the spectrum (Harmel and Chami, 2008;
Chowdhary et al., 2002; Chami, 2007) (see sections 2.5.1 and 2.5.2). As a result,
the polarization signal measured over the open ocean at the TOA can be used to
characterize the optical properties of aerosols regardless of the optical character-
istics of the observed water mass. Several studies (Mishchenko and Travis, 1997a,
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1997b; Chowdhary et al., 2002; Zubko et al., 2007) have highlighted that the remote
sensing algorithms for aerosol detection which use both scalar radiance and polar-
ization measurements are less dependent on a priori information used to constrain
the retrieval algorithm than those making use of the scalar radiance measurements
only. Consequently, the exploitation of polarimetric data has recently been reported
as one of the main perspectives of aerosol detection from space (Mishchenko et al.,
2007).

Until recently, TOA polarized information has been scarcely exploited to de-
rive water-leaving radiances for ocean-color purposes (Harmel and Chami, 2011;
He et al., 2014; Chowdhary et al., 2001). Here, the recent algorithm POLarization-
based Atmospheric Correction (POLAC) (Harmel and Chami, 2011) is succinctly
described with a focus on its ability to retrieve the water-leaving radiances and
the aerosol optical characteristics simultaneously. Such an algorithm is currently
dedicated to the sole satellite sensor measuring the multidirectional polarized radi-
ance (POLDER 3 on PARASOL, hereafter referred to as ‘PARASOL’). Note that
the algorithm could be potentially adjusted to the future satellite missions capa-
ble of multidirectional and polarimetric measurements such as NASA’s ACE and
its preparatory mission (PACE) or the ‘Multi-directional, Multi-polarization and
Multispectral (3MI)’ mission (ESA/EUMETSAT), which are both scheduled for
launch around 2020.

The POLAC algorithm is composed of two principal phases, hereafter noted
as phases (P1) and (P2), dealing with the retrieval of the aerosol optical proper-
ties and the water-leaving radiance, respectively. The two phases make use of an
optimization scheme which is performed to retrieve the geophysical parameters of
interest. The optimization process is achieved between PARASOL measurements
and simulations carried out using a vector RT model which was designed for sim-
ulating the light field including polarization in the atmosphere–ocean system. The
optical properties of the aerosols are determined based on the radiance (i.e., Stokes
parameter I) in the near-infrared (NIR), namely at 865 nm, as well as the Stokes
parameters Q and U in the visible spectrum and NIR as measured by PARASOL,
namely at Q and U at 490, 670, and 865 nm. It is worth remembering that Q and
U are supposed to be insensitive to variations in the in-water-constituent concen-
trations with some limitation concerning very high phytoplankton conditions (cf.
section 2.5.1).

The inverse method of POLAC is based on direct RT calculations for the cou-
pled atmosphere–ocean system whose results are stored in look-up tables for re-
ducing central processing unit (CPU) time. In the RT model, a three-component
oceanic layer is considered: pure seawater, phytoplankton pigments, and CDOM.
The IOP of these components are modeled as follows. The scattering and absorp-
tion coefficients of pure seawater are taken from Morel (1974) and Pope and Fry
(1997), respectively. The absorption coefficient of phytoplankton and CDOM is
derived from the bio-optical model of Bricaud et al. (1998). The phytoplankton
scattering coefficient is modeled as suggested by Loisel and Morel (1998). The bulk
refractive index of phytoplankton relative to water is 1.05. The size distribution of
phytoplankton cells is assumed to follow the Junge hyperbolic distribution, which
is commonly used for the oceanic environment (Bader, 1970; Morel, 2009), with
Junge exponent values of −4.5, −4, and −3.5.
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The atmospheric layer is considered a mixture of molecules and aerosols.
Aerosols are assumed to follow a bimodal log-normal distribution representing
a mixture of a fine mode with a coarse mode (Deuze et al., 2000; Kaufman et
al., 2001; Francis et al., 1999; Dubovik et al., 2000; Veselovskii et al., 2004). The
microphysical properties of the aerosol modes were provided by the Laboratoire
d’Optique Atmospherique (Université de Lille, France) based on the results derived
by Dubovik et al. (2002) from AERONET network observations. In addition, the
nonspherical aerosol model measured by Volten et al. (2001) is used. Note that
this model is assumed to be spectrally flat. For each of the fine and coarse modes,
simulations have been generated and stored in look-up tables (LUT) for aerosol
optical thicknesses τa(λ = 550 nm) ranging from 0 (purely molecular atmosphere)
to 1 (very turbid atmosphere). On the one hand, the Stokes parameters I, Q, and U
at the TOA, calculated for a chlorophyll-a concentration (Chl) value of 0.03 mg/m,
have been stored in the so-called LUT-atmosphere for the wavelengths which are
insensitive to Chl variations, namely in the red-infrared part of the spectrum (for
I, Q, and U) and in the visible (for Q and U only).

The POLAC inversion scheme is based on the minimization of a multidirec-
tional cost function using the Levenberg–Marquardt method. At each step of the
algorithm, the variables which need to be retrieved (e.g., aerosol optical thickness,
fine mode, water-leaving radiance, etc.) are represented as a vector, denoted x. A
mono-directional and multidirectional cost functions are defined with respect to x
to take into account the different dynamics exhibited by the values of the three
Stokes parameters acquired at different wavelengths and viewing geometries. The
cost function J is defined for a given viewing geometry configuration, denoted Ψ,
as follows:

J(Ψ,x) =

Ncri∑
i

pi(Ψ)

(
Smes
i (Ψ)− Ssim

i (Ψ,x)
)2

σ2
i (Ψ)

, (2.23)

where Ncri is the number of criteria used in the retrieval procedure; here a criterion
is defined as one of the Stokes parameters I, Q, or U for a given wavelength. Smes

i

and Ssim
i stand for the measured and simulated values of the ith criterion, respec-

tively. The parameter σi is the absolute uncertainty affecting the measurement of
Smes
i ; here, σi is taken as the noise-equivalent normalized radiance as calculated by

Fougnie et al. (2007). Finally, pi is the variance of Ssim
i calculated over the entire

set of x used in the simulations; more explicitly, pi is calculated for a given viewing
geometry as follows:

pi =
1

NLUT − 1

NLUT∑
j=1

(
Ssim
i (xj)− 〈Ssim

i 〉)2 , (2.24)

where NLUT is the total number of values taken by x in the LUT generation and
〈Ssim

i 〉 is the average of the simulated Si over the set of xj. The p factor is an
estimator of the amount of information contained in a given Stokes parameter that
is effectively used to retrieve the desired variable x. In other words, the greater p
is, the more informative S is.

The multidirectional cost function J∗ is then given by:
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J∗(x) =
Ndir∑
k

J(Ψk,x) , (2.25)

where Ndir is the number of viewing configurations available. In the algorithm,
the values of the vector x are obtained after minimization of the appropriate cost
function, either J or J∗.

The entire inversion scheme of the PARASOL data leads to the retrieval of
bimodal aerosol optical parameters (aerosol optical thickness, Angström exponent)
and the marine reflectance. Each step of the algorithm takes specifically into ac-
count the directional information of the PARASOL data, enabling estimation of the
associated uncertainties. Figure 2.7 summarizes the main characteristics of these
steps. The phase (P1) is subdivided into two iterative steps; Q and U are primar-
ily used in a first step for retrieving the best bimodal aerosol model. A bimodal
aerosol model is defined as a couple of a fine mode and a coarse mode as well
as their respective proportion. In a second step, the scalar radiance I is used to
derive the aerosol optical thickness. The convergence of the iterative procedure is
typically obtained after two or three iterations. Based on the retrieved values of
aerosol optical properties, the phase (P2) is activated to derive the water-leaving
radiance in the visible spectrum (i.e., PARASOL bands centered on 490, 565, and
670 nm). The water-leaving radiance is retrieved by matching the measurements of
TOA radiance with RT simulations computed for various hydrosol compositions of
the oceanic layer. An example of the chlorophyll-a concentration estimated based
on the retrieved radiances is given in Fig. 2.8.

Harmel and Chami (2011) showed that POLAC theoretical accuracies, includ-
ing realistic instrumental noise, for deriving the Angström exponent are around 3%
and 1% in clear (τa(550 nm) = 0.1) and turbid atmospheric (τa(550 nm) = 0.5)
conditions, respectively. The use of the sole polarized information at 490 nm is effi-
cient to estimate the Angström exponent with an uncertainty lower than 4%. The
spectral water-leaving radiances are retrieved within 3% accuracy. The algorithm

Fig. 2.7. Schematic diagram of the different steps of the POLAC algorithm. For each
step, the vector x of the parameters which need to be retrieved, the PARASOL data,
and the directional cost function used are mentioned in the figure. NIR means the near-
infrared part of the spectrum, ρw is the nadir marine reflectance just beneath the sea
surface, and the functions J and J∗ are the mono- and multidirectional cost functions,
respectively.
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Fig. 2.8. Level 2 satellite images acquired on May 5, 2006, over the Mediterranean Sea. (a)
SeaWiFS Aerosol optical thickness at 865 nm and (b) SeaWiFS chlorophyll concentration
in mg/m3, (c) aerosol optical thickness at 865 nm as derived by POLAC applied to the
level 1 PARASOL image, (d) chlorophyll concentration in mg/m3 as derived by POLAC
applied to the level 1 PARASOL image. The chlorophyll concentration is calculated using
the SeaWiFS OC4v4 (OC2v2 for PARASOL data) algorithm based on the retrieved water-
leaving radiances.

was applied to numerous actual level 1 PARASOL images. The influence of the
polarized information on the retrieval of geophysical products was studied based
on these images. It was shown that the use of the polarimetric data increases signif-
icantly the performance of detection of the aerosols, thus confirming the theoretical
sensitivity study. Consequently, the atmospheric signal is reappraised, improving
de facto the water-leaving radiance estimation.

2.6.4 Near-surface wind-speed estimation

The sparkling patch of sunlight reflected on the ocean can be readily seen in any
optical images acquired from the shore or the deck of a ship as well as from a plane
or a satellite platform. The peak of intensity due to the sunlight reflection on the
rough sea surface, commonly referred to as sun glint, occurs in the vicinity of the
theoretical location of the specular reflection spot that would be obtained for a flat
sea. The whole area where sun glint is present is called sun glitter and its extent
is spread by a myriad of glints generated by reflection of sunlight on the facets
of the water surface which are tilted toward the observer (Torrance et al., 1966).
Hulburt (1934) worked out the geometry of sun glitter as it relates to sun elevation
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and wave slope, but did not consider the detailed optics of single glints. Later
investigations conducted by Cox and Munk (1954a, 1954b) led to quantitative and
statistical results about the link between sun glint and sea state.

Knowledge of surface winds is critically important for budgeting energy trans-
port, oceanic primary productivity, and studies of ocean acidification (Ohlmann
and Siegel, 2000; Dickey and Falkowski, 2002). Active and passive satellite remote
sensing sensors that measure in the microwave spectral domain are commonly used
to derive the wind-speed values from space over the oceans with a spatial resolu-
tion varying between 25 km and 50 km and a typical accuracy of 1 m/s (Bourassa
et al., 2010). Wald and Monget (1983) demonstrated the feasibility of deriving
the synoptic field of wind magnitude from measurements of the glitter pattern
from space. Bréon and Henriot (2006) showed using the previous generation of
PARASOL sensor, namely the POLDER sensor on the ADEOS platform, that the
radiance measured at observation geometries for which the radiance is the most
highly sensitive to sun glint may be exploited to accurately characterize the sea
surface wind. Harmel and Chami (2012, 2013) expanded those results by including
the exploitation of polarization in addition to the radiance signal to estimate sea
surface wind speed at the spatial resolution of the PARASOL pixels, namely 6 km
to 7 km, for more than 75% of the PARASOL swath.

The algorithm developed by Harmel and Chami (2012) first relies on the PO-
LAC algorithm (Harmel and Chami, 2011) to estimate the atmospheric contri-
bution (Satm) and the underwater contribution (Sw) of the TOA Stokes vector.
These values are then used to determine the Stokes vector of the sun glint plus the
foam contribution (Sg+wc) at the sea level for each viewing direction of PARASOL
(Harmel and Chami, 2013). Note that Sg+wc is derived from the PARASOL data
without any a priori assumptions on the sea surface conditions. The method used
for estimating the surface wind-speed values relies on the comparison between the
estimated sun glint/whitecaps contribution Sg+wc and the corresponding simulated
values modeled based on a series of parameters that include wind-speed values.

The forward model that is used to simulate the sun glint/whitecap contributions
and the inverse method can be summarized as follows. Based on measurements that
covered a wind-speed range varying from 0 m/s to 14 m/s, Cox and Munk (1954)
showed that the ocean surface can be modeled using a distribution of small facets
which are oriented following a near-Gaussian distribution, namely a Gram–Charlier
series. This distribution can be expressed as a function of the crosswind and upwind
components of the wave slope zc and zu, respectively, which are related to wind
direction:

p(zc, zu) =
1

2πσcσu
exp

(
−ξ2 + η2

2

)[
1− C21

2
(ξ2 − 1)η − C03

6
(η2 − 3)η

+
C40

24
(ξ4 − 6ξ2 + 3) +

C22

4
(ξ2 − 1)(η2 − 1) +

C04

24
(η4 − 6n2 + 3)

]
.

(2.26)

Here, ξ = zc/σc and η = zu/σu, where σc and σu are the crosswind and up-
wind root-mean-square components to the total variance of the slope distribution,
respectively. The Cij coefficients quantify the non-Gaussian nature of the distribu-
tion. The Cij coefficients recalculated by Bréon and Henriot (2006) are used. The
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sun glint Stokes vector Sg is obtained using the distribution function expressed in
Eq. (2.26).

The fraction of the ocean surface that is covered by sea foam is defined as white-
cap coverage (hereafter noted as ff ). The modeling of ff as a function of the surface
wind-speed variable (ws, in m/s) is often used (Anguelova and Webster, 2006). The
optimal power-law formula obtained by (Monahan and O’Muircheartaigh, 1980) is
used:

ff = 2.95× 10−6 ws3.52 . (2.27)

The Stokes vector of the sun glint/whitecaps contributions at sea level is modeled
as:

Sg+wc = (1− ff )Sg + ffSwc . (2.28)

The radiance term Iwc of the Swc vector is calculated by considering the aver-
age foam reflectance assumed to be equal to 0.13 at 865 nm (Frouin et al., 1996;
Kokhanovsky, 2004). The foam reflectance is assumed to be totally unpolarized
(i.e., Qwc = 0 and Uwc = 0).

Based on the estimation of the glint/whitecaps contributions for each viewing
direction of PARASOL data, hereafter noted as Sg+wc, and using the forward model
of Sg+wc, we can construct the following cost function φ(x):

Φ(x) =
∑

viewing
directions

∥∥S∗
g+wc − Sg+wc(x)

∥∥2 . (2.29)

The minimization of such a cost function permits to retrieve the parameter x
which here corresponds to the wind speed. The Levenberg–Marquardt damped
least-squares method is used to minimize the cost function. The derived uncertainty
of the parameter x, denoted as σ, expresses the sensitivity of the cost function to
a variation of x lower than σ around the solution x.

The inverse method was applied to PARASOL level 1 images and the perfor-
mances were evaluated through comparisons with concurrent remote sensing and
field data. An example of retrievals is given Fig. 2.8 for the wind-speed values
and their associated uncertainties retrieved from a PARASOL image acquired on
May 5, 2006, over the north-west Mediterranean basin. Several wind patterns are
readily visible in the retrieved products showing small-scale variability. The zones
where high-wind-speed values are retrieved generally exhibit higher uncertainties
(i.e., ∼0.7 m/s). These higher uncertainties are likely due to the presence of white-
caps. A zone of very weak wind-speed values (ws < 2 m/s) is noticeable in the
northern part of the image (∼43◦N) between 4◦E and 5◦E. The uncertainties asso-
ciated to the weak wind-speed area are generally smaller than 0.3 m/s (Fig. 2.8b).
Thus, the sun glint multidirectional and polarized radiation is sufficiently sensitive
to the wind-speed parameter to allow the method to identify low-wind-speed area
with satisfactory performances. Therefore, knowledge of wind speeds at a spatial
resolution as fine as PARASOL full resolution may have some important implica-
tions for modeling purposes. Typically, the assimilation of high spatial resolution
wind-speed data into meteorological models should improve the predictions related
to the weather forecast. A higher spatial resolution of wind-speed data could also
improve the representation of dynamic structure like eddies or specific upwelling
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cells in coastal regions where the dynamic processes are complex (Schaeffer et al.,
2010).

Fig. 2.9. (a) Wind-speed values and (b) their associated uncertainties, σwind (in m/s),
retrieved from the PARASOL image acquired on May 5, 2006, over the north-west part
of the Mediterranean Sea.

The PARASOL wind products were quantitatively compared over the same area
of Fig. 2.2 with the wind speed measured by two buoys (Météo-France organization;
(43.4◦N, 7.8◦E) and (42.1◦N, 4.7◦E)) for one entire year, namely 2006 (146 match-
ups). The comparisons (Fig. 2.3a) show a coefficient of correlation greater than
0.96. The value of the slope is 0.96 and the root-mean-square error is satisfactory
(1.1 m/s). Therefore, the comparisons between the PARASOL wind-speed product
and in situ measurements from buoys confirm that the PARASOL space-based mea-
surements do not exhibit any systematic errors. The wind-speed values retrieved
with PARASOL were compared with concurrent wind-speed data derived by the
passive microwave satellite sensor AMSR-E (NASA) (Wentz and Meissner, 2000).
The AMSR-E sensor is part of the A-Train, thus permitting virtually coincident
observations with the PARASOL sensor. To perform relevant comparisons with
AMSR-E products, which were rigorously validated using in situ measurements,
the PARASOL wind-speed data were re-projected into the same 0.25◦ × 0.25◦

grid (i.e., spatial resolution of 25 km) as the AMSR-E data. The comparison was
performed at global scale for PARASOL and AMSR-E data acquired over three
successive days, which correspond to the total revisit time of the PARASOL mis-
sion. Figure 2.10a shows that significant correlation (r = 0.84) is obtained between
both sensors for a slope of the regression line in agreement within 1%.

The number of pixels used for wind-speed retrieval represents almost 80% of
the cloud-free measurements within the PARASOL swath. Such a wide spatial
coverage indicates that the wind-speed product could be combined with coincident
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Fig. 2.10. (a) Comparison of the wind-speed values ws as retrieved from the PARASOL
data with meteorological buoys data acquired over the year 2006 in the Mediterranean Sea.
(b) Comparison of the wind-speed values over the entire globe derived from PARASOL
and AMSR-E measurements after re-projection of PARASOL data into the 0.25◦ × 0.25◦

AMSR-E grid. Equation of the regression line (black line) is given in the left upper corner;
r is the correlation coefficient; N is the number of comparisons.

aerosols and ocean-color products. Thus, the wind-speed product derived from
satellite sensors measuring at short wavelengths should allow further investigations
in various multidisciplinary topics such as studies dedicated to aerosol transport
and marine primary productivity. The implications for determining the wind speed
at a high spatial resolution are important as well for modeling and data assimilation
purposes. The applications could concern the weather forecast predictions or the
oceanic dynamic.

2.7 Conclusion

Polarization tends to provide information that is largely uncorrelated with spec-
tral and intensity signal. Thus, polarimetric remote sensing has the potential to
enhance many fields of optical oceanography. Historically, the measurement of the
polarization state of light at sea has been proved to be an even more burdensome
challenge than that of intensity. Since the midpoint of the 20th century, efforts have
been dedicated to measuring and understanding the full nature of light propagat-
ing through the atmosphere–ocean system. These efforts have recently led to new
insights on light propagation within the natural environment and efficient tools for
both theoretical and instrumental applications. Thanks to those scientific advances,
measurements and interpretation of the polarization state of light may be consid-
ered as an important step toward even more accurate remote sensing of the marine
and lake environments. In particular, polarimetric remote sensing could provide
useful information on fluorescence and Raman scattered light, the respective opti-
cal signature of organic and inorganic matter, the attenuation coefficient (in link
with the multiple-scattering regime), the sea surface roughness, and the correlated
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overlying winds. In addition, polarization characteristics must be accounted for to
fully commensurate the water-leaving radiance when measured from above-water
or space-borne sensors. Reversely, polarization measurements are of paramount im-
portance for retrieving the optical and microphysical properties of aerosols which,
in turn, have to be accurately considered to estimate the water-leaving radiance
through the atmospheric correction process of satellite images.

In this chapter, impacts on light polarization of the various components of the
in-water matter have been described with the objective to give the contemporary
view on the respective contributions of dissolved matter, phytoplankton, and sus-
pended sediments. Polarized light exiting the atmosphere, and potentially captured
by a satellite sensor, has been established to be slightly impacted by open ocean
dissolved matter and phytoplankton in non-blooming conditions. This almost total
invariance of the ocean-polarized signal was later exploited to characterize aerosols
from polarimetric and multidirectional acquisitions at wavelengths greater than
470 nm. On the other hand, suspended mineral matter and high bloom conditions
produce significant changes in the polarization state of light which could be po-
tentially measured and exploited for monitoring such water conditions from space
through, for instance, estimation of the attenuation coefficient. Notwithstanding
these recent scientific achievements, the full scattering matrix of hydrosols are
currently poorly documented and further efforts are needed to provide deeper un-
derstanding and complete agreement with theory. Such advances would potentially
lead to new developments in inverse methods to diagnose phytoplankton concen-
tration, physiology, or types from polarimetric measurements of light. In addition,
measuring polarization around the fluorescence peaks of chlorophyll pigments, or
of other fluorescent matter of interest, would be an important asset to estimate
the fluorescence signal and thereby physiology and light-use efficiency of phyto-
plankton as a link to ocean productivity. Another interest of multidirectional and
polarimetric satellite sensors, discussed in this chapter, relies on the capacity of
isolating and quantifying the sun glint contribution with potentialities to estimate
surface wind speeds or absorption of aerosols. Exploitation of polarimetric data for
remotely sensing marine or lake environments is therefore highly promising and will
depend on the future developments of polarization-based algorithms to make the
most of the planned polarimetric satellite missions, whose launches are scheduled
for the start of the next decade.
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Mélin, F. and Zibordi, G. (2010) ‘Vicarious calibration of satellite ocean color sensors at
two coastal sites,’ Appl. Opt., 49, 798–810.



2 Polarization for marine environment monitoring 81
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Sabbah, S., Barta, A., Gál, J., Horváth, G. and Shashar, N. (2006) ‘Experimental and

theoretical study of skylight polarization transmitted through Snell’s window of a flat
water surface,’ Journal of the Optical Society of America A, 23(8), 1978–88.

Schaeffer, A., Garreau, P., Molcard, A., Fraunié, P. and Seity, Y. (2011) ‘Influence of
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3 Polarimetry in terrestrial applications

Sergey N. Savenkov

3.1 Introduction

To develop polarimetric methods for object identification and classification, one
needs to understand the relation between polarimetric and physical properties of
the objects. As electromagnetic radiation interacts with an object under study, its
polarization state and intensity are changed. Polarization properties of the scattered
radiation contain extensive information on morphological and functional properties
of the object. For example, since depolarization of scattered radiation depends on
the morphological and physical parameters of scatterers (i.e., density, size, distri-
bution, shape, refractive index, etc.) present in the studied object (Elachi, 1987;
Boerner, 1992; Bohren and Huffman, 1983; Lee and Pottier, 2009; Cloude, 2010),
this information can be utilized for making the object identification techniques.
Many constituents of an object also exhibit polarization properties such as birefrin-
gence, dichroism, depolarization, etc., which might serve to discriminate between
surface and volume scattering as well.

The enormous importance of the matrix polarimetry, optical and radar, is
that it contains all the information that one can obtain from a scattering scene
(Bohren and Huffman, 1983; Brosseau, 1998; Azzam and Bashara, 1977; Collett,
1993; Shurcliff, 1962). The matrix polarimetry has many useful applications in such
diverse fields as interaction with various optical systems (Shurcliff, 1962; Azzam
and Bashara, 1977; Collett, 1993; Brosseau, 1998), cloud diagnostics (van de Hulst,
1957; Bohren and Huffman, 1983; Mishchenko et al., 2000, 2002; Kokhanovsky,
2003c), remote sensing of the ocean, atmosphere, and planetary surfaces (Boerner,
1992; Kokhanovsky, 2001, 2003b, 2003c; Muttiah, 2002; Mishchenko et al., 2010),
and biological tissue optics (Priezzhev et al., 1989; Tuchin, 2002; Tuchin et al.,
2006) and others.

The methods of interpretation of the Jones and Mueller matrices in optical po-
larimetry and target decompositions in radar polarimetry have been developed by
many authors (Hurwitz and Jones, 1941; Huynen, 1970; Whitney, 1971; Cloude,
1986; Gil and Bernabeu, 1987; Krogager, 1990; Lu and Chipman, 1994, 1996;
Mar’enko and Savenkov, 1994; Freeman and Durden, 1998; Yamaguchi et al., 2005;
Savenkov et al., 2005, 2006, 2007b).
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In this chapter, we intend to illustrate the fact that polarization contributes
reliably in a wide scope of terrestrial problems, which are rather unexpected on
occasion. An ample discussion of important polarimetric applications which do not
involve the matrix or full polarization measurement is beyond the scope of our dis-
cussion. In any case, our reference list should by no means be considered exhaustive
and is merely intended to provide initial reference points for the interested reader.

3.2 Mueller matrices of deterministic and depolarizing
objects

In the Mueller matrix calculus, the polarization state of light can be completely
characterized by a Stokes vector, while the polarization transforming properties of
a medium can be completely characterized by a Mueller matrix:

Sout = MSimp , (3.1)

where the four-component Stokes column vector (with ‘out ’ and ‘inp’ denoting the
Stokes vectors of the output and input light, respectively) consists of the following
parameters:

S =

⎛
⎜⎜⎝

I
Q
U
V

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

s1
s2
s3
s4

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

〈|Ex|2 + |Ey|2〉
〈|Ex|2 − |Ey|2〉
〈E∗

xEy + ExE
∗
y〉

i〈E∗
xEy + ExE

∗
y〉

⎞
⎟⎟⎠ , (3.2)

with i = (− − 1)1/2. Among the pioneering contributions to this field of research,
we note those by Solleillet (1929), Perrin (1942), Mueller (1948), and Parke (1948,
1949).

The Stokes parameter I is proportional to the total energy flux of the light
beam. The Stokes parameters Q and U represent the differences between two com-
ponents of the flux in which the electric vectors oscillate in mutually orthogonal
directions. The Stokes parameter V is the difference between two oppositely circu-
larly polarized components of the flux. As indicated by the angular brackets, the
Stokes parameters si are ensemble averages (or time averages in the case of ergodic,
stationary processes). This implies that no coherence effects are considered.

The Stokes vectors and Mueller matrices represent operations on intensities
and their differences, namely incoherent superpositions of light beams; they are
not adequate to describe either interference or diffraction effects. However, they
are well suited to describe partially polarized and unpolarized light. Extensive lists
of various Mueller matrices have been presented by several authors (e.g., Shurcliff,
1962; Kliger et al., 1990; Gerrard and Burch, 1975).

The Stokes parameters obey the inequality

s21 ≥ s22 + s23 + s24 . (3.3)

This inequality is called the Stokes−Verdet criterion and is a consequence of the
Schwartz (or Couchy–Buniakovski) theorem (Barakat, 1963). The degree of polar-
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ization p is defined by

p =
√

s22 + s23 + s24/s1 . (3.4)

In Eq. (3.3), the equality holds for a completely polarized (pure) beam of light. In
this case, p = 1 Another limiting case, p = 0 occurs when s22 + s23 + s24 = 0, namely
when the electric vector vibrates in all directions randomly and with no preferential
orientation. An intermediate case, 0 < p < 1 implies that light contains both
polarized and depolarized components and is, therefore, called partially polarized.

The inequality in Eq. (3.3) plays an important role in polarimetry because it
allows one to classify the character of the light–medium interaction. Assume first
that the input light is completely polarized. In this case, the equality in Eq. (3.3)
implies that the medium is non-depolarizing. Note that the terms ‘non-depolarizing’
and ‘deterministic’ or ‘pure’ are not, in general, identical. The term ‘determinis-
tic’ means that the Mueller matrix describing such a medium can be derived from
the corresponding Jones matrix (Simon, 1982; Gil and Bernabeu, 1985; Ander-
son and Barakat, 1994; Gopala Rao et al., 1998b). Hereinafter, we call this class
of matrices pure Mueller matrices (Hovenier, 1994). If the output light results in
an inequality in Eq. (3.3), then the scattering medium is not deterministic. If, in
addition, the transformation matrix in Eq. (3.1) can be represented as a convex
sum of deterministic Mueller matrices (Cloude, 1986; Gil, 2000, 2007) then the
result is a depolarizing Mueller matrix (hereinafter Mueller matrix); otherwise,
the result is a Stokes transformation matrix – that is, the transformation matrix
ensures the fulfillment of the Stokes–Verdet criterion only. The properties of ma-
trices transforming Stokes vectors into Stokes vectors, namely those satisfying the
Stokes–Verdet criterion, have been studied by many authors (Xing, 1992; van der
Mee, 1993; van der Mee and Hovenier, 1992; Sridhar and Simon, 1994; Nagirner,
1993; Givens and Kostinski, 1993; Gopala Rao et al., 1998a).

Any pure Mueller matrix M can be transformed to the corresponding Jones
matrix T using the following relation (Parke, 1949; Azzam and Bashara, 1977;
Dubois and Norikane, 1987):

M = A(T⊗T∗)A−1 , (3.5)

where the asterisk denotes the complex-conjugate value,

T =

(
t1 t4
t3 t2

)
, (3.6)

A =

⎛
⎜⎜⎝

1 0 0 1
1 0 0 −1
0 1 1 0
0 i −i 0

⎞
⎟⎟⎠ , (3.7)

where the ti are, in general, complex and ⊗ is the tensorial (Kronecker) product.
Since the element m11 is a gain for unpolarized incident light, it must satisfy

the following inequality:
m11 > 0 . (3.8)
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Furthermore, the elements of the Mueller matrix must obey the following condi-
tions:

m11 ≥ |mij | , (3.9)

Tr(M) ≥ 0 , (3.10)

μT ∼ |μ|2M , (3.11)

where Tr denotes the trace operation and μ is an arbitrary real or complex constant.
Note that the last relation defines the ability of the Jones and Mueller matrices

to represent a ‘physically realizable’ medium (Lu and Chipman, 1994; Anderson
and Barakat, 1994; Gil, 2007) and implies the physical restriction according to
which the ratio g of the intensities of the emerging and incident light beams (the
gain or intensity transmittance) must always be in the interval 0 ≤ g ≤ 1 This
condition is called the gain or transmittance condition and can be written in terms
of the elements of the Mueller matrix as follows (Barakat, 1987):

m11 + (m2
12 +m2

13 +m2
14)

1/2 ≤ 1 ,

m11 + (m2
21 +m2

31 +m2
41)

1/2 ≤ 1 . (3.12)

While a Jones matrix has generally eight independent parameters, the absolute
phase is lost in Eq. (3.5), yielding only seven independent elements for a pure
Mueller matrix. Evidently, this results in the existence of interrelations for the
elements of a general pure Mueller matrix. This fact was pointed out for the first
time, although without a derivation of their explicit form, by van de Hulst (1957).
Since then, this subject has been studied by many authors (e.g., Abhyankar and
Fymat, 1969; Fry and Kattawar, 1981; Hovenier et al., 1986). In the most complete
and refined form, these interrelations are presented in Hovenier (1994).

In particular, one can derive the following important equation for the elements
of a pure Mueller matrix:

4∑
i=1

4∑
j=1

m2
ij = 4m2

11 . (3.13)

This equality was obtained for the first time by Fry and Kattawar (1981). However,
the question of whether this is a sufficient condition for M to be a pure Mueller
matrix has been the subject of extensive discussions (see, e.g., Simon, 1982, 1987;
Hovenier, 1994; Kim et al., 1987; Kostinski, 1992; Kostinski et al., 1993; Gil and
Bernabeu, 1985; Anderson and Barakat, 1994; Brosseau, 1990; Brosseau et al.,
1993). Under the premise that the Mueller matrix in question can be represented
as a convex sum of pure Mueller matrices, Eq. (3.13) is both a necessary and a
sufficient condition for M to be a pure Mueller matrix (Gil, 2007).

In addition to the equalities presented above, a set of inequalities can be derived
to characterize the structure of the pure Mueller matrix, as follows (Hovenier et
al., 1986):
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m11 +m22 +m12 +m21 ≥ 0 ,
m11 −m22 −m12 +m21 ≥ 0 ,
m11 +m22 −m12 −m21 ≥ 0 ,
m11 −m22 +m12 −m21 ≥ 0 ,
m11 +m22 +m33 +m44 ≥ 0 ,
m11 +m22 −m33 −m44 ≥ 0 ,
m11 −m22 +m33 −m44 ≥ 0 ,
m11 −m22 −m33 +m44 ≥ 0 .

(3.14)

Equation (3.5) can be used to derive interrelations between the structures of a Jones
matrix and the corresponding pure Mueller matrix. For example, the successive
application of transposition and sign reversal for the off-diagonal elements of the
Jones matrix in Eq. (3.6) yields

(
t1 −t3
−t4 t2

)
↔

⎛
⎜⎜⎝

m11 m21 −m31 m41

m12 m22 −m32 m42

−m13 −m23 m33 −m43

m14 m24 −m34 m44

⎞
⎟⎟⎠ . (3.15)

Physical reasons for the above relations are quite clear. Indeed, Eq. (3.15) origi-
nates from the operation of interchanging the incident and emerging light beams,
the principle of reciprocity (Saxon, 1955; Sekera, 1966; Vansteenkiste et al., 1993;
Potton, 2004), and mirror symmetry (Hovenier, 1969, 1970).

The effect of the symmetry of the individual scatterers and collections of scat-
terers on the structure (number of independent parameters) of the Mueller matrix
has been considered by van de Hulst (1957). In particular, he demonstrated that
the collection of scatterers containing equal numbers of particles and their mirror
particles possesses the following Mueller matrix:⎛

⎜⎜⎝
m11 m12 0 0
m21 m22 0 0
0 0 m33 m34

0 0 m43 m44

⎞
⎟⎟⎠ . (3.16)

If in Eq. (3.6), t3 = t4, then m2
11 −m2

12 −m2
33 −m2

34 = 0, m22 = m11, m33 = m44,
and m34 = −m43 (see Eq. (3.5)).

If, in addition, the collection of scatterers contains equal numbers of particles
in positions described by Eqs (3.6) and (3.15) and those corresponding to the
transposition and sign reversal of the off-diagonal elements of the Jones matrix in
Eq. (3.6), then m12 = m21.

The Mueller matrix of Eq. (3.16) plays a key role in many light-scattering
applications. Some of them will be discussed later in this section. The structure
of Eq. (3.16) can be caused by a symmetry of individual particles and a collec-
tion of particles in single and multiple scattering (van de Hulst, 1957; Mishchenko
and Travis, 2000) as well as by illumination–observation geometries for backward
(Zubko et al., 2004) and forward (Savenkov et al., 2007a) scattering.

The model of a medium described by the Mueller matrix of Eq. (3.16) has
been used in studies of optical characteristics of oceanic water (Voss and Fry,
1984; Kokhanovsky, 2003b); ensembles of identical, but randomly oriented frac-
tal particles (Kokhanovsky, 2003a); dense spherical particle suspensions in the
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multiple-scattering regime (Kaplan et al., 2001); ice clouds consisting of nonspheri-
cal ice crystals in the multiple-scattering regime (Lawless et al., 2006); polydisperse,
randomly oriented ice crystals modeled by finite circular cylinders with different
size distributions (Xu et al., 2002); cylindrically shaped radially inhomogeneous
particles (Manickavasagam and Menguc, 1998). Other applications included meas-
urements of the complex refractive index of isotropic materials as matrices of iso-
tropic and ideal metal mirror reflections (Deibler and Smith, 2001); the develop-
ment of a symmetric three-term product decomposition of a Mueller−Jones matrix
(Ossikovski, 2008); and the description of very general and practically important
cases of (i) randomly oriented particles with a plane of symmetry (Hovenier and
van der Mee, 2000) and/or (ii) equal numbers of particles and their mirror particles
(Mishchenko et al., 2002). This list of applications can be extended significantly.

An example of the situation in which the Mueller matrix has the structure of
Eq. (3.16) and contains information on the strong dependence of depolarization
and depolarization on the polarization state of the input light is the exact forward
scattering of polarized light by a slab of inhomogeneous linear birefringent medium
(Savenkov et al., 2007a).

The scattering angles 0◦ (exact forward direction) and 180◦ (exact backward
direction) deserve special attention owing to their importance in numerous practical
applications, including the scattering by biological tissues. For the first time, the
general form of Mueller matrices for these scattering angles was derived by van
de Hulst (1957). Hu et al. (1987) presented a comprehensive study of forward and
backward scattering by an individual particle in a fixed orientation. For forward
scattering, they distinguished 16 different symmetry shapes which were classified
into five symmetry classes; for backward scattering, four different symmetry shapes
were identified and classified into two symmetry classes. A large number of relations
were derived in this way. The structures of Mueller matrices for various collections
of particles in the cases of forward and backward scattering can be found elsewhere
(van de Hulst, 1957; Hovenier and Mackowski, 1998).

It is important to note that, although analyses of the internal structure of
a general pure Mueller matrix, the symmetry relations between matrix elements
caused by interchanging the incident and emerging light beams, and the principle
of reciprocity have historically been carried out in the framework of light scattering
by discrete particles, these results are also relevant to pure Mueller matrices in the
continuous-medium approximation.

In this section, we consider the problem of Mueller matrix interpretation in the
framework of the approach wherein the medium studied is modeled as a medium
with a continuous (and possibly random) distribution of optical parameters. The
polarization of light changes if the amplitudes and phases of the components of
the electric vector E change separately or simultaneously (Shurcliff, 1962; Azzam
and Bashara, 1977; Brosseau, 1998). It is, therefore, customary to distinguish be-
tween the corresponding classes of anisotropic media: dichroic (or possessing ampli-
tude anisotropy), influencing only the amplitudes; birefringent (or possessing phase
anisotropy), influencing only the phases; and ‘all other’ (possessing both amplitude
and phase anisotropy) affecting both the amplitudes and the phases of the com-
ponents of the electric field vector. Among these classes, four types of anisotropic
mechanisms are recognized as basic or, after Jones, elementary (Jones, 1941, 1942,
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1947, 1956; Hurwitz and Jones, 1941): linear and circular phase and linear and
circular amplitude anisotropies.

Linear birefringence is described by the following pure Mueller matrix:

MLP =

⎛
⎜⎜⎝

1 0 0 0
0 cos2 2α+ sin2 2α cosΔ cos 2α sin 2α(1− cosΔ) − sin 2α sinΔ
0 cos 2α sin 2α(1− cosΔ) sin2 2α+ cos2 2α cosΔ cos 2α sinΔ
0 sin 2α sinΔ − cos 2α sinΔ cosΔ

⎞
⎟⎟⎠ ,

(3.17)
where Δ is the phase shift between two orthogonal linear components of the electric
field vector and α is the azimuth of the anisotropy.

The Mueller matrix describing linear dichroism is

MLA =⎛
⎜⎜⎝

1+P (1−P )cos2γ (1−P )sin2γ 0

(1−P )cos2γ cos22γ(1+P )+2sin22γ
√
P cos2γ sin2γ(1−√

P )2 0

(1−P )sin2γ cos2γ sin2γ(1−√
P )2 sin22γ(1+P )+2cos22γ

√
P 0

0 0 0 2
√
P

⎞
⎟⎟⎠ ,

(3.18)

where P is the relative absorption of two linear orthogonal components of the
electric vector and γ is the azimuth of the anisotropy.

The Mueller matrix describing circular birefringence is

MCP =

⎛
⎜⎜⎝

1 0 0 0
0 cos 2ϕ sin 2ϕ 0
0 − sin 2ϕ cos 2ϕ 0
0 0 0 1

⎞
⎟⎟⎠ , (3.19)

where ϕ is the induced phase shift between two orthogonal circular components of
the electric vector.

Finally, in terms of the Mueller matrix calculus, circular amplitude anisotropy
is described by the following matrix:

MCA =

⎛
⎜⎜⎝

1 +R2 0 0 2R
0 1−R2 0 0
0 0 1−R2 0
2R 0 0 1 +R2

⎞
⎟⎟⎠ , (3.20)

where R is the magnitude of anisotropy, namely the relative absorption of two
orthogonal circular components of the electric vector. The six quantities α, Δ, P ,
γ, ϕ, and R are called anisotropy parameters.

It can be seen that the matrices describing linear and circular birefringence
belong to the class of unitary matrices (in the case of matrices with real-valued
elements – orthogonal matrices). The matrices of linear Eq. (3.18) and circular
Eq. (3.20) dichroism belong to the class of Hermitian matrices (in the case of
matrices with real-valued elements – symmetric matrices).

The Mueller matrices of Eqs (3.17)–(3.20) represent media exhibiting individ-
ual types of anisotropy. Experimental measurements of these matrices or of the
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corresponding informative matrix elements allow one to interpret and character-
ize anisotropy properties of media. However, more often, two or more types of
anisotropy are exhibited by a medium simultaneously. Evidently, such cases re-
quire the development of more sophisticated polarimetric matrix models (Hurwitz
and Jones, 1941; Cloude, 1986; Gil and Bernabeu, 1987; Lu and Chipman, 1996;
Savenkov et al., 2006; Ossikovski, 2008, 2009).

The matrix model that is used most extensively in optical polarimetry for decou-
pling constituent polarization properties of optical medium is the polar decomposi-
tion proposed by Lu and Chipman (1996). This model is based on the so-called polar
decomposition theorem (Lancaster and Tismenetsky, 1985), according to which an
arbitrary matrix M can be represented by a product

M = MPMR or M = MRM
′
P , (3.21)

where MP and M′
P are Hermitian matrices and MR is a unitary one. The Her-

mitian matrix is associated with amplitude anisotropy, while the unitary matrix
describes phase anisotropy (Whitney, 1971). The matrices MP and MR are called
the dichroic and the phase polar forms (Whitney, 1971; Gil and Bernabeu, 1987;
Lu and Chipman, 1996).

The polar decomposition was first employed by Whitney (1971) without finding
explicit expressions for MP and MR They were proposed later, independently by
Gil and Bernabeu (1987) and Lu and Chipman (1996). Alternatively, the dichroic
and phase polar forms can be derived using spectral methods of linear algebra
(Azzam and Bashara, 1977).

The phase polar form MR (using notation from Lu and Chipman, 1996) is given
by

MR =

(
1 �0T

�0 mR

)
,

(mR)ij = δij cosR+ aiaj(1− cosR) +

3∑
k=1

εijkak sinR , (3.22)

where �0 is the 3× 1 zero vector; [1 a1 a2 a3]
T = [1 R̂T ]T is the normalized Stokes

vector for the fast axis of MR; δij is the Kronecker delta; εijk is the Levi–Civita
permutation symbol, mR is the 3 × 3 submatrix of MR obtained by striking out
the first row and the first column of MR and R is the birefringence given by

R = arccos

(
1

2
TrMR − 1

)
. (3.23)

The dichroic polar form MP is as follows:

MP = Tu

(
1 �DT

�D mP

)
,

mP =
√

1−D2 I+
(
1−

√
1−D2

)
D̂D̂ , (3.24)

where I is the 3× 3 identity matrix; D̂ = �D/|�D| is the unit vector in the direction

of the diattenuation vector �D; Tu is the transmittance for unpolarized light; and
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the value of diattenuation can be obtained as

D =
(
1− 4| det(T)|2/[Tr(T∗T)]2

)1/2
. (3.25)

The models of anisotropic media based on the polar decomposition contain six
independent parameters: three for the phase polar form MR and three for the
dichroic polar form MP It can be seen that the phase polar form is a unitary
(orthogonal) matrix and the dichroic polar form is a Hermitian (symmetric) ma-
trix. Note that unitarity (orthogonality) of the phase polar form, Eq. (3.22), is in
complete agreement with the first Jones equivalence theorem (Hurwitz and Jones,
1941) and is a general model of elliptically birefringent media. The situation with
the dichroic polar form is more complex (Savenkov et al., 2005, 2007b). Mathemat-
ically, the complexity originates from the fact that, in contrast to unitary matrices,
the product of Hermitian matrices is generally not a Hermitian matrix (Lancaster
and Tismenetsky, 1985).

If the incident light is fully polarized and the output light is characterized by an
inequality in Eq. (3.3), then the equalities for matrix elements obtained in Hovenier
(1994) and Eq. (3.13), which determine the structure of the Mueller matrix as a
deterministic matrix, are lost. In this case, the output light is composed of several
incoherent contributions, and the medium as a whole cannot be represented by a
Jones matrix. However, the medium can be considered as a parallel set of deter-
ministic media, each one being described by a well-defined Jones matrix, in such
a way that the light beam is shared among these different media. It is important
to point out that the same result could be obtained by considering the medium
as an ensemble (Kim et al., 1987) so that each realization i, characterized by a
well-defined Jones matrix Ti occurs with a probability pi.

If a Mueller matrix can be represented by a convex sum of pure Mueller matrices
(Cloude, 1986; Simon, 1987; Cloude and Pottier, 1995; Gil, 2007), then it is called
a depolarizing Mueller matrix. It is important to note that this class of matrices
does not coincide with the class of matrices, called Stokes matrices, satisfying the
Stokes−Verdet criterion – that is, matrices transforming Stokes vectors into Stokes
vectors (see Eq. (3.3)). Any physical Mueller matrix is a Stokes matrix, but the
converse is not, in general, true (Gil, 2007). On the other hand, no method has
been quoted to physically realize a Stokes matrix that cannot be represented as a
convex sum of deterministic Mueller matrices.

Linear inequalities for the elements of a pure Mueller matrix are also valid for
a depolarizing Mueller matrix M (Hovenier and van der Mee, 2000), in particular:

m11 ≥ 0; m11 ≥ |mij | ,
m11 +m22 +m12 +m21 ≥ 0 ,

m11 +m22 −m12 −m21 ≥ 0 ,

m11 −m22 +m12 −m21 ≥ 0 ,

m11 −m22 −m12 +m21 ≥ 0 .

(3.26)

In this case, the following quadratic inequalities are also valid (Fry and Kattawar,
1981):
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(m11 +m12)
2 − (m21 +m22)

2 ≥ (m31 +m32)
2 + (m41 +m42)

2 ,

(m11 −m12)
2 − (m21 −m22)

2 ≥ (m31 −m32)
2 + (m41 −m42)

2 ,

(m11 +m21)
2 − (m12 +m22)

2 ≥ (m13 +m23)
2 + (m14 +m24)

2 ,

(m11 −m21)
2 − (m12 −m22)

2 ≥ (m13 −m23)
2 + (m14 −m24)

2 ,

(m11 +m22)
2 − (m12 +m21)

2 ≥ (m33 +m44)
2 + (m34 −m43)

2 ,

(m11 −m22)
2 − (m12 −m21)

2 ≥ (m33 −m44)
2 + (m34 +m43)

2 ,

(3.27)

while Eq. (3.13) becomes an inequality as well:

4∑
i=1

4∑
j=1

m2
ij ≤ 4m2

11 . (3.28)

The study and characterization of depolarization is of considerable importance
owing to the fact that depolarization phenomena are encountered in many theo-
retical and experimental applications of polarimetry to discrete random media and
media with bulk and surface inhomogeneities. Note that the light–medium interac-
tion with depolarization is heretofore studied in considerably less detail than the
problem described by Mueller−Jones matrices discussed above.

Depolarization is the result of decorrelation of the phases and the ampli-
tudes of the electric field vectors and/or selective absorption of polarization states
(Brosseau, 1998). Depolarization can be observed in both single and multiple light
scattering and depends on geometrical and physical characteristics of the scattering
particles: shape, morphology, refractive index, size parameter (ratio of the parti-
cle circumference to the wavelength of the incident light), and orientation with
respect to the reference frame (Mishchenko and Travis, 2000). Furthermore, mul-
tiple scattering results in depolarization of the output light even in the case of
a collection of spherically symmetric particles and often reinforces depolarization
caused by particle non-sphericity (Mishchenko and Travis, 2000; Mishchenko et
al., 2006). Our purpose here is to consider the depolarization phenomenon using
the Mueller matrix formalism; in particular, we intend to discuss single-number
depolarization metrics and Mueller matrices of depolarization. The notion of depo-
larization Mueller matrix factorization has long existed in the literature and will
be considered in this section below.

Depolarization metrics provide a single scalar number that varies from zero,
thereby corresponding to a totally depolarized output light, to a certain positive
number corresponding to a totally polarized output light. All intermediate values
are associated with partial polarization.

The depolarization index was introduced by Gil and Bernabeu (1985, 1986):

DI(M) =

√√√√ 4∑
i,j=1

m2
ij −m2

11

/
(
√
3m11) . (3.29)

The depolarization index is bounded according to 0 ≤ DI(M) ≤ 1. The extreme
values of DI(M) correspond to the case of unpolarized and totally polarized output
light, respectively.
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An ‘analog’ to the degree of polarization, Eq. (3.4), for linearly polarized input
light in terms of Mueller matrix elements, the so-called index of linear polarization,
was introduced by Bueno (2001):

GL =

√
3

2m11

(
m2

21 +m2
31 +

1

3

4∑
i=1

(m2
2i +m2

3i)

)1/2

. (3.30)

It can be seen that GL is the ratio of the mean of the sum of the squares of matrix
elements corresponding to linear polarization of the output light and the value of
the corresponding averaged intensity normalized by the maximum value of this
ratio which occurs for a linear polarizer: (GL)max = 2/31/2 The former implies the
following range of variation: 0 ≤ GL ≤ 1.

The average degree of polarization was defined by Chipman (2005) as follows:

Average DoP(M) =
1

4π

∫ π

0

∫ π/2

−π/2

p[MS(ε, ζ)] cos ε dε dζ . (3.31)

The term cos ε dε dζ scans the incident polarization state over the Poincaré sphere,
with the latitude ε and longitude ζ. The Stokes vector S(ε, ζ) is a function of
ellipticity and orientation azimuth of the polarization ellipse of light:

S(ε, ζ) =
[
1 cos 2ε cos 2ζ cos 2ε sin 2ζ sin 2ε

]T
, (3.32)

where T stands for ‘transposed.’
The so-called Q(M) metric is defined as follows (Espinosa-Luna and Bernabeu,

2007):

Q(M) =
(
3[DI(M)]2 − [D(M)]2

)/ (
1 + [D(M)]2

)
, (3.33)

where D(M) = (m2
12 + m2

13 + m2
14)

1/2 is the diattenuation parameter and
0 ≤ D(M) ≤ 1. The metric Q(M) is bounded according to 0 ≤ Q(M) ≤ 3. Specif-
ically, Q(M) = 0 corresponds to a totally depolarizing medium; 0 < Q(M) < 1
describes a partially depolarizing medium; 1 ≤ Q(M) < 3 represents a partially
depolarizing medium if, in addition, 0 < DI(M) < 1; otherwise, it represents a
non-depolarizing diattenuating medium; finally, Q(M) = 3 for a non-depolarizing
non-diattenuating medium.

Thus, the depolarization metrics provide a summary of the depolarizing prop-
erty of a medium via a single number. The depolarization index DI(M) and the
Q(M) metrics are directly related to the Mueller matrix elements only and, in
contrast to the average degree of polarization Average DoP, require no scan of
the whole Poincaré sphere of the input polarizations. Furthermore, Q(M) provides
more detailed information about depolarization properties of a medium.

Quantities referring to the intrinsic depolarization properties of light have had
wide applications in polarimetry as well. These are the linear, δL and circular, δC ,
depolarization ratios defined according to Mishchenko and Hovenier (1995) and
Mishchenko and Travis (2000) as

δL = (s1 − s2)/(s1 + s2) , (3.34)

δC = (s1 + s4)/(s1 − s4) . (3.35)
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The interest in these parameters is explained by the fact that they are susceptible to
particle non-sphericity. Indeed, for spherical particles, both ratios are equal to zero
identically, whereas, for nonspherical scatterers, both δL and δC can substantially
deviate from zero (Mishchenko and Hovenier, 1995). The former means that, if
the incident light is linearly polarized, then the backscattered light is completely
linearly polarized in the same plane, whereas, if the incident light is circularly
polarized, then the backscattered light is completely circularly polarized in the
opposite sense. For nonspherical particles, this is generally not the case.

Chipman (1995) introduced somewhat different versions of the degrees of linear
and circular polarization:

DoLP =
√
s22 + s23

/
s1 , (3.36)

DoCP = s4/s1 . (3.37)

These parameters turn out to be very useful for applications in meteorology, astron-
omy, ophthalmology, optical fibers, etc. (e.g., Bueno, 2001, and references therein).

Some media depolarize all polarization states equally. Other depolarizing media
partially depolarize most polarization states but may not depolarize one or some
incident states. Depolarization depends significantly on the polarization state of
the input light in the multiple-scattering regime (Bicout et al., 1994; Rojas-Ochoa
et al., 2004; Kim et al., 2006, and references therein). In particular, Bicout et
al. (1994) studied numerically and experimentally how depolarization evolves for
linear and circular input polarizations as the size of the particles increases from very
small (Rayleigh regime) to large (Mie regime) in the case of a forward-scattering
geometry.

A single-number metric providing a summary of depolarization by a medium
cannot give detailed information about all features of depolarization. Such infor-
mation can only be obtained from Mueller matrix models of depolarization. The
case when for all polarizations of the input light the degree of polarization p of the
output light is the same is called isotropic depolarization. When the degree of po-
larization of the output light is a function of parameters of the input polarization,
one speaks of anisotropic depolarization.

There seems to be a consensus regarding the form of the Mueller matrix model
describing isotropic depolarization (Brosseau, 1998; Chipman, 1999):

diag
[
1 p p p

]
. (3.38)

It can be seen that the properties of this type of depolarization are the following:

1. The transmittance is the same for all polarizations of the incident light.
2. p of the output light is the same for all input polarizations.

On the other hand, there is no consensus in the literature concerning the Mueller
matrix for the case of anisotropic depolarization. Apparently, one of the most ac-
cepted forms of the Mueller matrix describing the dependence of p of the output
light on the incident polarization is the following (Shindo, 1995; Brosseau, 1998;
Chipman, 1999; Ossikovski, 2009):

diag
[
1 a b c

]
. (3.39)
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The elements a, b, and c are interpreted physically in the following manner: a
and b are the degrees of linear depolarization, while c is the degree of circular
depolarization. If a = b = c = 0, then the Mueller matrix represents an ideal
depolarizer. Bicout et al. (1994) discussed the depolarization arising in multiple
scattering of light by spherical scatterers in the Rayleigh regime and given by
Eq. (3.39) with a = b.

The most general expression for the Mueller matrix describing depolarization
was suggested by Lu and Chipman (1996):

(
1 �OT

�PΔ mΔ

)
, mT

Δ = mΔ , (3.40)

where �PΔ denotes the so-called polarizance vector. The polarizance vector describes
the state of polarization generated by this Mueller matrix from unpolarized incident
light. The Mueller matrix of Eq. (3.40) has nine degrees of freedom, and this is of
interest because this matrix, along with a generalized deterministic Mueller matrix,
is jointly characterized by 16◦ of freedom. This means that, in this way, one obtains
the generalized Mueller matrix of an arbitrary medium that has 16◦ of freedom and
linearly interacts with polarized light.

The product of Mueller matrices of the polar forms (Eqs (3.22) and (3.24)) and
the depolarizing Mueller matrix (Eq. 3.40))

M = MΔMRMP , (3.41)

is the generalized polar decomposition and a multiplicative matrix model of an
arbitrary Mueller matrix (Lu and Chipman, 1996; Gil, 2000, 2007).

The product of the phase polar form and the depolarizing matrices can then be
obtained as

MΔMR = M′ = MM−1
P . (3.42)

Then
�PΔ = (�P−m�D)/(1−D2) , (3.43)

where �P = (1/m11)
[
m21 m31 m41

]T
andm is the submatrix of the initial matrix

M. The m′ is the submatrix of M′ and can be written as

m′ = mΔmR . (3.44)

The submatrix mΔ can be calculated as follows:

mΔ = ±
[
m′(m′)T +

(√
λ1λ2 +

√
λ2λ3 +

√
λ1λ3

)
I
]−1

×
[(√

λ1 +
√
λ2 +

√
λ3

)
m′(m′)T +

√
λ1λ2λ3I

]
, (3.45)

where λ1 are the eigenvalues of m′(m′)T The sign ‘+’ or ‘−’ is determined by
the sign of the determinant of m′. The net depolarization coefficient Δ can be
calculated according to

Δ = 1− 1

3
|Tr(MΔ)− 1| . (3.46)
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In the conclusion of this section, we consider the additive Mueller matrix model of
depolarizing object suggested by Cloude (1986) and extensively employed in optical
and radar polarimetry (see, e.g., Savenkov et al., 2003; Savenkov and Muttiah, 2004;
Munoz et al., 2001, 2002, 2004; Volten et al., 2001; Cloude and Pottier, 1996, 1997).
The Cloude coherence matrix J is derived from the corresponding arbitrary Mueller
matrix as follows:

J11 = (1/4)(m11+m22+m33+m44) J12 = (1/4)(m12+m21−im34+im43)

J13 = (1/4)(m13+m31+im24−im42) J14 = (1/4)(m14−im23+im32+m41)

J21 = (1/4)(m12+m21+im34−im43) J22 = (1/4)(m11+m22−m33−m44)

J23 = (1/4)(im14+m23+m32−im41) J24 = (1/4)(−im13+im31+m24+m42)

J31 = (1/4)(m13+m31−im24+im42) J32 = (1/4)(−im14+m23+m32+im41)

J33 = (1/4)(m11−m22+m33−m44) J34 = (1/4)(im12−im21+m34+m43)

J41 = (1/4)(m14+im23−im32+m41) J42 = (1/4)(im13−im31+m24+m42)

J43 = (1/4)(−im12+im21+m34+m43) J44 = (1/4)(m11−m22−m33+m44)

(3.47)

It can be seen that coherence matrix J is positive semi-definite Hermitian and,
hence, always has four real eigenvalues. The eigenvalues of the coherence matrix,
λi, can be combined to form a quantity that is a measure of the depolarization,
depolarization metric, of the studied medium. This quantity is called entropy and
is defined as:

H = −
N∑
i=1

⎛
⎝λi

/∑
j

λj

⎞
⎠ logN

⎛
⎝λi

/∑
j

λj

⎞
⎠ . (3.48)

Given eigenvalues λi of coherence matrix J, we have for the initial Mueller matrix:

M =

4∑
k=1

λkM
k
D; Mk

D ⇔ Tk , (3.49)

where Mk
D are the pure Mueller matrices obtained from the Jones matrices by

Eq. (3.5).
The Jones matrix, T, in turn, is obtained in the following manner:

t
(k)
11 = Ψ

(k)
1 +Ψ

(k)
2 , t

(k)
12 = Ψ

(k)
3 − iΨ

(k)
4

t
(k)
21 = Ψ

(k)
3 + iΨ

(k)
4 , t

(k)
22 = Ψ

(k)
1 −Ψ

(k)
2 k = 1,4 ,

(3.50)

where Ψ(k) =
(
Ψ1 Ψ2 Ψ3 Ψ4

)T
k
is k-th eigenvector of coherence matrix J.

Thus, the substance of Cloude’s coherency matrix concept, which, in essence,
is an additive matrix model of depolarizing Mueller matrix, Eq. (3.49), is the rep-
resentation of the initial depolarizing Mueller matrix as a weighted convex sum of
four pure Mueller matrices.
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If three of the eigenvalues of J vanish, then the entropy H = 0 and initial ma-
trix M is a deterministic Mueller–Jones matrix. If all four eigenvalues of J are not
equal to zero and H ≤ 0.5, then the pure Mueller matrix, which corresponds to
the maximal eigenvalue, is the dominant type of deterministic polarization trans-
formation of the studied object. So, this model gives the possibility to study the
anisotropy properties of depolarizing objects on the one hand and, on the other
hand, is a necessary and sufficient criterion for a given 4 × 4 real matrix to be a
Mueller matrix (the case when all four eigenvalues of J are non-negative) and a
pure Mueller matrix (the case when three of the eigenvalues vanish) (Munoz et al.,
2001, 2002, 2004; Volten et al., 2001).

3.3 Mueller matrix polarimetry

The aim of this section is to discuss the general concept of the Mueller matrix
measurement. Ample practical schemes of the Stokes and Mueller polarimeters can
be found elsewhere (Hauge, 1980; Azzam, 1997; Chipman, 1995).

The Mueller matrix polarimeter at visible and infrared is composed of a polar-
ization state generator (PSG) and polarization state analyzer (PSA), as shown in
Fig. 3.1.

Fig. 3.1. Schematic overview to measure the Mueller matrices.

The PSG forms the particular polarization state of incident light on the studied
object. The PSA is operated to measure either the full Stokes vector or some
of the Stokes parameters of the scattered light. Both PSG and PSA consist of
retarders and diattenuators that are capable of analyzing the polarization state of
the scattered beam.

Nearly all existing Mueller matrix polarimeters are configured so that the entire
Mueller matrix has to be measured (Chipman, 1995). Such an approach is required
to make up the conditioned set of 16 equations for matrix elements in order to
reconstruct the full 4×4 Mueller matrix. The approach has been determined by the
structure of the so-called characteristic or data-reduction matrix of the generalized
measurement equation. The data-reduction matrix describes the conversion of a set
of polarized-intensity measurements into the Mueller matrix which is represented



100 Sergey N. Savenkov

as a 16× 1 vector. For any PSG and PSA, the total flux measured by the detector
is

g = QML =
4∑

i=1

4∑
j=1

qimij lj , (3.51)

where L is the Stokes vector produced by PSG, M is the object Mueller matrix,
and Q is the Stokes vector corresponding to the first row of the Mueller matrix
representing the PSA.

To measure the full Mueller matrix, N ≥ 16 flux measurements (Eq. (3.51))
are required. Flattening the Mueller matrix M into 16 × 1 Mueller vector of the

form �M =
[
m11 m12 m13 m14 · · · m43 m44

]T
, the polarimetric measure-

ment equation can be represented as

G = W �M =

⎛
⎜⎜⎜⎜⎜⎜⎝

q11l
1
1 q11l

1
2 q11l

1
3 · q14l

1
4

q21l
2
1 q21l

2
2 q21l

2
3 · q24l

2
4

q31l
3
1 q31l

3
1 q31l

3
3 · q34l

3
4

· · · · ·
qN1 lN1 qN1 lN2 qN1 lN3 · qN4 lN4

⎞
⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎝

m11

m12

m13

·
m44

⎞
⎟⎟⎟⎟⎟⎟⎠

, (3.52)

whereG is theN×1 vector, whose components are the fluxes measured by detector;
and W is the N ×16 general characteristic or data-reduction matrix with elements
wN

ij = qNi lNj .
Equation (3.52) is a system of generally N algebraic equations for Mueller

matrix elements mij . The simplest case of the system in Eq. (3.52) occurs when 16
independent measurements are performed. In this case, N = 16, W is of rank 16,
and inverse matrix W−1 is unique. Then, all 16 Mueller matrix elements are

�M = W−1G . (3.53)

Most Mueller matrix polarimeters are configured so that N > 16. This makes �M
overdetermined, and �W−1 does not exist. The optimal (least-squares) estimation

of �M can be obtained using the pseudoinverse matrix W̃ of W (Lancaster and
Tismenetsky, 1985):

�M = W̃G =
(
WTW

)−1
WTG . (3.54)

In mathematics, there exist a variety of pseudoinverse matrices (e.g., one-sided in-
verse, Drazin inverse, group inverse, Bott–Duffin inverse, etc.). Here, we use the
so-called Moore–Penrose pseudoinverse matrix (Moore, 1920; Bjerhammar, 1951;
Penrose, 1955). Note that the characteristic matrix W in Eq. (3.7) is or can evi-
dently be reduced to those of the full column rank.

This approach is named the complete Mueller polarimetry. The theory of op-
eration and calibration of Mueller matrix polarimetry was developed in Chipman
(1995), and the general formalism has been applied by many authors to the opti-
mization of Mueller matrix polarimeters in the presence of noise and measurement
error (Savenkov, 2002; Smith, 2002; De Martino et al., 2003; Twietmeyer and Chip-
man, 2008). This procedure is repeated at different scattering angles in order to
determine the angular profile of the Mueller matrix.



3 Polarimetry in terrestrial applications 101

However, in many applications, reconstruction of the full Mueller matrix is not
necessary (Savenkov, 2002, 2007; Tyo et al., 2010; Oberemok and Savenkov, 2003).
First of all, some subsets of matrix elements might completely describe scattering
which is of interest and hence these subsets can be considered as initial information
for the solution of corresponding classes of inverse problems. Another reason making
the measurement of the complete Mueller matrix unnecessary is matrix symmetry.
An illustrative example is the pure Mueller matrix with symmetry determining
by the first Jones equivalence theorem (Hurwitz and Jones, 1941; Hovenier, 1994).
This matrix is widespread in the literature (Tang and Kwok, 2001; Swami et al.,
2006) because it describes linear crystal optics without absorption. This approach
is termed incomplete or partial Mueller polarimetry (Savenkov, 2007; Tyo et al.,
2010).

The exact sets of matrix elements, namely structures of incomplete Mueller
matrices that can be measured in the framework of any of measurement strategies
(time-sequential, dynamic, etc.), are also determined by structure of the data-
reduction matrix of generalized measurement equation Eq. (3.51). This corresponds
to the third case in Eq. (3.51) occurring when N < 17 and W is of rank less than

16. The optimal estimation of �M is again obtained using the pseudoinverse matrix
W̃. However, only 15 or fewer Mueller matrix elements can be determined from
the system Eq. (3.54) – that is, polarimetry is ‘incomplete’ or ‘partial.’

3.4 Radar polarimetry

In this section, we discuss the polarimetric metrics and target decompositions used
for data interpretation in radar polarimetry. In so doing, we restricted ourselves
only by those which are used in the sections to follow. The comprehensive review
of this subject can be found, for example, in an excellent book by Lee and Pottier
(2009).

Radar polarimetry is a special class of equipment for carrying out polarization
measurements at micro- and radiowave ranges. Monostatic radars use the same
antenna to transmit and receive electromagnetic radiation and are limited to mea-
surements at the exact backscattering direction. Bistatic radars use one or more
additional receiving antennas which provide supplementary polarization informa-
tion.

Radar polarimetry is active sensors operating in the microwave electromagnetic
(EM) range, which traditionally is denoted by the letters shown in Table 3.1.

Different frequencies are characterized by different ‘penetration capabilities’ as
schematically shown in Fig. 3.2.

Radar polarimetry has different polarization configurations. The most widely
used are the linear polarizations indicated as HH, V V , HV , and V H, where the
first term refers to the polarization of input (emitted) and the latter to the received
radiations, respectively. In this sense, the radar polarimetry can have different
polarization levels:

– single polarization – HH or V V or HV or V H;
– dual polarizations – HH and HV , V V and V H, or HH and V V ;
– four (quad) polarizations – HH, V V , HV , and V H.
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Table 3.1. Radar polarimetry bands and frequencies (after Lasaponara and Masini,
2013).

Name Nominal frequency range Wavelength range Specific bands used

VHF 30–300 MHz 10–1 m 138–144 MHz, 216–225 MHz
P (UHF) 300–1000 MHz 100–30 cm 420–450 MHz, 890–942 MHz
L 1–2 GHz 30–15 cm 1.215–1.4 GHz
S 2–4 GHz 17–7.5 cm 2.3–2.5 GHz, 2.7–3.7 GHz
C 4–8 GHz 7.5–3.75 cm 5.25–5.925 GHz
X 8–12 GHz 3.75–2.5 cm 8.5–10–68 GHz
Ku 12–18 GHz 2.5–1.67 cm 13.4–14.0 GHz, 15.7–17.7 GHz
K 18–27 GHz 1.67–1.11 cm 24.05–24.25 GHz
Ka 27–40 GHz 1.11–0.75 cm 33.4–36.0 GHz
V 40–75 GHz 0.75–0.40 cm 59–64 GHz
W 75–110 GHz 0.40–0.27 cm 76–81 GHz, 92–100 GHz
Millimetre 110–300 GHz 2.7–1.0mm

Fig. 3.2. Different penetration capabilities of radar polarimetry according to bands, land
cover, and surface characteristics. From Lasaponara and Masini (2013).
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The modes HV or V H are termed cross-polarization, whereas HH and V V
modes are denoted as standard polarization. Quad-polarization polarimetry pro-
vides the four polarizations HH, V V , HV , and V H, and also measures the dif-
ference in the magnitudes and phase between channels. Fully polarimetric sensors
provide data that can be created using all possible combinations of transmitting
and receiving polarizations, not the standard HH and V V only (Evans et al., 1988;
Boerner et al., 1998).

For radar polarimetry, the Stokes vector is not the most effective way to char-
acterize the data, since there are effectively two measurements of polarization to
quantify – one for each of the orthogonal transmitted waves. The radar transmits
a horizontal polarized wave, measures the echo polarization, transmits a vertical
polarized wave, and measures the polarization of that echo. At least two Stokes
vectors would then be required (Woodhouse, 2006). Since the polarimetric mea-
surements of the echoes are made as orthogonal measurements, it is convenient
to define an alternative notion of the Jones matrix (Eq. (3.6)) named in radar
polarimetry as scattering matrix (Mott, 2007; Cloude, 2010)

S =

(
sVV sVH

sHV sHH

)
, (3.55)

where sHV denotes a transmitting antenna of a horizontal polarization and a re-
ceiving antenna of a vertical polarization. S becomes symmetric if the target is
reciprocal, sHV = sVH .

In Eqs (3.6) and (3.55), there are two major conventions currently used for coor-
dinate systems: the forward-scatter alignment (FSA) convention and the backscat-
tered alignment (BSA) convention (van Zyl and Zebker, 1990; Guissard, 1994;
Boerner et al., 1998). If te BSA convention is used, then the scattering matrix
defined in Eq. (3.18) relates the scattered wave viewed approaching the receiving
antenna to the incident wave viewed receding from the transmitting antenna (van
Zyl et al., 1987). In optical or transmission polarimetry, the FSA convention is
used.

The S matrix, which is expressed in the BSA coordinates, is referred to as
the Sinclair matrix (Sinclair, 1950; Kennaugh, 1952; Zebker and van Zyl, 1991;
Guissard, 1994; Boerner et al., 1998).

When we say in Eq. (3.1) that the input and output Stokes vectors are connected
through the Mueller matrix, it assumes utilization of the FSA convention. Using
the BSA convention, the Stokes vector of the backscattered wave is related to the
incident-wave Stokes vector through the Kennaugh matrix, K (Kennaugh, 1951;
van de Hulst, 1957; van Zyl et al., 1987; Boerner et al., 1998). Thus, the Mueller
matrix M and the Kennaugh matrix K are formally related by (Guissard, 1994;
Lüneburg, 1995; Boerner et al., 1998)

M = diag
[
1 1 1 −1

] ·K . (3.56)

For symmetrical targets, the matrices S, K, and M are characterized by only five
parameters.

In addition to M and K, two matrices named the target covariance matrix
and the target coherence matrix might be used for characterization of partially
polarized waves.
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The scattering matrix of Eq. (3.55) can be represented in the vector form as

�S =
[
sHH sHV sVH sVV

]T
. (3.57)

An ensemble average of the complex product between �S and �S∗T leads to the
so-called covariance matrix C (Borgeaud et al., 1987; van Zyl and Ulaby, 1990):

C = 〈�S · �S∗T 〉 . (3.58)

The Hermitian positive semi-definite matrix C has precisely the same elements as
the Kennaugh matrixK and the Mueller matrixM but with different arrangements.
The full established properties of Hermitian matrices make convenient the use of
C in some applications (Borgeaud et al., 1987; Kong et al., 1987; Novak and Burl,
1990; van Zyl, 1992; Touzi and Lopes, 1994).

The coherency matrix Eq. (3.47) introduced by Cloude (1986) can per analogy
with Eq. (3.58) be written as

J = 〈�k · �k∗T 〉 , (3.59)

where �k is the target scattering vector (Cloude, 1986) and is given by

�k =
[
sHH + sVV sHH − sVV sHV + sHV i(sHV − sVH )

]T
. (3.60)

Note that C and J are unitarily similar. The two matrices carry the same informa-
tion; both are Hermitian positive semi-definite and both have the same eigenvalues
but different eigenvectors (Cloude and Pottier, 1996).

Once reciprocity, sHV = sVH , has been assumed, the elements of S may be

stacked into a three-element vector �k =
[
sVV sHV sHH

]T
. The linear basis is

not always the most efficient way of dealing with the analysis of polarimetric data,
and the Pauli basis of the target vector

�kP =
[
sHH − sVV 2sHV sHH + sVV

]T
(3.61)

is for many applications more useful, as it helps to emphasize the phase difference
between the HH and V V terms. Double interactions are dominated by the first
term, multiple (volume) scattering dominates the second term, and direct scattering
is dominated by the second term.

Equation (3.59) gives in these cases the 3 × 3 coherency matrix and the cor-
responding three-component decomposition of the target Mueller matrix. Using
normalized eigenvalues of coherency matrix pi = λi/

∑3
i=1 λi (Cloude et al., 2001),

one more important polarimetric metric, the scattering anisotropy A, can be intro-
duced:

A = (p2 − p3)/(p2 + p3) . (3.62)

Scattering anisotropy A varies between zero and one, defining the relation be-
tween the second and the third eigenvalues, namely the difference of the secondary
scattering mechanisms. entropy for smooth surfaces becomes zero, implying a non-
depolarizing scattering process described by a single-scattering matrix, and in-
creases with surface roughness. Depolarizing surfaces are characterized by non-zero
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entropy values. However, A can be zero even for rough surfaces. For surfaces charac-
terized by intermediate entropy values, a high scattering anisotropy A indicates the
presence of only one strong secondary scattering process, while a low anisotropy in-
dicates the appearance of two equally strong scattering processes. For azimuthally
symmetric surfaces, p2 = p3 and A becomes zero (Cloude and Pottier, 1996). In
this sense, the anisotropy provides complementary information to the entropy and
facilitates the interpretation of the surface scatterer.

Finally, eigenvalue–eigenvector decomposition of the coherency matrix in Eq. (3.59)
provides one more metric: the alpha angle α, representing the dominant scattering
mechanism and calculated from the eigenvectors and eigenvalues of J:

α =

3∑
i=1

(αipi) , (3.63)

where αi are the scattering mechanisms represented by the three eigenvectors:
α = 0 corresponds to a surface scattering, α = 45◦ to a volume scattering, and
α = 90◦.

Another set of polarimetric metrics to characterize the scattering scene can be
deduced from Pauly decomposition of the scattering matrix in Eq. (3.55) (Lee and
Pottier, 2009). In accordance with this decomposition, the scattering matrix S is
represented as the complex sum of the Pauli matrices. The elementary scattering
mechanisms are associated with corresponding basis matrices:

S =
a√
2

(
0 0
0 1

)
+

b√
2

(
0 0
0 −1

)
+

c√
2

(
0 1
1 0

)
+

d√
2

(
0 −i
i 0

)
, (3.64)

where a, b, c, and d are complex and given by

a = (sHH + sVV )/
√
2, b = (sHH − sVV )/

√
2

c = (sHV + sVH )/
√
2, d = i(sHV − sV H)/

√
2 . (3.65)

In the monostatic case, where sHV = sVH , the Pauli matrix basis can be reduced
to the first three matrices, yielding d = 0.

The Pauli decomposition determines following three scattering mechanisms
characterizing the target under consideration: |a|2 determines the power scattered
by the targets characterized by single- or odd-bounce; |b|2 determines the power
characterized by double- or even-bounce; |c|2 determines the power characterized
by a deplane oriented at 45◦. The scattering mechanism represented by |c|2 refers
to backscattering with orthogonal polarization. One of the character examples of
this is the volume scattering produced by the forest canopy.

The scattering patterns are described by four independent variables: the ellip-
ticity and orientation of the incident wave, and the ellipticity and orientation of
the backscattered wave. However, using all four of these variables would result in
a response that would be too cumbersome and complicated to interpret. There-
fore, for clearness, only two variables are used at a time to interpret the scattering
patterns – the ellipticity and orientation angle of the incident wave. This yields
two signatures – the co-polarization and cross-polarization signatures introduced
in van Zyl et al. (1987), Agrawal and Boerner (1989), and McNairn et al. (2002)
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(see Fig. 3.3). In the co-polarization case, the polarization of the scattered wave is
the same as the polarization of the incident wave, while, in the cross-polarization
case, the polarization of the scattered wave is orthogonal to the polarization of the
incident wave.

Fig. 3.3. Example of the polarization signature. From McNairn et al. (2002).

The height of the pedestal (see Fig. 3.3) is an indicator of the presence of an
unpolarized scattering component, and thus the degree of polarization of a scat-
tered wave (van Zyl et al., 1987). Signatures with significant pedestals are typical
of targets that are dominated by volume scattering or multiple surface scattering.
Evans et al. (1988) reported that pedestal height was directly proportional to veg-
etation density. Ray et al. (1992) and van Zyl (1989) noted that pedestal height
was related to surface roughness, with increases in roughness resulting in higher
pedestals.

Although not unique, a polarization signature capturing many scattering char-
acteristics of the target, at all polarizations, is informative and can indicate the
scattering mechanisms dominating the target response. Since different scattering
mechanisms give different polarization signatures, they could be extracted from the
measured Mueller matrix. The ‘building blocks’ of such interpretation of the mea-
sured Mueller matrix are the following scattering mechanisms: (i) double-bounce
scattering; (ii) Bragg scattering; (iii) single (odd) bounce scattering; (iv) cross-
scattering (see, e.g., Dong et al., 1996). Since measurements for independent scat-
tering mechanisms can be added incoherently (van de Hulst, 1957; Kim et al.,
1987), the total Mueller matrix can be represented as a sum of the above basic
scattering mechanisms. A number of additive decompositions of the scattering and
Mueller matrix can be found elsewhere (Cloude and Pottier, 1996, 1997; Touzi et
al., 2004).

Double-bounce scattering models are typically the scattering from the dihedral-
corner-reflector-like structures such as the trunk-ground structure in forested ar-
eas and the wall-ground structures in urban areas. It has been shown (Dong and
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Richards, 1995b) that the scattering matrix for this mechanism can be written as

S1 =

(
1 0
0 (1/

√
α) exp(iδ)

)
, (3.66)

where α and δ are referred to as the polarization index, defined as the ratio of
HH to VV polarization response, and polarization phase difference, defined as
the phase difference between HH and VV backscattered responses. For the trunk-
ground structure, α ≈ 4− 6 and δ ≈ 140− 160◦ (Dong and Richards, 1995a). The
Mueller matrix for the double-bounce scattering has the form

M1 =

⎛
⎜⎜⎝

(α+ 1)/2α (α− 1)/2α 0 0
(α− 1)/2α (α+ 1)/2α 0 0

0 0 (1/
√
α) cos δ −(1/

√
α) sin δ

0 0 −(1/
√
α) sin δ −(1/

√
α) cos δ

⎞
⎟⎟⎠ . (3.67)

Bragg scattering models the scattering from slightly rough surfaces, such as sea
surface (Valenzuela, 1967; Elachi, 1987). The Mueller matrix of the Bragg scattering
is

M2 =

⎛
⎜⎜⎝

(α+ 1)/2α (α− 1)/2α 0 0
(α− 1)/2α (α+ 1)/2α 0 0

0 0 (1/
√
α) 0

0 0 0 −(1/
√
α)

⎞
⎟⎟⎠ , (3.68)

where the mean polarization index value α < 1, the mean polarization phase dif-
ference value δ is zero, and the Bragg scattering undergoes a single bounce.

The single-bounce scattering models are direct specular reflections from the
ground surfaces or from building roofs perpendicular to incident waves, etc. The
Mueller matrix for this mechanism is

M3 =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟⎟⎠ . (3.69)

The co-polarized response from forest crown volume backscattering can be included
in this mechanism. If the orientations of leaves, twigs, and small branches are as-
sumed to be uniformly distributed, the backscattering response will be independent
of polarization, giving the same HH and VV responses. The backscattering from
the trihedral-corner-reflector-like, wall–wall–ground structures can also be classi-
fied into this mechanism, since the scattering undergoes odd bounces (Dong et al.,
1996).

The polarimetric response of a point or distributed target can generally consist
of the co- and cross-polarized responses. If the total cross-polarized component is
of interest, it can be assumed theoretically that the total cross-polarized response
is caused by a hypothetical cross-scattering mechanism whose scattering matrix is

S4 =

(
0 1
1 0

)
, (3.70)
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and the corresponding Mueller matrix is

M4 =

⎛
⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠ . (3.71)

3.5 Applications of optical and radar polarimetry

Optical and radar polarimetry have recently demonstrated their unique abilities in
identification, characterization, and classification of anisotropic media and point or
distributed targets of various natures. Some of their applications will be discussed
in this section. However, a comprehensive survey would here be impossible through,
on the one hand, naturally restricted space of the chapter and, on the other, all
applications considered below actually deserve to date the individual books to be
discussed systematically. Thus, we select a few representative examples taken from
different terrestrial problems. Additionally, in all cases below, we concentrate on
polarimetric results literally. For more calculation, technical details, etc., one should
refer to the corresponding bibliography.

3.5.1 Vegetation

Complete radar polarimetry has evidently provided inherent advantages over opti-
cal polarimetry in vegetation monitoring due to its ability to penetrate the vege-
tation cover and obtain information of the underlying soil surface. Several exper-
imental and theoretical studies have been carried out in the last few decades to
investigate the sensitivity of microwave polarization sensors to the vegetation and
soil parameters. In this subsection, we concentrate on results of radar polarimetry
of different types of vegetation and trees. Some recent results obtained in optical
range, particularly Mueller polarimetry of the different types of leaves at visible
levels, are discussed as well.

Imhoff et al. (1986) and Hess et al. (1990) demonstrated that, when the inci-
dent wave propagates through the entire canopy and reaches an underlying highly
reflecting surface, mangrove forests and flooded vegetation exhibit enhancement
of the backscattering coefficient for the co-polarizations HH and VV by a factor
of up to 10 dB, depending on the magnitude of canopy attenuation and thus on
radar parameters and vegetation type. This originates from double-bounce returns
or multiple scattering between the water surface and forest components (Engheta
and Elachi, 1982; Richards et al., 1987; Wang and Imhoff, 1993; Wang and al.,
1995). At the same time, the cross-polarization HV originating from multiple scat-
tering within the canopy layer does not exhibit any particular enhancement.

In Mougin et al. (1999), experimental results obtained over mangrove forests
of French Guiana with the NASA/JPL AIRSAR have been presented. The further
challenge is to provide a physically based interpretation of observed polarimetric
radar signatures of mangrove forests (Proisy et al., 2000). To this end, it seems rea-
sonable to use the polarimetric scattering model of Karam et al. (1995) to simulate
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the response of mangrove canopies aimed at identifying the dominant scattering
mechanisms in the radar–forest interactions. In compliance with this model, the
forest is treated as a multilayer medium over a rough surface. The layers represent
the canopy volume, and the rough surface delineates the soil interface. Each layer
contains the tree constituents, namely trunks, branches, and leaves. The branches
and trunks are modeled as randomly oriented finite cylinders and the leaves are
modeled as randomly oriented elliptic discs. All the scatterers are assumed to be
uniformly oriented in the azimuth direction.

The study site, named Crique Fouillee (52◦19′W, 4◦52′N), is a 2.5×32.5 km area
allocated along the coast of French Guiana. On this test site, three development
stages of mangrove forests are present: pioneer, mature, and declining stages. The
pioneer stage consists of a very homogeneous canopy dominated by the gray man-
grove (Laguncularia racemosa). Tree density is high, ranging from about 10,000 to
40,000 stems per hectare. Mean tree height lies between 0.8 and 7.7 m. The mature
stage is dominated by the white mangrove (Avicennia germinans), with a tree den-
sity ranging between 500 and 2,000 stems per hectare. Mean tree height is about
15 m, reaching a maximum of 25 m for the dominant species. The declining stage
shows more heterogeneous canopies, including two strata: a high single-species stra-
tum composed of the white mangrove and a lower stratum of the red mangrove
(Rhizophora ssp.). Tree density is low, from about 300 to 600 stems per hectare.
Overall, the considered forest stands consist of closed canopies. The topography of
the study site is nearly flat. (More details about the study site can be found in
Fromard et al. (1998), Mougin et al. (1999), and Proisy et al. (2000).)

From the delivered data, the average Mueller matrix is formulated, and then
used to determine the following quantities for each frequency: the backscattering
coefficients σVV , σHH , and σHV (for the HH, VV, and HV polarizations, respec-
tively), the co-polarized σVV /σHH ratio, and the two cross-polarized σHH /σHV

and σVV /σHV ratios.
Preliminary experimental observations on the relations between mangrove pa-

rameters and backscattering coefficients were reported in Mougin et al. (1999). Re-
sults show that, for all frequencies, there is a positive relation between σii and total
biomass, with the largest sensitivity to biomass found at P -band (0.44 GHz) HV
and L-band (1.225 GHz) HV. Moreover, strong differences are observed between po-
larizations at L-band and P -band below a biomass value of about 100–150 tDM/ha
(tons of dry matter per hectare). Above this threshold, co- and cross-polarization
ratios reach small and constant values.

The mangrove stands are modeled as multilayer media above a rough semi-
infinite interface. The young stands are modeled with one or two layers, whereas
three layers are necessary for the oldest stands (Fig. 3.4).

Figure 3.5a shows the comparison between simulated backscattering coefficients
versus total biomass and observed backscatter at C-, L-, and P -band. The three
main contributions to the total response also are plotted, namely the soil-scattering
component, the volume-scattering component, and the double-bounce scattering
component (see Fig. 3.5b). The soil term is the surface response attenuated by the
canopy layer. The volume term consists of the scattering from the tree components
up to the second order. The double-bounce term corresponds to the interaction
between the tree components and the ground.
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Fig. 3.4. Geometry of the mangrove forest model. From Proisy et al. (2000).

Fig. 3.5. Simulated (−) and experimental data (•) versus total biomass at C-, L-, and
P -band: (a) backscattering coefficients and (b) polarization ratios. From Proisy et al.
(2000).

On the whole, P -band provides the most pronounced polarimetric patterns.
Among the polarimetric parameters, the polarization ratio is found to be most
informative and useful for analyzing scattering mechanisms for discriminating be-
tween various forest stages.

Validation of the above-mentioned three-layer canopy model is carried out for
another type of canopy – coniferous trees (Karam et al., 1995). This is done in
two steps. First, computed backscattering coefficients are compared to experimen-
tal data. The computed backscattering coefficient is broken down into individual
contributions from different scattering mechanisms in order to develop an under-
standing of the relation between the backscattering coefficients and different forest
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biophysical parameters. The microwave data were retrieved from multipolarization,
multifrequency synthetic aperture radar (SAR) images acquired over a coniferous
forest in Les Landes Forest, in south-western France, near Bordeaux, during the
MAESTRO-I campaign. The data were acquired with the NASA 1 JPL AIRSAR
system, which operates at P -band (0.44 GHz), L-band (1.225 GHz), and C-band
(5.3 GHz) (Held et al., 1988).

This test site is the largest pine plantation forest in Europe. The forest is almost
totally formed of maritime pine (Pinus pinaster). It is managed in a consistent
fashion in order to ensure that the canopy remains homogeneous. The test site
under consideration consists of an area 7× 10 km, comprising quasi-uniform large
stands with a mean area of about 25 hectares. The stands are rectangular in shape
and delimited by fire protection tracks. Most of the stands are artificially sown,
generally in rows of 4 m spacing. The rows follow an east–west direction on the
test site. The test area includes many clear cuts and a range of classes varying from
seedlings to stands over 46 years old. Consequently, these stands provide a wide
range of variability of the relevant forest parameters to the model, such as density,
diameter at breast height (dbh), tree height, and standing biomass. In particular,
standing biomass ranges from 0 to 150 tons of dry matter per hectare.

As an example, Fig. 3.6a shows the prediction of the three-layer model against
experimental data for P -bands. Each figure shows VV, VH, and HH polarizations.
Figure 3.6b shows the individual contributions from those scatterers, which, accord-
ing to the model, most affect the total backscattering coefficient. The contributions
shown are limited to those from bare soil; single-bounce scattering from the nee-
dles, branches, and trunks; and double-bounce scattering involving the needles,
branches, trunks, and the ground.

In Fig. 3.6a, more dynamic range is obtained in the case of cross-polarization
than co-polarization. Figure 3.6b shows that, for younger trees, both the single-
bounce scattering from branches and the double-bounce scattering of the trunk–
ground interaction make significant contributions. As the trees grow older, the
trunk–ground contribution becomes less significant, and the contribution from the
branch dominates. This dominance is more obvious in the case of VV polarization
than HH. On the other hand, the VH backscattering coefficient is due almost solely
to the long branches, for all ages. Therefore, for P -band and VH polarization, the
dynamic range observed reflects the physiological changes in the long branches as
the canopy age increases.

An empirical relation between biomass and age reflecting the fact that the
growth of trees tends to slow down as the canopy becomes older has been suggested
in the form

Biomass =
√
463.85 age − 2938 . (3.72)

The relation in Eq. (3.72) was used to obtain the total aboveground biomass for the
ages (excluding the clear cuts) for which ground truth was available (see Fig. 3.7
for biomass as a function of tree age).

The Lear Area Index (LAI) is a dimensionless variable that measures the
amount of leaf area per area unit ground surface, and may be used to describe
the health of the forest after an insect attack, for example (e.g., Salberg et al.,
2009; Solberg et al., 2009). The use of polarimetric radar data has shown great
potential for obtaining precise estimates of the LAI of boreal forests (Manninen et
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Fig. 3.6. (a) Comparison between computed and measured values of the backscattering
coefficients at P -band as a function of the tree age; (b) backscattering coefficients at P -
band as a function of the tree age. The contributions are broken down into single-bounce
and double-bounce scattering. From Karam et al. (1995).

al., 2005), rice fields (Durden et al., 1995), and corn, sorgum, and wheat (Ulaby et
al., 1984).

There exist a few models of the backscatter as a function of LAI for forest
vegetation. These models are in general very complex, and an inverse function
(i.e., a function describing LAI as a function of radar backscatter) is more or less
impossible to obtain (Freeman and Durden, 1998). Manninen et al. (2005) showed
that LAI of Norway spruce and Scots pine were well explained by the backscattering
ratio VV /HH. In their study, they obtain for single measurement

LAI = a0 + a1(σVV /σHH ) (3.73)
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Fig. 3.7. (a) Comparison between computed and measured backscattering coefficient as
a function of total tree biomass showing VH polarization and (b) biomass as a function
of tree age both at P -band. From Karam et al. (1995).

and for multiple measurements

LAI = a+ b1(σVV 1/σHH1) + · · ·+ bk(σVVK/σHHK ) , (3.74)

where K is the measurement number.
In Salberg et al. (2009), a simple quadratic model to predict the LAI from the

backscatter measurements has been used:

LAI = a0 + a1σHH + a2σ
2
HH + a3σXX + a4σ

2
XX + a5σVV + a6σ

2
VV , (3.75)

where σHH , σVV , and σXX denote the backscatter with horizontal, vertical, and
cross-polarization, respectively.

The area of investigation is situated at Palokangas east in Finland, about
62◦52′23′N, 30◦54′10′E. The image of the test site acquired on August 28, 2007, is
shown in Fig. 3.8.

Figure 3.9 shows the estimates of the LAI from backscatter HH and VV
(Fig. 3.8). Here, the cross-polarization terms are not included. The main elements
within a forest canopy are individual trees, leaves, branches, and trunks. All of
these elements act as scatters and may strongly influence the backscatter patterns.
The magnitude of each of these backscatter components depends on wavelength,
polarization, angle of incidence, and many more terrain and canopy parameters.
Therefore, scatterings by these elements are individual problems, which are impor-
tant for studying the scattering and polarization properties of these elements by
themselves and play a crucial role in understanding canopy scattering as a whole.
Further, we consider the scattering of microwaves and optic radiation by different
trees and leaves.

In Narayanan et al. (1988), Borel and McIntosh (1990), Mead and McIntosh
(1990, 1991), and Chang et al. (1992), measurements of the Mueller matrices at
95 GHz (3.07 mm) and 225 GHz (1.3 mm) of four individual trees – eastern cotton-
wood and weeping willow which have vertically oriented leaves (erectophil), silver
maple which has horizontally oriented leaves (planophil), and white pine, a conifer
having needles which are less than 0.5λ in diameter – have been carried out.



114 Sergey N. Savenkov

Fig. 3.8. Images of the scene with 20× 20 m pixel resolution. Upper/left: HH -polarized.
Upper/right: HV -polarized. Lower/left: VV -polarized. Lower-right: Linear decomposition
RGB = (HV ,HH ,VV ). From Salberg et al. (2009).

Fig. 3.9. Lear Area Index (LAI) versus backscatter HH (right) and VV (left) (August
28, 2008). From Salberg et al. (2009).

Measured co-polarized and cross-polarized signatures for all four trees are shown
in Fig. 3.10a–h. Note that the signatures at τ = ±45◦ are non-zero as a result of
unpolarized energy in the scattered wave. The greater unpolarized energy in the
white pine’s response is illustrated in Fig. 3.11d, where, for all four trees, the power-
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Fig. 3.10. Co-polarized and cross-polarized signatures: (a) and (b) eastern cottonwood;
(c) and (d) weeping willow; (e) and (f) silver maple; and (g) and (h) white pine trees,
respectively. From Mead and MacIntosh (1991).
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Fig. 3.11. Scatter plots of received polarization states: (a) eastern cottonwood; (b) weep-
ing willow; (c) silver maple; and (d) white pine. From Mead and MacIntosh (1991).

weighted histograms of the receive polarization state as a function of azimuth ϕ
and ellipticity τ for vertical transmit polarization are presented.

As can be seen, at 225 GHz, the two erectophil trees (cottonwood and willow)
are the most highly polarized, the white pine (conifer) is the least polarized, and
the silver maple (planophil) falls roughly in between.

These results are of interest to compare with complete polarimetric data pre-
sented in Dong et al. (1996) for eucalypts at P -, L-, and C-bands measured in
Gippsland, Australia (see Fig. 3.12).

It can be seen that pedestals are high for all bands. The authors explained
this by the significance of the responses of RR (right-handed transmission and
right-handed receiving) and LL (left-handed transmission and receiving) circular
polarizations. The VH component contributes also to the pedestals. Eucalypts in
the studied site are quite sparse, with less than 25% closure of their crowns. This
can manifest in double-bounce scattering between underlying vegetation and the
ground surface.

To study the dependence of scattering on leaf orientation, in Mead and MacIn-
tosh (1991), the variability of percent polarization versus footprint location within
a single tree canopy was measured. Figure 3.13 shows the approximate locations
of the center of the radar footprints (A–F) within the tree crown of an eastern
cottonwood tree which was approximately 20 m tall by 10 m wide and results for



3 Polarimetry in terrestrial applications 117

Fig. 3.12. Co- (top) and cross-polarization (bottom) signatures for eucalypts at (a) P -
band; (b) L-band; and (c) C-band. From Dong et al. (1996).

Fig. 3.13. (a) Locations of the center of the footprints (A–F) within the tree crown of
an eastern cottonwood tree; (b) results for the percent polarization for the three linear
transmit polarizations V , H, −45◦, and right-handed circular polarization. From Mead
and MacIntosh (1991).

the percent polarization for the three linear transmit polarizations V , H, −45◦,
and right-handed circular polarization.

From Fig. 3.13, there is a considerable difference in percent polarization for
the central measurement point A versus the measurement point F at the edge of
the crown. This difference relates apparently to the predominant orientation of
leaves for these points: at point A, leaves are perpendicular to the direction of the
propagation, whereas the average leaf normal near the edge of the crown (points
F and E) is more likely to be at a large angle with respect to the direction of
propagation. At the same time, for point A, the percent polarization measured for
the eastern cottonwood and weeping willow trees, which have significantly different
leaf shapes, turned to be nearly equal. This suggests that the angular distribution of
the leaves is dominant for scattering compared to the leaf shape and size, provided
that the leaves are significantly larger than a wavelength in length and width.
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Thus, the polarization characteristics of the trees are varied according to species
and location on crown. A further important aspect is whether there exists any vari-
ability of the polarimetric behavior for a given tree species. Evidently, it would be
reasonable to make such measurements for coniferous trees, because white pine has
an angular distribution of needles that is practically uniform and the scattering is
expected to depend on the footprint location. The Mueller matrices of 11 indepen-
dent footprints from seven individual white pine trees were measured (Mead and
MacIntosh, 1991). The averaged Mueller matrix and the standard deviation matrix
are⎛
⎜⎜⎝

1.044 −0.006 0.007 −0.011
−0.097 0.739 0.020 −0.005
−0.021 −0.027 0.749 0.144
0.003 −0.014 0.088 −0.532

⎞
⎟⎟⎠ and

⎛
⎜⎜⎝

0.0073 0.0129 0.0129 0.0110
0.0085 0.0097 0.0093 0.0073
0.0076 0.0091 0.0091 0.0076
0.0040 0.0123 0.0082 0.0081

⎞
⎟⎟⎠ .

(3.76)

This indicates little variability between the polarimetric behavior for a given tree
species.

Light scattering from leaves has been the subject of many previous studies (see,
e.g., Martin et al. 2010, and references therein) but only a few (e.g., Posperge-
lis, 1969; Krishnan and Nordine, 1994; Savenkov et al., 2003, 2004; Savenkov and
Muttiah, 2004; Martin et al., 2010) address the Mueller matrix measurements and
these have mainly been single-wavelength (633 nm), multiple-incidence angle mea-
surements.

Savenkov et al. (2003, 2004) reported Mueller matrices at a fixed wavelength
(633 nm) with normal incidence and backscattering angles for English oak and
wheat leaves. Krishnan and Nordine (1994) reported Mueller matrices for yew and
maple leaves at 633 nm with a fixed incidence angle of 40◦ measuring the reflected
light from the leaf surface. In Martin et al. (2010), measurement geometry assumes
the angle of incidence on the sample is 45◦ and the light scattered is measured at
a fixed angle of 135◦. The spectral range is from 345 to 1,020 nm, with a gap at
510–550 nm for three leaf samples: Arabidopsis thaliana (aka Thale Cress), English
oak (Quercus robur), and Ficus benjamina. Results for English oak presented in
Savenkov et al. (2003) are consistent with those measured in Martin et al. (2010),
at 630 nm.

Structures of the Mueller matrices for transmitted and backscattered light re-
ported in Savenkov et al. (2003) have the forms

Mtr =

⎛
⎜⎜⎜⎝

mtr
11 0 0 0

0 mtr
22 0 0

0 0mtr
33 0

0 0 0 mtr
44

⎞
⎟⎟⎟⎠ and Mbsc =

⎛
⎜⎜⎜⎝

mbsc
11 mbsc

12 0 0

mbsc
21 mbsc

22 0 0

0 0mbsc
33 0

0 0 0 mbsc
44

⎞
⎟⎟⎟⎠ .

(3.77)

It is interesting that Krishnan and Nordine (1994) obtained the same structure of
the Mueller matrices as Eq. (3.77) for yew and maple leaves, but with considerably
greater (negative) values for elements m12 and m21. The degree of polarization of
light reflected by plant-leaf surfaces in their experiments was largely explained as
the result of higher external and smaller internal scattering by the leaves.
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It turned out that the most informative parameters for leaf type identification
(coniferous or deciduous) (Krishnan and Nordine, 1994), for estimation of changes
to water vapor concentration (Savenkov et al., 2003), and for testing of leaf virus
infection (Savenkov et al., 2004) were the single depolarization metrics: degree of
polarization (linear and/or circular, Eq. (3.4)) and Cloude’s entropy (Eq. (3.48)).
Figures 3.14 and 3.15 show the degree of polarization as a function of input light for
a fresh leaf and a day-old leaf for transmitted (observation angle 0◦) and backscat-
tered (observation angle 170◦) light, respectively. Figure 3.16 shows Cloude’s en-
tropy for wheat infected by WSMV (the wheat streak mosaic virus) with various
infection developments for forward- and backscattered light.

Fig. 3.14. Degree of polarization as a function of input light azimuth and ellipticity for
(a) a fresh leaf and (b) a day-old leaf for transmitted light at observation angle 0◦. From
Savenkov et al. (2003).

Fig. 3.15. Degree of polarization as a function of input light azimuth and ellipticity for
(a) a fresh leaf and (b) a day-old leaf for backscattered light at observation angle 170◦.
From Savenkov et al. (2003).
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Fig. 3.16. Dependencies of the entropy versus the observation angle for wheat leaves
grown under field conditions: (1) wheat infected with the wheat streak mosaic virus
(WSMV) (infection development four points); (2) wheat infected with WSMV (infec-
tion development three points); (3) wheat infected with WSMV (infection development
two points); (4) healthy wheat; (5) wheat infected with WSMV (infection development
one point). From Savenkov et al. (2004).

The backscattering coefficients for a tall-grass field, the biomasses, leaf moisture
contents, and soil moisture contents are measured in Oh (2008) with a polarimetric
L-band scatterometer. For computing the radar backscattering coefficients of veg-
etated surfaces, the radiative-transfer model was suggested. This model includes
five basic scattering mechanisms as shown in Fig. 3.17: (1) directly backscattering
from the vegetation canopy, (2) forward-scattering from the vegetation layer and
then reflecting from the soil surface, (3) reflecting from the soil surface and then
forward-scattering from the vegetation layer, (4) reflecting from the soil surface,
then backscattering from the vegetation layer, and reflecting again from the soil
surface, and (5) direct backscatter contribution of the underlying soil surface with
two-way attenuations through the vegetation layer.

Fig. 3.17. Scattering mechanisms of the radiative-transfer model. From Oh (2008).
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A proposed model was used for analysis of a set of polarimetric measurement
data acquired using the Hongik Polarimetric Scatterometer system at 1.85 GHz
from a tall-grass field at an incidence angle of 40◦ for a period of 2 months in 2006
with various soil moisture conditions and a fixed-surface roughness. The measured
ground-truth data have the following values: the vegetation height h = 72 cm,
averaged leaf length Lleaf = 60 cm, averaged leaf width Wleaf = 2 cm, leaf density
Nleaf = 800/m2, surface root-mean-square (r.m.s.) height s = 2.35 cm, and surface
correlation length l = 34.5 cm. The measured volumetric soil moisture contents mv

have a range from 0.17 cm3/cm3 to 0.38 cm3/cm3 during the experiment period.
The measured co-polarized ratio p = σHH /σVV and cross-polarized ratio

q = σHV /σVV of the tall-grass field, as well as the HH -, VV -, and HV -polarized
backscattering coefficients (σVV , σHH , and σHV ), were used to retrieve the soil
moisture and surface roughness. Figure 3.18 demonstrates that the scattering mo-
del agrees quite well with the measured parameters.

Fig. 3.18. Comparison between the estimated and measured (a) backscattering coeffi-
cients; soil moisture contents using (b) co- and cross-polarized measurements; and (c) only
co-polarized measurements. From Oh (2008).
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The crop residue classification by radar polarimetry was addressed in McNairn
et al. (2002). This is of great importance for land use, economy, and agricultural
production. In this analysis, polarimetric data (HH, VV, and HV ) for the Altona
site, southern Manitoba, acquired on April 12 and October 5, 1994, were used. In
April, the Altona test site consisted of bare agricultural fields with varying surface
roughness and amounts of crop residue cover. The site conditions in October were
similar, although some crops had not yet been harvested.

The incidence angle was approximately 44◦ at the center of the site for the
April and 51◦ for the October measurements. Results for L-band co-polarization
signatures are presented in Fig. 3.19.

From Fig. 3.19a, it can be seen that these surfaces are not rough enough and
do not have enough vegetation to cause significant multiple or volume scattering.
These are the typical cases of surface scattering. The cases of no-till residue fields
(Fig. 3.19b) and senesced crops (Fig. 3.19c) are dominated by multiple and volume
scattering. Evidently, one of the most informative parameters for given test field
characterization is the pedestal height. Larger pedestals are associated with stand-
ing crops and no-till fields. This demonstrates the sensitivity of pedestal height to
multiple and volume scattering.

The potential of polarimetric SAR data in the L- and P -bands was examined
over a Mediterranean vineyard site near Bordeaux in south-western France (Bagh-
dadi et al., 2006). RAMSES images were evaluated to investigate the capacity of
the L- and P -bands to discriminate between the main types of cover present at the
study site: vineyards, grasslands, forests, and bare soil. Forests have a bright tone
that corresponds to volume and multiple scattering (Fig. 3.20).

For this purpose, authors have used the polarimetric metrics frequently emp-
loyed in the literature: backscattering coefficients, co-polarization and depolari-
zation ratios, entropy, alpha angle, and anisotropy.

The difference between vines with wooden stakes and vines with metal stakes
is most marked for L-band and VV polarization or the VV /HH ratio (Fig. 3.21a,
3.21f, 3.21c, and 3.21h).

The results also show that, in L-band, the backscattering coefficient in HV
polarization and anisotropy enables the distinction between forests, grasslands, and
vineyards, and bare soils (see Fig. 3.21b and 3.21g). Vineyards and bare soils have
similar behavior of polarimetric metrics used, except for α (see Fig. 3.21d and 3.21i).
The other polarimetric metrics show insignificant potential for the discrimination
of land cover types.

The results obtained in the P -band show that the potential for discrimination
between the various classes is much lower than that of for the L-band (Fig. 3.21).
Also, the P -band demonstrates considerable variation among the metrics consi-
dered. For example, the HV polarization for vines ranges from about 16 dB in
P -band to 5 dB in L-band (Fig. 3.21b and 3.21g). This may result from the strong
sensitivity of the P -band (high wavelength) to the physical parameters of the en-
vironment.

The potential of L- and P -band polarimetric SAR for the characterization of
vineyards was evaluated: first by row direction (north-east and north-west) and
second by age (young or old). Results are presented in Figs. 3.22 and 3.23.
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Fig. 3.19. L-band co-polarization signatures: (a) tilled fields with lower amounts of
residue; (b) no-till fields; (c) senesced crop prior to harvest. From McNairn et al. (2002).
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Fig. 3.20. Left: the polarimetric images of the study site in L- and P -bands (HH in red,
HV in green and VV in blue). Right: (a) young vines with metal stakes; (b) young vines
with wooden stakes; (c) old vines with wooden stakes. From Baghdadi et al. (2006).

It can be seen from the results presented above that the L- and P -band SAR
data are not suitable for distinguishing either between young vines and old vines or
between the two principal row directions of the vines (parallel and perpendicular
to flight direction), despite the slight differences observed.

Note, however, that the vines considered in this experiment have no foliage and
it is mainly the vine trunks (5 cm in diameter for the young vines and 10–15 cm for
the old vines) and the ground that cause backscattering. Because of that, it should
be relevant to re-examine this when the vines have their leaves, since the increase
in biomass may enable better discrimination between the two age groups.
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Fig. 3.21. The values of polarimetric metrics HH, VV /HH, HV /HH, α, entropy, and
anisotropy in the L- and P -bands for the principal types of land cover (open square,
grassland; solid square, vines with metal stakes; open circle, forest; solid circle, bare soils;
cross, vines with wooden stakes). From Baghdadi et al. (2006).
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Fig. 3.22. The values of polarimetric metrics HH, VV /HH, HV /HH, α, entropy, and
anisotropy in the L- and P -bands as functions of the row direction of the vines (north-east
and north-west). From Baghdadi et al. (2006).
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Fig. 3.23. The values of the polarimetric metrics HH, VV /HH, HV /HH, α, entropy, and
anisotropy in the P -band as a function of vineyard age (solid square, young vines with
wooden stakes; open square, old vines with wooden stakes; solid triangle, young vines with
metal stakes; open triangle, old vines with metal stakes). From Baghdadi et al. (2006).

3.5.2 Soil

The sensitivity of microwaves to the dielectric properties and geometrical surface
structure of bare soil surfaces makes radar remote sensing applicable to a wide
range of environmental issues relating to soil. In particular, the potential to retrieve
soil moisture with high spatial and/or temporal resolution represents a significant
contribution to predictive modeling in hydrology and meteorological modeling, as
well as to economical optimization of agricultural procedures. A major problem
in the quantitative estimation of either soil moisture or surface roughness is the
separation of their individual contributions to the backscattered radar signal. In
this subsection, we consider the use of fully polarimetric measurements to obtain
independent estimates of surface roughness and soil moisture.

Soil surfaces are characterized in terms of their material (dielectric) and geomet-
rical properties. One of the key material parameters is the volumetric soil moisture
content that affects the radar backscatter primarily through its strong influence to
the dielectric constant. Soil moisture is determined by gathering soil samples with
a probe of known volume, weighing them with a portable scale and drying them
in a microwave oven. By using wet M1 and dry M2 soil masses and the volume
V , the volumetric soil moisture values is calculated as ((M1 −M2)/V ) · 100%. On
the other hand, the geometric properties of surfaces are described by the spatial
roughness scales in both the horizontal and vertical directions, through the surface
r.m.s. height and the surface correlation length, respectively.
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In the absence of any simple relationship between the backscattered signal and
the surface parameters, polarimetry plays an important role allowing a direct or
indirect separation of roughness- and moisture-induced effects.

In Hajnsek et al. (2003), the quantitative estimation of roughness and dielectric
constant over a wide range of natural bare surfaces from polarimetric data based on
the model which is an extension of the small perturbation model have been carried
out. The used model is of two components including a Bragg scattering term and
a roughness-induced rotation symmetric disturbance. In order to decouple the real
part of the dielectric constant from surface roughness, the model is addressed in
terms of the polarimetric scattering entropy H, scattering anisotropy A, and alpha
angle α that are derived from the eigenvalues and eigenvectors of the polarimetric
coherency matrix (Cloude and Pottier, 1997).

The performance of the proposed inversion algorithm is tested using fully po-
larimetric L-band (HH, VV, HV, VH ) data against ground measurements collected
over two different test sites: the flat terrain of the river Elbe, characterized by dry
and rough surface conditions, and the hilly terrain of the Weiherbach watershed,
characterized by wet and slight to moderate surface roughness. Experimental po-
larimetric data with a spatial resolution of the single-look complex data in azimuth
of about 0.75 m and in range of about 1.5 m were acquired in April and August
1997 along two 15 km long and 3.2 km wide strips over two test sites.

The experimental scattering matrix data are transformed into a coherency ma-
trix form. Then the coherency matrix data were eigendecomposed to compute the
entropy H (Eq. (3.48)), anisotropy A (Eq. (3.62)), and alpha angle α (Eq. (3.63))
(Cloude and Pottier, 1997). This allows identifying dominant surface scattering
areas. The areas for which H > 0.5 and alpha α > 45◦ are not considered in the
following. Results for surface roughness ks and volumetric soil moisture mv are
presented in Figs 3.24 and 3.25.

The application of the model to experimental data shows good agreement be-
tween the inverted values and ground measurements for surface roughness ks and
soil moisture mv. The inversion accuracy is high enough to point out the seasonal
variation effects: the r.m.s. errors for the Weiherbach test site are much smaller for
the upper soil layer (flight campaign in March), while for the Elbe-Auen test site
the r.m.s. error is smaller in the deeper soil layer (flight campaign in August).

In Hajnsek (2001), it was shown that the model permits robust roughness esti-
mation largely independently of topographic variations of test areas. However, the
challenging problem and the main limitation for surface parameter estimation from
polarimetric data is the presence of vegetation. This leads to overestimations of the
surface roughness and complex dielectric constant – the former due to increasing
of the entropy and decreasing the anisotropy and the last through increasing of the
alpha angle.

The most popular scattering model for vegetated surfaces is the radiative-
transfer model (Tsang et al., 1985). This scattering model, however, is too compli-
cated to be used for the inversion algorithm. In De Roo et al. (2001), for retrieving
soil moisture from radar response, the regression models for the backscattering co-
efficients of a specific vegetation canopy has been used. An approach assuming an
inversion of a simplified scattering model, so-called water-cloud model, which rep-
resents the vegetation canopy as uniformly distributed water particles like a cloud,



3 Polarimetry in terrestrial applications 129

Fig. 3.24. Estimated surface roughness ks, ranging from 0 to 1; not valid areas are
indicated with black. (a) Elbe-Auen test site; (b) Weiherbach test site. From Hajnsek et
al. (2003).

Fig. 3.25. Estimated volumetric soil moisture mv ranging from 0 to 40 (vol.%); not valid
areas are indicated with black. (a) Elbe-Auen test site; (b) Weiherbach test site. From
Hajnsek et al. (2003).
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was proposed by Bindlish and Barros (2001) and Sikdar et al. (2005). The param-
eters of the water-cloud model are derived by fitting the model with experimental
data.

3.5.3 Atmosphere

Evidently, Solar’s radiation budget plays a key role for all living beings on Earth
and it can be dramatically affected by volcanic eruptions injecting into the atmo-
sphere active gases and solid aerosol particles. They can remain there for months
to several years, changing the composition of the atmosphere (Oberbeck et al.,
1983; Snetsinger et al., 1987; Pueschel et al., 1994; Tsitas and Yung, 1996). The
composition and size distribution of the volcanic aerosols can significantly affect
the climate changes (Hansen et al., 1992).

After eruption of Eyjafjallajökull in Iceland, April 2010, it is well known that
volcanic ash clouds that are formed right after the eruption can disrupt the air
traffic of the whole continent. Ash clouds are extremely dangerous to jets. Jet
engines are affected by volcanic ash particles, and these can also produce acid
abrasion of windshields and other surfaces (Rose, 1986; Bernard and Rose, 1990).

The climate can be strongly affected by anthropogenic atmospheric aerosols as
well, in particular, by fly ash clouds which is a by-product (consisting mainly of
clays) of the combustion of coal in electricity power plants (Charlson et al., 1992).

Therefore, studying the scattering and polarization properties of ash particles is
important and useful in order to estimate their effect on Earth’s climate as a whole
and, in particular, in industrial regions where the concentration of anthropogenic
aerosols can be high. Unfortunately, theoretical and numerical techniques are not
suited for realistic polydispersions of volcanic ash particles, because of their wide
ranges of sizes and shapes. Therefore, experimental studies remain an important
source of information on scattering properties of irregular ash particles.

In Volten et al. (2001) and Munoz et al. (2002, 2004), laboratory measurements
of complete Mueller matrices as functions of the scattering angle in the range from
5◦ to 173◦ of several different samples of volcanic ashes and in Munoz et al. (2001)
of fly ash particles at 633 nm wavelength have been reported.

The samples of volcanic ashes include the following: (i) a sample of dacitic
pyroclastic flow from the 1989–90 eruption of Mount St. Helens, Washington; (ii)
andesitic samples from the 1989–90 eruption of Redoubt Volcano, Alaska; (iii)
andesitic ashes from the August 18, 1992, eruption of Crater Peak, Mount Spurr,
Alaska; (iv) two andesitic ash samples from the September 17–18, 1992, eruption
of Crater Peak, Mount Spurr, Alaska; and some others. Details of the volcanic
ashes and fly ash particles’ parameters and of the measurement procedure are in
Munoz et al. (2001, 2004). Particles presented are the examples of the two classes
of small irregular particles (Lumme, 2000): fly ash (aggregates) and the volcanic
ashes (compact particles).

Figure 3.26 presents elements of the complete Mueller matrices as functions of
the scattering angle for the randomly oriented particles of fly ash. The same for
the Mount St. Helens sample of volcanic ash has been presented in Fig. 3.27.

For all samples considered, the elements F13/F11, F14/F11, F23/F11, and
F24/F11 are zero within the experimental errors in the complete measured scat-
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Fig. 3.26. Measured Mueller matrix as functions of the scattering angle for fly ash par-
ticles at 442 nm (triangles) and 633 nm (circles). Solid lines correspond to the average
mineral scattering matrix for compact particles. The domains occupied by the aerosol
measurements presented by Volten et al. (2001) are indicated by shading. From Munoz
et al. (2001).

tering angle range. Therefore, their Mueller matrices have a block-diagonal struc-
ture (see Eq. (3.16)). This allows assuming that these scattering samples consist
of randomly oriented particles with equal amounts of particles and their mirror
particles.

The phase functions F11 for the fly ash particles show a relatively strong in-
crease at backscattering angles, which seems to be related to their shape, compared
to experimental results obtained for all samples of volcanic ashes. For all volcanic
ashes, the phase functions F11 are smooth functions of the scattering angle show-
ing a strong forward peak; they are featureless and flat at side-scattering angles
and have almost no structure at backscattering angles. This scattering behavior
can probably be considered a general property of ensembles of mineral irregular
particles (Jaggard et al., 1981; West et al., 1997; Mishchenko et al., 2000; Volten
et al., 2001). The measured −F12/F11 curves for fly ash particles are found to
differ appreciably from the ones for volcanic ashes. This means that the values of
the degree of linear polarization for the fly ash are generally lower. The shape of
F22/F11 with an increase around 130◦ observed for fly ash was also obtained by
Mackowski and Mishchenko (1996) for monodisperse aggregates of N spheres with
a size parameter of the single sphere of five and N ranging from 2 to 5.
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Fig. 3.27. Measured scattering matrix elements as functions of the scattering angle at
632.8 nm for the Mount St. Helens sample. Error is indicated by bars or is within the size
of the symbols. From Munoz et al. (2004).

The Mueller matrix elements for the volcanic ash samples show relatively few
differences. Nevertheless, disposable differences cannot evidently be attributed to
the shapes of the volcanic particles rather to the size and color of these samples.
Through the relatively small observed differences, authors (Munoz et al., 2004) sug-
gested constructing an average Mueller matrix for volcanic ashes that can be used
for many purposes, particularly in studies of climatic effects of volcanic eruptions
when the actual properties of the volcanic ash are unknown.

One more factor which can make a significant radiative impact on climate is dust
clouds. In many regions of Earth, the atmospheric aerosol component is dominated
by mineral dust. The main source of mineral dust over the globe is probably Saharan
dust. Indeed, large quantities of dust are transported from sources in North Africa
across the Atlantic, covering very large areas (Li et al., 1996; Prospero and Lamb,
2003; Chiapello et al., 2005).

In Munoz et al. (2007), the complete Mueller matrices as a function of the scat-
tering angle of a Sahara sand sample were measured. The samples of particles were
collected from the upper part of a dune in Libya. Thus, these samples mainly con-
sist of large particles, since small particles were blown up by the wind. The Libyan
sand particles in this experiment have the effective radius reff = 124.75 μm and
effective variance veff = 0.15 and a wide variety of irregular, round, and elongated
shapes with occasional sharp edges (Koren et al., 2001; Nousiainen et al., 2003;
Kalashnikova and Sokolik, 2004). Such particles are composed of a variety of dif-
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Fig. 3.28. Measured scattering matrix elements as functions of the scattering angle at
632.8 nm for the Libyan sand sample. Errors are indicated by error bars or are within the
symbols. From Munoz et al. (2007).

ferent minerals. Taking into account previous data (Patterson et al., 1977; Koepke
et al., 1997; Dubovik et al., 2002), it is assumed for the sample’s refractive indices
an average value m = 1.5 + 4× 10−3 i at 632.8 nm. Results of the Mueller matrix
element measurements are presented in Fig. 3.28.

In spite of considerable differences in size, the measured Mueller matrix ele-
ments for the Libyan sand sample, similarly to volcanic ash samples, follow the
general trends presented by irregular mineral particles (see, e.g., Mishchenko et al.,
2000; Volten et al., 2001). Numerical simulations show that the single-scattering
properties of the Libyan sand particles can be reasonably modeled, accounting for
the effects of surface roughness, namely very spiky shapes of the particles combined
with Lambertian surface elements.

Obtained results are expected to improve the accuracy of remote sensing of
desert surfaces. Besides, it is substantial for the understanding of the scattering
properties of asteroid surfaces apparently composed of particles that are large com-
pared to the visible wavelength (Muinonen et al., 2002).
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3.5.4 Contamination

Until now, there has been limited research performed on the capability of radar
polarimetry to detect green macroalgae. Results presented in Shen et al. (2014) are
based on RADARSAT-2 full polarization images which were captured on July 11,
2012, with spatial resolution of 4.7 m in the radar range direction and 4.8 m in
the azimuth. The spatial coverage of the image is the northern part of the Yel-
low Sea, with the coastal region including an area that has suffered invasion by
green macroalgae. The outbreak of these blooms is generally related to coastal
eutrophication resulting from excessive nutrients and pollutants that are dumped
into the ocean from agriculture, aquaculture, industries, and urbanization (Hu et
al., 2010). Thus, early detection of the outbreak of a green macroalgae bloom is
vitally important for decision-making and remedial measures.

Figure 3.29 shows the images for the four full polarizations. It can be seen, that
co-polarization images (HH and VV ) show stronger radar returns over the open
water area than cross-polarization (cross-pol) images (HV and VH ). At that, all
images exhibit clear bright slicks which are related to the green macroalgae patches

Fig. 3.29. A set of polarization images captured on July 11, 2012: (a) HH, (b) HV, (c)
VH, (d) VV polarization; (e) and (f) for phase differences of θVH − θHV and θHH − θVV ,
respectively. From Shen et al. (2014).
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on the ocean surface. Interestingly, the comparison of images for co- and cross-
polarizations yields that, although backscatter from the macroalgae is weaker in
the cross-polarizations (volume scattering) than that in the co-polarizations (Bragg
scattering), they are more clearly evident due to the strong contrast against the
background in the cross-polarizations. The phase difference data, namely θVH−θHV

and θHH −θVV , give similar patterns that result from the amplitudes HH, HV, VH,
and VV, as shown in Fig. 3.29a–d.

For further analysis of the images in Fig. 3.29, the authors suggested generating
the following co- and cross-polarization metrics:

IFco = Re

(
sHH − sVV

sVV

)
, (3.78)

IFcross = Re

(
2sHV − sV H

sVH

)
, (3.79)

where sij represents the elements of corresponding complex scattering matrix for
HH, HV, VH, and VV combinations of polarizations and ‘Re ’ denotes the real part
of the complex number.

The sign differences of IFco and IFcross between green macroalgae areas and
open water resulting from data in Fig. 3.29 make these metrics a perspective for
unsupervised green macroalgae detection. The results generated for the metrics in
Eqs (3.78) and (3.79) are presented in Fig. 3.30.

Fig. 3.30. Coverage of green macroalgae bloom patches detected by metrics defined in
Eq. (3.3) from: (a) co-polarization image; (b) cross-polarization image. From Shen et al.
(2014).
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Comparing the two proposed metrics for co- and cross-polarization images, co-
polarization has a better signal-to-noise ratio than that for cross-polarization and
also has the ability to distinguish land from the macroalgae-covered ocean surface.

Furthermore, Fig. 3.30 gives a possibility to obtain an estimate of the total
amount of the green macroalgae on the ocean surface. Indeed, of the 22.95 km2 total
spatial coverage that is observed by the image, 0.36 km2 is detected to be covered
by green macroalgae from the co-polarization data (Fig. 3.30a) and 0.20 km2 from
the cross-polarization data (Fig. 3.30b). Assuming a conservative density of algae
of 1.0 kg/m2 (Hu et al., 2010), this suggests a total of 360 tons and 200 tons of
algae, respectively, for the area under consideration.

In Huang et al. (2014), the results on the scattering properties of supraglacial
debris in L- and C-bands has been presented. The site under consideration is the
Koxkar (Koxicar) glacier, which lies on the south slope of Mountain Tuomuer, West
Tianshan, China (see Fig. 3.31).

It is a large mountain valley glacier, with an altitude ranging from 6,342 to
3,020 m. The glacier is 25 km long and covers an area of 83.6 km2. The Koxkar
glacier and other large valley glaciers in the Mountain Tuomuer area are charac-
terized by the presence of debris covering most of the ablation zones. The debris
thickness on the Koxkar glacier increases from zero at approximately 3,900 m to
over 2 m near the front (Xie et al., 2007). The debris is very loose and mainly
composed of fragments of broken stones.

The data considered are the Phased-Array L-band SAR (PALSAR) of the Ad-
vanced Land Observing Satellite (ALOS) and the C-band RADARSAT-2 quad-
polarization SAR. For analysis of the data to determine the average or dominant
scattering mechanism, the target decomposition is performed (Cloude and Pottier,
1996).

Fig. 3.31. The Koxkar glacier. From Han et al. (2010).
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Fig. 3.32. The backscatter coefficients acquired from Advanced Land Observing Satellite
(ALOS) and RADARSAT-2 polarimetric synthetic aperture radar (SAR) images along the
central flow line of the Koxkar glacier. From Huang et al. (2014).

Backscatter coefficients of the Koxkar glacier along central flow line (Fig. 3.31)
in the ablation zone for the L- and C-band are shown in Fig. 3.32.

It can be seen that, in co-polarizations (HH and VV ), the backscatter coeffi-
cients of the ice and debris are similar in both the L- and C-bands, while cross-
polarization (HV ) demonstrates a distinct contrast between ice and debris.

The target decomposition enables obtaining additional information on the
glacial scattering mechanisms. The results of H/A/α decomposition are presented
in Fig. 3.33.

Indeed, according to Fig. 3.33, at the distance between 0 km and L1 (L1 is
the same as for Fig. 3.32), the alpha values of the ice are lower than 30 and the
entropy is approximately 0.3 in both the L- and C-bands. This indicates that
surface scattering is dominant in this range of distance. In what follows, the values
of alpha and entropy behave differently in L- and C-bands. In the L-band, the alpha
value increases from approximately 20 to 40 and the entropy also increases between
L1 and L2 – that is, in debris-covered zones. This means that volume scattering
increases. The main reason causing this is the change in debris thickness. In the
C-band, the change from surface scattering to volume scattering is not observable.

So, the volume scattering rises with the debris thickness when the debris is thin-
ner than its penetration depth determined by radar wavelength and the extinction
coefficient of the debris (Ulaby et al., 1986).

Figure 3.34 presents the results of the Pauli decomposition.
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Fig. 3.33. The values of alpha and entropy extracted along the central flow line of the
glacier. The horizontal dashed line represents the average value in different regions. From
Huang et al. (2014).

Fig. 3.34. The Pauli decomposition parameters extracted along the central flow line of
the glacier. L1 and L2 correspond to their position in Fig. 3.33. From Huang et al. (2014).
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In the L-band, the value of volume scattering in the ice zone is –10 dB and this
value increases slightly between L1 and L2 and remains practically constant further.
In the C-band, the sharp changing between the ice and debris zones is observed.

Polarimetric SAR images are promised for debris mapping and, in future work,
more detailed parameters (such as the moisture, fragment size, and component)
of the debris are needed to evaluate their influence on debris thickness and extent
recognition.

3.5.5 Sea ice and water

In Geldsetzer and Yackel (2009), the utility of satellite-based dual-polarization C-
band imagery for discriminating sea ice types and open water in winter (i.e., at air
temperatures of less than −5◦C) was investigated. The topicality of this problem
results from the necessity to monitor the Arctic ecosystem and marine cryosphere,
consisting of sea ice and its snow cover, whose variability considerably impacts the
climatic, oceanographic, biological, cultural, and economic systems of the Arctic.

In this research, the following nomenclature for sea ice is adopted: all new, nilas,
and young ice types are united under the term ‘thin ice’, and all old ice types are
referred to as ‘multi-year sea ice’ (MYI) and first-year sea ice (FYI). The study
area encompasses the waters surrounding Cornwallis Island, Nunavut, Canada (see
Fig. 3.35).

Fig. 3.35. Study area around Cornwallis Island, Nunavut, Canada. Letter codes re-
fer to ice-type classifications delineated by the Canadian Ice Service for April 1, 2004.
From Geldsetzer and Yackel (2009); source: Canadian Ice Service, Environment Canada
(http://ice-glaces.ec.gc.ca).

http://ice-glaces.ec.gc.ca
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Data for Fig. 3.35 are compiled by human operators based on in situ visual
observations from shore, ship, or reconnaissance aircraft.

Figure 3.36 presents co-polarization signatures σ0
HH , σ0

VV , and the co-polariza-
tion ratio

γco =
σ0
VV

σ0
HH

, (3.80)

generated for study area data (Fig. 3.35). The co-polarization ratio is routinely
used to quantify the difference between backscatters of vertical and horizontal
polarizations. All images are enhanced via Gaussian stretch.

Comparative interpretation of the composite image (right part of Fig. 3.36),
together with associated ice chart (Fig. 3.35) shows that the study area represents a
broad nomenclature of ice types and open water. At that, composite image provides
more visually distinct and varied backscatter signatures compared with single-
polarization imaging (Fig. 3.36a and 3.36b) and the addition of co-polarization
ratio data enhances ice and water features that have polarization differences.

MYI existing as floes frozen within FYI (gray areas) is characterized by high
values of σ0

HH and σ0
VV . The values of σ0

HH and σ0
VV for rough FYI are lower

than that of MYI, while values of ratio γco are almost equal (Fig. 3.36c). Smooth
FYI appears as both dark blue (with positive γco values) and brown areas (with
negative γco values) located vertically through the center of the image, in the
north-east corner, and in isolated areas between the MYI and rough FYI.

Fig. 3.36. Dual-polarization images for a portion of the study area, April 2004, 0345
UTC – left: from up to bottom (a) σ0

HH , (b) σ0
VV , (c) γco , and right: σ0

HH (red), σ0
VV

(green), γco (blue). From Geldsetzer and Yackel (2009), original synthetic aperture radar
(SAR) data © 2004 European Space Agency.
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Thin ice exhibits a variety of colors (see the yellow, light-brown, and mottled
light-blue areas in Fig. 3.36). This reflects the variety of types and hence scattering
properties of thin ice. However, authors note the difficulty of identifying specific
types of thin ice, namely new, nilas, and young ice, without in situ observations.
The open water associated with blue and striated light-blue areas in Fig. 3.36 show
high values of σ0

VV and γco .

3.5.6 Geology

The structure of the natural terrain is very complicated and the interaction of the
electromagnetic radiation with the highly variable ground surface is not yet fully
understood.

Singhroy and Molch (2004) demonstrated using polarimetric metrics for the
physical properties and distribution of surficial materials mapping basing on CV-
580 C -band full polarimetric data acquired over bare fields in the Ottawa test
site in November 1999 (Fig. 3.37). This is essential for construction engineering
and groundwater, mineral, and aggregate exploration studies. Surficial materials
are unconsolidated sediments including weathered and transported materials com-
posed of mineral, rock, organic materials, and sediments deposited by water, wind,

Fig. 3.37. Images HH (red), VV (green), and VH (blue) of CV-580 C-band polarimetric
data acquired in November 1999 over the Ottawa study site. The arias of different surficial
materials under consideration are outlined in red (1, till plain; 2, drumlinized till; 3, delta;
4, marine sediments; 5, alluvium). From Singhroy and Molch (2004).
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ice, gravity, or any combination of these agents. Until now, large-scale aerial pho-
tographs and field mapping are the most common techniques used to do this.

In Fig. 3.37, the locations of the five areas of different surficial materials are
shown. The polarimetric signatures averaged over each of the areas are extracted.
Results are shown in Fig. 3.38.

Fig. 3.38. Cross- (a) and
co-polarized (b) polarimetric
signatures extracted from CV-580
C-band synthetic aperture radar
(SAR) data for the study sites
under consideration near Ottawa.
From Singhroy and Molch (2004).
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The cross-polarized signatures show very little differences for areas considered,
while the co-polarized signatures are different. The features of the co polarized
signatures can be grouped into three types: silty material of the marine and deltaic
sediments, clayey till (drumlinized and till plain), and sand–silt alluvium. The last
one mainly results from residue cover, surface roughness, direction of harrowing,
surface moisture, and other management practices (McNairn et al., 2002). This
may potentially be useful for characterizing the engineering properties of surficial
materials.

Blumberg (1998) presented a series of experiments geared toward evaluating
the use of polarimetric SAR in the study of windblown morphologies in desert
environments. The ability to identify dune types in remote sensing data and images
is important for geomorphic mapping and climate reconstruction. This is even
more interesting because two other terrestrial planets, Mars and Venus, display
an abundance of wind streaks, dune fields, and even yardangs (aerodynamically
shaped hills.) Hence, remote sensing is an extremely useful tool for gathering data
to study such landscapes.

Sand dunes are bodies of sand particles ranging from 62 μm to 2,000 μm in
diameter, spanning a variety of morphologies. The dunes are classified by wind
regimes responsible for their formation and by the number of slipfaces (McKee,
1979). The linear dunes are elongated, the vegetated type have a somewhat blunt
crest, and the seif type have a sharp undulating crest. Star dunes consist of multiple
slip faces with a single central peak resembling a giant starfish. This dune type has
at least three arms diverging from a central peak.

The study cases reported in Blumberg (1998) utilize NASA’s Jet Propulsion
Laboratory AIRSAR polarimetric system mounted on a DC-8 aircraft. The AIR-
SAR system operates three wavelengths (λ): the C-band (λ = 55.6 cm), L-band
(λ = 524 cm), and the P -band (λ = 567 cm). The system is fully polarimetric.

One study case, the Stovepipe Wells dune field in Death Valley, California,
utilizes SIR-C/X-SAR data (see Fig. 3.39). Depending on the operation mode,
SIR-C/X-SAR is fully polarimetric in L- and C-bands, and operates only in VV
in X-band. The site is located in the hottest and topographically lowest area of
North America. It is especially interesting because it contains a wide variety of
dune types in a small area including star, linear, transverse, and reverse transverse
dunes.

The star dunes achieving heights 40 m above the surrounding surfaces are rec-
ognized by high backscatter relative to the surroundings (bright pixels in Fig. 3.39).
The high backscatter is attributed by authors to corner topography between the
dune arms. In Fig. 3.40, normalized polarization signature plots measured for cor-
ner reflector in L-band (a) and generated for the bright pixel of a star dune (b) are
presented. Fair agreement between the two signature plots demonstrates that this
technique can be used to identify star dunes in remote sensing with scanty surface
information.

The effect of polarization on wind streak visibility was tested based on AIRSAR
data acquired on June 1993 for a site located in the vicinity of the Cerro Quisharo
volcano near the Altiplano of Bolivia at an elevation of about 4,000 m between the
eastern and western Cordillera of the Andes (see Fig. 3.41). Spatial resolution is
8.27 m/pixel in azimuth and 6.66 m/pixel in range.
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Fig. 3.39. L-band AIRSAR HH image of Stovepipe Wells Dune Field in Death Valley,
California. The data were acquired in April 1994. From Blumberg (1998).

Fig. 3.40. The co-polarized polarization signatures for a trihedral corner reflector de-
ployed at (a) Rosamond Lake and for (b) a star dune at Stovepipe Wells in Death Valley
(image cm 140-2a, pixel 525, 35). From Blumberg (1998).



3 Polarimetry in terrestrial applications 145

Fig. 3.41. L-, C-, and P -band AIRSAR HH images of wind streaks near the Cerro
Quisharo volcano on the Altiplano of Bolivia. From Blumberg (1998).

Figure 3.41 shows cross-sections of the backscatter from A to B (see L–HH
image) in three wavelength ranges over a wind streak.

The profiles show that C-band manifests much less contrast than do the L- and
P -bands. Indeed, in the C-band data, the streaks are partly invisible. The contrast
ratio is twice greater in the P -band than the C-band (0.6 versus 0.3). The results
from the C-band are characterized by a diffuse return from ripples and other small-
scale roughness on and off the streak, while, in the L- and P -bands, the streak is
seen as a smooth surface (appears dark in the image). The last one is consistent
with the sparse vegetation and uniform medium-sized sand sediments which were
earlier observed in field studies at Cerro Quisharo (Greeley et al., 1989). From the
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Fig. 3.42. Profile of C–HH, L–HH, and P–HH backscatter values over a barchan dune
observed in the image shown in Fig. 3.41 from A to B. From Blumberg (1998).

results presented in Figs 3.41 and 3.42, the prevailing wind direction in this area
can be deduced. In this case, it is westerly.

Another site is of interest as it demonstrates the effect of observation angle
on the visibility of dunes in polarization imaging. The site, Roter Kamm, is an
impact crater (Koeberl et al., 1993) in the heart of a diamond-rich area in the
Namibian Desert of Southern Africa. The data were obtained during the SIR-C/X-
SAR missions in April and October 1994 using the L-, C-, and X-band systems
on board the Space Shuttle Endeavour. The Shuttle obtained the data in multiple
passes: the first at 25◦ and the second at 53◦. This provides the opportunity to
compare the visibility of the dunes for different observation angles.

Figure 3.43 represents the images from opposing directions in X-band VV (A
and B) and in L-band HH (C and D). A and C are right-looking and B and D
left-looking.

The image for 25◦ displays specular scattering from the dunes in all three wave-
lengths, which can be seen in Fig. 3.43 as a dark background peppered by bright
spots. The 54◦ image displays a dark streak. Additionally, Fig. 3.43B shows that
the longer wavelength (L-band) is characterized by somewhat higher contrast.

Changes in snow cover and glaciers are sensitive indicators of the environment
and climate changes, which are evidently related to human life on Earth (Konig
et al., 2001). In the glaciology, radar polarimetry allows carrying out the research
on remote areas that are hard to access, to gather data on a spatial extent not
possible by fieldwork alone, and, in addition, are not influenced by clouds. This is
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Fig. 3.43. Polarization images of the Roter Kamm impact crater area. The black boxes
in A and B mark the area shown in C and D. The circular morphology shown by an arrow
is the Roter Kamm impact crater. From Blumberg (1998).

extremely important because glacial areas are usually under cloud cover, especially
during the summer months.

In Huang et al. (2011), the ability of the target decomposition features, namely
the backscattering coefficients, the H/A/α and Pauli decompositions, for ground-
cover classification in glacial areas are verified.

The study area is around the Dongkemadi glacier (as shown in Fig. 3.44), which
lies in the eastern part of the Qinghai–Tibetan plateau. The Dongkemadi glacier
consists of a main glacier, which is called the Da–Dongkemadi (DD) glacier, and a
branch glacier, which is called the Xiao–Dongkemadi (XD) glacier. The altitude of
the DD glacier ranges from 5,275 to 6,060 m and, on the XD glacier, the altitude
ranges from 5,380 to 5,926 m. The lengths of the DD glacier and the XD glacier
are 5.4 and 2.8 km, respectively. The terrain of the two glaciers is relatively gentle.

The land cover in the study area can be classified into five types: wet snow,
ice, river outwash, rocky land, and soil land with sparse low-growing grass. These
types are shown in Fig. 3.45(I) (C-band RADARSAT-2). In Fig. 3.45(I), a special,
high-brightness type called a natural corner reflector formed by the structure of
the glacier can be seen. Note that the natural corner reflector is not a kind of land
cover object, but rather a natural structure.

To verify the possibility of differentiating the ice from the ground, the co- and
cross-polarization sigtatures and metrics basing on the Pauli and H/A/α target
decompositions (see section 3.4) along the centerline of the DD glacier shown in
Fig. 3.45(II) are generated. The glacier is divided into four parts denoted by A, B,
C, D, and E: the section AB corresponds to wet snow, BC to bare ice, CD to river
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Fig. 3.44. The study area around the Dongkemadi glacier acquired from Google Earth
(the original image was acquired in May 2009). The map in the top-left corner shows the
geographic location of the glaciers. From Huang et al. (2011).

outwash, and DE to soil land, respectively (see Fig. 3.45II). Results are presented
in Fig. 3.46.

The wet-snow areas (section AB) demonstrate lower values of the three scatter-
ing metrics of Pauli and H/A/α decompositions in comparison with other sections
of the glacier shown in Fig. 3.45II. This results from the fact that this area has
impure surface scattering but is close to volume scattering. The average α value of
the river outwash area (section CD) is very close to AB, while section DE, namely
the ground area, behaves differently, implying that DE is mainly characterized by
surface scattering. The ice area along BC is between these two cases.

Outside the centerline, there are two different types of ground objects in the
study area: the natural corner reflector and the rocky land. The natural corner
reflector, a special structure formed by the ground and relief glacier edge, demon-
strates strong backscatter, which distinguishes it from other objects. The rocky
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Fig. 3.45. (I) Field photos taken around the Dongkemadi glacier. (a) the steep edge of
the glacier that forms the natural corner reflector; (b) soil land and rocky land; (c) wet
snow and ice on the glacier surface; (d) the river outwash at the terminus of the glacier.
(II) The centerline of the DD glacier (see Fig. 3.44): HH, red; HV, green; VV, blue. From
Huang et al. (2011).

land is characterized by high backscatter; for example, the values of average en-
tropy and α of the rocky land area are 0.829 and 36.907, respectively. However,
this is lower than that for the natural corner reflector.

On the whole, the comparison of the performance in different feature spaces
shows that the ice and the ground can be better distinguished in the H/A/α de-
composition feature space than in the co- and cross-polarization signature feature
spaces. Furthermore, Pauli and H/A/α decompositions should be accomplished
simultaneously to better understand the scattering mechanisms of the study area.
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Fig. 3.46. (a)–(c)
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d

Fig. 3.46. The results of (a) Pauli decomposition; (b) and (c) H/A/α target decomposi-
tion; (d) the co- and cross-polarization signatures. All results are generated for geometry
along the centerline of the DD glacier (Fig. 3.44). The blue dotted lines show the average
values for the four zones. From Huang et al. (2011).

In addition, authors verify that the H/A/α decomposition is characterized by
higher classification accuracy than the co- and cross-polarization signatures and
the Pauli decomposition.
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4 Modeling polarized solar radiation of the
ocean–atmosphere system for satellite remote
sensing applications

Wenbo Sun, Rosemary R. Baize, Constantine Lukashin, Gorden Videen,
Yongxiang Hu, and Bing Lin

4.1 Introduction

Reflected solar radiation from Earth’s ocean–atmosphere system can be signifi-
cantly polarized by Earth’s surface and by atmospheric components such as air
molecules and aerosols. Measurements of many satellite radiometric instruments
have some dependence on the polarization state of the reflected light. The radiance
measurement errors associated with the sensors’ polarization dependence could
decrease the measurement accuracy below the requirement of a reliable climate
modeling (Wielicki et al., 2013; Lukashin et al., 2013; Sun and Lukashin, 2013).
In order to use NASA’s Climate Absolute Radiance and Refractivity Observatory
(CLARREO) mission (Wielicki et al., 2013) data to inter-calibrate solar imagers
like the Moderate Resolution Imaging Spectrometer (MODIS) (King et al., 1992)
or its follow-on instrument the Visible Infrared Imaging Radiometer Suite (VIIRS)
and geostationary imagers, the polarization-induced measurement errors of these
solar imagers must be corrected. To correct these errors, the polarization state of
the reflected light at the top of the atmosphere (TOA) must be well known. At
the three wavelengths of 490, 670, and 865 nm, the Polarization and Anisotropy of
Reflectances for Atmospheric Science instrument coupled with observations from
lidar (PARASOL) data (Tanre et al., 2011) can be used to obtain the polarization
distribution models (PDMs) empirically (Lukashin et al., 2013). However, to obtain
the PDMs for the solar spectra from 320 to 2,300 nm at which the CLARREO will
perform the inter-calibrations with various space-borne sensors, spectrally mod-
eling the TOA polarized solar radiation cannot be avoided (Sun and Lukashin,
2013).

Usually, sensitivity to polarization of imaging radiometers such as MODIS and
VIIRS is obtained during instrument characterization before launch, and expressed
in polarization factor. These factors are corrections of the baseline (unpolarized)
gain, and depend on the instrument band, scan angle, and angle of polarization
(Sun and Xiong, 2007). The PDM should be developed to provide information on
the degree of polarization (DOP), and the angle of linear polarization (AOLP) of
the reflected solar radiation at the TOA.

To briefly review the fundamentals relevant to polarization of reflected light,
following Mishchenko and Travis (1997), we set a right-handed Cartesian coordi-
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nate system as shown in Fig. 4.1, with the z-axis directed vertically to the upper
boundary of the atmosphere and xoz being the principal plane. The Sun is in the
principal plane and over the negative x-axis of the coordinate system in this figure.
The direction of the reflected light from the ocean–atmosphere system is specified
by the unit vector er, and θ and ϕ denote the viewing zenith angle (VZA) and
relative azimuth angle (RAZ), respectively. In the local right-handed orthonormal
coordinate system formed by the unit vectors er, eθ, and eϕ, we have er = eθ×eϕ,
where eθ lies in the meridian plane of the reflected light beam. The AOLP of the
reflected radiance in the direction of er is the angle between the local meridian line
and the electric vector of the linearly polarized light, measured anticlockwise when
viewing in the reverse direction of the reflected radiance. Also, in the local right-
handed orthonormal coordinate system formed by the unit vectors er, eθ, and eϕ,
the common intensity and the polarization state of any quasi-monochromatic light
can be completely specified by the Stokes parameters I, Q, U , and V . Following
the definition in Hansen and Travis (1974), we have

I = 〈EθE
∗
θ + EϕE

∗
ϕ〉 , (4.1a)

Q = 〈EθE
∗
θ − EϕE

∗
ϕ〉 , (4.1b)

U = 〈EθE
∗
ϕ + EϕE

∗
θ 〉 , (4.1c)

V = i〈EϕE
∗
θ − EθE

∗
ϕ〉 , (4.1d)

where Eθ and Eϕ are the θ and ϕ components of the electric field in the local
right-handed orthonormal coordinate system, respectively. The asterisk denotes
the complex-conjugate value, and angular brackets denote averaging in time. It
is well known that any arbitrarily polarized incoherent radiation denoted Stokes
parameters I, Q, U , and V can be represented by a sum of an unpolarized part
and a 100% polarized part as⎡

⎢⎢⎣
I
Q
U
V

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
I −

√
Q2 + U2 + V 2

0
0
0

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
√
Q2 + U2 + V 2

Q
U
V

⎤
⎥⎥⎦ . (4.2)

For a sensor with polarization dependence, the measurement of the polarized por-
tion of light [

√
Q2 + U2 + V 2, Q, U , V ] is a function of the polarization angle.

As an extreme example, a linearly polarized lens can transmit a linearly polarized
light [

√
Q2 + U2, Q, U , 0] from 0 to 100%, depending on the AOLP relative to

the polarization direction of the lens. Since the circularly polarized radiance from
the ocean–atmosphere system is negligible (V ≈ 0) (Coulson, 1988), only the total
intensity I and linearly polarized radiance Q and U need to be calculated in this
study. Without considering the circularly polarized radiance (V ≈ 0) at TOA, the
DOP (which is equal to the degree of linear polarization (DOLP) when V is not
considered) and AOLP are defined in terms of Stokes parameters, respectively, as
(Sun and Lukashin, 2013)

DOP = DOLP =

√
Q2 + U2

I
, (4.3)
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and

AOLP =
1

2
tan−1

(
U

Q

)
+ α0 , (4.4)

where α0 = 0◦ if Q > 0 and U ≥ 0; α0 = 180◦ if Q > 0 and U < 0; α0 = 90◦ if
Q ≤ 0. The physical meaning of AOLP is illustrated in Fig. 4.1.

Fig. 4.1. The geometry of the system showing the scattered light from a surface located
in the x–y plane (from Sun and Lukashin, 2013). The Sun is located on the principal plane
(xoz) and over the negative x-axis (i.e., the solar azimuth angle is 180◦). The direction of
the reflected light is specified by the unit vector er, and θ and φ denote the viewing zenith
angle (VZA) and relative azimuth angle (RAZ), respectively. In the local right-handed
orthonormal coordinate system, er = eθ × eφ, where eθ lies in the meridian plane of the
reflected light beam. The angle of linear polarization (AOLP) of the reflected beam is the
angle between the local meridian line and the electric vector E of the linearly polarized
light, counted anticlockwise when viewing in the reverse direction of the reflected beam.
The electric field E of the linearly polarized part of the reflected light oscillates in the
plane of eθ and eφ.

When both DOP and AOLP of the radiance are known, the sensor-measured
intensity counts (which is the product of actual incidence intensity and gain factor
of the sensor for unpolarized radiation) of light can be expressed as (Sun and
Lukashin, 2013)

Cm = G0 · (1−DOP ) · I +Gp(AOLP ) ·DOP · I , (4.5)

where I denotes the actual intensity of the light to be measured, and G0 and
Gp(AOLP ) are the sensor’s gain factors for unpolarized radiation and linearly
polarized radiation, respectively. Gp(AOLP ) is the ratio of the sensor-measured
intensity count to the intensity of the linearly polarized incident light used for cali-
brating the instrument, and G0 can be derived as a mean value of Gp(AOLP ) over
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the AOLP. From Eq. (4.5), the actual radiance can be derived from the measured
value as

I =
Cm/G0

1 +
[
Gp(AOLP )−G0

G0

]
·DOP

, (4.6)

where Cm/G0 is simply the measured intensity without polarization correction, and[
Gp(AOLP )−G0

G0

]
, as a function of AOLP, is the imager’s sensitivity-to-polarization

factor, obtained during the prelaunch calibration of the instrument. Note here that,
for a well-depolarized imager, the sensitivity-to-polarization factor, m(AOLP ) =[
Gp(AOLP )−G0

G0

]
, should be a quantity with |m(AOLP )| � 1. Also, the DOP is

always ≤ 1. Therefore, using 1
1+x ≈ 1 − x for small x, Eq. (4.6) can be expressed

as
I ≈ (Cm/G0) · [1−m(AOLP ) ·DOP ] . (4.7)

The relative error (RE) of the measured intensity due to polarization can then be
calculated as

RE =
(Cm/G0)− I

I
≈ m(AOLP ) ·DOP

1−m(AOLP ) ·DOP
≈ m(AOLP ) ·DOP . (4.8)

In deriving Eq. (4.8), we neglected the second-order small value [m(AOLP )·DOP ]2.
Thus, for example, for a sensor with a sensitivity-to-polarization factor of only 1%,
its measurement for light with a DOP of 30% will have a RE of 0.3% solely due to
the polarization.

4.2 Radiative-transfer model

A variety of techniques have been developed for computing radiative transfer in-
cluding multiple scattering of light through the atmosphere. In Sun and Lukashin
(2013), we have employed the adding-doubling method (Hansen and Travis, 1974;
Stokes, 1682; Peebles and Plesset, 1951; van de Hulst, 1963; Twomey et al., 1966;
Hansen and Hovenier, 1971; de Haan et al., 1987; Evans and Stephens, 1991),
and coupled it with a rough-ocean-surface light-reflection matrix (Mishchenko and
Travis, 1997), to model the reflected solar radiation from the ocean–atmosphere sys-
tem. The adding-doubling method (Hansen and Travis, 1974; Evans and Stephens,
1991) separates each model layer of the medium in which the light propagates
into many optically thin sub-layers. The optical thickness of each sub-layer is set
to be so small that the optical properties of the sub-layer can be represented by
single scattering. When reflection and transmission are known for each of the two
adjacent sub-layers, the reflection and transmission from the combined layer can
be obtained by computing the successive reflections back and forth between the
two sub-layers. If the optical properties of the two sub-layers are identical, the re-
sults for the combined layer can be built up rapidly in a doubling manner. In the
practice of adding-doubling programming, Fourier decomposition is made for the
Stokes vector and scattering-phase matrix. The numerical solution is obtained for
each Fourier component, and the Stokes vector of the transferred light is calculated
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with these Fourier components (de Haan et al., 1987; Evans and Stephens, 1991).
Due to its simple essence, the adding-doubling method is a standard radiative-
transfer algorithm that has a long history of applications and documentations and
does not need to be further introduced here. The adding-doubling model of Sun and
Lukashin (2013) follows the latest program development in this method (Hansen
and Travis, 1974; Evans and Stephens, 1991), which can be applied to calculate all
Stokes parameters of the radiation through a plane-parallel atmosphere composed
of absorbing gas, scattering molecules, scattering particulates including various
aerosols, water-cloud droplets, and ice-cloud particles.

The atmosphere is assumed to be plane-parallel and separated into 32 layers
with the ocean surface as the reflecting boundary. The atmospheric profiles, which
give the pressure, temperature, water vapor, and ozone as functions of altitude, are
from the tables of tropical (TPC), mid-latitude summer (MLS), mid-latitude winter
(MLW), subarctic summer (SAS), and subarctic winter (SAW) atmospheric profiles
(McClatchey et al., 1972). The US Standard Atmosphere (STD) (National Oceanic
and Atmospheric Administration, National Aeronautics and Space Administration,
and United States Air Force, 1976) is also used in sensitivity studies in this chapter.
We use gas absorption coefficients from the k-distribution treatment (Kato et al.,
1999) of the spectral data from the line-by-line radiative-transfer model (LBLRTM)
(Clough et al., 1992; Clough and Iacono, 1995) using the MODTRAN 3 data set
(Kneizys et al., 1988). Ozone-absorption coefficients are also taken from the ozone
cross-section table provided by the World Meteorological Organization (1985) for
wavelengths smaller than 700 nm. Molecular scattering optical thickness above any
pressure level, P , is from Hansen and Travis (1974):

τ = 0.008569λ−4(1 + 0.0113λ−2 + 0.00013λ−4)

(
P

P0

)
, (4.9)

where λ is the wavelength of light in μm, P is the pressure in millibars (mb), and
P0 = 1,013.25 mb is the standard surface pressure. The scattering-phase matrix
elements of molecular atmosphere are based on Rayleigh-scattering solution with
a depolarization factor of 0.03 (Hansen and Travis, 1974). Single-scattering prop-
erties of aerosol and cloud particles are calculated differently, depending on their
characteristics: for spherical droplets, including stratospheric sulfur aerosols and
water-cloud particles, the Mie solution (Mie, 1908; Fu and Sun, 2001), is applied;
for solid or mixed phase aerosols or small ice crystals, which are usually nonspheri-
cal particles, the finite-difference time domain (FDTD) light-scattering model (Sun
et al., 1999, 2002, 2013b), the scattered-field pseudo-spectral time domain (PSTD)
light-scattering model (Sun et al., 2013b), and the discrete-dipole approximation
(DDA) light-scattering model (Zubko et al., 2006, 2013) are used; and for large ice
crystals, we use the geometric optics approximation (GOA) (Macke, 1993; Yang
and Liou, 1996). The C1 size distribution (Deirmendjian, 1969) is used for water-
cloud droplets. This size distribution is based on a modified gamma (MG) particle
size distribution (PSD)

dN/dR = N0R
ν exp

(
−ν

R

R0

)
, (4.10)
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where R denotes the droplet radius, R0 is the modal radius, ν defines the shape of
the distribution, and

N0 =
νν+1

Γ (ν + 1)Rν+1
0

Ntot (4.11)

is a constant with Γ (ν + 1) being the gamma function and Ntot being the total
number of particles per unit volume. The commonly used C1 size distribution
(Deirmendjian, 1969) is a specific case of the MG PSD with R0 = 4 μm and ν = 6.

The 28 measured ice-crystal size distributions used in Fu (1996) and the two
other size distributions in Mitchell et al. (1996) are used to calculate the volume
single-scattering properties of ice clouds. To include the effect of aerosols in the
modeling, a two-mode log-normal size distribution (Davies, 1974; Whitby, 1978;
Reist, 1984; Ott, 1990; Porter and Clarke, 1997) is applied in a form

dN/d logD = mod e1 + mod e2 , (4.12a)

mod e =
M

D log σg

√
2π

exp

[−(logD − logDg)
2

2 log2 σg

]
. (4.12b)

In Eqs (4.12a) and (4.12b), D is the aerosol diameter in μm, M is a multiplier,
σg is the geometric standard deviation, and Dg is the geometric mean diameter in
μm.

Traditional radiative-transfer models generally assume independent radiation
processes for molecules and aerosol or cloud particles, which means that the molec-
ular radiation process and particulate process are assumed at different layers of
the atmosphere to avoid the convolution of the light-scattering phase functions of
molecules and particulates in the radiative-transfer calculations. This may involve
errors due to unphysical single-scattering properties in each layer. For layers with
more than one type of scattering atmospheric components, such as layers with both
air molecules and aerosols, and layers composed of air molecules, aerosols, and cloud
particles, Sun and Lukashin (2013) calculated the mixed single-scattering proper-
ties as the mixed optical properties of the layer. In calculations of the mixed values,
single-scattering properties of individual agents are weighted by their optical thick-
nesses.

In the radiative-transfer calculations, the phase-matrix elements of particulate
atmospheric components are input to the radiative-transfer model as Legendre
polynomial series (Evans and Stephens, 1991). If the phase-matrix elements of
the scattering particles have strong forward-scattering peaks, as for large cloud
particles, many Legendre high-order terms are needed to approach the original
phase-matrix elements, which could heavily increase the computation time and
memory of the radiative-transfer calculation due to the large increment in the
Legendre terms and stream number in the modeling. To avoid this problem, we
conduct a delta adjustment (Hansen, 1968) to the layer’s mixed single-scattering
properties prior to the Legendre series expansion of the scattering-phase-matrix
elements. This means a truncation of the forward-scattering peak in the phase-
matrix elements for particulate atmospheric components. This is implemented in a
way as exemplified by the conventional phase function (P11) of a water cloud: the
scattering peak of P11 between the scattering angle of θ0 and the forward-scattering
direction is truncated and replaced by values from a linear extrapolation algorithm
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log10 P11(θ)− log10 P11(θ1)

(θ − θ1)
=

log10 P11(θ0)− log10 P11(θ1)

(θ0 − θ1)
, (4.13)

where θ0 and θ1 are two neighboring scattering angles and θ1 > θ0, and θ is any
scattering angle between 0 and θ0. The truncated phase function is integrated over
the scattering angle to obtain the energy loss fraction f due to the truncation of
the forward-scattering peak, which is the difference between the integral of the
original phase function and the integral of the truncated phase function over the
scattering angles. After the energy loss fraction f is obtained, the scattering optical
thickness τ ′s, total optical thickness τ

′, and single-scattering albedo α′ of the cloud
are adjusted as:

τ ′s = (1− f)τs , (4.14)

τ ′ = τa + τ ′s , (4.15)

and
α′ = τ ′s/τ

′ , (4.16)

where τs and τa are the scattering and absorption optical thickness of the original
clouds, respectively. Other elements of the phase matrix are also adjusted by con-
serving their ratio values to the conventional phase function (P11) (e.g., P12/P11

does not change after the adjustment). The adjusted phase-matrix elements are
renormalized by (1− f).

The delta-adjustment treatment may cause some numerical errors in calculation
of the directional irradiance from clouds due to the strong forward-scattering peak
in their phase-matrix elements. However, since radiation from clouds generally has
a small DOP, which we show later, the delta-adjustment approximation should not
cause any significant errors in the correction of radiance measurements caused by
the polarization state of light in remote-sensing inter-calibration applications.

4.3 Surface-reflection model

The major expansion to the adding-doubling method in Sun and Lukashin (2013) is
the coupling of the rough-ocean-surface light-reflection matrix with the atmospheric
layers. The ocean-surface-light-reflection matrix is obtained based on an empirical
foam-spectral-reflectance model (Koepke, 1984), an empirical spectral-reflectance
model for water volume below the surface (Morel, 1988), and the standard Kirch-
hoff approach under the stationary-phase approximation (Mishchenko and Travis,
1997) for foam-free waves with slope distribution as given in Cox and Munk (1954,
1956). To examine the dependence of the reflected light’s polarization on the di-
rection of wind over ocean, the wave-slope-distribution models with the Gram–
Charlier series expansion (Cox and Munk, 1954), and without the Gram–Charlier
series expansion (Cox and Munk, 1956), are both integrated in the adding-doubling
radiative-transfer model. The surface-reflection matrix with 4 × 4 elements is cal-
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culated as

R0(θs, θv, ϕ) = fRWC+(1−f)RWL+(1−f)
πM(θs, θv, ϕ)

4 cos4 β cos θs cos θv
P (Zx, Zy) , (4.17)

where θs, θv, and ϕ denote solar zenith angle, VZA, and relative azimuth angle of
the reflected light, respectively. The fraction of whitecap (WC or foam) is denoted
as f . The fraction of WCs has a large uncertainty, which not only depends on the
wind speed, but also on the fetch, history of winds, and the factors altering the
mean lifetime of the WCs, such as water temperature and thermal stability of the
lower atmosphere (Koepke, 1984). Sun and Lukashin (2013) use the expression by
Monahan and O’Muircheartaigh (1980)

f = 2.95× 10−6W 3.52 , (4.18)

where the wind speed W is in the units of m/s. In Eq. (4.17), RWC is the WC
reflection matrix. Since foam is generally assumed to be a Lambertian reflector, the
only non-zero element of RWC is the reflectance, which is from an empirical foam
spectral-reflectance model (Koepke, 1984) in this study. The water-leaving (WL)
reflection is also assumed to be Lambertian. Similarly to RWC, RWL has only
one non-zero element, the reflectance of water volume below the surface, which is
obtained from an empirical spectral-reflectance model (Morel, 1988) with an ocean-
water pigment concentration of 0.01 mg/m3. The 4 × 4 elements of M(θs, θv, ϕ)
for each wave-facet orientation are calculated in the same way as in Mishchenko
and Travis (1997), based on the Fresnel laws. As given in Cox and Munk (1954,
1956), P (Zx, Zy) is the wave-slope probability distribution as a function of the two
components of the surface slope

Zx =
∂Z

∂x
=

sin θv cosϕ− sin θs
cos θv + cos θs

, (4.19)

and

Zy =
∂Z

∂y
=

sin θv sinϕ

cos θv + cos θs
, (4.20)

where Z denotes the height of the surface. In Eq. (4.17), β is the tilting angle of
the wave facet, thus

tanβ =
√
Z2
x + Z2

y . (4.21)

If wind direction is not accounted for, Cox and Munk (1956) gives P (Zx, Zy) as a
function of wind speed in the form

P (Zx, Zy) =
1

πσ2
exp

(
−Z2

x + Z2
y

σ2

)
, (4.22)

where σ2 is linearly related to wind speed W (m/s) in an empirical form

σ2 = 0.003 + 5.12× 10−3W. (4.23)

Furthermore, to study the sensitivity of the reflected light’s polarization state to
wind direction over the ocean, we also integrate in the model a form of the wave-
slope probability distribution with a Gram–Charlier series expansion (Cox and
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Munk, 1954)

P (Zc, Zu) =
1

2πσcσu
exp

(
−ξ2 + η2

2

)[
1− c21

2
(ξ2 − 1)η − c03

6
(η3 − 3η)

+
c40
24

(ξ4 − 6ξ2 + 3) +
c04
24

(η4 − 6η2 + 3)

+
c22
4

(ξ2 − 1)(η2 − 1) + · · ·
]
, (4.24)

where ξ = Zc

σc
and η = Zu

σu
, with Zc and Zu denoting the two components of

the surface slope crosswind and upwind, σc and σu denoting the root-mean-square
(r.m.s.) values of Zc and Zu, respectively. σ

2
c , σ

2
u, and the coefficients c21, c03, c40,

c04, and c22 are all empirical linear functions of wind speed as given in Cox and
Munk (1954). The geometry for the definition of wind direction is illustrated in
Fig. 4.2.

Fig. 4.2. Geometry of wind direction in the coordinate system. From Sun and Lukashin
(2013).

The ocean surface is treated as the bottom boundary in the adding-doubling cal-
culations in this study. The cosine azimuth expansion modes (coefficients) and sine
azimuth expansion modes from the Fourier transformation of the ocean-reflection
matrix elements are integrated into the adding-doubling process as the bottom
layer optical properties functioning as boundary conditions. In this study, the 4×4
ocean-reflection matrix elements calculated in Eq. (4.17) are transformed into co-
sine azimuth modes or sine azimuth modes by a discrete Fourier transform (DFT)
over azimuth angles with a numerical Gauss integration.
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4.4 Numerical calculations

In the adding-doubling radiative-transfer model (ADRTM) (Sun and Lukashin,
2013), the adding-doubling scheme is actually conducted on the expansion modes
(coefficients) of the Fourier series of the Stokes parameters over azimuth angle (de
Haan et al., 1987; Evans and Stephens, 1991). After the adding-doubling calcula-
tions, the cosine expansion modes and sine expansion modes (Evans and Stephens,
1991) of the Stokes parameters are transformed back into the Stokes parameters.
Therefore, the number of the cosine and sine expansion modes in the Fourier series
of the Stokes parameters affects the accuracy of the radiative-transfer calculation.
A larger number is required for accurate calculation of radiation with stronger
anisotropy. Sensitivity of modeled Stokes parameters to expansion mode number
shows that an expansion mode number of 18 is adequate for modeling most atmo-
spheric and ocean conditions when solar zenith angle is not larger than ∼50◦.

Also, in adding-doubling schemes, the calculation for transferred light’s sine and
cosine expansion modes of the Stokes parameters is conducted only on streams over
discrete VZAs. Using more streams means higher resolution in the zenith angles
and better accuracy in the results, but also requires more computational resources.
To keep the computing time reasonable, we have limited the number of streams to
18. In this study, the streams follow a set of discrete Gaussian quadrature angles.
Integration of radiance over limited discrete VZAs at Gaussian quadrature points
can result in more accurate flux than over uniformly distributed discrete angles.
However, this treatment will output Stokes parameters at Gaussian quadrature
points, which is not the easiest way for storing and accessing the parameters during
applications. To obtain the calculated Stokes parameters and the DOP and AOLP
derived from these parameters over high-resolution uniform discrete VZAs, the
Stokes parameters at only the Gaussian quadrature points are extrapolated and
interpolated to the uniform grid points of VZA.

4.4.1 Validation of the ADRTM

A radiative-transfer model should be validated by both model results and mea-
surement data (Sun et al., 2015). To validate the ADRTM with other radiative-
transfer models (Sun and Lukashin, 2013), the ADRTM outputs are compared with
the results from the widely validated discrete-ordinate radiative-transfer (DISORT)
model (Stamnes et al., 1988). Figure 4.3 shows the comparison of the directional
irradiance reflectance at the wavelength of 670 nm on the principal plane from
the ADRTM and from the DISORT (Sun and Lukashin, 2013). The atmosphere is
assumed to have the MLS pristine profile with only molecular scattering (Rayleigh
scattering) and gas absorption. The empirical models of ocean foam (Koepke, 1984),
water-leaving (WL) reflectance (Morel, 1988), and wave-slope probability distribu-
tion with a Gram–Charlier series expansion (Cox and Munk, 1954) are used. The
wind speed is set to be 7.5 m/s and wind direction is assumed in the reverse
direction of the x-axis as illustrated in Fig. 4.2 (i.e., wind direction is 0◦). The
solar zenith angle (SZA) is 23.44◦ for Fig. 4.3a and 4.3b, and 43.16◦ for Fig. 4.3c
and 4.3d. In the numerical simulations, we use 36 streams in the DISORT and 18
streams in the ADRTM. In the ADRTM calculation, the number of Fourier expan-
sion modes is set to 18. We can see that the directional irradiance reflectance from
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Fig. 4.3. Comparison of the directional irradiance reflectance of the ocean–atmosphere
system at a wavelength of 670 nm on the principal plane (from Sun and Lukashin, 2013).
Black dots and solid curves denote the results from the adding-doubling radiative-transfer
model (ADRTM) and the discrete-ordinate radiative-transfer (DISORT), respectively.
The atmosphere is of the mid-latitude summer (MLS) atmosphere with only Rayleigh
scattering and gas absorption. The wind speed is 7.5 m/s and wind direction is 0◦. The
solar zenith angle (SZA) for (a) and (b) is 23.44◦ and for (c) and (d) is 43.16◦. Thirty-six
streams are used in the DISORT and 18 streams and 18 Fourier expansion modes in the
ADRTM.

the ADRTM is very close to that from the DISORT, with significant differences
only at VZA > ∼ 80◦, when the atmospheric optical thickness along the path of
light is large. For VZA < ∼80◦, the relative difference in the reflectances from the
ADRTM and the DISORT is smaller than ∼5%. Since most in-orbit sensors do not
report observations for VZA larger than ∼70◦, the focus of the modeling qualities
is on the VZA range of 0◦ to 70◦. As a scalar approximation to a vector radiative-
transfer problem, DISORT has errors due to the negligence of polarization (Lacis
et al., 1998). At small VZA, since the path-length optical thickness is small at
the near-IR wavelength, the errors in the DISORT caused by the polarization of
scattered light are also small. So the DISORT result is very close to the ADRTM
data. At a larger SZA of 43.16◦, for the same VZA, the agreement of the DISORT
and ADRTM results are even better. For VZA < ∼ 80◦, the relative difference in
reflectance from the ADRTM and the DISORT is smaller than ∼3%. We also can
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see in the two cases that the directional irradiance reflectance from DISORT is gen-
erally larger than that of ADRTM in the forward-reflecting directions and smaller
than that of ADRTM in the backward-reflecting directions. This is consistent with
the results in Lacis et al. (1998).

For remote-sensing application, our ADRTM results are also validated with the
PARASOL on-orbit polarization measurements (Sun et al., 2015). Figure 4.4 shows
the directional irradiance reflectance and DOP at 670 nm from the PARASOL
data for clear-sky oceans averaged in a SZA bin of 27◦ to 30◦ (black dots) and
the ADRTM results at a SZA of 28.5◦ (solid curve). Also shown are the standard
deviations of the PARASOL results, representing the potential uncertainties of
the observation values. The PARASOL data are from the 24-day measurements
for a wind-speed range of 6–9 m/s. The 24 days of PARASOL data are taken
from the first 2 days of each month across 2006 to reflect the mean conditions of
atmospheric profiles. In the modeling, the wind speed is 7 m/s, the sea-salt aerosol
optical depth (AOD) is 0.06 at the wavelength of 670 nm, and the US Standard
Atmosphere (STD) is used. We can see that the 24-day mean directional irradiance
reflectance from the PARASOL data at a RAZ of ∼180◦ is significantly larger than
the reflectance from the ADRTMmodel. The reflectance difference is systematically
larger than the standard deviation of the PARASOL data. At a RAZ of ∼180◦, the
DOPs from the PARASOL and the ADRTM generally agree. However, at the RAZ
of ∼0◦ and when the VZA is larger than ∼30◦, the DOPs from the PARASOL and
the ADRTM are significantly different: the differences in the DOP values from the
ADRTM and from the PARASOL are larger than the standard deviations of the
PARASOL data.

Our sensitivity studies demonstrate that changing the surface wind speed and
varying AOD and water vapor amount (i.e., water vapor absorption) cannot im-
prove the agreements of the model results and the PARASOL data in Fig. 4.4
systematically in both the DOP and the directional irradiance reflectance. Super-
thin clouds undetectable for most passive remote sensing sensors may play a role
in these differences. Super-thin clouds with optical depths smaller than ∼0.3 exist
globally (McFarquhar et al., 2000; Sun et al., 2011a) and are very difficult to detect
even with the 1.38 μm strong-water-vapor-absorption channel (Gao and Kaufman,
1995; Roskovensky and Liou, 2003). Without an advanced cloud detection process
as introduced in Sun et al. (2014), the PARASOL clear-sky data could be contam-
inated by these undetected clouds. Based on this reasoning, we incorporate a thin
layer of cirrus cloud with an optical depth (OD) of 0.18 between the altitudes of
7 and 9 km in the ADRTM model. The thin cirrus OD of 0.18 is derived by least
squares fitting of the spatial and temporal mean of the total reflectance from the
PARASOL to the modeled values. The cirrus clouds in the modeling are assumed to
have an average size distribution based on all 13 size distributions analyzed by the
ice particle replicator for the December 1991 FIRE II case study (Mitchell et al.,
1996). The cirrus clouds are assumed to be composed of various ice-crystal habits
for mid-latitude cirrus clouds as described in Baum et al. (2000). We can see from
Fig. 4.5 that the DOP values from the PARASOL data and the ADRTM model are
in better agreement after the incorporation of super-thin cloud in the model. Al-
though the simulated directional irradiance reflectance may still be slightly smaller
than that from PARASOL observations in the RAZ = ∼180◦ case, the reflectance
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Fig. 4.4. Directional irradiance reflectance and degree of polarization (DOP) at 670 nm
from PARASOL data for clear-sky oceans averaged in a SZA bin of 27◦ to 30◦ (black dots)
and adding-doubling radiative-transfer model (ADRTM) results at a SZA of 28.5◦ (solid
curve), and the standard deviations of the PARASOL data (from Sun et al., 2015). The
PARASOL data are from the 24-day measurements for a wind-speed range of 6–9 m/s. In
the modeling, the wind speed is 7 m/s, the sea-salt aerosol optical depth (AOD) is 0.06
at the wavelength of 670 nm, and the US Standard Atmosphere (STD) is used.

differences for all cases are within the uncertainty ranges of the PARASOL data,
indicating the high consistency of simulated results with observations.

The AOLP values from the PARASOL data and the ADRTM results for Figs 4.4
and 4.5 are displayed in Fig. 4.6. Figure 4.6a and 4.6b show the mean values of
AOLP and standard deviations, respectively, of the 24-day PARASOL measure-
ments for clear-sky oceans. The 24 days of PARASOL data are collected in a SZA
bin of 27◦ to 30◦ with ocean surface wind speeds 6–9 m/s, and averaged in 3◦ bins
in both viewing zenith and relative azimuth angles. Figure 4.6c shows the AOLP
results of the ADRTM modeling cases in Fig. 4.4 for clear-sky oceans, whereas
Fig. 4.6d plots the AOLP values for the same cases as in Fig. 4.6c except a layer of
cirrus clouds with an OD of 0.18 is added as those in Fig. 4.5. As already discussed
in Sun et al. (2014), the AOLP values from the PARASOL data (Fig. 4.6a) and
the ADRTM for clear-sky oceans (Fig. 4.6c) are close to each other except that
at ∼8◦ off the exact-backscatter direction (RAZ = ∼ 180◦ and VZA = ∼ 20◦ and
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Fig. 4.5. Same as in Fig. 4.4, but a layer of cirrus cloud having an optical depth (OD)
of 0.18 is added in the adding-doubling radiative-transfer model (ADRTM). From Sun et
al. (2015).

∼36◦), the PARASOL result shows some distinct features. At these viewing an-
gles, the backscattered linearly polarized electric field in the PARASOL data for
clear-sky oceans is nearly perpendicular to Earth’s surface, whereas the modeled
AOLPs for clear-sky oceans are all ∼90 degree around the principal plane – that is,
the backscattered linearly polarized electric field is parallel to Earth’s surface. Our
sensitivity studies by model simulations demonstrate that altering ocean surface
roughness due to winds and changing atmospheric gas or water vapor absorptions
in practical ranges cannot cause a significant rotation of the linearly polarized
electric field of the backscattered light. However, this rotation does appear when
we incorporate a thin layer of cirrus into the atmosphere. The ADRTM result in
Fig. 4.6d demonstrates that the presence of a layer of super-thin cirrus clouds can
reproduce the AOLP features in Fig. 4.6a. Note here that a significant increase
of AOD also can change the AOLP in the neighborhood of the principal plane.
But, at the specific viewing angles near the principal plane where clouds cause ∼0◦

AOLP characteristics, the rotation of the linearly polarized electric field due to
aerosols is in a direction opposite to that due to the presence of clouds. Further-
more, Fig. 4.6b shows that the standard deviations of the AOLP values from the
PARASOL clear-sky-ocean data have significant viewing-angle dependence. The
AOLP of forward-reflecting light has very small variations, whereas the AOLP



4 Modeling polarized radiation for remote sensing applications 177

Fig. 4.6. Same as in Figs 4.4 and 4.5, but for (a) angles of linear polarization (AOLPs)
from PARASOL data for clear-sky oceans, (b) the standard deviations of the AOLPs
from PARASOL, (c) AOLPs from adding-doubling radiative-transfer model (ADRTM)
for clear-sky oceans, and (d) AOLPs from ADRTM for oceans with a layer of cirrus cloud
having an optical depth (OD) of 0.18. From Sun et al. (2015).

of side-reflecting light and back-reflecting light has large variations within most
viewing-angle bins. The significant variability of AOLP in the neighborhood of
backscattering angles is obviously due to the super-thin clouds undetected by the
PARASOL cloud-screening algorithm. However, the large standard deviations of
the AOLP at the transition area from the AOLP of 0◦ to the AOLP of 180◦ are due
to the ambiguity of the AOLP values in angle bins across the transition interface
between AOLP = 0◦ and AOLP = 180◦. It is worth noting here that, except in the
neighborhood of the backscatter directions where clouds or aerosols cause special
patterns, most of the AOLP features as a function of viewing geometry result from
the angle between the meridian plane (i.e., the reference plane in this study) and
the scattering plane (i.e., the plane containing the incident light beam and the
scattered light beam, frequently used by other researchers as the reference plane)
(François-Marie Bréon, personal communications). When the scattering plane is
used as a reference, the AOLP is very close to 90◦, except in the backscatter direc-
tion. This may help to demonstrate the AOLP features of clouds or aerosols more
clearly. For light-scattering physics study, using scattering plane as reference plane
is convenient. However, for polarization-caused error correction of satellite data,
defining parameters in the local coordinate system of the sensor is more appropri-
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ate. For satellite measurement correction application, if we use the scattering plane
as reference, each time when we do the satellite data correction calculation, we have
to convert the AOLP of this system to the local coordinate system of the sensor
to look up the PDM tables. This may exert significant burden on large amount of
satellite data processing.

We also conducted the validation of the ADRTM for clouds. Figure 4.7 shows
the directional irradiance reflectance and DOP at 865 nm from the PARASOL data
for water-cloud oceans averaged in a SZA bin of 54◦ to 57◦ (black dots) and the
ADRTM results at a SZA of 54.74◦ (solid curve). The PARASOL data are obtained
from the mean of the 24-day measurements for water clouds over oceans in a wind-
speed range of 6–9 m/s. The 24-day mean water-cloud OD from the PARASOL
data is 5.3. Since the water-cloud data of the PARASOL may include undetected
thin cirrus, we assume a layer of cirrus with an OD of 0.3 over water clouds with

Fig. 4.7. Directional irradiance reflectance and degree of polarization (DOP) at 865 nm
from the PARASOL data for water-cloud oceans averaged in a SZA bin of 54◦ to 57◦ (red
dots) and the adding-doubling radiative-transfer model (ADRTM) results at a SZA of
54.74◦ (solid curve). The PARASOL data are from the mean of the 24-day measurements
of water clouds over oceans in a wind-speed range of 6–9 m/s. In the model, the US
Standard Atmosphere (STD) is used, an ocean-boundary wind speed of 7 m/s is assumed,
and the sea-salt aerosol optical depth (AOD) and the water-cloud optical depth (OD) are
set to be 0.06 and 5.0, respectively. A layer of cirrus with an OD of 0.3 over water clouds
is assumed in the modeling.
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an OD of 5.0 in the modeling. The sea-salt AOD is set to be 0.06. The STD is used
with an ocean-boundary wind speed of 7 m/s in the model. It can be seen that the
results from the ADRTM generally agree well with the PARASOL data.

Furthermore, as shown in Fig. 4.8, the specific angular distribution of water
clouds’ AOLP features in the neighborhood of backscattering angles from the
ADRTM is also very similar to that from the PARASOL observation. This means
that the ADRTM can simulate the AOLP values of the reflected light from water
clouds very well.

Fig. 4.8. Same as in Fig. 4.7, but for the angle of linear polarization (AOLP) values
from the mean of the 24-day PARASOL data for water-cloud oceans, and the AOLP
values from the adding-doubling radiative-transfer model (ADRTM) for oceans covered
by a layer of cirrus having an optical depth (OD) of 0.3 over a layer of water cloud having
an OD of 5.0.

4.4.2 A super-thin cloud detection method revealed by the ADRTM
and PARASOL

From the AOLP pattern in Fig. 4.6a, we have concluded that the clear-sky data
of PARASOL must be contaminated by undetected super-thin clouds (Sun et al.,
2011a, 2014). This explains why a good agreement of the PARASOL data with the
ADRTM results can and must be achieved by incorporating a thin layer of clouds
in the model. This also provides a robust method to detect super-thin clouds.
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As already mentioned in section 4.4.1, globally distributed super-thin clouds
(Sun et al., 2011a; Gao and Kaufman, 1995) can seriously affect the remote sensing
of aerosols (Sun et al., 2011; Omar et al., 2013), surface temperature (Sun et al.,
2011a), and atmospheric composition gases (Christi and Stephens, 2004). These
clouds are also important to the radiation energy balance of Earth’s climate sys-
tem (Sun et al., 2011a; Sassen and Benson, 2001). Climate models must incorporate
these clouds correctly to account for Earth’s radiation energy budget. For example,
as shown in Fig. 4.9, the AOD retrieved from the MODIS data could be overesti-
mated by ∼100% when these clouds exist (Sun et al., 2011a). Also, Fig. 4.10 shows
that failing to detect these clouds, the sea-surface temperature (SST) retrieved from
NASA’s Atmospheric Infrared Sounder (AIRS) satellite data (Chahine et al., 2006)
could be ∼5 K lower at tropical and mid-latitude regions, where the occurrence
frequency of these clouds (Fig. 4.11) is high (Sun et al., 2011b). Due to uncertain-
ties in surface reflectance, the transparent super-thin clouds generally cannot be
detected by satellite imagers, such as the MODIS and the Advanced Very High
Resolution Radiometer (AVHRR) that only measure the intensity of the reflected
solar light (Ackerman et al., 2008). The resulting data products of many satellite
and ground measurements are biased by these undetected clouds (Sun et al., 2011a,
2011b; Omar et al., 2013). Using a strong-water-vapor-absorption channel such as
the 1.38 μm radiance to exclude the surface and low-atmosphere effects can be ef-
fective on high cirrus (Gao and Kaufman, 1995), but may encounter difficulties for
atmospheres with low water vapor content (Ackerman et al., 1998). The reliability
of this method is also questionable if the clouds’ OD is smaller than∼0.5, when their

Fig. 4.9. One-year (2007) zonal mean MOD04 aerosol optical depth (AOD) at 0.55 μm
for clear (filled circle) and super-thin cloud (open circle) ocean identified by Cloud-Aerosol
Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) Lidar. From Winker et
al. (2007) and Sun et al. (2011a).
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Fig. 4.10. One-year (2007) zonal mean surface skin temperatures from the AIRS and the
Meteorology, Ozone, and Aerosol (MOA) data set for night-time oceans. From Sun et al.
(2011b).

backscattered intensity is low (Roskovensky and Liou, 2003). In addition, super-
thin clouds may also exist in the lower layers of the atmosphere where there is ample
water vapor. The sensitivity of the 1.38 μm channel is weak in this region, hamper-
ing detection capabilities. The National Oceanic and Atmospheric Administration
(NOAA)’s polar-orbiting High Resolution Infrared Radiation Sounder (HIRS) mul-
tispectral infrared data are usually used with the CO2-slicing method for detecting
thin cirrus clouds (Wylie et al., 1995; Wylie and Menzel, 1999). However, for super-
thin clouds, this requires the radiance of their background atmosphere and surface
to be very close to that of the pre-defined reference clear-sky environment, which
is difficult, as the terrestrial background changes on various spatial and temporal
scales. In addition, this method is problematic when the difference between clear-
sky and cloudy radiances for a spectral band is less than the instrument noise
(Wylie et al., 1995), as for the cases of super-thin clouds.

Currently, the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observa-
tion (CALIPSO) Lidar (Winker et al., 2007) is the only instrument in orbit that can
detect super-thin clouds. However, long-term global surveys of super-thin clouds
using the space-borne lidar are limited by the large operational cost and narrow
field of view of this active instrument. There is a driving need for a passive tech-
nique to quantify super-thin clouds. A passive polarimetric instrument such as the
aerosol polarimetry sensor (APS) (Mishchenko et al., 2007) that was a part of
NASA’s Glory mission may provide such a technique. Since NASA’s Glory mis-
sion was failed during launch, NASA’s Advanced Composition Explorer (ACE) or
CNES/ESA’s 3MI could be the potential mission for this measurement. However,
a new satellite mission with a fast polarimetric sensor is necessary for an accurate
measurement of the super-thin clouds.
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Fig. 4.11. Zonal and altitude distribution of super-thin cloud occurrence frequency in
the unit of CERES (Wielicki et al., 1996) field-of-view (FOV) number for daytime (upper
panel) and night-time (lower panel) ocean (from Sun et al., 2011a).

As discussed above, natural solar radiation is polarized by surface reflections
as well as by scattering of atmospheric molecules and particles. When sunlight
propagates through the clear atmosphere and is scattered back toward the Sun,
the resulting signal is nearly unpolarized when the SZA is not larger than ∼40◦

(Sun and Lukashin, 2013). System asymmetries, like preferentially oriented waves,
can produce some residual polarization. Unlike intensity I, the DOP and AOLP
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are insensitive to surface roughness and absorption by atmospheric water vapor
and other gases (Sun and Lukashin, 2013), thus these polarization measurements
are robust to different environmental conditions. Remote sensing using polarization
measurements provides a means to minimize surface, molecule, and absorbing gas
interferences, and increase the sensitivity to atmospheric particulates, like super-
thin clouds.

Although thin clouds can change the DOP of the reflected light (Sun and
Lukashin, 2013), the DOP dynamic range is insufficient to identify super-thin clouds
when the background is unknown. As shown in Figs 4.6a and 4.6d, the AOLPs con-
tain two distinct features at ∼8◦ off the exact-backscatter direction (RAZ = ∼180◦

and VZA = ∼20◦ and ∼36◦), where the dominant backscattered electric field ro-
tates perpendicular to Earth’s surface when a super-thin layer of cloud exists.
The dominant backscattered electric field for clear sky is parallel to Earth’s sur-
face (Fig. 4.6c). This rotation appears when we incorporate a layer of cirrus as
thin as OD = 0.1 for cirrus clouds as reported in Sun et al. (2014). In sensitivity
studies, this rotation remains significant even down to ODs of ∼0.06. The mecha-
nism responsible for this feature is the optical glory phenomenon. The glory is an
angular region of higher intensity that may extend several degrees from the exact-
backscatter direction. It is accompanied by a strong p-polarization (i.e., electric
field polarized in the same plane as the incident ray and the scattering surface nor-
mal) component a few degrees from the exact-backscatter direction. Spherical cloud
droplets can produce an especially strong glory. Figure 4.12a shows ADRTM results
for water clouds with an OD of 0.1. Also, model results in Fig. 4.12b demonstrate
that subvisual water clouds having an OD of only 0.01 still display a prominent
polarization feature. However, this polarization feature can be suppressed when
particle absorption increases and morphology becomes irregular (Muinonen et al.,
2011; Volten et al., 2001). While cirrus clouds composed solely of irregularly shaped

Fig. 4.12. The angle of linear polarization (AOLP) at 670 nm as a function of viewing
zenith angle (VZA) and relative azimuth angle (RAZ) from the adding-doubling radiative-
transfer model (ADRTM) for (a) water clouds with an optical depth (OD) of 0.1 and (b)
water clouds with an OD of 0.01 at 670 nm over oceans (from Sun et al., 2014). In the
modeling, the wind speed is 7 m/s, the sea-salt aerosol optical depth (AOD) is 0.06, the
SZA is 28◦, and the US Standard Atmosphere (STD) is used.
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aggregated ice particles tend to have a weaker glory feature (Sun and Lukashin,
2013), thin cirrus clouds generally contain significant quantities of crystals hav-
ing simple particle shapes such as hollow or solid columns, plates, droxtals, bullet
rosettes, etc. (Baum et al., 2000), especially near cloud tops or in cold and dry
regions. Additionally, the glory prominence is dependent on particle morphology
and absorption, and our ADRTM simulations incorporating a dust cloud (Volten
et al., 2001) do not result in a noticeable glory feature. Interestingly, such a glory
feature was observed with the Hubble Space Telescope in observations during the
2003 Mars opposition. It was suggested that the p-polarization was the result of
thin clouds of nucleating ice crystals. These crystals were seen at the forward edge
of a prominent dust storm and were visible against a desert background. The dust
storm itself did not display such p-polarization features (Shkuratov et al., 2005),
suggesting that it had different composition. This demonstrates that polarization-
based detection of super-thin clouds can be used over different terrain types and
can differentiate such clouds from dust.

4.4.3 Effects of water vapor, surface, wavelength, and aerosol on
polarization

One major objective of our numerical calculations is to study the sensitivity of the
polarization state of the reflected light on various parameters, including incident
solar wavelength, incident and viewing geometries, surface conditions, and atmo-
spheric composition (Sun and Lukashin, 2013). These include SZA, VZA, RAZ,
reflection surface conditions, and gas absorption, and molecular and particulate
scattering to the light in the atmosphere. These sensitivity studies can help us
make PDMs as functions of only necessary input parameters for quick access. Sen-
sitivities of the polarization of reflected light to incident and viewing geometries,
and molecular and cloud particulate scattering have been mentioned in previous
discussions. In this section, we focus on the sensitivity of incident wavelength, and
on the most uncertain environmental parameters affecting the radiation transfer
including surface conditions, water vapor absorption, and aerosol scattering.

To build a comprehensive set of PDMs, it is necessary to check the dependence
of the DOP and AOLP on the profiles of pristine atmospheres. Actually, the only
significant effects of pristine atmospheric profiles on the reflected solar radiance
spectra are the molecular scattering and gas absorption to the light. Since different
atmospheric profiles have relatively insignificant variations in molecular scattering,
the sensitivity of light’s polarization to atmospheric profiles can mostly be examined
by studying the dependence of the DOP and AOLP on atmospheric gas absorptions.
Figure 4.13 shows the directional irradiance reflectance, DOP, and AOLP at a
water-vapor-absorption wavelength of 1,200 nm at the TOA, which is calculated
with the ADRTM at a SZA of 43.16◦ over a pristine clear-sky ocean with a wind
speed of 7.5 m/s. The reflectance and DOP with the SAW atmosphere (solid curves)
and those with the tropical atmosphere (black dots) are shown. Also shown are
the AOLP with the SAW atmosphere (Fig. 4.13e) and those with the tropical
atmosphere (Fig. 4.13f).

Since the tropical atmosphere has a much larger amount of water vapor than the
SAW atmosphere, the total reflectance at the water-vapor-absorption wavelength
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Fig. 4.13. The directional irradiance reflectance, degree of polarization (DOP), and angle
of linear polarization (AOLP) at a wavelength of 1,200 nm at the top of the atmosphere
(TOA), which is calculated with the adding-doubling radiative-transfer model (ADRTM)
at a solar zenith angle (SZA) of 43.16◦ over a pristine clear sky ocean with a wind speed
of 7.5 m/s and a wind direction of 0◦ (Sun and Lukashin, 2013). Solid curves denote the
reflectance and DOP with the subarctic winter (SAW) atmosphere. Black dots denote the
reflectance and DOP with the tropical (TPC) atmosphere. Panel (e) shows the AOLP
with SAW atmosphere and (f) shows the AOLP with TPC atmosphere.

of 1,200 nm from the tropical atmosphere is much smaller than that from the
subarctic atmosphere. However, we can see that the DOP and AOLP are much less
affected by the atmospheric water vapor absorptions. This is consistent with the
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results for single scattering by particles (Sun et al., 2002). Therefore, gas absorption
in different atmospheric profiles is important for modeling the intensity, but has
relatively little effect on the DOP and AOLP of the reflected light. A stratification
of the atmospheric profiles into the TPC, MLS, MLW, SAS, and SAW atmosphere
should be sufficient for accurate modeling of the DOP and AOLP of the reflected
solar light over the globe.

It is well known that wind-caused ocean surface roughness can significantly
affect the directional reflectance of solar light. However, it is not yet known how
much wind speed and direction can affect the polarization state of reflected solar
light at the TOA. Figure 4.14 shows the directional irradiance reflectance and DOP
of the ocean–atmosphere system on the principal plane, which is calculated with
the ADRTM at wavelength 670 nm. A pristine atmosphere with the STD profile is
assumed. The SZA is 33.30◦. Wind direction is assumed to be at 0◦. Wind speeds
are given as 5.0, 7.5, 10.0, and 15.0 m/s, respectively. We can see that wind speed
significantly affects the total reflectance at RAZ = 0◦, but has only a small effect

Fig. 4.14. The directional irradiance reflectance and degree of polarization (DOP) of the
ocean–atmosphere system on the principal plane, which is calculated with the adding-
doubling radiative-transfer model (ADRTM) at a wavelength of 670 nm (from Sun and
Lukashin, 2013). A pristine US Standard Atmosphere (STD) is used. The solar zenith
angle (SZA) is 33.30◦. Wind direction is at 0◦. Wind speeds are 5.0, 7.5, 10.0, and 15.0 m/s,
respectively.



4 Modeling polarized radiation for remote sensing applications 187

on the total reflectance at RAZ = 180◦. Wind-speed effect on the DOP is also
insignificant.

The AOLPs of the cases in Fig. 4.14 are shown in Fig. 4.15. We can see that
the wind-speed effect on the AOLP is insignificant. In the PDM development and
applications, we will be able to use wind speed assimilated from the Global Model-
ing and Assimilation Office (GMAO) weather data products. Our modeling results
show that the uncertainty of wind-speed data will only have a small impact on the
DOP and AOLP.

Fig. 4.15. Same as in Fig. 4.14, but for angle of linear polarization (AOLP) over relative
azimuth angle (RAZ) of 0◦ to 180◦ at a wind speed of (a) 5.0 m/s, (b) 7.5 m/s, (c) 10.0 m/s,
and (d) 15.0 m/s, respectively. From Sun and Lukashin (2013).

Additionally, our sensitivity studies (Sun and Lukashin, 2013) demonstrate that
varying wind direction or using different ocean-wave slope probability distribution
models (Cox and Munk, 1954, 1956) can significantly change the directional ir-
radiance reflectance at RAZ = 0◦, but has little impact on the reflectance at
RAZ = 180◦. Varying wind direction, or using different ocean-wave slope prob-
ability distribution models, has almost no effect on the DOP and the AOLP. Since
wind direction is very hard to be obtained over ocean, and wind direction and
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wave-slope-distribution models have little effect on the polarization state of re-
flected light at TOA, wind direction need not to be considered in the correction of
the reflected solar radiation from water bodies. Without considering wind direction
over oceans, we can simply use the Cox-and-Munk ocean-wave slope probability
distribution model without wind-direction dependence (Cox and Munk, 1956) for
reflected radiation polarization parameter calculations. This can make the reflec-
tion field symmetric to the principal plane. However, it is worth pointing out that,
among the Stokes parameters, I and Q are symmetric to the principal plane, but
U and V are oddly symmetric to the principal plane – that is,

I(V ZA, 360◦ −RAZ) = I(V ZA,RAZ) , (4.25a)

Q(V ZA, 360◦ −RAZ) = Q(V ZA,RAZ) , (4.25b)

U(V ZA, 360◦ −RAZ) = −U(V ZA,RAZ) , (4.25c)

V (V ZA, 360◦ −RAZ) = −V (V ZA,RAZ) . (4.25d)

And, from Eqs (4.3), (4.4), and (4.25a–c), we can further derive

DOP (V ZA, 360◦ −RAZ) = DOP (V ZA,RAZ) , (4.26a)

AOLP (V ZA, 360◦ −RAZ) = 180◦ −AOLP (V ZA,RAZ) . (4.26b)

Therefore, in modeling PDMs, we only need to calculate and store the DOP and
AOLP over the RAZ of 0◦ to 180◦, as practiced in previous sections. These quanti-
ties can easily be obtained by symmetry for the RAZ of 180◦ to 360◦. Also, in study-
ing the polarization state of the reflected solar light from the ocean–atmosphere
system, there also is a concern that the shadows of ocean waves may affect the
DOP and AOLP of the reflected light. In this work, the effect of shadowing by
surface waves on reflected light is examined by multiplying the ocean-reflection
matrix of the non-white-cap part of the ocean by a bi-directional shadowing func-
tion (Mishchenko and Travis, 1997; Tsang et al., 1985)

S(θs, θv) =
1

1 + Λ(θs) + Λ(θv)
, (4.27)

where

Λ(θ) =
1

2

{
σ

cos θ

[
(1− cos2 θ)

π

]1/2
exp

[
− cos2 θ

σ2(1− cos2 θ)

]
− erfc

[
cos θ

σ
√
1− cos2 θ

]}

(4.28)

and σ is calculated with Eq. (4.23) and erfc(x) is the complementary error function.
Our studies show that the ocean-wave shadows do not significantly affect the DOP
and the AOLP of the reflected solar light (Sun and Lukashin, 2013).

To derive PDMs that are adequate for applications over broad solar spectra,
we need to investigate the sensitivity of the polarization state of reflected light
on its wavelength. Figure 4.16 shows the directional irradiance reflectance and
the DOP on the principal plane, which is calculated with the ADRTM at the
wavelengths of 470 and 865 nm, respectively. A pristine STD is used. The SZA
is 33.30◦. Wind speed is 7.5 m/s. We can see that changing the wavelength can
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affect the total reflectance significantly. Although changing solar wavelength also
significantly affects the DOP, especially when VZA > ∼45◦, the DOP’s sensitivity
to wavelength is not as great as that of the reflectance. Though not shown here, we
also find that increasing the SZA can greatly increase the difference between the
DOPs of different wavelengths at all VZAs. The AOLPs for the cases in Fig. 4.16 are
displayed in Fig. 4.17. The AOLP’s dependence on wavelength is also noticeable.
Therefore, the PDMs must be made as a function of solar wavelengths, but may
not require very high spectral resolution.

One of the most uncertain components in the atmosphere is aerosols. The ef-
fect of aerosols on solar reflectance has been widely studied. Aerosols’ effect on
polarization of light also has attracted many efforts (Mishchenko and Travis, 1997;
Chowdhary et al., 2002; Sun et al., 2013a; Mishchenko et al., 2013). In this study,
to calculate the effect of aerosols on the polarization state of reflected light at the
TOA, we choose an example of an STD with sea-salt aerosols. The calculation is
conducted at the visible wavelength of 550 nm, where the refractive index of sea

Fig. 4.16. The directional irradiance reflectance and degree of polarization (DOP) of the
ocean–atmosphere system on the principal plane, which is calculated with the adding-
doubling radiative-transfer model (ADRTM) at the wavelengths of 470 nm (dashed curve)
and 865 nm (solid curve), respectively (from Sun and Lukashin, 2013). A pristine US
Standard Atmosphere (STD) is used. The solar zenith angle (SZA) is 33.30◦. Wind speed
is 7.5 m/s.
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Fig. 4.17. Same as in Fig. 4.16, but for angles of linear polarization (AOLPs) at the
wavelengths of (a) 470 nm and (b) 865 nm. From Sun and Lukashin (2013).

salt is given as 1.5+ i10−8 (Chamaillard et al., 2002). The sea-salt aerosol particle
shapes are assumed to be the agglomerated debris, and their single-scattering prop-
erties are from DDA calculations (Zubko et al., 2006, 2013). A two-mode log-normal
size distribution (Porter and Clarke, 1997) is applied for the sea-salt aerosols (see
Eq. (4.12)). In this study, we chose a sea-salt aerosol size distribution for wind
speeds between 5.5 and 7.9 m/s from Porter and Clarke (1997) with all the pa-
rameters for fine and coarse modes shown in Fig. 4.18. The optical thickness of
the aerosol layer is given as 0.1. Figure 4.19 shows a comparison of the directional
irradiance reflectance and DOP on the principal plane from the ocean–atmosphere
system without aerosols and with sea-salt aerosols, respectively. The ocean wind
speed is 7.5 m/s. The SZA is 33.30◦. We can see that aerosols can increase the total

Fig. 4.18. A two-mode sea-salt aerosol size distribution from Porter and Clarke (1997)
for ocean wind speed between 5.5 and 7.9 m/s (from Sun and Lukashin, 2013). The dotted
curve denotes the fine-mode size distribution, and the dashed curve denotes the coarse-
mode size distribution. The combined size distribution is denoted by the solid curve.
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reflectance and decrease the DOP significantly. Although Fig. 4.20 shows aerosols’
insignificant effect on the AOLP, aerosols play an important role in the DOP of the
reflected solar light. Thus, in building the PDMs, the aerosol effect must be taken
into account.

Fig. 4.19. The directional irradiance reflectance and degree of polarization (DOP) on the
principal plane, which is calculated with the adding-doubling radiative-transfer model
(ADRTM) at the wavelengths of 550 nm from the ocean–atmosphere system without
aerosols (solid curve) and with sea-salt aerosols (dashed curve) of optical thickness 0.1
(from Sun and Lukashin, 2013). The ocean wind speed is 7.5 m/s. The SZA is 33.30◦.
The US Standard Atmosphere (STD) is used.

4.5 Summary and conclusion

The reflected solar radiance from the Earth–atmosphere system is polarized. Radi-
ance measurements can be affected by the reflected light’s state of polarization if
the radiometric sensor is sensitive to the polarization of the observed light. To cor-
rect measurement errors due to the use of the polarization-dependent imagers, such
as the MODIS, the polarization state of the reflected solar light must be known
with sufficient accuracy. In this chapter, our recent studies of the polarized solar
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Fig. 4.20. Same as in Fig. 4.19, but for the angles of linear polarization (AOLPs) of the
ocean–atmosphere system (a) without aerosols and (b) with sea-salt aerosols, respectively.
From Sun and Lukashin (2013).

radiation from the ocean–atmosphere system with the ADRTM are reviewed. The
modeled polarized solar radiation quantities are compared with PARASOL satel-
lite measurements and DISORT model results. Good agreement between model
results and satellite data is shown for both liquid water clouds and ice clouds. Dif-
ferences between model results and satellite measurements for clear-sky oceans are
due to the presence of undetected clouds in the PARASOL clear-sky scenes. We
also note a distinct feature in the AOLP of solar radiation that is backscattered
from clouds. The dominant backscattered electric field from the clear-sky Earth–
atmosphere system is nearly parallel to Earth’s surface. However, when clouds are
present, this electric field can rotate significantly away from the parallel direction.
Model results demonstrate that this polarization feature can be used to detect
super-thin cirrus clouds having an OD of only ∼0.06 and super-thin liquid water
clouds having an OD of only ∼0.01. Such clouds are too thin to be sensed using any
current passive satellite instruments. Based on these results, a novel method for
detecting cloud particles in the atmosphere is suggested. Sensitivities of reflected
solar radiation’s polarization to various ocean-surface and atmospheric conditions
are also addressed. These studies suggest that the modeling can provide a reliable
approach for making the spectral PDMs for NASA’s future CLARREO mission’s
inter-calibration application, which cannot be achieved by empirical PDMs based
on the analysis of the data from polarimetric sensors.
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Part II

Atmospheric optics and inverse problems



5 Vertical profiles of optical and microphysical
characteristics of tropospheric aerosol from
aircraft measurements

Mikhail V. Panchenko and Tatiana B. Zhuravleva

5.1 Introduction

According to the International Panel on Climate Change (IPCC), the current low-
est level of scientific understanding in estimates of radiative forcings of different
atmospheric constituents is assigned to aerosols (Forster et al., 2007; Hansen et al.,
2005), primarily due to a few factors.

The first factor is associated with the difficulty in obtaining accurate quan-
titative information on the required parameters and is caused by (i) strong spa-
tiotemporal variations of the sources and sinks of aerosol particles, (ii) relatively
short lifetimes (approximately 7 days) in the troposphere in contrast to greenhouse
gases, requiring far more detailed knowledge of their spatiotemporal variations, and
(iii) the difficulty in performing synchronous measurements of the scattering and
absorbing properties of aerosols for studying their vertical and horizontal distribu-
tions.

The second complex problem is associated with the multiform impact of atmo-
spheric aerosols on Earth’s radiation budget, which is manifested by both direct
and indirect aerosol effects (Haywood and Boucher, 2000).

The direct aerosol effect is the contribution to the cooling (heating) of the at-
mosphere by aerosol particles, which scatter (absorb) the solar radiation in the
atmosphere. Thus, the net effect depends on the relationship between the scatter-
ing and absorbing properties of aerosols in the atmospheric column (Penner et al.,
2003; Haywood and Ramaswamy, 1998). The indirect aerosol effects are more com-
plex (Twomey, 1977b; Albrecht, 1989; Johnson et al., 2004). The aerosol particles,
acting as condensation nuclei, determine the amount of cloud droplets and their
microstructure, thus affecting both the optical properties of clouds and their life-
time in the atmosphere. Low-level clouds, as a rule, play a cooling factor role, while
clouds at high altitudes can cause a cooling effect, as well as the intensification of
atmospheric heating. Another problem is estimating the radiation effects caused
by the presence of absorbing aerosol between cloud particles.

Still another aspect of the indirect aerosol effect is associated with the sedi-
mentation and settling of aerosol (primarily black carbon (BC)) particles, causing
a change in the reflectance (albedo) of the underlying surface. The effect of this
process is most significant for the northern territories, where the supply of absorb-
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ing substances on the ice and snow cover leads to a substantial decrease in the
surface albedo. A resulting consequence is an increase in absorbed radiation that
promotes the melting of snow and ice. This process is challenging to accurately
simulate in climate models at the present stage due to the difficulties in obtaining
reliable experimental data.

An undoubted progress achieved in the development of climate models, in which
the radiation code is one of the important elements, dictates that the appropriate
level of the basic information on the key optical characteristics of aerosols (opti-
cal depth, single scattering albedo, and asymmetry factor of the scattering phase
function) should also be reached. Clearly, regardless of the methods used for calcu-
lating the radiative characteristics, the success of prediction of climate changes will
ultimately be determined by the reliability and validity of the information on the
real optical parameters of the atmosphere and by the accuracy of accounting for
their variations under the impact of external factors. The simulation of the optical
state of the atmospheric aerosols is reduced to the generalization of their optical or
microphysical properties as functions of geophysical, synoptic, and meteorological
processes, which are characteristic for the different geographic regions of the planet.

In the practice of aerosol studies, we can single out two main approaches to
designing the model concepts regarding the properties of the atmospheric aerosol.
One is based upon information about the aerosol microphysical composition, ob-
tained from experimental data, and the subsequent calculation of the necessary
optical characteristics (‘microphysical’ approach). Another method is based on the
direct measurements of the optical characteristics (‘optical’ approach). Each of
these approaches has its own merits and drawbacks.

An advantage of the microphysical approach is the capability to calculate all of
the required optical characteristics of aerosol for a given spectral range. One serious
disadvantage is that any limitation or distortion of information on the microphysical
parameters of particles or their shapes leads to optical parameter retrieval errors
that are difficult to control.

Most problems with the microphysical approach are associated with the de-
termination of the complex refractive index of particles for different size ranges.
As a rule, optical constants of substance are retrieved from the chemical com-
position measurements. However, relying only upon observations of the chemical
composition of atmospheric aerosol particles is almost impossible to take into ac-
count a priori the contribution of non-recorded small concentrations of chemical
elements and their compounds to the real (n) and imaginary (κ) parts of the re-
fractive index. It should be stressed that considerable non-controlled errors may
be a consequence of the neglect of the contribution from chemical elements having
large values of n and κ (such as metals). Moreover, the contribution of organic
compounds to the atmospheric aerosol is still poorly understood. This is especially
true for highly volatile compounds, which can either be substantially transformed
in the measurement process or ‘escape’ from the sample in the process of its storage
and preparation for analysis.

To a large extent, the approach based on measurements of the optical charac-
teristics directly in the real atmosphere is free of the drawbacks inherent in the
microphysical modeling. It almost completely eliminates the need to estimate and
take into account the optical significance of particles in one or another size range or
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different chemical origins. The model input parameters are chosen in a natural way,
depending on the degree of influence of directly measured external factors on the
variations of the optical characteristics. The optical approach is disadvantageous in
that the use of the obtained model is usually restricted to the list of the measured
optical characteristics, spectral range, and geophysical conditions, under which the
initial observational data were obtained. Expanding beyond these constraints re-
quires extra studies and substantiation.

The difficulties arising in implementing each of these approaches can be partly
overcome using the method of ‘microphysical extrapolation,’ suggested by G.V.
Rosenberg (1967, 1968, 1976). This method is based on the idea of using informa-
tion on the microstructure and complex refractive index of particles, retrieved in
the course of solving the inverse ‘optical’ problem for a subsequent calculation of
the required optical characteristics, which were not measured in experiment. Based
on our experience, it should be emphasized that the retrievals of microstructure
and refractive index made using measurements of a small number of optical pa-
rameters in a limited spectral interval should be used carefully. Additional studies
are required to determine the boundaries for the correctly retrieved particle size
spectrum, as well as the uncertainties in the estimates of the complex refractive
index of the aerosol substance. At the same time, solutions to the inverse problem
are most suitable for a subsequent calculation of all of the required set of optical
characteristics in the same or close spectral range because they are determined to
a considerable degree by the same particle size interval.

Clearly, only a complex combination of the optical and microphysical ap-
proaches to the arrangement of experiments for studying the aerosol properties
will permit the most complete retrieval of information required for the radiation
calculations. In particular, the measurements of aerosol microstructure in a wide
particle size region can ensure the retrieval of the optical characteristics in the
near-IR spectral range. A specific problem in interpreting the observation data and
in creating the empirical aerosol models is the need to parameterize the effect of the
relative humidity (RH) on either changing the size spectrum and optical constants
of particles or directly influencing the optical characteristics (spectral scattering
and absorption coefficients, scattering phase functions, etc.).

The relative air humidity is the most dynamic characteristic that substantially
alters the aerosol optical properties. As an example, we will consider the problem
of the parameterization of the optical and microphysical characteristics with RH on
the basis of data from in situ observations. The RH varies synchronously with the
change in the ambient air temperature during the day. Simultaneously with this
well-pronounced process, the microstructure and vertical stratification of aerosols
also change under the impact of particle generation, transport, outflow, or sedi-
mentation. Clearly, a comprehensive analysis of all these components is required to
correctly describe the effect of RH on aerosol microphysical properties because the
above-mentioned processes of microstructure transformation and relative humidity
variation in the atmosphere have cardinally different spatiotemporal scales.

The principles of forming model concepts and, ultimately, the principles of
constructing empirical aerosol models are dictated by their aim, the nature of the
simulated process, and the attained level of the knowledge.
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In the second half of 20th century, the rapid development of different systems
and devices operating in the optical range through the atmosphere necessitated
conducting large-scale aerosol studies. In this period, an enormous amount of ex-
perimental material on practically all required characteristics of aerosol had been
accumulated and became a basis for a number of models on the optical charac-
teristics well known to specialists (see, e.g., Elterman, 1970; Gillette and Blifford,
1971; Fenn, 1979; Shettle and Fenn, 1979; Toon and Pollack, 1976; Twomey, 1977a;
Jaenicke, 1980).

For various atmospheric applications, researchers are widely used the LOW-
TRAN model (Kneizys et al., 1996), which takes into account the stratification of
particle microphysical parameters and the effect of the relative air humidity on the
transformation of optical characteristics for a number of characteristic geographic
zones. Similarly to most other models, this model was based on the microphys-
ical approach; however, the authors also introduced the meteorological visibility
range (optical characteristic) as an input parameter, which substantially widened
the model applicability range. The vertical structure of the optical characteristics
for two periods of the year, namely ‘fall–winter’ and ‘spring–summer,’ is taken into
account by changing the height of the mixing layer.

Rich experimental data on the optical, microphysical, and chemical character-
istics of the particles for different geographical regions, obtained using aircraft and
ground-based lidar sensing of the atmosphere, were collected and generalized in
aerosol models presented by scientists from the former USSR (see, e.g., Ivlev, 1969;
Kondratyev and Pozdnykov, 1981; Krekov and Rakhimov, 1982; Zuev and Krekov,
1986). All advantages of the optical approach to modeling were first implemented
in the model developed under the leadership of G.V. Rosenberg in the Institute of
Atmospheric Physics of the Russian Academy of Sciences (Rosenberg et al., 1980).
This model was based on the long-term integrated measurements and statistical
analysis of the angular dependencies of components of the scattering matrices for
the visible spectral range, spectral dependencies of the extinction coefficients in
a wide spectral range, data on the absorbing properties of aerosol particles and
their chemical composition, information on the vertical stratification of the opti-
cal parameters according to data of twilight sensing, and comprehension of the
main processes of generation and transformation of aerosol particles in the atmo-
sphere.

At this stage, the main efforts of scientists were concentrated on the scattering
properties of atmospheric particles because the spectral ranges of instruments were
chosen to lie, as a rule, in the visible spectral range and outside the absorption lines
of atmospheric gases. Much less information was obtained about aerosol absorption,
primarily due to the absence of the appropriate instrumentation. However, at the
frontier of the 20th and 21st centuries, in view of the observed climate changes and
ensuing requirements on the simulation of atmospheric radiative characteristics, the
world scientific community had come to realize the pressing need for detailed studies
on the relationship between the scattering and absorbing properties of atmospheric
aerosol. This circumstance initiated the intense development of instrumental bases
and the beginning of a new stage of large-scale comprehensive experiments and
routine observations.
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Among these studies, there are experiments aimed at obtaining information
on the vertical structure of the aerosol characteristics, which is required to solve
a whole class of problems. Haywood and Ramaswamy (1998) studied the direct
radiative forcing (DRF) of sulfate and black carbon aerosols and showed that the
magnitude and sign of DRF are partly determined by the vertical distribution;
sulfate gives the strongest DRF at low altitudes due to the effects of RH, and BC
does it at high altitudes, as the aerosol is moved above the cloudy layers of the
atmosphere. Rozwadowska (2007) showed that the error assumptions about the
shape of aerosol profiles can cause errors in the aerosol optical thickness retrieved
from satellites. The vertical distribution of absorbing aerosol in the atmosphere is
especially interesting. In particular, BC, in addition to the above-mentioned DRF,
may also affect the clouds. Koch and Del Genio (2010) showed that the atmospheric
heating through the direct aerosol effect perturbs the stability of the atmosphere
and therefore cloud distributions, potentially causing warming or cooling (semi-
direct effect). black carbon aerosols may also affect warm clouds by acting as cloud
condensation nuclei, thus leading to an increase in cloud brightness and decrease
in precipitation (the indirect effect; Kristjansson, 2002; Bauer et al., 2010).

Data on the stratification of aerosol characteristics can be obtained on the ba-
sis of lidar and aircraft sensing. The vertical profiles of aerosol are studied by the
methods of lidar sensing in the frameworks of the Micro Pulse Lidar Network
(MPLNET, mplnet.gsfc.nasa.gov), the European Aerosol Research Lidar Network
to Establish an Aerosol Climatology (EARLINET, www.earlinet.org), the Asian
Dust and Aerosol Lidar Observation Network (AD-Net, www-lidar.nies.go.jp/AD-
Net), and others. Lidar observations provide data about the vertical loading and
variability of aerosol particles; however, Andrews et al. (2011) note that ‘deriv-
ing profiles of aerosol absorption or other properties (e.g., single scattering albedo,
asymmetry parameter) useful for radiative forcing calculations from lidar measure-
ments is still in its infancy’. To increase the interpretability of data obtained using
Sun photometers and lidars and to provide both columnar and vertically resolved
aerosol and cloud data, joint measurements of aerosol characteristics with these
instruments were initiated in the last few years at a number of AERONET sites
(mplnet.gsfc.nasa.gov ; aeronet.gsfc.nasa.gov).

The need in the aerosol property studies on the basis of aircraft sensing data is
dictated by the following circumstances. It is well known that the concentration,
composition, and stratification of tropospheric aerosol are formed under the influ-
ence of peculiarities of specific air mass (for approximately 3–10 days). The aerosol
state and variations are affected by the atmospheric processes in a wide range of
spatiotemporal scales, from local to regional scales. To study the regional-scale at-
mospheric phenomena, it is necessary either to perform multipoint observations or
use highly mobile, equipment, capable of covering vast territories within a limited
time. In this sense, aircraft sensing is the only source of data on both vertical and
horizontal distributions of aerosol characteristics in the atmosphere.

Contemporary aircraft can lift the numerous sensors and instruments, inte-
grated into a single information-measurement system, to the required height and
supply the measurement process by means of software, energy, and meteorolog-
ical services. An advantage of this approach is the comprehensive character of
observations; that is, most physical characteristics of air can be measured in a

http://www.earlinet.org
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universal-time system. An important process made possible by research aircraft
is accompanying the studied atmospheric phenomenon along its propagation path
over large distances and, thereby, objectively estimating the spatiotemporal varia-
tions in atmospheric characteristics.

At present, aircraft measurement data are used to solve a wide range of prob-
lems, including those associated with climate, ecology, and validation of satellite
data, among others. This chapter provides the brief overview of the studies devoted
to the problems of retrieving vertical profiles of aerosol microphysical and optical
characteristics in the context of their subsequent application in radiation calcula-
tions. We focused on the descriptions of the approaches, which were used to solve
these tasks in the course of (i) specific comprehensive experiments and (ii) long-
term observations (optical and microphysical approaches, method of microphysical
extrapolation). The purpose of the specific comprehensive experiments, lasting usu-
ally for up to a few weeks, was to study the vertical structure of certain types of
aerosols (marine, dust, smoke, etc.) in different regions of the globe. Considering
that the data on vertical structure of aerosol optical characteristics during these
experiments were obtained by different research groups with the use of instruments
installed onboard aircrafts, ships, and satellites, as well as ground-based equipment,
much attention was paid to results of aerosol and radiation closure tests. The sec-
ond collection, namely the data of multi-year observations, is the foundation for
creation of regional models of aerosol optical characteristics. As far as the authors
of the review know, at present, the information about the stratification of extinc-
tion coefficient, single scattering albedo, and asymmetry factor, taking into account
their seasonal variations for more than a 5-year period, is obtained for two regions
of the globe: rural Oklahoma (USA) and western Siberia (Russia). In generaliza-
tion of these data to the level of model representations of the atmospheric aerosol
it was taken into account that their optical and microphysical properties were the
functions of geophysical, synoptic, and meteorological processes, characteristic for
these regions.

We emphasize that our aim was to review the approaches used at present to
construct the vertical profiles of optical and microphysical characteristics of tropo-
spheric aerosol according to data of aircraft observations. The particular retrieval
results of aerosol stratification were presented in detail in publications cited below.

5.2 Specific comprehensive experiments

Aerosol properties have been intensely measured over several regions of the globe in
major international field campaigns conducted over the past two decades (see, e.g.,
Yu et al., 2006; Bates et al., 2006; McNaughton et al., 2011). During each of these
comprehensive missions, aerosols were studied in great detail, using combinations
of in situ and remote sensing observations of physical and chemical properties from
various platforms (e.g., aircraft, ship, satellite, and ground-network) and numerical
modeling.

This section describes the aspects of some of these large-scale experiments, one
of the main purposes of which was to study the vertical structure of certain types
of aerosols in different regions of the globe; these experiments included the Tropo-
spheric Aerosol Radiative Forcing Observational Experiment (TARFOX), Aerosol
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Characterization experiments (ACE-2), the Southern African Regional Science Ini-
tiative (SAFARI 2000), and the SaHAran Dust Experiment (SHADE). As far as
possible, the aircraft measurements, performed by different methods, were com-
pared with each other (aerosol and radiative closures), as well as with data obtained
from ground-based and satellite observations.

5.2.1 Instrumentation

The observation campaigns used different sets of instruments for retrieving the
aerosol characteristics. The main devices were (i) the set of instruments for mea-
suring the size distributions of aerosol particles, (ii) the three-wavelength neph-
elometer, and (iii) the absorption photometer for measuring light absorption of the
aerosol. The aircraft were also equipped with instrumentation for determining the
chemical composition of aerosol, Sun photometers for measuring the aerosol opti-
cal depth, radiometers for measuring the broadband and spectral fluxes of solar
radiation, etc. The key instruments mentioned in the review are briefly described
below.

Aerosol size distributions for fine particles were measured by the Particle Mea-
suring System (PMS) Passive Cavity Aerosol Spectrometer Probe (PCASP). With
the heaters switched on, it has been demonstrated that the size distributions are
measured in a dehydrated state regardless of the ambient conditions (see, e.g.,
Strapp et al., 1992). In conditions of low RH and for particles that are not greatly
hygroscopic, it can be expected that the measurements with the non-deiced PCASP
will be representative of ambient aerosol. This observation was confirmed, in par-
ticular, by comparing the size distributions of biomass-burning aerosol obtained
with the heater switched off and from measurements made by an AERONET Sun
photometer during SAFARI-2000 (Haywood et al., 2003a). However, with the non-
deiced PCASP, the degree of drying of the aerosol particles within conditions of
high RH is uncertain and difficult to quantify, and errors in the determination of
the true particle size may occur (Strapp et al., 1992; Hignett et al., 1999).

The PMS Forward Scattering Spectrometer Probe (FSSP) and Small Ice De-
tector (SID; Hirst et al., 2001) were used to measure larger-sized (radii between
1 and 20 μm) particles. Despite the fact that both devices had sizing problems
(Osborne et al., 2004; Reid et al., 2003), it was shown that the effect which they
exert on the mid-visible optical properties was negligibly small (see, e.g., Osborne
et al., 2004). However, particle size determination errors should be considered if
the microphysical data are to be applied in calculations at longer wavelengths.

In most cases, the instrument used for aerosol particle scattering coefficient
measurements was a TSI 3563 integrating nephelometer (Bodhaine et al., 1991;
Heintzenberg and Charlson, 1996). It measured the aerosol light-scattering coef-
ficient at three wavelengths (450, 550, and 700 nm) in two ranges of angular in-
tegration (7◦ to 170◦, total scattering; 90◦ to 170◦, hemispheric backscattering).
The scattering data have been corrected for angular nonidealities (Anderson and
Ogren, 1998). The absorption coefficient at 567 nm was measured with a Radiance
Research Particle Soot Absorption Photometer (PSAP). The data from this pho-
tometric device are corrected for inaccuracies in the flow rate, area of exposure of
the filter, and absorption artifacts, according to the method of Bond et al. (1999).
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Aerosol chemistry was determined from isokinetic sampling onto filter sub-
strates (Andreae et al., 2000; Formenti et al., 2003a, 2003b, among others).

The six-channel NASA Ames Airborne Tracking Sunphotometer (AATS-6)
(Matsumoto et al., 1987) and its extended version, the 14-channel AATS-14 flown
by aircraft, were used in a number of experiments for aerosol optical depth (AOD)
determination. The center wavelengths of the aerosol channels were 380, 451, 525,
and 1021 nm for the AATS-6 and 380, 448, 453, 499, 525, 605, 667, 779, 864, 1019,
and 1558 nm for the AATS-14. Under cloudless conditions, the Sun photometers
reported the spectral AOD (τλ) above the altitude of the aircraft. The extinction
coefficient values can be derived by differentiating τλ at two vertically separated
points, and uncertainties in these derived values are approximately 15% to 20%
(Schmid et al., 2003, 2006).

Solar radiative fluxes were measured by upward- and downward-facing Eppley
broadband radiometers (BBRs), which covered the 0.3–3.0 and 0.7–3.0 μm ranges,
respectively (see, e.g., Hignett et al., 1999; Haywood et al., 2003b, 2003c). In ad-
dition to broadband fluxes, the Meteorological Office Scanning Airborne Filter
Radiometer (SAFIRE) was designed to measure radiances in 16 bands across the
visible and near-infrared regions of the spectrum (Francis et al., 1999).

5.2.2 Specific experiments

Consider in more detail approaches to the retrieval of the aerosol characteristics,
which have been implemented during some aerosol experiments.

The Tropospheric Aerosol Radiative Forcing Observational Experiment (TAR-
FOX) was conducted in July and August of 1996 and focused on the plume of
pollutant haze that moves off the US East Coast over the Atlantic Ocean (Rus-
sell et al., 1999a). The overall goal of TARFOX was to reduce uncertainties in
the effects of anthropogenic aerosols on climate by determining the direct radiative
impacts, as well as the chemical, physical, and optical properties of the aerosols
carried over the western Atlantic Ocean from the US.

The measurements of the vertical profiles of particle size distributions, scatter-
ing and absorption coefficients, individual chemical components, layer AODs, and
radiative characteristics were performed from three aircraft (UKMeteorological Re-
search Flight C-130, University of Washington (UW) C-131A, and the Pelican of
CIRPAS (Center for Interdisciplinary Remotely Piloted Aircraft Studies)) (Russell
et al., 1999a; Hignett et al., 1999; Hobbs, 1999).

The results of some aerosol closure tests were presented by Hegg et al. (1997). In
particular, AOD, which is a key parameter in the determination of direct aerosol
radiative forcing, was measured with the six-channel NASA AATS-6 (τ sp) and
derived from the vertical profile measurements of the dried aerosol light-scattering
(σdry

sc (z)) and absorption (σdry
abs (z)) coefficients and the hygroscopic growth factor

(τ in situ). The changes in aerosol light scattering with RH increasing from 30% to
85% were analyzed using scanning humidographs (Kotchenruther et al., 1999) and
were taken into consideration in the measurement-based calculations of the AOD:

τ in situ (z1, z2) =

∫ z2

z1

(
σdry
sc (z) fsc (z,RH) + σdry

abs (z) fabs (z,RH)
)
dz , (5.1)
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where fsc(z,RH) and fabs(z,RH) are the hygroscopic factors as a function of
altitude z for scattering and absorption, respectively. The agreement between these
two independent methodologies for determining AOD was very good; the slope of
the regression line of τ in situ onto τ sp is 0.86 at wavelength 450 nm, and the in situ
values were systematically lower than the Sun photometer measurements.

Hignett et al. (1999), Francis et al. (1999), and Russell et al. (1999b) compared
the measured and simulated radiative characteristics, which were calculated using
the experimental data (radiative closures).

The extinction coefficient (σext), single scattering albedo (ω), and asymmetry
parameter (g) were calculated using Mie theory and the particle size distribu-
tion measurements collected by PSASP and FSSP. PCASP was operated with the
heaters off to give the best estimate of the ambient particle size distributions
(Hignett et al., 1999; Francis et al., 1999). The chemical components (50% ammo-
nium sulfate, 45% organic carbon, and 5% elemental (black) carbon by mass) (Hegg
et al., 1997; Novakov et al., 1997) were assumed to be uniformly mixed internally
within each particle and across the particle size spectrum. The particle refractive
index was calculated as the volume-weighted average of the refractive indices of the
individual components, including water:

n =
1∑
j Vj

∑
j

njVj , κ =
1∑
j Vj

∑
j

κjVj , (5.2)

where nj and κj are the real and imaginary parts of the refractive index of species
j, taken from literature data, and Vj is the volume occupied by species j within
the internally mixed aerosol.

The simulations of diurnally averaged direct aerosol forcing were performed
for different values (0%, 80%, and 90%) of the RH (Hignett et al., 1999). The
modeled and observed values best agreed for high relative humidities, and this
matches with the observation during TARFOX that much of the aerosol loading
was present at a high RH and aerosol had a significant absorbing component (see
also Hegg et al., 1997). The distributions of the sky radiance fields were calculated
at several wavelengths in the visible and near-infrared regions of the spectrum from
these optical data (Francis et al., 1999). Reasonable agreement with the observed
radiance distributions was obtained for two of the three cases considered.

Unlike Hignett et al. (1999) and Francis et al. (1999), Russell et al. (1999b)
applied the method of microphysical extrapolation and calculated the optical char-
acteristics using particle size spectrum, which was retrieved on the basis of spectral
measurements of AOD performed in the AATS-6 (C-131A) and AATS-14 (Pelican)
and the constrained linear inversions (King et al., 1978). The refractive index model
was determined from information on the chemical composition (Novakov et al.,
1997; Hegg et al., 1997) and data of Palmer and Williams (1975) (volume-mixing
rule, Eq. (5.2)). Because the accuracy of size distributions is less important for
radiation simulation than the accuracy of the τ , ω, and g spectra (see, e.g., Gonza-
les and Orgen, 1996), the calculated flux changes were compared to measured flux
changes only as a function of AOD. Russell et al. (1999b) confirmed the agreement
between the overall dependency of downward and upward flux change on optical
depth obtained from radiative measurements and calculations based on measured
aerosol properties.
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A unified approach used to retrieve the optical and microphysical characteristics
of aerosol on the basis of aircraft observations during TARFOX, ACE-2, SAFARI,
and SHADE was presented by Osborne and Haywood (2005). The observed in
situ aerosol size distributions (PCASP, FSSP, SID) were fitted with two (maritime
aerosol) or three (industrial, biomass burning, dust) log-normal curves. In deriv-
ing the aerosol optical properties, the authors used the common assumption that
each log-normal mode is composed of an internal mixture. These data were input
parameters in the Mie scattering code for calculating the σext, ω, and g for a sum
of all modes (‘TOT’) and for modes 1 and 2 (‘1+2’). In contrast to SHADE and
SAFARI, the condensed water during TARFOX accounted for a large fraction (up
to 40%). A resulting consequence had been significant changes in the refractive
index and, hence, the differences in the optical characteristics between dehydrated
and hydrated (ambient) aerosols. Except for TARFOX, all experiments compared
the columnar single scattering albedo of submicron aerosol at wavelength 550 nm,
obtained with the use of the microphysical ω1+2 and optical approaches ωin situ

(ωin situ is the measured value from the nephelometer and PSAP). Comparisons of
ω1+2 and ωin situ showed reasonable agreement. At the same time, the g1+2 and
gTOT , σ1+2

ext and σTOT
ext values may differ significantly from each other, depending on

the type of aerosol which was dominant during the specific experiment. This find-
ing is consistent with results obtained by other authors (see details below, SHADE
description) and should be taken into account in the radiative calculations with
the obtained experimental data.

The second Aerosol Characterization Experiment (ACE-2) was conducted in
June and July of 1997 in the north-eastern Atlantic in a region bounded roughly
by the Canary Islands of Spain to the south and Sagres, Portugal, to the north.
The purpose of ACE-2 was to study the properties, processes, and effects of var-
ious aerosol types in this region, including background marine and anthropogenic
pollution aerosol in the marine boundary layer (MBL) and background aerosol and
mineral dust in the overlaying free troposphere (FT) (Raes et al., 2000).

One of six focused ACE-2 activities was to conduct a clear-sky column closure
experiment CLEARCOLUMN, including a variety of aerosol closure tests. The set
of instruments installed onboard the research aircrafts (Pelican, C-130) to measure
the aerosol properties was similar to the equipment of TARFOX (Johnson et al.,
2000; Collins et al., 2000; Russel and Heintzenberg, 2000).

The results of the ground-based measurements of Swietlicki et al. (2000) indi-
cated that, during ACE-2, 80% or more of the particles were hygroscopic in nature,
having wet diameters (RH ∼ 80%–90%) typically 1.5 times larger than their cor-
responding dry diameters (RH ∼ 10%). Aerosol characteristics depending on the
relative humidity in the atmosphere were estimated using the data of two neph-
elometers operated at different RH (see Öström and Noone, 2000; Gassó et al.,
2000, for details).

Using the additional nephelometers, Gassó et al. (2000) implemented a method-
ology based on measuring the scattering coefficient at known humidities below and
above ambient conditions to derive airborne ambient scattering coefficients and
aerosol hygroscopic properties with high temporal and spatial resolution. Particle
scattering coefficients σsc (530 nm) from the two nephelometers are used to solve
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for the exponent γ in the equation

σsc(RH) ∼ (1− RH/100)−γ . (5.3)

From all ACE-2 Pelican flights, the authors obtained γ values (mean and standard
deviation) for dust, polluted, and clean marine aerosols and used these γ values to
estimate σsc at the ambient RH and also to estimate σsc(RH = 80%)/σsc(RH =
30%). Öström and Noone (2000) used the data of Gassó et al. (2000) and the
measurements at the ground-based site on Tenerife during ACE-2 (Swietlicki et
al., 2000) to estimate the effect of the RH not only on the scattering coefficient,
but also on the single scattering albedo ω, according to the relationship derived by
Hänel (1976).

Collins et al. (2000) presented comparisons between the optical properties deter-
mined through the measured aerosol size distributions and those measured directly
by an airborne 14-wavelength Sun photometer and nephelometers. Aerosol size dis-
tributions adjusted to ambient RH were used in conjunction with the size-resolved
chemical compositions as inputs into Mie theory, from which σext and σsc were
calculated. The required refractive indices for elemental, organic carbon, and dust
particles were chosen according to literature data or were based upon the previ-
ous analysis of samples taken on Tenerife, and the parameters n and κ for each
of the salts were calculated on the basis of the partial molar refraction approach
described by Moelwyn-Hughes (1961). Agreement between the extinction and scat-
tering coefficients obtained using optical and microphysical approaches varied for
different measurements and for different cases. Nonetheless, the differences between
the model optical characteristics and those averaged over the four case studies did
not exceed the uncertainties caused by the errors from measurements of the entire
set of characteristics and by assumptions used in the calculations.

A similar aerosol test and analogous results were obtained by Schmid et al.
(2000). Schmid et al. (2000) also estimated the aerosol size distributions by in-
verting spectral AOD using the constrained linear inversion method of King et
al. (1978). The consent between aerosol size distributions based on in situ mea-
surements and inverted AATS-14 extinction spectra was achieved in the MBL in
contrast to the dust layer (due to the assumption on the wavelength-independent
refractive index in the inversion of the AATS-14 spectra, according to the authors).

The Southern African Regional Science Initiative (SAFARI 2000) was a major
surface, airborne, and space-borne field campaign carried out in southern Africa
in 2000–01 (Swap et al., 2002). The time frame of the campaign coincided with
the period of anomalously high rainfall and prolific vegetative growth; therefore,
biomass-burning emissions became the overwhelming influence on the southern
African atmosphere during the following dry season. During SAFARI, the coor-
dinated, coincident, and spatially extensive observations of the troposphere were
ensured by a few research aircraft and, in particular, by the University of Wash-
ington Convair-580 and the UK Met Office C-130 (Schmid et al., 2003).

Using the instrumentation flown by the C-130, the aerosol size distributions
(PCASP-100X, SID), absorption, and scattering coefficients (PSAP and TSI 3563
nephelometer) were measured (Johnson et al., 2000; Haywood et al., 2003b, 2003c).
Aerosol chemistry was determined from isokinetic sampling onto filter substrates
(Formenti et al., 2003b). The radiation equipment consisted of upward- and
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downward-facing Eppley broadband radiometers, SAFIRI, and the Short-Wave
Spectrometer (SWS) which uses two Carl Zeiss spectrometer modules operating
in the spectral ranges of 0.30–0.95 and 0.95–1.70 μm. The Convair-580, in addi-
tion to the analogous TSI nephelometer and PSAP, also carried the AATS-14 Sun
photometer (Magi et al., 2003).

The measurement results were used for comparing the single scattering albedo
and the optical depth obtained by different methods.

Haywood et al. (2003c) showed that ω derived using measured aerosol size
distributions are consistent with those from the nephelometer and PSAP. Data on
the chemical composition of aerosol were used to calculate the aerosol refractive
index on the basis of two rules: volume weighting (Eq. (5.2)) and Maxwell-Garnett
mixing rule (Chýlek et al., 1988; Martins et al., 1998). This test took into account
that the mean relative humidity was mainly ∼30% and only once RH exceeded
55%; therefore, the influence of RH on the aerosol properties was ignored. At the
same time, the effects of RH on aerosols in southern Africa during the biomass-
burning season were discussed in more detail by Magi and Hobbs (2003). The values
of σsc were obtained from σdry

sc and appropriate humidographs on the basis of an
empirical formula (Magi and Hobbs, 2003; Magi et al. 2003):

σsc = σdry
sc [1 + a1 (RH/100)

a2 ] , (5.4)

where a1 and a2 are fitting parameters, which were representative of the ambient
air in southern Africa during SAFARI 2000.

Haywood et al. (2003a) and Magi and Hobbs (2003) presented the results of
aerosol closure tests, regarding the optical depths. Haywood et al. (2003a) esti-
mated the value of AOD from measurements of (i) the scattering and absorption
coefficients, (ii) the aerosol size distribution with the subsequent use of the Mie
theory combined with suitable refractive indices to determine the aerosol extinc-
tion, (iii) the direct and diffuse components of the downwelling irradiance (Hignett
et al., 1999), (iv) the radiance as a function of scattering angle (Francis et al.,
1999), and (v) the magnitude and spectral dependence of the upwelling radiance
from above the aerosol. It was shown that the estimates of optical depth from the
various approaches were in good agreement. One exception occurred when τ was
derived from the PCASP because this method was shown to be extremely sensitive
to the pitch angle of the aircraft, and AOD differs for profile ascents and profile de-
scents. At the same time, the aerosol size distribution measured by the PCASP and
derived from the AERONET site agreed well over the 0.05–1.0 μm radius range,
as did the derived refractive indices and single scattering albedo.

The in situ measurements of the absorption and scattering coefficients were used
to calculate the layer AOD between heights z1 and z2 (τ in situ, Eq. (5.1)), and this
value was compared with the τ sp data derived from the AATS-14 Sun photometer
measurements (Magi et al., 2003). The obtained results ensured the most successful
closure; at the wavelength of 550 nm, the slope of regression line of τ in situ onto
τ sp was equal to 0.96 (r2 = 0.98). The reason for the excellent agreement between
τ in situ and τ sp may be the fact that the aerosols in SAFARI 2000 were dominated
by small, relatively nonhygroscopic, biomass-burning aerosols, which are easier to
sample than hygroscopic and/or larger particles, such as mineral dust or sea salt
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(see the results obtained by Hegg et al. (1997) and Hartley et al. (2000) during
TARFOX).

Based on SAFARI-2000 data, a method suggested by Magi et al. (2007) was
tested in addition to the use of the traditional optical and microphysical ap-
proaches. (This technique was close in concept to the above-mentioned method
of microphysical extrapolation.) The straightforward retrieval algorithm searches
look-up tables constructed using Mie theory to find a size distribution and refrac-
tive indices that most closely reproduce the in situ and remote sensing measure-
ments of aerosol optical properties. The first step of the algorithm is to retrieve
the optically equivalent (oe) unimodal log-normal submicron size distribution (de-
scribed by geometrical mean diameter Dg,oe(z), standard deviation σg,oe(z), and
aerosol number concentration Na,oe(z)) and the optically equivalent refractive in-
dices (noe,λ(z) − i × κoeλ(z)) at λ = 450, 550, and 700 nm at all vertical levels
z. These wavelengths together most closely reproduce the measured values of the
extinction coefficient σext,λ(z), single scattering albedo ωλ(z), and backscattering
coefficient bλ(z) at λ = 450, 550, and 700 nm. When measurements of the extinc-
tion coefficient and single scattering albedo are available at other wavelengths, this
information, along with the optically equivalent size distribution, can be used at the
next algorithm step to retrieve noe,λ and κoe,λ at the other wavelengths. Evidently,
the optically equivalent size distribution and refractive indices are not necessarily
representative of the real aerosol size distribution and refractive indices, especially
if the aerosol is not composed of spherical particles.

Magi et al. (2007) showed that, during SAFARI-2000, the optically equivalent
size distributions are similar to the submicron modes of the size distributions in the
works of Haywood et al. (2003a, 2003c) and retrieved from AERONET (Eck et al.,
2003). Because smaller-diameter particles were included in their consideration, the
concentration of aerosol particles, retrieved in accordance with Magi et al. (2007),
was higher than the data presented in Haywood et al. (2003c). At the same time,
the optically equivalent real and imaginary refractive indices were ∼14% and ∼50%
greater than those derived from AERONET retrievals for three study cases and, in
some cases, there was a very different wavelength dependency.

The Magi et al. (2007) approach has limited application because the aerosol
size distribution is assumed to be unimodal with a dominating contribution of sub-
micron particles. In addition, to properly constrain the retrieval, the information
on σext,λ(z), ωλ(z), and bλ(z) is needed at least at three wavelengths. This in-
formation is widely available for σsc,λ(z) and bλ(z) from nephelometry (Anderson
and Ogren, 1998) and to a lesser degree for the absorption coefficient σabs,λ(z),
although multi-wavelength measurements of σabs,λ(z) are becoming more common
(Ganguly et al., 2005; Sheridan et al., 2005; Virkkula et al., 2005; Schmid et al.,
2006).

The largest dust source in the world is the Sahara (Shao et al., 2011). Dust plays
an important role in climate through a variety of mechanisms, thus necessitating
an accurate understanding of the optical properties of dust for use in the weather
and climate models.

Since 2000, several aircraft campaigns have attempted to measure the properties
of mineral dust over the Sahara: the African Monsoon Multidisciplinary Analysis
(AMMA, 2006; Redelsperger et al., 2006); the Dust And Biomass burning Exper-
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iment (DABEX, 2006; Haywood et al., 2008); the Saharan Mineral Dust Experi-
ment 1 (SAMUM-1, 2006; Heintzenberg, 2009); and others. Moreover, the majority
of experiments were conducted over the eastern and western Atlantic Ocean: the
SaHAran Dust Experiment (SHADE, 2000; Haywood et al., 2003b); the Puerto
Rico Dust Experiment (PRIDE, 2000; Reid and Maring, 2003); SAMUM-2 (2008;
Ansmann et al., 2011); and others.

One problem of the result analysis obtained in the course of the above-
mentioned campaigns is that coarse particles are difficult to measure on aircraft.
In addition, it was not always clear whether the differences in descriptions of the
coarse mode were due to instrumental and sampling differences or due to the dif-
ferent geographical location and dust event types (see, e.g., bibliography in Ryder
et al., 2013). Direct measurements of scattering and absorption also suffered from
the difficulty of measuring the coarse mode on aircraft because such measurements
are limited to representing the aerosol accumulation mode (Haywood et al., 2003b;
McConnell et al., 2008; Petzold et al., 2011).

SHADE was one of the first experiments when the physical and optical prop-
erties of Saharan dust aerosols were studied. It took place in September 2000 off
the coast of West Africa near the Cape Verde Islands. The aerosol and radiation
instrumentation onboard the C-130, as well as the main approaches to retrieving
and analyzing the radiative parameters of aerosol, were identical to those used in
the SAFARI campaign (Tanré et al., 2003; Haywood et al., 2003b). Aerosol size
distributions were available only from PCASP because, like throughout SAFARI
2000, Fast FSSP did not operate correctly. The mean aerosol size distributions
were fitted with five log-normal size distributions (Haywood et al., 2003b); how-
ever, mode 5 was poorly constrained by measurements with PCASP which detects
particles with radii up to approximately 1.5 μm. The size distributions retrieved
from surface-based Sun photometers sited in Sal and Dakar were used to describe
the largest mode (>1.5 μm) (Nakajima et al., 1996; Dubovik and King, 2000).
Haywood et al. (2003b) showed that including mode 5 leads to a significant re-
duction in σext,550, causes a slight decrease in g550, and has little effect on ω550.
In this regard, the method of integrating the scattering and absorption coefficients
from the nephelometer and PSAP underestimated τλ, which might be the reason
for the errors in the estimates of radiation effects of dust aerosol (Myhre et al.,
2003). Radiometric measurements of τ550 showed good consistency with each other
and agreement with the AERONET measurements of AOD made at Sal and Dakar
(Haywood et al., 2003b).

New in situ aircraft measurements of Saharan dust originating from Mali, Mau-
ritania, and Algeria were performed in the course of the Fennec 2011 aircraft cam-
paign (Washington et al., 2012). A brief description of flight patterns, performed
on the UK’s BAe-146-301 Large Atmospheric Research Aircraft operated by the
Facility for Airborne Atmospheric Measurements (FAAM), and instrumentation
during Fennec was presented in Ryder et al. (2013).

The new size distribution instrumentation operated on the FAAM aircraft has
allowed measurements of dust coarse mode particles to be extended to larger
sizes (300 μm in diameter) than previous experiments have achieved. Similarly to
SAMUM-1, Fennec was characterized by the presence of a larger number of coarse
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particles; these campaigns had in common that they measured dust closer to source
regions, with shorter transport times and distances than other campaigns. The sin-
gle scattering albedo from direct measurements (nephelometer, PSAP) ranged from
0.91 to 0.99; these results were similar to those previously measured for dust using
inlets which restrict the measurement of coarse particles (Haywood et al., 2003b;
McConnell et al., 2008; Petzold et al., 2011).

Ryder et al. (2013) also presented the model calculations of the ω value, us-
ing the measured particle size distributions and an iterative process of retrieving
the imaginary part of the refractive index, as described by McConnell et al. (2010).
Ambient size distributions are input into a Mie scattering code, along with a refrac-
tive index at λ = 550 nm, where the real part is fixed (n550 = 1.53) and imaginary
part is varied (0.001 ≤ κ550 ≤ 0.008). At each iteration step, the calculated value
of ω550 is compared to that measured by the nephelometer and PSAP; the value
of κ550 which gave the closest agreement was chosen as the best estimate.

Because the size distribution used as input to the Mie code should represent
the size distribution reaching the nephelometer and PSAP, the authors used mea-
surements adjusted for inlet and pipe losses and enhancements, namely those with
reduced coarse mode, in their calculations. The calculated ω550 values covered the
interval 0.95–0.99 in satisfactory agreement with the in situ measurements of single
scattering albedo. Simulation with the use of the full -sized distributions revealed
high absorption ranging from 0.70 to 0.97, depending on the refractive index. The
ω value was found to be strongly dependent on the effective particle diameter; when
Deff is greater than 2 μm, direct measurements, behind Rosemount inlets, over-
estimate ω550 by up to ∼0.1. (For this reason, previous measurements of ω from
aircraft measurements may also have been overestimated.) This result should be
taken into consideration when the radiation effects of mineral dust are estimated;
neglecting the coarse mode may lead to underestimates in shortwave atmospheric
heating rates by two to three times.

5.3 Long-term observations of vertical profiles of
tropospheric aerosol characteristics: Usage in models

The above-described approaches made it possible to obtain information on the
vertical profiles of aerosol characteristics in different regions of the globe. A specific
feature of these data is that they characterize the state of aerosol characteristics
immediately in the period of measurements and, in this sense, they predominately
reflect information on the optical/microphysical characteristics of separate types of
aerosol (marine, arid, smoke, anthropogenic, etc.). As a consequence, the specific
features of different regions of the globe cannot be described completely because
the real aerosol represents a far more complex and variable mixture.

Recently, there appeared the possibility of aircraft measurements of aerosol
properties within one or another region of Earth over a longer term than separate
short periods of observation. The accumulated results of multi-year aircraft sensing
are a basis for creating the statistically representative models, characterizing the
typical values of aerosol optical characteristics for different seasons and regions.
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Examples of these studies are the results obtained over Oklahoma, US (Andrews
et al., 2011), and western Siberia, Russia (Panchenko et al., 2012).

In this section, we describe the specific features of the vertical profiles over the
territory of Oklahoma and present in more detail the approach, which we developed
to create the empirical model of radiative characteristics of the tropospheric aerosol
over western Siberia.

Andrews et al. (2011) summarized the studies of the vertical profiles of the
aerosol optical characteristics over rural Oklahoma. The main objectives of a multi-
year study included the following issues:

– to identify the climatically significant features of formation of vertical profiles
of the aerosol scattering and absorption characteristics for different seasons of
the year, based on regular multi-year aircraft measurements;

– to compare the obtained measurements with data of ground-based complex
equipment, considering that the world’s unique contemporary instrumentation
complex for atmospheric radiation measurements is available at the Department
of Energy (DOE)’s Southern Great Plains (SGP) site (www.arm.gov); and

– to compare the results and conclusions, obtained with the help of ground-based
observations and aircraft sensing.

A unique experimental material was obtained on the basis of measurements be-
tween March 2000 and December 2007 over the DOE’s SGP site near Lamont,
Oklahoma (∼600 flights). The research airplane (Cessna 172XP) was originally
equipped with an integrating nephelometer TSI-3563 and a filter-based light ab-
sorption instrument PSAP (Andrews et al., 2004). After the summer of 2005, the
instrumentation was updated: (i) the aerosol inlet was changed to the shrouded
inlet design, and the cut size has been estimated to be ∼7 μm; and (ii) PSAP
was upgraded to a three-wavelength instrument (467, 530, and 660 nm). A heater
upstream of the instrumentation ensured that measurements were made under low
relative humidity conditions (RH < 40%). Ambient temperature and RH were also
measured utilizing a Vaisala Humicap sensor mounted on the outside of the aircraft.

From the measured aerosol absorption, scattering, and backscattering coeffi-
cients, several climatically important aerosol optical parameters were calculated.
These characteristics included the single scattering albedo, scattering (αsc) and
absorption (αabs) Ångström exponents, and asymmetry parameter, estimated with
the empirical relationship g = −7.1439b3 + 7.4644b2 − 3.9636b + 0.9893, where b
is the ratio of hemispheric backscattering to total backscattering (Andrews et al.,
2006).

In analysis of the vertical distribution, the authors focused attention on the
results of their measurements obtained for dry aerosol (RH < 40%). This approach
is reasonable because the main formation processes of microphysical composition
and vertical distribution of particles, on one hand, and the ‘modulating’ effect of
humidity on the diurnal or seasonal behavior, on the other hand, have substantially
different spatiotemporal scales. In addition, the 2005–07 period appeared to be
drier for all seasons, which was consistent with the ongoing drought conditions in
Oklahoma; the median RH values were less than 60%.

Andrews et al. (2011) compared the AOD and other column-average aerosol
optical properties (αsc, ω, g) derived from the 2005–07 airplane profiles with the

http://www.arm.gov
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same aerosol optical properties determined from AERONET climatologies over
the 1994–2011 period. The adjustment of the in situ data to ambient RH was
performed using seasonal median-fit parameters derived from hygroscopic growth
measurements at the SGP surface site (Sheridan et al., 2001).

It was shown that the median AOD derived from in situ measurements tends to
be lower than the AERONET AOD for all seasons except spring, when the median
values are quite similar. In the authors’ opinion, the hygroscopic growth correction
alone is not responsible for the difference observed between the AERONET and
in situ measurements. In addition to the RH effect, possible reasons for the AOD
discrepancies could have been the loss of large particles due to sample line content,
the neglect of change in hygroscopic growth with height, the difference in the time
intervals within which the averaging was performed, etc. These same factors could
also partly influence the differences between αsc and g derived from the in situ and
AERONET measurements. Regarding the single scattering albedo, it is important
to emphasize that the ω retrievals from AERONET are severely limited by the
constraint that τ440 must be greater than 0.4. At the same time, the revealed char-
acteristic features in the seasonal behavior of the optical state of the atmosphere at
a given geographic site obtained by different methods agree with each other well.

The scrupulous analysis of the experimental data allowed correctly estimating
the unavoidable uncertainties of retrieval on the basis of relatively limited exper-
imental information and discussing the influence of atmospheric processes, which
determined the seasonal differences for the entire complex of the optical characteris-
tics. The obtained results represent an excellent basis for constructing an empirical
model of the vertical profiles for the entire complex of the climatically significant
optical characteristics required for the radiation calculations.

Based on aircraft sensing data, an empirical model of the optical and radiative
characteristics of the tropospheric aerosol over western Siberia was developed in
two stages. The first stage (1985–88) had the purpose to develop a model for supply-
ing information to systems and devices, operating in the optical range through the
atmosphere. Solving this problem primarily required information on the scattering
properties of aerosol for a wide range of atmospheric situations. In this regard, the
aircraft was flown in regimes of maximum possible regularity in all seasons of the
year and at different times of the day, except relatively rare cases of dense fogs,
strong thunderstorms, and squall wind.

The second model development stage was associated with the need to obtain
the complete data set for estimating the radiation effects, which primarily involved
studying the absorbing properties of aerosol. From 1999 to the present, the flights
were performed once monthly in midday under the stable conditions of clear-sky
and low-cloud atmosphere.

Two main aspects underlie in the model. The first aspect consists of the neces-
sity to parameterize the relationship between aerosol characteristics and relative
air humidity, which strongly affects the transformation of the microphysical param-
eters of aerosol particles. The approach we have developed is based on the principle
of separate investigation of variations in the aerosol particle dry matter and aerosol
condensation activity under the external factors (Panchenko et al., 2004). The sec-
ond aspect of our approach is that an empirical model is constructed by combining
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the microphysical and optical approaches (Panchenko et al., 1998; Panchenko and
Terpugova, 2002).

The measurement instrumentation and the calibration techniques used here
were described in detail in earlier publications (Panchenko et al., 1996, 2000). Here,
we only give a brief instrument characterization.

The polarized nephelometer was used for measuring the aerosol angular-scattering
coefficient at the angle of 45◦ and at the wavelength 510 nm. The nephelometer
was calibrated in absolute units in each flight using the values of the molecular
scattering coefficient of pure air at the heights of 0.5, 1.0, 2.0, 3.0, 4.0, and 5.0 km
(at different pressures). The sensitivity of the instrument was 1 Mm−1.

The particle size distribution function was recorded by a photoelectric particle
counter in 12 channels in the radius range of 0.2–5 μm.

The mass concentration of absorbing substance was measured by an aethalome-
ter, which implemented the method for measuring the diffuse absorption by a layer
of particles during their deposition from airflow onto a filter. The instrument is
capable of measuring the mass concentration of BC starting from the values of
0.01 μg/m3 when 10–20 L of air pass through it. The aethalometer was calibrated
in absolute units under laboratory conditions using a special pyrolysis generator
of BC particles and by comparing the data of synchronous optical and gravimetric
measurements of the BC content.

The meteorological parameters (temperature and RH) of air outside the aircraft
and immediately in the scattering volume were recorded simultaneously with the
nephelometric measurements. The true values of the in situ scattering coefficient
were reconstructed on this basis.

When developing the empirical model, we used the data obtained in two mea-
surement campaigns. The model of the vertical profiles of the scattering coefficient
and the particle size distribution function at heights up to 5 km (Panchenko et al.,
1998; Panchenko and Terpugova, 2002) was constructed on the basis of the airborne
measurement data that were collected in the 1986–88 period. The data array con-
sists of more than 600 vertical profiles. The input parameters of the model are the
geophysical factors (season, type of air mass, and time of day) and the measured
parameters (near-ground value of the angular-scattering coefficient, AOD, vertical
profiles of temperature, and RH of the air). In this period of measurements, the
airborne instrumentation had no devices for absorber (‘soot,’ or BC) measurements.

Comparison of the synoptic and meteorological conditions during 2.5 years
(1986–88) with aerological sensing data over the stations located in the west
Siberian region (Aleksandrovskoe, Barabinsk, Novosibirsk, and Omsk) showed that
the bulk of data obtained on the optical parameters of aerosol and the factors of
its variability reflect the most general regional features of western Siberia. Mea-
surements in the second campaign (1999–2007) were not as numerous; flights were
performed once a month only in the afternoon. Nonetheless, the results of the anal-
ysis presented in Panchenko et al. (2012) indicate the possibility of using the data
of these two different periods; according to the data shown in Fig. 5.1, the shapes
of the vertical profiles of the aerosol angular-scattering coefficient σdry,1

sc (45◦) and
σdry,2
sc (45◦) obtained in the measurement periods 1986–88 and 1999–2007 agree

well with each other. The possibility of combining the results of airborne data is
also confirmed by the fact that a time series with more than 10 years of avail-



5 Vertical profiles of tropospheric aerosol 217

Fig. 5.1. The summer average vertical profiles and standard deviation of the aerosol
angular-scattering coefficient according to data of airborne measurements in 1986–88 and
1999–2007 over Western Siberia.

able continuous measurements of the mass concentrations of aerosol and BC in the
near-ground layer of the atmosphere shows no significant trend in these parameters
(Kozlov et al., 2007).

The proposed procedure for calculating the optical and microphysical aerosol
parameters is described below. The block-diagram of the generalized model is shown
in Fig. 5.2. The first block includes the earlier developed model of the vertical pro-
file of the scattering coefficient and the size distribution function of dry aerosol
(Panchenko et al., 1998; Panchenko and Terpugova, 2002). The second block of the
model is related to the incorporation of the aerosol absorption properties into the
calculations, namely the seasonal average values of the mass concentration of BC
MBC(z) at different heights (Kozlov et al., 2009). Then, the optical constants (real
and imaginary parts of the refractive index) of the dry aerosol fractions are cal-
culated by the simple mixture rule. At the next stage of calculations, the seasonal
average vertical profile of relative humidity RH(z) and the parameter of conden-
sation activity γ(z), which determines the dependence of aerosol parameters on
RH (Hänel, 1976), are included in the calculations. Finally, applying the Mie the-
ory, the radiative parameters (the spectral extinction coefficient, single scattering
albedo, and scattering phase function) are calculated at all prescribed altitudes z.

The measured aerosol size distribution functions at each altitude (0, 0.5, 1.0,
1.5, 2.0, 3.0, 4.0, and 5.0 km) were fitted by a sum of two log-normal functions
(Panchenko et al., 1998). Then, the angular-scattering coefficient of the dry fraction
σdry
sc (45◦) was calculated with Mie formulae using the parameters of submicrometer

(s) and coarse (c) fractions (median radius Ri, standard deviation of the radius log-
arithm νi and volume concentration Vi, i = s, c) at each altitude. Aerosol particles
were assumed to be non-absorbing, with the real part of the refractive index being
naer = 1.5. Then, the volume concentrations Vi, i = s, c, were recalculated so that
the obtained value σdry

sc (45◦) coincides with the average seasonal value σdry,1
sc (45◦),

and the ratio between Vs and Vc remains constant (Panchenko et al., 1996).
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Fig. 5.2. Block-diagram of the model.

Table 5.1 presents the average scattering coefficients of the aerosol dry matter
and RH measured at these altitudes, as well as the distribution parameters Ri, νi,
and Vi adjusted for both particle fractions, i = s, c.

In the following simulations, we assume BC to be the only absorbing substance.
Data from particular experiments dealing with BC particle size distributions are
available in the literature (Hitzenberger and Tohno, 2001; Kozlov et al., 2002;
Höler et al., 2002; Delene and Ogren, 2002). Their results indicate that particles
with radii of 0.1–0.12 μm contain the largest amount of BC and that the relative
BC content decreases with particle size. An analysis of BC impactor measurements
made in 1998–99 in Vienna and Uji (Japan) (Höler et al., 2002) shows that large
particles contain approximately 10% of the total BC mass, with the remaining 90%
distributed in approximately equal parts as microdispersed (less than 0.1 μm) and
submicron particles (0.1–1 μm). Delene and Ogren (2002) reported that the average
contribution of coarse particles to the total absorption coefficient varies from 7%
to 20%, depending on the anthropogenic loading in the region of observation.
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Table 5.1. Parameters of the log-normal distributions (median radius R, standard de-
viation of the radius logarithm ν, and volume concentration of fraction V ) for the sub-
micrometer and coarsely dispersed fractions, angular-scattering coefficients for σdry

sc (45◦),
and the mass concentrations of the absorbing substance M∗

BC at different altitudes z.

z M∗
BC σdry

sc (45◦) RH Submicrometer fraction Coarsely dispersed fraction
(km) (μg/m3) (Mm−1sr−1) (%) (i = s) (i = c)

Lnνs Rs (μm) Vs Lnνc Rc (μm) Vc

0 1.16 9.77 72 0.8 0.114 1.548E-11 0.65 2.078 1.145E-11
0.5 0.634 7.07 70 0.8 0.096 1.414E-11 0.65 1.804 1.573E-11
1 0.556 6.18 75 0.8 0.098 1.236E-11 0.65 1.797 1.321E-11
1.5 0.458 5.09 74 0.8 0.098 1.018E-11 0.65 1.791 1.044E-11
2 0.417 3.48 71 0.8 0.096 6.956E-12 0.65 1.784 6.841E-12
3 0.248 2.08 69 0.8 0.095 4.156E-12 0.65 1.771 3.738E-12
4 0.091 0.61 62 0.8 0.092 1.213E-12 0.65 1.758 9.914E-13
5 0.045 0.30 53 0.8 0.089 6.022E-13 0.65 1.745 4.435E-13

The values M∗
BC were calculated based on Eq. (5.5).

Here, it should be noted that measurements of the BC mass concentration
were carried out in the second campaign (1999–2007), whereas the model of the
vertical profiles of the scattering coefficient was created from the data from the
first campaign (1986–88). Thus, to match the data used for estimating the volume
concentration of BC in the model calculations, the coefficient was introduced as
equal to the ratio of the average aerosol angular-scattering coefficients in the first
and second campaigns:

M∗
BC = MBCσ

dry,1
sc (45◦)

/
σdry,2
sc (45◦) , VBC = M∗

BC/ρBC , (5.5)

where M∗
BC is the mass concentration of BC used for calculations of the complex

refractive index (Table 5.1) and ρBC is the density of BC matter, ρBC = 1.85 g/cm3

(Gelencser, 2004; Bond and Bergstrom, 2006).
The volume concentration of BC in every ith fraction, i = s, c, was calculated

using the formula
VBC,i = CiVBC , (5.6)

where Ci is the portion of BC in the ith aerosol fraction (Cs = 0.9, Cc = 0.1, in
accordance with the accepted hypothesis).

The refractive index of the mixture in each fraction (ndry,i; κdry,i), i = s, c, was
determined at each altitude z, according to the internal mixture rule (Eq. (5.2)):

ndry,i = (naer × Vaer,i + nBC × VBC,i) / (Vaer,i + VBC,i) ,

κdry,i = κBC × VBC,i/(Vaer,i + VBC,i) , (5.2a)

where Vaer,i is the volume concentration of the non-absorbing aerosol in the ith
fraction. The complex refractive index of BC was set to (nBC = 1.8, κBC = 0.74)
(Gelencser, 2004; Bond and Bergstrom, 2006).

In the next stage, we recalculated the refractive index of dry aerosol in accor-
dance with the mean seasonal relative humidities RH(z) obtained during airborne
sensing.



220 M.V. Panchenko and T.B. Zhuravleva

The dependencies of the aerosol parameters (radius, volume concentration, and
scattering coefficient) on RH were approximated by the Hänel formula (Hänel,
1976). In particular, for the angular-scattering coefficient, the formula can be writ-
ten as (see Eq. (5.3)):

σwet
sc (45◦) = σdry

sc (45◦)× (1−RH (z) /100)
−γ(z)

, (5.7)

where σwet
sc is the scattering coefficient under ambient conditions, σdry

sc is the dry
scattering coefficient at relative humidity <30%, and RH(z) and γ(z) are the mean
seasonal relative humidity and parameter of the condensation activity at a height
of z, respectively.

The γ values at different altitudes, except for those at the ground level z = 0,
are among the input parameters of the empirical model; they were obtained in
the first measurement campaign (Panchenko et al., 1996). The mean seasonal data
from multi-year measurements in Tomsk were taken as the near-ground γ value
(Panchenko et al., 2005). For summer, the condensation activity parameter was
γ = 0.3 at z = 0, with γ = 0.5 at all other altitudes. The results of processing
more than 200 realizations of hygrograms at heights of up to 5 km showed that
the differences between the γ values at z = 0 and other heights are more than 95%
statistically significant (Panchenko et al., 1996).

For the submicron aerosol fraction, σdry
sc (45◦) is linearly related to the particle

volume concentration; therefore, for the wet aerosol, the following formula is valid:

Vwet,s = Vdry,s × (1−RH(z)/100)−γ(z) , (5.8)

where Vdry,s and Vwet,s are the volume concentrations of the respective ‘dry’ and
‘wet’ (ambient) aerosols.

To decide whether to include the effect of humidity on coarse particles, we
compared data from earlier experiments with the aerosol optical parameters calcu-
lated on the condition that only the submicron fraction is hygroscopic. Figure 5.3
presents the calculated values of (a) the degree of linear polarization of the scattered

Fig. 5.3. Comparison of calculated and measured ground-level aerosol parameters: (a)
the degree of linear polarization of the scattered radiation and (b) spectral dependence
of the ratio of the scattering coefficient at several values of relative humidity (RH) to the
scattering coefficient of the aerosol dry matter.
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radiation and (b) the spectral dependency of the ratio of the σwet
sc (45◦)

/
σdry
sc (45◦)

values in comparison with experimental data (Kabanov et al., 1988). The compari-
son showed a good agreement between the model and experimental characteristics;
therefore, in further calculations, we considered only variations in the wetting of
the submicron fraction.

The refractive index (nwet,s; κwet,s) of the submicron aerosol fraction was esti-
mated under the assumption that, during wetting, the volume of particles increases
due to water uptake only:

nwet,s = (ndry,sVs + nwVw)/Vwet,s, κwet,s = κdry,sVs/Vwet,s . (5.2b)

Here, nw = 1.33 is the refractive index of the liquid water, and Vw = Vwet,s−Vdry,s

is the condensed water volume, namely the increment in the volume of the aerosol
particles.

The values of the complex refractive index of the submicron and coarse fractions
used for further calculations are presented in Table 5.2.

Table 5.2. Real and imaginary parts of the aerosol complex refractive indices of the
submicrometer and coarse fractions.

z (km) 0 0.5 1 1.5 2 3 4 5

ns 1.4486 1.4266 1.4182 1.4200 1.4261 1.4294 1.4413 1.4538
nc 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50
κs 0.0171 0.0087 0.0079 0.0081 0.0113 0.0117 0.0161 0.0179
κc 0.0040 0.0016 0.0017 0.0018 0.0024 0.0027 0.0037 0.0041

Mie calculations of σλ(z), ωλ(z), and scattering phase function Gλ(θ, z) (θ is
the scattering angle) were performed at the prescribed atmospheric levels in the
altitude range of 0–5 km. The optical depth τλ was calculated as the integral of
the aerosol extinction coefficient in the altitude range of 0–5 km.

The normalized spectral behavior of τλ/τ550 in the wavelength range of 370–
1020 nm and the Ångström exponent α(440–870 nm) are in good agreement with
multi-year Sun photometer measurements collected on the territory of Siberia (Sak-
erin and Kabanov, 2007; Sakerin et al., 2009) (Fig. 5.4a). The α(440–870 nm)
value is also close to the Ångström exponent for the OPAC model of continen-
tal aerosol (continental average, RH = 70%; Hess et al., 1998) and is equal to
approximately 1.4.

The aerosol single scattering albedo ωλ(z) varies quite substantially with alti-
tude; at all wavelengths, the maximum values of ωλ(z) (∼0.92–0.93) are observed
in the mixing layer at 0.5–1.5 km and, outside this layer, they decrease toward
Earth’s surface and with increasing altitude (Fig. 5.4b). At the same time, the alti-
tude variations in the asymmetry parameter gλ(z) are much smaller, not exceeding
∼0.02 throughout the entire wavelength range of 440–870 nm (Fig. 5.4c).

We use the obtained values for comparison with the columnar single scattering
albedo ωatm

λ and the asymmetry factor gatmλ , retrieved according to ground-based
photometric observations on the AERONET site located in the suburb of Tomsk
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Fig. 5.4. (a) The spectral behavior of the normalized aerosol optical depth (AOD) ac-
cording to data of multi-year airborne and ground-based photometric measurements and
vertical profiles of (b) single scattering albedo and (c) asymmetry factor in the altitude
range of 0–5 km in the summer period.

during the summers (June–August) of 2004–09 (aeronet.gsfc.nasa.gov). Table 5.3
presents the average ωatm

λ and gatmλ values, which were obtained using the algorithm
(Dubovik and King, 2000) under the conditions of τ440 ≥ 0.4 and the algorithm
(Bedareva and Zhuravleva, 2011, 2012) at τ440 ≤ 0.4. In addition, Table 5.3 gives
the optical characteristics of the continental average aerosol (RH = 70%) from the
OPAC model (Hess et al., 1998).

Table 5.3. The columnar single scattering albedo and the asymmetry factor obtained
with the empirical model in comparison with the methods of Dubovik and King (2000) and
Bedareva and Zhuravleva (2011, 2012), and the continental aerosol model (RH = 70%)
presented in the model OPAC (Hess et al., 1998).

λ Panchenko Dubovik and Bedareva and Zhuravleva Hess et al.
(nm) et al. (2012) King (2000) (2011, 2012) (1998)

ωatm(λ) 440 0.92 0.94 0.92 0.92
675 0.90 0.93 0.90 0.9
870 0.90 0.92 – 0.87

gatm(λ) 440 0.67 0.69 0.68 0.72
675 0.63 0.61 0.61 0.69
870 0.62 0.57 – 0.66

A comparison of the data shows satisfactory agreement between the ωatm
λ and

gatmλ values, obtained according to the aircraft sensing and the method presented by
Bedareva and Zhuravleva (2011, 2012). The single scattering albedo obtained from
ground-based photometric measurements using the Dubovik and King algorithm
(2000) under high-turbidity conditions is slightly greater than that obtained with
the model presented here. In our opinion, this is not only due to the difference in
retrieval methods of aerosol radiative parameters but to the fact that data under
the conditions of τ440 ≥ 0.4 corresponded to situations influenced by the Siberian
forest fires. As shown in Kozlov et al. (2008), the intrusion of forest fire smoke in the
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region of observation leads to an increased single scattering albedo in comparison
with background conditions. As for the model of continental aerosol OPAC, its
single scattering albedo data are close to the values we obtained for the territory
of western Siberia, while the qualitative differences in the asymmetry factor values
are much more significant.

An example of testing the empirical aerosol model for simulation of broadband
fluxes is presented in this subsection. The broadband solar radiative fluxes in the
molecular-aerosol, plane-parallel atmosphere were calculated using the Monte Carlo
algorithm developed earlier (Zhuravleva, 2008; Zhuravleva et al., 2009). The short-
wave spectral interval 0.2–5.0 μm was divided into 31 subdivisions (Slingo, 1989).

To obtain a complete set of the input parameters for the simulation, the em-
pirical model was complemented as follows:

– the optical characteristics in the altitude interval 5–35 km were taken from the
OPAC model of continental average RH = 70%;

– the extinction coefficients were extrapolated to a wider range of 370–1020 nm
using the Ångström exponent α(440–870 nm) and, outside the interval 370–
1,020 nm, the extinction coefficients were assumed to be constant and equal to
the respective boundary values for λ = 370 nm and λ = 1020 nm;

– the scattering phase functions and single scattering albedo of aerosol outside the
interval 440–870 nm were assumed to be constant and equal to the respective
boundary values for λ = 440 nm and λ = 870 nm.

We used this approach because the Ångström exponents α(370–1020 nm) according
to the data of airborne and AERONET measurements are comparable. In addition,
the neglect of the spectral dependences of the scattering phase function and sin-
gle scattering albedo does not significantly affect the solar radiative fluxes (see
Panchenko et al. (2012) for more detail).

The vertical profiles of upward and downward radiative fluxes in the altitude
range 0 ≤ z ≤ 5 km at the solar zenith angle SZA = 75.62◦ (07:00 LT, local time)
are presented in Fig. 5.5a. The instantaneous values of the downward radiative
fluxes at the underlying surface level as functions of the solar zenith angle are
shown in Fig. 5.5b. The daily average values of the shortwave component of the
aerosol direct radiative effect (DRE) at the above-mentioned input parameters
are (−15.1) W/m2 and (−6.8) W/m2 at the bottom and top of the atmosphere,
respectively.

We compared the obtained estimates with the DRE simulation results using
three OPAC models of continental aerosol: clean, average, and polluted (Hess et
al., 1998). The wide range of variations of the single scattering albedo and the asym-
metry factor presented in these models make it possible to describe the sufficiently
large number of situations which can be observed in the atmosphere. Calculations
of daily average values of DRE performed for τ500 = 0.16 have shown that the range
of DRE with the use of three above-mentioned models is (−16.5) – (−14.6) W/m2

and (−7.8) – (−5.0) W/m2 at the bottom and top of the atmosphere, respectively.
The estimates of DRE obtained using our empirical model and OPAC continen-

tal aerosol model are in good agreement. At the same time, one should note that
we compared the aerosol radiative effects only at the boundaries of the atmosphere.
The majority of aerosol models, and the data obtained by AERONET, in contrast
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Fig. 5.5. (a) Vertical profiles of the solar radiative fluxes calculated using empirical model
(Panchenko et al., 2012) at 07:00 LT on July 15 (SZA = 75.618◦) and (b) time variations in
the downward radiative fluxes at the surface level; τ500 = 0.16; F ↓(↑), downward (upward)
fluxes; F ↓

s and S, diffuse and direct fluxes.

to the model of the vertical profiles of the aerosol characteristics, do not enable
one to obtain the data on the change of the upward and downward radiative fluxes
inside the atmosphere and to more adequately estimate, for example, the change
in the cooling rates.

In the conclusion, we will briefly discuss some aspects of our approach. First, the
model (Panchenko et al., 1998; Panchenko and Terpugova, 2002) developed on the
basis of airborne sensing provides for the retrieval of vertical profiles of aerosol pa-
rameters under different conditions. In particular, knowledge of the air mass type
and time of day (night, morning, day, or evening) and the availability of data on
near-ground values of the scattering coefficient, temperature, and RH make it pos-
sible to more reliably estimate the sought aerosol parameters. In the case when
data on the AOD and/or lidar vertical profiles are available, one can essentially re-
duce the retrieval errors, which are characteristic of all statistical models. However,
in Panchenko et al. (2012), we considered only the average summer values of the
measured parameters, and the data were not divided into subsets corresponding to
absolutely clear-sky and low-cloud situations.

Second, when calculating the refractive indices, we used the mixture rule; hence,
we initially assumed that the absorbing substance exists as an ‘internal mixture’ in
the aerosol particles. In our opinion, this assumption is justified because, according
to literature data (see, e.g., Bond and Bergstrom, 2006), there are reasons to assume
that BC exists in aerosol as an ‘external mixture’ only in the early phase of its
emission – that is, in the regions close to the actual sources of hydrocarbon material
burning. The state of an internal mixture of aerosol and BC is realized in the process
of the long-range transport of air masses during aerosol ‘aging.’ It is important to
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note that all of our measurements in the atmosphere of western Siberia were carried
out in background regions far from large industrial centers.

The next problem under discussion is related to our choice of the BC concentra-
tion ratio for submicron and coarse particles. Our photoacoustic measurements of
the spectral dependencies of the aerosol light absorption in the near-ground layer
of the atmosphere (Tikhomirov et al., 2005) showed that, with high accuracy, this
dependency is close to λ−1, suggesting that the main portion of absorbing sub-
stance is localized in particles smaller than visible wavelengths. At the same time,
by assuming the ratio of BC content to be 90% in the submicron fraction and 10%
in the coarse one, we followed the data from previous studies (Gelencser, 2004;
Hitzenberger and Tohno, 2001; Kozlov et al., 2002; Höler et al., 2002; Delene and
Ogren, 2002). Taking into account the methodical remarks, we note that the main
assumptions introduced into the scheme of the model construction do not contra-
dict the data from numerous measurements of atmospheric aerosol properties.

We assume that the development of our approach can be achieved by more
thoroughly accounting for the size distribution of absorbing materials, as well as
by comparing the retrieved optical properties for specific atmospheric situations
and the results of lidar and photometric measurements.

5.4 Conclusion

In conclusion, it should be noted that large volume of information on the optical
characteristics of the tropospheric aerosol in different geographic regions of the
planet is already obtained to date on the basis of aircraft measurements. Without
pretending to present a complete review of the results, we discussed the basic
approaches that are used to retrieve the vertical profiles of the microphysical and
optical aerosol characteristics needed for the radiative calculations.

Most of the data were collected during comprehensive aerosol experiments. Dur-
ing the intensive observation periods, measurements were performed by instruments
installed on board aircraft, ships, and satellites, as well as ground-based equip-
ment. The comprehensive nature of these studies ensured the implementation of
several closure tests to examine the magnitude of the uncertainties associated with
the various techniques used to measure and estimate aerosol microphysical and
optical properties. Most closure tests were intended to compare extinction coeffi-
cients/optical depths and single scattering albedo calculated in several ways: (i)
microphysical properties such as size distribution and chemical composition de-
termined by in situ measurements; (ii) in situ optical measurements of aerosol
scattering and absorption coefficients; and (iii) airborne and ground-based radio-
metric measurements. A review of published data showed that the agreement of
aerosol characteristics obtained by the different methods is essentially determined
by the specific features of the aerosol (dust, biomass burning, etc.) and geophysical
conditions during the concrete experiment.

Multi-year aircraft observations, which are held in a pre-determined area of the
planet, can be the basis for models of vertical profiles of climatically significant
aerosol parameters specific for this region. Using an optical approach for measure-
ments that are regularly performed over the territory of Oklahoma (2000–07) has



226 M.V. Panchenko and T.B. Zhuravleva

revealed seasonal differences of the vertical profiles of the single scattering albedo,
asymmetry factor and absorption, and scattering Ångström exponent of dry mat-
ter aerosol in the visible range (Andrews et al., 2011). The combination of optical
and microphysical approaches constitutes the basis of the empirical model of the
vertical profiles of the extinction coefficient, albedo, and phase scattering function
developed for the territory of western Siberia from measurements collected during
two aircraft campaigns (1986–88 and 1999–2007) (Panchenko et al., 2012). The
synthesis of different approaches to create model concepts on the optical aerosol
characteristics not only makes it possible to appreciably advance the solution of
radiation problem, but also ensures the possibility of optimal selection of instru-
ments, which is required to arrange long-term aircraft studies. We stress that only
data of regular observations for a specific geographic region make it possible to
identify the effects of local, regional, and global processes on variations in aerosol
optical characteristics and to estimate the relationship between the natural and
anthropogenic factors for different seasons of the year and for different synoptic
situations, and, on this basis, to ensure the creation of empirical models.
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sell, P.B., Schmid, B., Livingston, J.M., Ostrom, E., Noone, K.J., Russell, L.M. and
Putaud, J.P. (2000) ‘In-situ aerosol size distributions and clear column radiative clo-
sure during ACE-2,’ Tellus, 52B, 498–525.

Delene, D.J. and Ogren, J.A. (2002) ‘Variability of aerosol optical properties at four North
American surface monitoring sites,’ J. Atmos. Sci., 59, 1135–50.

Dubovik, O. and King, M. (2000) ‘A flexible inversion algorithm for retrieval of aerosol
optical properties from Sun and sky radiance measurements,’ J. Geophys. Res., 105,
20673–96.

Eck, T.F., Holben, B.N., Ward, D.E., Mukelabai, M.M., Dubovik, O., Smirnov, A.,
Schafer, J.S., Hsu, N.C., Piketh, S.J., Queface, A., Le Roux, J., Swap, R.J. and
Slutsker, I. (2003) ‘Variability of biomass burning aerosol optical characteristics in
southern Africa during the SAFARI 2000 dry season campaign and a comparison of
single scattering albedo estimates from radiometric measurements,’ J. Geophys. Res.,
108(D13), 8477.

Elterman, L. (1970) Vertical Attenuation Model with Eight Surface Meteorological Ranges
2 to 13 Kilometers, Report AFCRL-70-0200, AFCRL, Bedford, StateMA.

Fenn, R.W. (1979)Models of the Lower Atmosphere and the Effects of Humidity Variations
on Their Optical Properties, Report AFCRL-TR-79-0214, AFCRL, Bedford, StateMA.

Formenti, P., Elbert, W., Maenhaut, W., Haywood, J. and Andreae, M.O. (2003a) ‘The
chemical composition of mineral dust during the SHADE airborne campaign over
Cape Verde, September 2000,’ J. Geophys. Res., 108(D18), 8576.

Formenti, P., Elbert, W., Maenhaut, W., Haywood, J., Osborne, S. and Andreae, M.O.
(2003b) ‘Inorganic and carbonaceous aerosols during the Southern African Regional
Science Initiative (SAFARI 2000) experiment: Chemical characteristics, physical prop-
erties, and emission data for smoke from African biomass burning,’ J. Geophys. Res.,
108(D13), doi:10.1029/2002JD002408.

Forster, P., Ramaswamy, V., Artaxo, P., Berntsen, T., Betts, R., Fahey, D.W., Haywood,
J., Lean, J., Lowe, D.C., Myhre, G., Nganga, J., Prinn, R., Raga, G., Schulz, M.
and Van Dorland, R. (2007) ‘Changes in atmospheric constituents and in radiative
forcing,’ in Solomon, S., Qin, D., Manning, M., Chen, Z., Marquis, M., Averyt, K.B.,



228 M.V. Panchenko and T.B. Zhuravleva

Tignor, M. and Miller, H.L. (eds), Climate Change 2007: The Physical Science Basis:
Contribution of Working Group I to the Fourth Assessment Report of the Intergov-
ernmental Panel on Climate Change, Cambridge University Press, Cambridge, UK,
and New York, USA, pp. 129–234.

Francis, P.N., Hignett, P. and Taylor, J.P. (1999) ‘Aircraft observations and modeling of
sky radiance distributions from aerosol during TARFOX,’ J. Geophys. Res., 104(D2),
2309–19.

Ganguly, D., Jayaraman, A., Gadhavi, H. and Rajesh, T.A. (2005) ‘Features in wavelength
dependence of aerosol absorption observed over central India,’ Geophys. Res. Lett., 32,
L13821.
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6 Light absorption in the atmosphere

Helmuth Horvath

6.1 Introduction

The atmosphere consists mainly of nitrogen, oxygen, as well as argon, water va-
por, carbon dioxide, and other trace gases and particles. Whereas the fractions of
nitrogen, oxygen, and the noble gases are practically constant, the others undergo
temporal and spatial variations. An overview is given in Table 6.1. The limiting
values are given as an indication, since the strong variability of the concentration
calls for the regulations to allow a few excesses on the one hand and/or limit the
upper percentiles. The variability of the atmospheric aerosol is caused by the short
lifetime, often less than a week, which does not permit homogeneous mixing around
the globe, as is the case for CO2, for example (lifetime more than 30 years).

Mainly the trace gases CO2, H2O, O3, SO2, NO2, N2O, and the particles in the
atmosphere contribute to light absorption; in total, they amount to a few percent
of the constituents of the atmosphere.

Both particles and gas molecules consist of atoms, having a positive nucleus and
electrons, and, upon interaction with electromagnetic radiation, the atoms become
vibrating dipoles, emitting light; this process is called light scattering. At the same
time, some light energy is transferred into internal energy of the molecules and
finally into heat; this is called absorption.

6.2 Definitions

The scattering and absorptive properties of an aerosol/gas are characterized by
magnitudes, which are described in the following (a graphical overview is given in
Fig. 6.1).

6.2.1 Absorption coefficient, extinction coefficient, scattering
coefficient

A parallel monochromatic beam of light with flux Φ0 passing a distance x through
a medium containing molecules, particles, bacteria, etc., is attenuated to a flux
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Table 6.1. Constituents of the atmosphere.

Substance Mole fraction Density Remark Limit in
EU daily
mean

N2 0.7809 0.976 kg/m3 Constant
O2 0.2095 0.299kg/m3 Constant
Ar 0.0093 16.6 g/m3 Constant
CO2 400 ppm 785 mg/m3 Slowly rising
Ne 18 ppm 16 mg/m3 Constant
He 5.24 ppm 0.94 g/m3 Constant
H2O vapor 0.0012–0.048 1–40 g/m3 Variable
O3 stratosphere 163 ppb 350 μg/m3 Constant Slowly

increasing
O3 ground level 5–75 ppb 10–150 μg/m3 Variable 125 μg/m3

SO2 1–20 ppb 2–50 μg/m3 Variable 125 μg/m3 Decreasing
in Europe
since 1992

NO2 6–250 ppb 5–200 μg/m3 Variable 200 μg/m3 Hourly mean
N2O 320 ppb 630 μg/m3 Rising

continuously
Particles, PM 10 − 5–200 μg/m3 Variable 50 μg/m3

Particles, PM 2.5 − 2–100 μg/m3 Variable 25 μg/m3

black carbon/soot 0.3–15 μg/m3 Variable

Fig. 6.1. Optical characteristics of an aerosol/gas: (a) definition of the extinction coeffi-
cient; (b) definition of the volume-scattering function; (c) radiance of a layer of illuminated
aerosol.

Φ = Φ0 exp(−σe · x) (see Fig. 6.1a). The constant σe is called the extinction co-
efficient and is a measure for the attenuation of light, Φ/Φ0 = T = exp(−σe · x)
is called the transmission through the medium. The negative natural logarithm of
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the transmission ln(1/T ) = σe · x = δ is called the optical depth. In case σe(x)
depends on x, the optical depth is obtained by integration: δ =

∫ x

0
σe(x

′) dx′.
Using the differential formulation of the exponential attenuation law

dΦ

Φ
= −σe · dx, it is immediately evident that the extinction coefficient σe is

the fraction of light attenuated per unit length. Its SI unit is 1/m. In atmospheric
optics, frequently used units are: km−1 = 0.001 m−1 and Mm−1 = 10−6 m−1. The
exponential attenuation law is only valid for a parallel beam of strictly monochro-
matic light.

The attenuation is caused by the scattering and absorption of light by the gas
molecules and particles. If only absorption takes place, which would, for example,
be the case of a dye solution, then σe coincides with the absorption coefficient σa.
If only scattering takes place – that is, the light energy is taken out of the parallel
beam by deflecting part of it in other directions without loss of light energy – then
σe coincides with the scattering coefficient σs. Usually, scattering and absorption
take place simultaneously, so it is a habit to write the extinction coefficient as
the sum of the scattering coefficient and the absorption coefficient, σe = σa + σs,
where σa signifies the fraction of light attenuated per unit length due to absorption
and σs is the fraction attenuated due to scattering. It must be mentioned that it
is impossible to separate attenuation by scattering and attenuation by absorption
from each other, which is one of the problems with the optical measurement of the
absorption coefficient. All coefficients depend on the wavelength of light; further-
more, σe, σa, and σs are extensive properties. The wavelength dependence of the
atmospheric attenuation has been studied in detail by Ångström (1929) and an em-

pirical formula for the wavelength dependence had been found: σe,s,a ∝
(

λ

λ0

)−α

,

with λ0 a reference wavelength (e.g., 550 nm or 1 μm). The exponent α (sometimes
−α) is called the Ångström exponent. This relationship frequently holds.

The ratio of the scattering coefficient to the extinction coefficient is called the

single-scattering albedo � =
σs

σe
= 1 − σa

σe
. The single-scattering albedo is an

intensive property.
For an aerosol consisting of particles suspended in air, as well as for gases, the

extinction (scattering-, absorption-) coefficient varies with pressure. This is obvi-
ous, since, at higher pressure, the closer the scattering and/or absorbing molecules
are, so more interaction with light is possible per unit length. If σ0 is the ex-
tinction/scattering/absorption coefficient at pressure p0, the value at pressure p

will be σ = σ0 ·
(

p

p0

)
. For example, the Rayleigh-scattering coefficient of air is

11.62 Mm−1 ·
( p

100000 Pa

)
·
(

λ

550 nm

)−4.08

. Due to the short lifetime of the aerosol

and its modification in the atmosphere, actually all optical characteristics of the
aerosol depend on location and time.
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6.2.2 Scattering function, phase function

The light scattered by the particles or a gas obviously depends on the properties
of the scattering medium and can be described by the volume-scattering function,
(see Fig. 6.1b). Consider a volume element dV of a scattering medium illuminated
by a light of flux density S. The light flux d2Φ scattered into direction θ (which is
the angle between the considered direction of the scattered light and the direction
of the transmitted light) is obviously proportional to the illuminating flux density,
the volume, and the solid angular extent dω into which the light is scattered, so we

write d2Φ = S · γ(θ) · dV · dω or γ(θ) =
d2Φ

S · dV · dω .

Integrating the volume-scattering function over the whole solid angle, the
scattering coefficient is obtained, namely σs =

∫
4π
γ(θ) · dω or, for rotational

symmetry around the direction of the illuminating beam of light, we obtain
σs = 2π

∫ π

0
γ(θ) · sin dθ · dθ.

Similarly to the scattering coefficient, γ(θ) depends on wavelength, which we
always assume implicitly.

Dividing γ(θ) by the scattering coefficient, σs, produces an intensive property,

the phase function P (θ). The usual definition is P (θ) = 4π · γ(θ)
σs

. The factor 4π

is merely for appearance, since, then, an isotropic medium has the phase function
γ(θ) = 1 sr−1. In some publications, the factor 4π is omitted, in which case the
phase function is smaller by a factor of 4π. The phase function for spherical particles
can be calculated, using Mie theory (see below); the Rayleigh-scattering phase

function (e.g., for air) is P (θ) =
3

4
· (1 + cos2 θ).

6.2.3 Asymmetry parameter

The light flux scattered in the various directions depends on the type of scat-
tering medium. An isotropic scattering medium would have a phase function of
P (θ) ≡ 1 sr−1 independently of the scattering angle. The Rayleigh phase (scat-

tering) function has equal values in the forward (θ) and backward
(π
2
− θ
)

di-

rections (i.e., the scattering is symmetric with respect to θ =
π

2
), whereas, for

the majority of aerosols, the forward scatter by far exceeds the backscatter. The

asymmetry of the scattering can be characterized by the asymmetry parameter

g =

∫ π

0
γ(θ) sin(θ) cos(θ)dθ∫ π

0
γ(θ) sin(θ)dθ

. For symmetric scattering, it is zero; for scattering

only in the forward direction, it is +1; for atmospheric aerosols, usual values are
between 0.5 and 0.8.

6.2.4 Model phase functions

For computations, it may be convenient to use a model function to describe the
phase function. Van de Hulst (1980, pp. 306–7) lists 29 varieties; a frequently
used model phase function has been published by Henyey and Greenstein (1941):
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P =
1− g2

(1 + g2 − 2g cos θ)1.5
, with g being the asymmetry parameter. This model

phase function has the advantage of containing only one parameter; a disadvan-
tage is that the phase function does not increase in the backscattering, as is the
case for most aerosols (see section 6.7.4).

6.2.5 Radiance of a layer of gas/aerosol

An illuminated aerosol/gas scatters light in all directions, also toward an observer,
who thus sees a more or less bright volume. The radiance L, being the radiometric
equivalent to the physiologic unit brightness, can be derived easily (see Fig. 6.1c):
the volume element dV is a cuboid with base dA perpendicular to the direction
of observation and height dx; using the definition of the scattering function, we

obtain d3Φ = S · γ(θ) · dA · dx · dω. Rearranging this yields
d3Φ

dA · dω = S · γ(θ) · dx,
which is the definition of the radiance. Thus, the contribution to the radiance of
an illuminated aerosol layer with thickness dx is dL = S · γ(θ) · dx.

The radiance of an infinitesimal layer of scattering material is determined by its
phase function P (θ), the single-scattering albedo �, and the extinction coefficient

σe, and amounts to dL = S · γ(θ) · dx =
1

4π
·S ·� ·σe ·P (θ) · dx. When observed at

a distance x, the attenuation exp(−σe · x) has to be included, so dL =
1

4π
· S ·� ·

σe · P (θ) · exp(−σe · s) · dx. For a layer extending from 0 to R, the radiance can be

obtained by integration as L =
1

4π
· S · � · P (θ) · [1− exp(σe ·R)]. This radiance

mainly depends on the illuminating flux density, the single-scattering albedo, and
the phase function.

6.3 Light absorption by gases

An overview of the absorptive properties of atmospheric gases is given in Fig. 6.2.
It is immediately evident that the absorption spectra are complicated, especially
at high resolution, which is not shown in this figure. Since photons interact with
the electrons in the gas molecules, only energy differences permitted by quantum
mechanics can be transferred to the molecules, allowing only discrete wavelengths
being absorbed. The energy levels in an atom are shown schematically in Fig. 6.3.
The black lines represent the different electronic states. An atom/molecule can
change its state from one electronic state to the other, by absorbing or emitting
a photon having exactly the energy corresponding to the difference between two
states. The molecule can also acquire or lose energy of rotation and vibration;
thus, in addition to the electronic levels, many more energy levels exist, which
are represented by the many horizontal green and red lines. The largest energy
difference is between the electronic states, adjacent vibrational levels have less
energy, and the least energy difference is between rotational levels. The molecule
thus can absorb or emit a photon corresponding to the energy differences between
two levels. One example in Fig. 6.3 is between a lower electronic level and an
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upper electronic level with additional vibrational and rotational energy. This energy
difference usually is large, so UV absorption or emission is necessary to supply the
needed energy. Transition between vibrational and/or rotational levels within the
same electronic level usually is due to infrared absorption/emission. Transition
between the various energy levels has to fulfill the quantum rules, but still a large
number of transitions is possible, causing the complicated spectra in the visible
and infrared. The HITRAN project (Rothman et al., 2013) characterizes all the
absorption lines of 47 atmospheric gas molecules, which amount to a total of seven
million. A verbal description of the absorption features of the various gases is given
in the following (see also Fig. 6.1).

Fig. 6.2. Absorption spectra of the atmospheric gases. From Fleagle and Businger (1963).

Ozone is practically opaque for wavelengths below 300 nm: 1 cm of ozone at
ground-level pressure has a transmission of 1.9 × 10−19 at 300 nm and 10−34 at
250 nm. The strong absorption of short-wavelength sunlight is essential for life
on Earth, since all essential bio-molecules absorb UV light below a wavelength of
280 nm and are destroyed or at least lose their functionality without it. The absorp-
tion of solar UV light takes place in the stratosphere and, without this UV shield,
life on Earth would not be possible. The strong absorption is caused by a continu-
ous destruction of ozone molecules to O2 and O by UV absorption and subsequent
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Fig. 6.3. Energy levels in an atom/molecule (schematic). The black lines represent the
different electronic states, the red lines the vibrational levels, and the green lines the
rotational levels.

recombination (Stolarski, 1988). The absorbed energy is transferred as heat to the
stratosphere, which reaches temperatures of 270 K in 50 km. Reactive chlorine,
produced in the stratosphere by UV irradiation of the extremely stable flouro-
chloro-hydrocarbons, blocks the recombination of atomic and molecular oxygen
during the ozone UV absorption cycle and thus destroys ozone (Stolarski, 1988).
The ozone in the stratosphere is distributed between 10 and 40 km. Its integral
concentration is measured in Dobson Units, with 100 Dobson Units corresponding
to a layer of pure ozone of 1 mm at a pressure of 1 Bar. Presently, the integrated
O3 concentration is ≈300 Dobson Units, corresponding to an ozone layer 3 mm
thick under ground-level conditions. A ground-level ozone concentration of 50 ppb
extending up to 2,000 m would correspond to a pure ozone layer of 0.1 mm.

At 400 nm, ozone is practically transparent, some absorption of which is be-
tween 500 and 700 nm; for a concentration of 100 ppb (polluted atmosphere), the
absorption coefficient at a wavelength of 600 nm amounts to 1 Mm−1.

Nitrogen dioxide can be found in polluted air, and is in equilibrium with N2O4

but, under the usual atmospheric conditions, the equilibrium is shifted to NO2. It
has strong absorption in the blue part of the visible spectrum, decreasing toward
the red. Thus, in transmission, this gas appears reddish to yellowish or brown. It
can be the cause of the appearance of brown haze (Horvath, 1971).

Oxygen absorbs mostly in the UV and near and far infrared. Below 243.2 nm,
it is strongly absorbing and the interaction with a photon splits the atom, enabling
the formation of ozone. In the lower atmosphere, sunlight does not contain this
wavelength range due to absorption in the upper atmosphere. In the visible, oxygen
has a narrow absorption band (A-band) centered at 762 nm, and two further narrow
bands (B and γ) at 688 and 628 nm, whose band strengths are factors of 0.08 and
0.003 smaller than the A-band (Kiehl and Yamanouchi, 1985).

Carbon dioxide has strong absorption bands at 2.5, 4.5, and >12 μm. It is in
part responsible for the greenhouse effect.
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Water vapor has many absorption bands in the infrared and is the most impor-
tant naturally occurring greenhouse gas.

Methane is transparent in the visible, but has absorption bands in the infrared
around 3 and 7 μm. It is, for example, produced by bacteria during digestion in
the stomachs of ruminants and during rice cultivation, emitted by landfills, biomass
burning, and natural gas distribution, so its concentration increases with population
growth. It has a 100-year global warming potential of 29; that is, in 100 years, it
traps 29 times the heat of the same quantity of CO2.

Nitrous oxide also is transparent in the visible, but has absorption bands in the
infrared and it is a greenhouse gas with a warming potential of 298, due to its long
atmospheric lifetime of 114 years. The main sources are nitrogen fertilizers used in
agriculture which are added to the soil.

6.3.1 Attenuation law for line spectra

Most absorption by atmospheric gases is in absorption bands, being an agglomer-
ation of many lines, which can only be resolved with a high-quality spectrometer.
At a wavelength centered on a line, strong light absorption takes place. Between
adjacent lines, there is a gap where either no absorption takes place or, due to
the width of the line, much smaller attenuation occurs. Collision broadening and
Doppler broadening determine the width of the line. Let us consider a tunable laser
centered exactly at the absorption line. With this light source, the exponential at-
tenuation law can easily be measured; for example, for a given concentration and
distance, the transmission is T , so the incident flux Φ0 is attenuated to Φ1 = Φ0 ·T .
Doubling the distance or concentration, a flux of Φ2 = Φ0 · T 2 is observed, accord-
ing to the exponential attenuation law. On the other hand, for a laser having a
wavelength outside the absorption line, which can be very close to the line, no
attenuation takes place at all. Let us now consider a light source consisting of
two lasers with a total flux of 2Φ0. For the first laser, the transmitted light is
Φ1 = Φ0 · T ; for the second, it is Φ0, since no attenuation takes place, so in total
it is Φ′

1 = Φ0 · T +Φ0. Therefore, the transmission for the combined light source is

T ′ =
Φ′

1

2Φ0
=

T + 1

2
. Doubling the concentration or distance, the total transmitted

flux is Φ′
2 = Φ0 · T 2 + Φ0, so the transmission amounts to T ′′ =

Φ′
2

2Φ0
=

T 2 + 1

2
.

If the exponential attenuation law were valid, T ′′ should be (T ′)2, but it is im-
mediately evident that T ′′ > (T ′)2, thus the exponential extinction law cannot be
applied. This is the case because the requirement of a monochromatic light source is
not fulfilled. Therefore, for the absorption of polychromatic light in the absorption
bands of atmospheric gases, a modification of the Lambert Beer law is needed. One

empirical relation for water vapor is T = exp
(
−σ′

[ c
c′
]a

· x
)
, where c′ is a reference

concentration and σ′ the absorption coefficient at this reference concentration; a is
an empirical factor between 0.5 and 1, depending on the spacing and width of the
absorption lines (see, e.g., Guzzi and Rizzi, 1984). Therefore, the indication of an
absorption coefficient of an absorbing gas also requires the concentration and the
distance.
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A few examples of absorption coefficients of atmospheric gases in the visible are
indicated in Table 6.2. It is evident that, in the visible, except for a narrow range of
wavelengths, atmospheric gases have a negligible contribution to light absorption of
the atmosphere; light absorption in the atmosphere is dominated by the particles.
The only exception might be NO2 in high concentrations.

Table 6.2. Absorption coefficients of selected atmospheric trace gases (Mm−1).

Ozone 0.2 at 500 nm 1.0 at 600 nm 0.3 at 700 nm c = 100 ppb, x = 1 km
NO2 86 at 400 nm 17 at 550 nm 0.8 at 700 nm c = 50 ppb, x = 1 km
O2 1,000 Narrow band at 761 nm c = 21%, x = 1 km
H2O 100 Narrow band at 740 nm c = 10 g/m3, x = 1 km
Aerosol, 90 at 400 nm 66 at 550 nm 50 at 700nm dv = 0.5 μm, σg = 1.7
polluted c = 100 μg/m3,
atmosphere m = 1.56− 0.03i

extinction coefficient (Mm−1)
Aerosol, 679 at 400 nm 608 at 550 nm 446 at 700nm dv = 0.5 μm, σg = 1.7
polluted c = 100 μg/m3

atmosphere m = 1.56− 0.03i

Scattering coefficient of pure air (Mm−1)
42.6 at 400 nm 11.6 at 550 nm 4.3 at 700nm p = 100,000 Pa

For the absorption coefficient of gases a distance of x = 1 km is considered. The con-
centration c, given in the last column is by volume. For the aerosol, spherical particles
are assumed, having a lognormal size distribution with a volume median diameter dv of
0.5 μm and a geometric standard deviation of σg of 1.7. The mass concentration of the
particles is 100 μgm−3, The particles are assumed to consist of a homogeneous material,
having a refractive index of m = 1.56− 0.03i.

Data on absorption coefficients of atmospheric gases can be found in Hodkinson
(1966) for NO2, Gast (1960) for O3, and Balkan and Hinzpeter (1988) for O2, CO2,
N2O, CH4, H2O, and others.

6.4 Light absorption by solids

Solid materials consist of many atoms, and therefore many electrons. Due to their
proximity, there is almost a continuum state of energy, but the states are grouped
into bands due to the regular structure. Two cases can be distinguished:

1. In a non-conductor (insulator), the conduction band is empty and the band gap
to the valence band typically is 10 eV, corresponding to a wavelength of 120 nm,
so light absorption only is possible in the far UV, the material is transparent in
the visible, and reflects some light on a polished surface due to its difference in
refractive index to the surrounding medium. A graphical representation of the
energy levels is shown in Fig. 6.4.

2. In a conductor, the conduction band either is partially filled or the valence
band overlaps with the conduction band. In both cases, many ‘free’ electrons are
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available to interact with low-energy photons, causing a strong absorption at all
wavelengths. Conductors have considerable specular reflection when polished.
This is the case for metals and graphite (Fig. 6.5).

Fig. 6.4. Energy band diagram for an insulator. The energy difference between the empty
conduction band and the filled valence band is about 10 eV, so photons with a wavelength
less than 120 nm can be absorbed.

Fig. 6.5. Energy band diagram for a conductor.

6.5 Refractive index

From the point of view of optics, a solid can be characterized by its refractive index
m and the bulk absorption coefficient α. For investigations of the propagation of
electromagnetic waves, the material usually is characterized by its relative permit-
tivity ε, with m =

√
ε. The refractive index m can be complex if the material is

absorbing, usually written as m = n − i · k; in this case, obviously also the per-
mittivity is complex: ε = ε′ − i · ε′′. The real part n of the refractive index is used
for calculating the deflection of light beams upon refraction, applying Snell’s law.
The bulk absorption coefficient α is used to determine the transmission trough a
layer of material of thickness x by T = exp(−α ·x). The imaginary part, −k, of the
complex refractive index m = n− i · k is related to the bulk absorption coefficient

by k =
α · λ
4π

. In aerosol optics, materials which are considered light-absorbing have
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imaginary parts of the refractive index between −0.1 and −10, the bulk material
is completely black and nontransparent, and deposits of filters look dark.1

Materials which are completely black from our macroscopic experience may be
practically transparent from the aerosol point of view, as the following example shall
demonstrate. A welding glass filter has a typical transmission of 10−7 at 550 nm
and a thickness of 3 mm, so it appears black. The bulk absorption coefficient then is
5373 m−1, which normally is thought to be considerable. The imaginary part of the
refractive index using the above formula amounts to k = 2.3×10−4. This is consid-
erably lower compared to k = 0.1 . . . 1 for the material forming particles considered
to be absorbing. But an imaginary part of k > 0.1 is needed for absorption in aerosol
optics, and this can be immediately seen when going to nanometer dimensions (see
Table 6.2). Let us do the following thought experiment: consider two slabs of thick-
ness 100 nm, one consisting of welding glass and one consisting of graphite. The
welding glass slab has a transmission due to absorption of 0.9994 (when including
the reflection losses at the front and back surfaces, we obtain 0.9210) – that is, it
is completely transparent, whereas the graphite slab only transmits 10% so it is
still black at these dimensions. Let us now consider 1 m2 of the slab atomized to
particles with a diameter of 100 nm and distributed in 1 m3 of air. The extinction
coefficient of the aerosol was calculated using Mie theory (see below) and the result
can also be seen in Table 6.3. The dark glass particles have slight absorption and
mainly scatter light, whereas the graphite particles show considerable absorption
and have some scattering. The transmission through the suspended particles is less
than that of the slab, since particles have random arrangement and there always is
the possibility of a photon passing through without interception. This is similar to
a dense forest where also light makes it to the ground, although the leaves would
overlap several times, if arranged regularly.

Table 6.3. Strongly and weakly absorbing materials.

Substance Specifi- Bulk Refractive Trans- Transmission Fraction
cation absorption index mission of 100 nm of scattering

coefficient of 100 nm particles of in extinction
layer equivalent

volume

Welding T = 10−7 5373 m−1 1.5− 0.00023i 0.9994 0.9635 0.9877
glass at 550 nm
3 mm
thick

Graphite − 22,847,947 m−1 2− i 0.1018 0.2255 0.142

1 The sign for the imaginary part of the refractive index can be positive or negative,
depending on the mathematical formulation of the time dependence of a wave: if
exp(−iωt) is chosen, then the imaginary part is positive; if exp(iωt) is chosen, Im(m)
is negative. Depending on the choice of the sign of the imaginary part of the refractive
index, a computer program may fail if the wrong sign is used. Bohren and Huffman
(1983) use a positive imaginary part of the refractive index.
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6.5.1 Refractive index of mixtures of two light-absorbing substances

Homogeneous mixtures on the atomic scale do not exist, since a solid is needed to
have continuous strong light absorption. So particles of at least a few nanometers
in size are needed. These small particles can be considered as giant ‘molecules’,
but still small enough with respect to the wavelength of the interacting light, to
assign an average dielectric function to the mixture. Obviously, approximations and
simplifications have to be made; the Maxwell Garnett theory (1904) is the most
accepted effective medium method, which was used to explain many unusual optical
phenomena. Consider small spherical particles with permittivity ε embedded in a
medium of permittivity εm. The effective macroscopic permittivity εMG of the
medium containing a volume fraction f of the small spheres is obtained as

εMG = εm
ε(1 + 2f) + 2εm(1− f)

ε(1− f) + εm(2 + f)
. (6.1)

Bruggeman-Wassenaar (1935) has suggested another mixing rule for obtaining the

effective permittivity εBr by solving the equation: f
ε− εBr

ε+2εBr
+(1−f)

εm − εBr

εm+2εBr
=0.

The most simple rule mathematically, but without theoretical foundation, is
volume mixing. Consider two substances: material 1 has the refractive index m1

and material 2 has the refractive index m2. The volume fractions of the two sub-
stances are f1 and f2, with f1 + f2 = 1. The refractive index of the mixture is
m = f1m1 + f2m2. Obviously, this mixing rule can be generalized for more than
two substances. It must be emphasized again that there is no theoretical foundation
for this rule (see, e.g., Chylek et al., 1988).

As an example, let us consider a quasi-homogeneous mixture of small spherical
carbon (m = 1.7 − i · 0.7) particles embedded in a matrix of ammonium sulfate
(m = 1.528). For a few volume fractions of the small carbon spheres, the effective
refractive index of the quasi-homogeneous medium is listed in Table 6.4.

Table 6.4. Effective refractive index of mixed media using various rules.

Volume fraction Maxwell Garnett Bruggeman Volume mixing
F n k n k n k

0.00 1.528 0.000 1.528 0.000 1.528 0.000
0.02 1.533 −0.014 1.533 −0.014 1.531 −0.014
0.04 1.538 −0.028 1.538 −0.027 1.535 −0.028
0.06 1.543 −0.041 1.543 −0.041 1.538 −0.042
0.08 1.548 −0.055 1.547 −0.055 1.542 −0.056
0.10 1.553 −0.069 1.552 −0.068 1.545 −0.070
0.12 1.558 −0.083 1.556 −0.082 1.549 −0.084
0.14 1.562 −0.097 1.560 −0.096 1.552 −0.098
0.16 1.567 −0.111 1.564 −0.109 1.556 −0.112
0.18 1.572 −0.125 1.569 −0.123 1.559 −0.126
1.00 1.700 −0.700 1.700 −0.700 1.700 −0.700



6 Light absorption in the atmosphere 247

It is evident that, for this case, the different mixing rules approximately give
the same results. For very special cases such as metal-insulator-(semi-conductor)
systems, the Maxwell Garnett theory is superior (Abeles and Gittleman, 1976);
for the ‘simple’ case of strongly absorbing and little absorbing substances forming
a particle, all methods will give useful results, as long as the size of the grains
is far below the wavelength. Unfortunately, this frequently is not the case in the
atmosphere.

Often, an effective refractive index is used for particles, being composed of
several substances forming sections not very small compared to the wavelength of
the illuminating light. In this case, the above rules cannot be applied. But, still
hypothetically, the refractive is in use, which a material needs to have, in order
to best describe the optical properties of the substance under investigation. But it
may not always be possible to find the desired refractive index.

6.5.2 Data for the refractive index of materials forming absorbing
particles

Bearing in mind that insulators have a large band gap, so no light absorption in
the visible takes place, their refractive index must be a real number. On the other
hand, in conductors, ‘free’ electrons can interact with low-energy photons, leading
to considerable absorption, characterized by an imaginary part of the refractive
index whose absolute value is |k| > 0.1.

The direct determination of the complex refractive index of a material is not
possible so, besides measurements of angles, direction of polarization, flux, etc., an
underlying theory is necessary. The measurement of the refractive index of trans-
parent bulk material simply applies Snell’s law, such as by finding the angle of
minimum deflection of a prism. For the determination of the complex refractive
index, a variety of measurement methods can be applied (see, e.g., Bohren and
Huffman, 1983, p. 41): transmittance and reflectance measurement of an ultrathin
slab of bulk material; ellipsometric amplitude ratio and phase shift determination
for the reflected light; reflectance measurement for polarized light at different an-
gles of incidence and application of the Fresnel formulae. For all methods, a large
sample of bulk material is needed, which has to be polished and, for transmission
measurements, an ultrathin section has to be cut, such as by microtomy with a
diamond knife, or enough liquid has to be available to be put in an extremely thin
cuvette. Although this is possible and has been done successfully, the question re-
mains whether the material forming an aerosol particle is identical with the chunk
of bulk material used, such as for ellipsometric reflectance investigations. Therefore,
indirect methods are also in use, which will be described below.

The determination of the complex index of refraction has been done for various
reasons: radiative properties of carbon electrodes, radiative properties of glowing
soot in flames (enhancing the heat transfer), or optical data for aerosol investiga-
tions.

Senftleben and Benedict (1918) investigated the radiative properties of carbon
arc lamps, so used highly polished carbon arc electrodes for reflectance measure-
ments in order to obtain the complex refractive index.
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Janzen (1979) produced a colloidal suspension of carbon black particles sized
around 70 nm and measured its transmittance and, by comparing with Mie theory
calculations, the refractive index is obtained.

Pluchino et al. (1980) used single spherical micrometer-sized particles, levitated
them, measured their angular scattering, and applied Mie theory to determine the
best-fitting index of refraction.

Kirchstetter et al. (2004) sampled black carbon particles on quartz fiber filters
and measured the attenuation of light passing through. The deposited particles are
considered as a thin slab, whose thickness is determined by the mass and density
of the particles and the area of the deposit on the filter. An empirical correction
has to be made for multiple passes of light due to the scattering or light on the
fibers of the filter. The attenuation coefficient is related to the imaginary part of

the refractive index by k =
α · λ
4π

. The same method is applied for determining the

imaginary part of the organic component of soot (see Fig. 6.6).

Fig. 6.6. Wavelength dependence of the real and imaginary parts of the refractive index.

Shaddix and Williams (2009) have produced soot in gas flames and, after
quenching and dilution, measured the light attenuation and scattering as well as
the mass of the particles. With these data, a possible range of real and imaginary
parts of the refractive index could be derived.
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Chang and Charalampopoulos (1990) have measured the optical properties of
a flame with glowing soot: at a wavelength of 488 nm, scattering, extinction, and
photon correlation are used to determine the particle size and number. The diam-
eter of the soot particles was between 20 and 60 nm, depending on the location
in the flame. Spectral extinction measurements (λ = 200 nm to 6.4 μm) in com-
bination with Mie theory and Kramers-Krönig relations yielded spectral refractive
indices.

Soot formed during combustion processes is a complex mixture of small spher-
ical graphitic particles and organic material, condensed hydrocarbons (tar), which
consist of partly oxidized and transformed fuel. The refractive index of the organic
carbon can also be been determined by measuring the scattering, backscattering,
and absorption of the soot aerosol, using electron microscope analysis to determine
size, shape, and number of the graphitic particles, Rayleigh Gans theory for the
scattering and absorption of the embedded particles, finally leading to the complex
refractive index of the organic carbon (Kim et al., 2014).

Frequently, the light-absorbing particles are available as powder. A standard
procedure in powder science is mixing the particles under investigation with a
white powder, pressing it in a solid and determining reflection (and transmission),
and applying Kubelka-Munk theory to infer the refractive index (Kortüm, 1969;
Patterson and Marshall, 1982).

For Rayleigh spheres, which are only slightly absorbing, the extinction coef-
ficient is proportional to the volume fraction of the particles and the imaginary
part of the refractive index. Since the contribution of scattering to extinction is
very small, an extinction measurement can simply yield the imaginary part of m
(Bohren and Huffman, 1983, p. 432).

Values for the refractive index of black carbon found in the literature are listed
in Table 6.5. The first part of the table lists measured values and the method to
obtain the value; the latter part lists values frequently used in the literature.

It is evident that the refractive index of crystalline graphite has the largest
values both for n and k, but it is unlikely for this to be found in atmospheric
samples. Amorphous graphite has smaller values for n and k, close to 2 and 1, as
used in early textbooks. An analysis of various types of coals showed that both
n and k steadily decrease with increasing hydrogen-to-carbon content (H/C ratio)
(see McCartney and Ergun, 1967). This simply explains why soot, being produced
by combustion of hydrogen-containing fuels, has lower values for n and k and, de-
pending on the combustion process, the refractive index can vary. The inter-planar
spacing of graphitic layers in combustion-derived soot is 3.4–3.6 Å, compared to
3.35 Å for graphite (Chen and Dobbins, 2000). Furthermore, Janzen (1979) argues
that compressing soot pellets even with a pressure of 1,600 MPa still preserves the
particulate nature and the minimum void fraction corresponding to the random
close-packed configuration is (1− 2/π) = 0.363.

Let us look at a simple calculation. The refractive index of propane soot has
an ellipsomentically determined refractive index of 1.701 − 0.508 · i (Stagg and
Charalampopoulos, 1993). Applying the Maxwell Garnett mixing rule, a matrix
consisting of black carbon with refractive index of 2.102 − 0.755 · i and a void
fraction of f = 0.363 with refractive index 1.0 − 0 · i would exactly have the
measured refractive index. Thus, one can conclude – with all the reservation about
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Table 6.5. Values for the refractive index of black carbon (at λ = 550 nm).

Re(m) Im(m) Substance Method Reference

1.97 −0.67 Carbon arc
electrode,
0.7% impurity

Reflection measurement of
polished surface

Senftleben and Benedict
(1918)

1.56
1.57

−0.46
−0.50

Acetylene
soot
Propane soot

Polarization ratio of
reflection on compressed
pellets

Dalzell and Sarofin (1969)

2.15 −0.66 Graphite Reflection McCartney and Ergun
(1967)

1.86 −0.33 Low volatile
bituminous
coal

Reflection McCartney and Ergun
(1967)

2 −1 Carbon black Transmission of liquid
suspension of nano-spheres
and Mie theory

Janzen (1979)

1.7 −0.7 Carbon black Angular scattering of
levitated micrometer-sized
particles

Pluchino et al. (1980)

1.28
1.35
1.36

−0.22
−0.19
−0.113

Kerosene soot
Acetylene
soot
Propane soot

Polarization ratio, angular
reflectance method of
compressed samples

Batten 1985

2.649 −1.395 Graphite,
crystalline

Ellipsometry Stagg and
Charalampopoulos (1993)

2.337 −0.997 Graphite,
amorphous

Ellipsometry Stagg and
Charalampopoulos (1993)

1.701 −0.508 Propane soot Ellipsometry of compressed
pellets

Stagg and
Charalampopoulos (1993)

– −0.72 black carbon
from vehicle
emissions

Transmission of filter
deposit

Kirchstetter et al. (2004)

1.4 . . .
1.9

−0.77
. . .
−1.25

Methane,
ethylene and
kerosene soot

Transmission and scattering
of suspended soot particles

Shaddix and Williams
(2009)

1.66 −0.59 Soot in
burning
propane flame

Photon correlation and
extinction/scattering
measurement

Chang and
Charalampopoulos (1990)

1.46 −0.45 Value used in model Shettle and Fenn (1979)

2.0 −0.66 Value used in model Bergstrom (1973)

1.95 −0.66 Value used for modeling Kattawar and Hood (1976)

1.57 −0.56 Soot Suggestion for a
representative value

Smyth and Shaddix (1996)
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mixing rules – that the black material forming the soot has a refractive index of
2.102− 0.755 · i, which is within the range of possibilities for graphite.

Another argument for caution with ellipsometric measurements of compressed
samples is formulated by Janzen (1979): a surface of compressed small spheres is
not a flat surface, although it reflects light, and reflectance measurements may not
give the correct value of the refractive index.

The discrepancies in the values of the refractive index not only reflect possible
deficiencies in the measuring method, but also the different processes which lead
to the formation the black carbon. Important factors are the C/H ratio and the
extent of agglomeration. But this still does not explain the large variations in
refractive index. Smyth and Shaddix (1996) analyzed a large number of available
data and suggest using a refractive index of 1.57 − 0.56i as a compromise, since
then various studies will be comparable. Shaddix and Williams (2009) measured
the extinction of soot produced by various flames and found a range of possible
values for the refractive index (see Table 6.5), and they consider m = 1.7 − 1.0i
as a good compromise. Nevertheless, one may conclude that there is no reference
value for the refractive index of black carbon, and that the production process also
influences its value.

6.5.3 Wavelength dependence of the refractive index

Obviously, all optical parameters are wavelength-dependent. An overview of the
wavelength dependence of the refractive index in the visible for black carbon and
other materials is given in Fig. 6.6.

For all curves shown in this figure, the real part of the refractive index has a
slight variation, with a maximum deviation from the mean by a factor of 1.2 or
less. Similarly to the black carbon data, the imaginary part is constant with respect
to wavelength, although the spread between the different materials amounts to a
factor of 2. A very strong wavelength dependence can be seen for hematite and,
to a lesser degree, for the organic part of soot and biomass carbon. For both, the
light absorption in the short-wavelength visible range is by far larger than for the
long-wavelength range (see also below for examples).

6.6 Mie theory

The theory of absorption and scattering of light by small spherical particles is
attributed to G. Mie (1908).2 His aim was to explain the brilliant colors of gold
colloids. He strictly applied Maxwell’s theory to the propagation of electromagnetic
waves in a medium containing particles and found an exact solution, which was rep-
resented by a series expansion. Since computers were not available, only few terms
could be added manually, so results could be obtained only for nanoparticles, but
this was sufficient to explain the color of colloids. Mie’s solution has proven many
times to be exact. Nowadays, computer programs are available and a Mie calcu-
lation takes milliseconds; they usually use the mathematical procedure of Debye

2 A solution for the scattering of light by small dielectric spheres using the ether theory
was published by Lorenz in 1880, unfortunately in Danish, so it has been known only
to a few persons. For historical remarks, see Horvath (2009).
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(1909). Computer programs can be found in Bohren and Huffman (1983) and Bar-
ber and Hill (1990). Among many others, the University of Bremen offers the pos-
sibility to download a variety of programs calculating scattering and absorption by
small particles (http://diogenes.iwt.uni-bremen.de/vt/laser/wriedt/index ns.html).

Using geometric optics, it is simple to determine the extinction coefficient of an
ensemble of N particles per cubic meter, which we assume to be mono-dispersed
with a radius r. For the moment, we assume that all light incident on the cross-
section of a particle is lost due to interception. Let us consider a lamina of particles
of thickness dx. One square meter of the lamina contains N · 1 m2 · dx particles,
which have a total cross-section of Nr2π · 1 m2 · dx. The fraction of 1 m2 of the
lamina, which blocks light passing through is N · r2π · dx. Compared with the
infinitesimal definition of the extinction coefficient, it is immediately evident that
σe = N · r2π. This is strictly valid for geometric optics, such as the shade produced
by leaves of a tree. For aerosol particles, the diffraction, scattering and absorption
of the waves by the particles have to be considered, which can amount to both more
or less than N ·r2π. This is accounted for by introducing the efficiency factor Qe, so
the extinction coefficient is obtained as σe = N ·Qe · r2π. Similarly, the absorption
and scattering coefficients are σa = N · Qa · r2π and σs = N · Qs · r2π. The
expression N ·Qe ·r2π is the effective cross-section of the particles per unit volume,
which obviously is identical to the extinction coefficient. To stress the cross-section
per volume, σe is more precisely called the volume extinction coefficient. But it is
also possible to use another reference parameter for the cross-section, such as per
molecule, so it would be the molecular extinction coefficient, or per mass of the
suspended particles per unit volume, namely by dividing the extinction coefficient
by the density ρae of the aerosol; this is called the mass extinction coefficient
σe/ρae. Since σe is the cross-section per volume and ρae the mass per volume, then
the mass extinction coefficient is the effective cross-section of the particles divided
by the mass of the particles; the more systematic name for the mass extinction
coefficient is specific cross-section.

The efficiency factors depend on the complex refractive index, and the ratio of
a particle’s radius and the wavelength, usually characterized by the size parameter

x =
2π · r
λ

– that is, only the ratio of particle size to wavelength is important.

The size parameter can be also considered as the product of the radius and wave
number.

The Q factors have been calculated for two refractive indices and are shown in
Fig. 6.7. For the transparent particles (m = 1.5− 0.0i), the Qe-factor (identical to
Qs) rapidly increases for size parameters between 1 and 4, and has oscillations due
to interferences of the waves in and around the particle, finally approaching Q → 2
for x → ∞. From the point of view of geometric optics, one would expect Q → 1
for x → ∞. But, besides the geometric shadow, the presence of the particle also
influences the wave going around the particles, so the diffraction along the edges of
the particles has to be considered, which, according to Babinet’s principle, amounts
to the same light flux as the shadow, so Q → 2 is justified (Brillouin, 1949).

For strongly absorbing particles, having the same real part of the refractive
index, the Qe curve also approaches Qe → 2 for x → ∞, but without oscilla-
tions, due to absorption of part of the waves. The absorption efficiency approaches

http://diogenes.iwt.uni-bremen.de/vt/laser/wriedt/indexns.html
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Fig. 6.7. Efficiency factors for extinction scattering and absorption as a function of the
size parameter. The efficiency factor Qe, Qs, Qa is the fraction of attenuated, scattered,
or absorbed light intercepted by the particles relative to the light incident on the cross-

section of the particle. The dimensionless size parameter x =
2rπ

λ
is a measure of the

size of the particle relative to the wavelength, and can be understood as the ratio of the
circumference of the spherical particle divided by the wavelength or the radius times wave
number.

Qa → 1 − R for x → ∞ as expected from geometric optics and the scattering
efficiency also approaches Qs → 1 + R for x → ∞ because of Babinet’s principle.
Here, R is the Fresnel reflectance coefficient integrated over the incidence angle
(Kokhanovsky and Zege, 1997). For size parameters below x = 2 (radius smaller

than
λ

6
), extinction is by far larger than for its transparent counterpart, since ab-

sorption takes place simultaneously. This is very evident when plotting on a log-log
scale (Fig. 6.8). For a size parameter smaller than 1, the scattering increases ∝ x4,
which means that the scattered light flux, being proportional to Qs · r2, is propor-
tional to the sixth power of the radius and, since x =

2π · r
λ

, it is proportional to

λ−4, namely Rayleigh scattering. Light absorption dominates in the range x < 1
and Qa ∝ x1, and, since σa ∝ Qa · r2 ∝ r3, it is proportional to the volume.

There is a simple physical explanation for the completely different dependences
of the absorption and the scattering on particle radius (Moosmüller et al., 2009).
A particle consists of many dipoles, which are vibrating due to the incident electric
field and emit radiation themselves. For x � 1, the particle is small compared
to the wavelength, so all dipoles vibrate in phase, and thus the emitted dipole
radiation is in phase – that is, coherent (Shifrin (1951) gives a more restrictive
range, |m · x| � 1). The far field of the dipoles simply can be obtained by adding
the field of all dipoles. The number of dipoles is proportional to the volume of the
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Fig. 6.8. Efficiency factors for extinction scattering and absorption as a function of the
size parameter. In the log-log plot, the proportionality to x for absorption and to x4 for
scattering is clearly visible.

particle containing the dipoles; this is the electric field strength and is proportional
to the volume. The light flux is proportional to the square of the electric field
strength, so the scattering coefficient must be proportional to r6. In the case of
light absorption, each dipole removes a fraction of the incident light flux and, since
the particle is small compared to the wavelength, all dipoles are exposed to the
same field strength. Thus, the absorbed light flux is proportional to the number of
dipoles, which is proportional to the volume of the particles, namely σa ∝ r3.

6.7 Influence of the refractive index on the absorption
coefficient and related properties

6.7.1 Absorption coefficient

In Table 6.5, we have seen that a variety of refractive indices for black carbon
have been measured, the real part ranging from 1.3 to 2.4 and the imaginary part
ranging from 0.1 to 1.4. Bulk material with these refractive indices all would look
completely black, but still the absorption coefficient of spherical 30 nm spheres can
vary by a factor of 25 (see Fig. 6.9). With increasing value of k, the absorption
increases; on the other hand, with increasing value for the real part n, the absorp-
tion coefficient decreases. The strong dependence of the absorption coefficient on
the refractive index makes all derived properties, such as specific absorption cross-
section or single-scattering albedo, dependent on the choice of the refractive index,
which usually is not well known.
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Fig. 6.9. Dependence of the absorption efficiency on the refractive index. Spherical par-
ticles with a diameter of 30 nm were assumed.

Let us now consider some hypothetic mixtures of black carbon with a transpar-
ent substance: black carbon with void; black carbon with organic carbon, such as
partly burnt fuel; ammonium sulfate mixed with black carbon. For black carbon,
we use the refractive index 2.102 − 0.755 · i – a value obtained for soot carbon
(Stagg and Charalampopoulos, 1993; see considerations above). We assume a ho-
mogeneous mixture and the Maxwell Garnett mixing rule, with all the reservations
about homogeneous mixtures, which may not apply in practice. The characteristics
of the mixtures are listed in Table 6.6.

In Fig. 6.10, the absorption efficiency factors are shown for the various mixtures.
The curves for black carbon with 30% and 50% void, filled either by air or organic
carbon, are almost identical. For black carbon with 50% organic carbon, the curve
is below the other curves, although the organic carbon is also absorbing. This is
because of the larger real part of the refractive index compared to air. As can be
seen in Fig. 6.9, an increase in the real part causes a decrease in the absorption.
The mixtures of black carbon with ammonium sulfate behave almost as expected
for size parameters below 1: a 1% per volume mixture of black carbon has about
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Table 6.6. Characteristics of mixtures used for Figures 6.10, 6.11, and 6.14.

Mixture Refractive index at 550 nm Density (kg/m3)

black carbon 2.102− 0.775i 1,850 (Janzen 1979)
70% BC + 30% void 1.769− 0.565i 1,295
50% BC + 50% void 1.551− 0.426i 926
70% BC + 30% organic C 1.903− 0.554i 1,580
50% BC + 50% organic C 1.773− 0.410i 1,400
100% organic C (Kim et al., 2014) 1.47− 0.04i 950 (assumed)
Ammonium sulfate 1.559i 1,726
99% (NH4)2SO4 + 1% BC 1.534− 0.0063i 1,727
98% (NH4)2SO4 + 2% BC 1.541− 0.0127i 1,728
95% (NH4)2SO4 + 5% BC 1.560− 0.0319i 1,732
90% (NH4)2SO4 + 10% BC 1.592− 0.0643i 1,738

1.4% light absorption of the pure carbon. This is an indication of the absorption
enhancement for an internal mixture. For large size parameters, the mixtures with
the transparent substance have the same absorption efficiency as black carbon.
This means that, for example, an ammonium sulfate mixed with 5% black carbon
of size parameter 20 (d = 3.5 μm at λ = 550 nm) absorbs as much light as a black
carbon particle of the same size. Considering the high bulk absorption coefficient of
black carbon (α = 1.77× 107 m−1 for the refractive index 2.1− 0.775i) and, using
geometric optics argumentation, 90% of the light is absorbed in a layer of 0.13 μm
of the 3.5 μm particle. For a 5% homogeneous mixture of ammonium sulfate and
black carbon, the distance is 3.1 μm. So, using simple geometric optics arguments,
one can argue that the black carbon particles absorb most of the light in the first
0.13 μm; the remaining part of the particle does not contribute much to absorption.
The mixed particle, due to the lower bulk absorption coefficient, absorbs the light
as well, but within the whole particle.

The effectiveness of the absorption by particles can be described by the mass
absorption coefficient, which is the ratio of the absorption coefficient σa and the
aerosol density ρaerosol, namely mass of particles per volume of gas (also called
mass concentration). More systematically, the mass absorption coefficient is called

the specific cross-section. It unit is

[
σa

ρaerosol

]
=

m2

g
. For an aerosol consisting

of monodisperse particles, it is obtained by
σa

ρaerosol
=

3Qa

4rρaerosol
. An overview

of the specific cross-section of the considered mixtures is shown in Fig. 6.11 (left-
hand part). The strong dependence on the particle size is easily recognized. The
proportionality between mass and absorption coefficient is immediately evident by
the horizontal line for particles less than ≈0.1 μm. For sizes above 0.3 μm, the
specific absorption cross-section rapidly decreases, since most of the absorption
takes place in the front part of the particle. black carbon with voids filled with
air has a higher specific absorption cross-section; this is not the case for voids
filled with organic carbon, since the transparent organic carbon contributes to
the mass of the particles compared to voids filled with air. The absorption in
the particles is caused by the black carbon, so it is of interest to investigate the
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Fig. 6.10. Absorption efficiency of spheres consisting of a homogeneous mixture of ab-
sorbing and non-absorbing substances. The refractive indices of the mixtures are listed in
Table 6.6.

specific absorption coefficient based on the mass of black carbon. This can be seen
in Fig. 6.11 (right-hand part). Now the mixtures of the transparent ammonium
sulfate have an even higher absorption per gram of black carbon compared to pure
black carbon. This absorption enhancement is pronounced in particle sizes between
0.2 and 2 μm. A primitive explanation for this effect is that, since the black carbon
is distributed quasi-homogeneously in a large particle, the light passing through
the particle encounters many possibilities to be absorbed.

The trend shown in the figures is the same for the various values of the refractive
indices available in the literature; the absolute values are strongly influenced by
the choice of refractive index. One example shall demonstrate this. The specific
absorption cross-section for 30 nm particles using the refractive index (2.102 −
0.775i) and density (1,850 kg/m3) as proposed by Janzen (1979) is obtained as
4.2 m2/g. Using insteadm = 1.7−1.0i and ρ = 1,740 kg/m3 (Shaddix andWilliams,
2009) results in 7.7 m2/g. This demonstrates clearly that the proper choice of the
(usually not well known) refractive index is crucial.

For the particles smaller than 100 nm, an average specific absorption cross-
section of 5–6 m2/g seems to be an average value. Values of this magnitude are re-
ported in the literature, although sometimes values as high as 15 m2/g are reported
(for a list see, e.g., Horvath, 1993, Table 2), which may be due to the exaggera-
tion of the measured absorption coefficient by the method used (see below). Since
the absorption coefficient and thus the specific absorption depend on wavelength,
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Fig. 6.11. Specific absorption cross-section of spheres consisting of a homogeneous mix-
ture of absorbing and non-absorbing substances. In the left-hand graph, the absorption
coefficient is divided by the mass of the particles. On the right-hand side, only the mass
of the light-absorbing carbon is taken. The refractive indices of the mixtures are listed in
Table 6.6. The wavelength is 550 nm.

also the wavelength used should be specified. Shaddix and Williams (2009) have
used a dimensionless absorption (and extinction) coefficient, Ka, which is defined

as Ka = wavelength · densitysoot · specific absorption coefficient or Ka =
λ · σa

νsoot
with νsoot the volume of the suspended soot particles per unit volume of gas. Since
σa ∝ λ−1, the product λ · σa is independent of wavelength, at least for particles
below 30 nm. The soot particles consist of agglomerates of particles ≤30 nm but,
since the absorption of soot aggregates is additive (Sorensen, 2000), this also holds
for larger sizes of agglomerates. Using the value of Ka = 7 and ρsoot = 1,740 kg/m3,
a specific absorption cross-section is obtained as 7.31 g/m2, which is in agreement
with our theoretical considerations. Also, this is in almost perfect agreement with
the suggestion of 7.5± 1.2 m2/g by Bond and Bergstrom (2006).

6.7.2 Coated sphere

A particle consisting, for example, of an absorbing core surrounded by transparent
material can easily be formed in the atmosphere by condensation of a low-volatility
vapor (such as α-pinene) on existing particles; cloud drops with an absorbing core
are another example. The Mie solution for spherical particles can be expanded to
a compound sphere consisting of spherical core, surrounded by a spherical shell,
having a different refractive index (Bohren and Huffman, 1983, pp. 181–3, computer
program pp. 483–9). The coated sphere absorbs more light than the absorbing
center would without coating. This increase in absorption can ad hoc be explained
by the ‘lensing effect’ (Rubinowitz, 1920; Bond et al., 2006). The curved transparent
shell acts as a convex lens, concentrating the light onto the absorbing core, which
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thus absorbs more light than without transparent shell. But, for a lens, geometric
optics requires that its diameter is considerably larger than the wavelength of light;
for geometric optics (e.g., Born and Wolf, 1999), the requirement is λ0 → 0, thus
the wavelength must be much smaller than the particle size. For example, for a
500 nm particle, this would require light with λ < 100 nm, which rarely is the case
in the atmosphere, although the requirement λ � d is fulfilled for the absorption
enhancement of dirty clouds, having droplets with a diameter of 10 μm around an
absorbing core. But still the enhancement of absorption exists for particles much
smaller than 500 nm, so the lensing effect is a useful oversimplification, but not a
profound argument.

As an example, calculations have been performed for a spherical particle with
a diameter of 78 nm, consisting of soot and surrounded by a transparent shell.
The increase in absorption coefficient as a function of shell thickness is shown in
Fig. 6.12. With a shell thickness of 100 nm, the absorption coefficient doubles. An
even thicker shell increases the absorption coefficient by a factor of up to four. This
is important, for example, for cloud droplets formed on a light-absorbing cloud
condensation nucleus.

The absorption increase due to coating was experimentally studied first by
Sabbagh (2005). Carbon particles were produced by a low-voltage spark generator
(Horvath and Gangl, 2003). For coating with paraffin and other waxes, a method
is used which was first published by LaMer et al. (1943) and optimized by Prodi

Fig. 6.12. Increase in the absorption coefficient by coating. A spherical soot particle is
coated by a transparent substance. The calculated increase in the absorption coefficient
is given by the solid line. Assuming the particle to be a homogeneous mixture of core
and coating yields an increase given by the dashed line. The experimental data points are
from Sabbagh (2005).
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(1972). The carbon aerosol is mixed with vapor of wax obtained by bubbling air
through liquid wax, and heated to a temperature above 400◦C, making sure that
there are no wax particles, and only wax vapor is present. Upon slow cooling, the
wax condenses on the existing carbon particles. The coating thickness can be var-
ied by adjusting the temperature of the liquid wax. The carbon particles of the
spark generator have a fractal structure but, when coated with paraffin, the sur-
face tension compacts the particle. In order to determine the size of the compacted
primary particles, in a separate experiment, the paraffin is removed by a thermo-
denuder, leaving a spherical compact carbon particle. The size of the coated and
uncoated particles is measured with a differential mobility analyzer (Reischl, 1991).
The absorption coefficient of the particles is determined by the difference method.
The extinction coefficient is measured with a White Cell (White, 1976) adapted for
aerosols (Poss and Metzig, 1987); the scattering coefficient is obtained by an inte-
grating nephelometer, which is calibrated with transparent particles, the scattering
coefficient of which is obtained with the White Cell. The absorption coefficient of
the aerosol simply is the difference of the measured extinction coefficient and scat-
tering coefficient. Data points are shown in Fig. 6.12, and experimentally confirm
the increase in absorption by coating with a transparent substance.

For curiosity, the increase in absorption was also calculated by assuming a
homogeneous mixture of core and shell and using the refractive index obtained
by the Maxwell Garnett method. This is also shown in Fig. 6.12. Obviously, the
conditions for homogeneous mixing are not fulfilled, but still an absorption increase
is obtained, but it is smaller compared to the exact calculation.

An instructive calculation can be done for the following case: assume a trans-
parent particle with an absorbing shell. Obviously, the thicker the shell, the more
light will be absorbed by the particle. In Fig. 6.13, we have assumed a spherical
particle having a fixed outer diameter of 1 μm and a variable shell – that is, a shell

Fig. 6.13. Increase in absorption coefficient of a transparent sphere covered by a layer of
absorbing material of variable thickness.
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thickness of 0 nm means a transparent particle of 1 μm and a shell thickness of
500 nm is a 1 μm particle completely made of the absorbing material. The absorp-
tion coefficient of the coated particle is given relative to the value obtained for the
particle made of completely absorbing material. It is evident that already a layer of
thickness of 13 nm accounts for half of the absorption of a particle completely con-
sisting of absorbing material; for a layer of 100 nm, the particle absorbs practically
as much as the homogeneous particle. An atmospheric particle having small soot
particles deposited on the surface can be thus considered a strongly light-absorbing
particle.

6.7.3 Single-scattering albedo

Single-scattering albedo is the ratio of the scattering coefficient, σs, to the extinc-

tion coefficient, σe, or � =
σs

σe
= 1 − σa

σe
. It is a measure of the importance of

light absorption. Non-absorbing particles have � = 1 and, for strongly absorbing
nanoparticles, � � 1. We have needed the single scattering albedo for the de-
termination of the radiance of a layer of aerosol and it plays an important role
in atmospheric climate modeling. For particle sizes below 0.1 μm, the scattering
coefficient is ∝ d6 and the absorption is ∝ d3, thus the single-scattering albedo is
size-dependent and obviously the material is important, too. Figure 6.14 shows the
dependence on both size and material. For sizes below 0.1 μm, the single-scattering

Fig. 6.14. Single-scattering albedo of light-absorbing particles.



262 Helmuth Horvath

albedo goes steadily toward zero for all substances. The mixtures with transparent
substances have a high � between 0.2 and 1 μm, because scattering is most effi-
cient in this range; for larger sizes, the scattering is less efficient and, in the larger
particles, there is more ‘room’ for absorption. The atmospheric aerosol usually is
a mixture of light-absorbing and transparent particles. The absorption coefficient
is determined by the absorbing particles, whereas the extinction coefficient usu-
ally is dominated by the transparent particles. Obviously, the more light-absorbing
particles there are, the smaller the single-scattering albedo. In Table 6.7, the single-
scattering albedo of an aerosol consisting of d = 30 nm black carbon particles and
d = 500 nm ammonium sulfate particles is given.

Table 6.7. Single-scattering albedo of an aerosol consisting of absorbing and transparent
particles.

Mass BC 0 5 5 5 5 5 μg/m3

Mass ammonium sulfate 5 5 10 50 100 0 μg/m3

1.00 0.50 0.67 0.91 0.95 0.01

6.7.4 Volume-scattering function

The influence of light absorption on the volume-scattering function shall be demon-
strated in a few examples (Fig. 6.15). For these calculations, particles with a log-
normal mass size distribution with a mean diameter as indicated were assumed.
For all curves, the particles had a mass concentration of 100 μg/m3. For particles
with diameters of 30 nm, the scattering function for black carbon and transparent
ammonium sulfate are small and very similar to the (1 + cos2 θ) dependence of
the Rayleigh scatter. Surprisingly, the light-absorbing particles scatter more light
than the transparent particles. But this is in accordance with Fig. 6.8, where Qs

for black carbon is about a factor of five larger than for the transparent substance.
In that case, the particles are small enough to scatter light efficiently. For a size
of 600 nm, black carbon particles scatter less compared to the transparent coun-
terpart, especially in the backwards direction, since considerable absorption takes
place in the volume of the particle. For the homogeneous mixture of transparent
material with 5% absorbing substance, the scattering at 100◦ to 140◦ is similar to
the black carbon, but the backscattering strongly increased. The external mixture
scatters light almost identically to the transparent material.

6.8 Wavelength dependence of the optical properties

Generally, it is not explicitly mentioned that all optical properties depend on wave-
length; the λ−4 dependence of the light scattered by particles in the Rayleigh size
range and for air is the best known. The wavelength dependence of an optical prop-
erty can be caused by the refractive index varying with wavelength and/or the size
of the particle.
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Fig. 6.15. Volume-scattering function of aerosols consisting of spherical particles. The
asymmetry parameter is given as a parameter. The thin lines are derived from the Henyey–
Greenstein Phase function, having the same asymmetry parameter and the same scatter-
ing coefficient.

6.8.1 Absorption coefficient

The refractive index of black carbon is almost independent of wavelength, so any
wavelength dependence is a size effect. For a size parameter <0.3 – that is, a
particle diameter less than 50 nm for a wavelength of 550 nm – the absorption

efficiency Qa ∝ x =
2r · π
λ

and, since σa = N · r2π ·Qa, it follows that σa ∝ r3

λ
–

that is, the absorption coefficient has a wavelength dependence proportional to
λ−1. For particles larger than 50 nm, namely x > 0.3, the curve in the log-log
presentation of Fig. 6.8 first becomes steeper and then flattens, eventually becoming
horizontal, thus having little or no wavelength dependence. This is shown in detail
in Fig. 6.16: a log-normal size distribution for the particles has been used. As
the simplest case, the particles were assumed to consist of a material having a
complex refractive index independent of wavelength (black line). For d = 30 and
100 nm, the absorption coefficient depends on wavelength close to λ−1. For particles
having a complex refractive index with some variation of refractive index, such as
propane soot (Stagg and Charalampopoulos, 1993, Fig. 3), the same is true; for the
wavelength of 400 nm, the absorption coefficient is slightly higher, since the real
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Fig. 6.16. Wavelength dependence of the absorption coefficient for particles of various
materials and sizes.

part of the refractive index is lower. The absorption Ångström exponent is close
to +1.

black carbon particles emitted by diesel engines are a major source of urban
soot particles and are in this size range. A wavelength dependence of the light
absorption close to λ−1 was first been observed, for example, in Santiago de Chile
(Horvath et al., 1997). For larger particle sizes (500 and 1,200 nm), the wavelength
dependence is weak as expected and the absorption Ångström exponent approaches
zero.

A strong wavelength dependence of real and or imaginary parts of the refractive
index overrides the size effect at least in part; this is shown for hematite (for refrac-
tive index, see Fig. 6.6). For particles less than 100 nm, the absorption coefficient
varies by more than a factor of 500 between 0.4 and 0.65 μm, caused by the strong
decrease of the imaginary part of the refractive index. For particle sizes of 500 and
1,200 nm, the curve is almost flat up to λ = 550 nm. This is caused by the larger
size of the particles: as we have seen above (coated sphere), only the outer part
of the shell absorbs the light and, if thick enough, even for a smaller imaginary
part of the refractive index, all light is absorbed, thus there is no dependence on
wavelength. Obviously, this is a particle size effect.

For biomass carbon (imaginary part by Kirchstetter et al. (2004), real part
assumed as 1.7), the situation is similar. The strongest wavelength dependence
is observed for 30 nm particles (but an unlikely size for biomass particles); once
the particles reach a size of 500 nm or more, the dependence on the wavelength
is weak. This can also be seen in the right part of the figure, which depicts the
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Ångström absorption exponent. For the black carbon particles, with a refractive
index almost independent of wavelength, it is around α = +1 for sizes below 30 nm,
with α → 0 for larger sizes. For particles consisting of hematite, the wavelength-
dependent refractive index causes a wavelength dependence with α around +12 for
particle sizes below 100 nm, rapidly increasing to +4 for larger sizes. The same
is also true for the biomass carbon. Therefore, the wavelength dependence of the
absorption coefficient is influenced by both the refractive index and the size.

A mixture of black carbon and black carbon and possibly transparent car-
bonaceous substances is possible, such as in biomass fire aerosol particles. The
absorption of a small spherical black carbon particle having a transparent coating
is enhanced; the absorption Ångström exponent can be increased due to coating
from 1 to 1.6 (Lack and Cappa, 2010). When the coating consists of black car-
bon, the enhancement of the absorption of the core is less. On the other hand, the
Ångström exponent is influenced by the wavelength dependence of the refractive
index of the coating.

The single-scattering albedo is defined as � =
σs

σe
=

σs

σs + σa
and, for a fixed

particle size, this can be also written as � =
Qs

Qs +Qa
.

For small light-absorbing particles (size parameter <0.5; see Fig. 6.8), Qs

is much smaller than Qa and thus can be neglected in the denominator, so

� = Qs/Qa. Since Qa ∝ x and Qs ∝ x4, it follows that � ∝ x3, with x =
2rπ

λ
, for

a fixed particle size � ∝ λ−3; that is, for small strongly absorbing particles, the
(small) single-scattering albedo decreases with wavelength. This is clearly evident
in Fig. 6.17 (left part).

Usually, the atmosphere contains both small light-absorbing particles and purely
scattering particles. The absorption coefficient of the light-absorbing particles is
proportional to λ−1, and the wavelength dependence of the extinction coefficient
in many cases can be described by the Ångström relation σe ∝ λ−α with α fre-

quently between 1 and 2, so
σa

σe
∝ λα−1. Using � = 1 − σa

σe
, the single-scattering

albedo is independent of wavelength for α = 1 or decreasing with wavelength for
α > 1. The wavelength dependence of the single-scattering albedo for a 5 μg/m3

light-absorbing aerosol with diameter of 30 nm externally mixed with an aerosol
consisting of 95 mg/m3 transparent particles with mass mean diameters of 300,
500, and 800 nm is shown in Fig. 6.17. As expected, there is little dependence
on wavelength, and it is mainly determined by the wavelength dependence of the
extinction coefficient of the ammonium sulfate particles. The 300 nm (NH4)2SO4

particles have a stronger decrease in the scattering coefficient with wavelength as
the absorption coefficient, so the single scattering albedo decreases with wavelength,
whereas the scattering coefficient of the 800 nm particles is rather flat, so the single-
scattering albedo increases. For completeness, an internally mixed aerosol, consist-
ing of homogeneously mixed particles of the same quantities of light-absorbing and
transparent substance, is also shown. Besides the increase in absorption due to
internal mixing (thus lower single-scattering albedo), the trend is the same.
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Fig. 6.17. Wavelength dependence of the single-scattering albedo. Left: black carbon
spheres, with a diameter of 30 nm; right: external mixture of 30 nm black carbon and
ammonium sulfate.

6.9 Multiple scattering

So far, we have considered the radiation scattered in one volume element reaching
an instrument or an observer. But it is highly likely that a photon scattered in
one volume element is scattered in another volume element or even many times
before reaching the observer. This multiple scattering can be modeled and various
techniques solving the radiative-transfer equation are in use. Here, a few examples
for the effect of multiple scattering will be shown; the tables, from which the graphs
are derived, as well as multiple-scattering theory and computational methods can
be found in Van de Hulst (1980).

6.9.1 Radiance of the horizon

An aerosol layer, infinitely extended in the horizontal direction, of given optical
depth is illuminated by the Sun having a zenith distance of 0◦. The radiance of
this layer is plotted in Fig. 6.18 as a function of the optical depth of the layer of
aerosols having various phase functions and absorption.

Let us consider first an aerosol layer consisting of non-absorbing particles. For
a vertical optical depth of 0.05, the multiple scattering amounts to 10% of the
totally scattered light. For τ = 0.25, multiple scattering amounts to 24% and 32%
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Fig. 6.18. Radiance of the horizon for an aerosol layer. The aerosol consists of particles
having a Henyey–Greenstein phase function of asymmetry parameter g and a single-
scattering albedo �. The radiance for a layer with infinite optical depth is given as a
short horizontal line on the left-hand side of the figure.

for the asymmetry parameters of g = 0.5 and 0.75, respectively. An atmosphere
with τ = 0.25 would have an extinction coefficient of 166 Mm−1 for a mixing
height of 1.5 km, corresponding to 23.5 km visibility. The contribution of multiple
scattering increases dramatically with optical depth; for example, 74% and 83%
(for g = 0.5 and 0.75) of the observed radiance are due to multiple scattering for
τ = 16, in which case the visibility would be 366 m.

For a light-absorbing aerosol and single scattering, the scattered light is reduced
by the factor � compared to its non-absorbing counterpart having the same phase
function. That is, a contribution of 10% light absorption reduces the radiance by
10%. For multiple scattering, it must be considered that the 10% scattering loss has
to be applied several times, so the radiance is considerably smaller, as is evident in
Fig. 6.18 from the curves for � = 0.9 and optical depths larger than 1.

6.9.2 Reflected and transmitted light

Two examples shall demonstrate the enhancement of light absorption by multiple
scattering. Let us consider a layer of aerosol of given optical depth, illuminated by
the Sun in the zenith and observed at 60◦ to the vertical. Example 1: The light
scattered upwards from the layer is shown in the left-hand part of Fig. 6.19. An
increase in the optical depth increases the radiation scattered upwards, for particles
both without and with absorption. But it is also evident that absorption effectively
reduces the scattered light. For example, for an optical depth of 8, the light scattered
upwards at 60◦ zenith distance for an asymmetry parameter of 0.75 is reduced by
a factor of 5.5 by only 20% light absorption. Example 2: In the right-hand part
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of Fig. 6.19, the light transmitted by the layer downwards is shown again at 60◦

zenith distance. The diffuse transmittance coefficient of the layer at first increases
with increasing optical depth, but decreases after reaching a maximum. This is
caused by the increased upward scattering, which leaves less light for downward
propagation. This is a common phenomenon: thick cumulus clouds look dark, when
viewed from below, although they look snow-white when viewed from above, such
as from an airplane.

Fig. 6.19. Reflection and transmission function for a layer of aerosol. Reflection and
transmission functions are proportional to the observed radiance and taken from Table
35 of Van de Hulst (1980). For both cases, the light source is located in the zenith. Left:
observation from above at 60◦ zenith angle; right: observation from below at 60◦ zenith
angle. The asymmetry parameter g of the Henyey–Greenstein Phase function and the
single-scattering albedo � is given as a parameter.

These examples clearly show that multiple scattering can greatly increase the
effect of absorption. Typically, this is the case for clouds, where a small amount
of light-absorbing material has enhanced absorption not only due to coating, but
also due to multiple scattering. An aerosol layer above snow receives more reflected
light from the ground, thus absorption effects are larger. Old historic buildings have
been exposed to pollution for a long time and the depositing of black carbon causes
their dark appearance. Additionally, the soot deposit in combination trace metals
acts a catalyst for SO2 or NO2 oxidation, aiding the production of gypsum from the
limestone surface, causing black crusts and eventually considerable material loss.
Previously, coal combustion was the major cause, but now diesel engine emissions
are most responsible (Mansfield et al., 1991).
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6.10 Light-absorbing particles in the atmosphere

Three main groups of particles which absorb light can be found in the atmosphere:
(i) mineral dust particles containing iron oxides, (ii) black carbon, and (iii) black
carbon.

6.10.1 Mineral dust particles

On a global scale, mineral dust particles are the most abundant particles, with
an estimated source strength of 600–2,400 Tg/y, with less than 20% of the mass
at <2 μm (Lee et al., 2009). The main sources are deserts; more than half of the
dust particles originate from northern Africa, followed by Asia and the Arabian
peninsula. But also as a consequence of human activities, dry and bare soils con-
siderably contribute to mineral dust. Mobilization of the particles is by wind and is
due to a process similar to sand blasting, where saltating particles mobilize or gen-
erate smaller particles. Many substances are contained in mineral particles; most
of them do not absorb light. Iron-containing minerals are the reason for the higher
imaginary part of some mineral dust. Particles larger than 10 μm are more of local
importance, due to rapid settling, but smaller mineral particles can even be found
in other continents. For example, observations at El Arenosillo (37.10◦N, 6.70◦W)
at least 700 km distant from the Sahara recorded periodic Sahara dust intrusions,
with high absorption coefficients (Mogo et al., 2005).

6.10.2 black carbon

black carbon is a carbonaceous material with black appearance; other expressions
are in use, with sometimes slightly different meaning: soot, elemental, or graphitic
carbon. The black color is caused by graphitic platelets mainly forming the particles
(Wentzel et al., 2003). The imaginary part of the refractive index is significantly
non-zero and almost independent on wavelength. black carbon is formed in all high-
temperature combustion processes of gaseous hydrocarbon fuels, such as flaming
biomass fires, fires in furnaces, or internal combustion engines. Global emissions are
estimated as ≈8 Tg/y, with 38% from fossil fuel, 20% from biofuel, and 42% from
open burning (Bond et al., 2004). Energy-related emissions in 2000 are estimated
as ≈4.5 Tg/y, with 33% from biomass and 77% from fossil fuel combustion (Bond
et al., 2007). In pre-industrial times, the source of black carbon was biofuel; after
1880, coal was the main source; and, since 1995, diesel emissions have been the
major source of black carbon globally.

Formation of light-absorbing particles during combustion

Soot is a product of any combustion of carbon-containing fuels and is a multi-stage
process involving nucleation, coagulation, surface growth, aggregation, agglomer-
ation, and obviously also oxidation. A detailed description of the soot-formation
model can be found, for example, in Smooke et al. (2004). As a first step in com-
bustion, oxidation and pyrolysis of the hydrocarbon fuel take place at high tem-
peratures; in the lower part of the flame, CO, H2, CO2, H2O ·C2H2, and radicals
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are present. A small fraction of the hydrocarbon fragments forms aromatic rings,
forming PAHs. Nucleation, which is the collision of two PAHs, eventually evolves
spherical nano-organic particles (D’Alessio et al., 2009) of a size between 1 and
5 nm with a polymer-like structure. These particles are liquid-like, almost trans-
parent in the electron microscope, and upon coalescence remain spherical. The
C/H ratio is 0.5 . . . 1. The coagulation rate is low due to low sticking probabil-
ity, so they survive for a long time even in the atmosphere. The density of the
nano-organic particles is ≈1,200 kg/m3. Further combustion, adding compounds
from the gas phase in the flame by condensation and loss of hydrogen by oxida-
tion, leads to a higher condensed ring aromatic or graphitic structure, but still
organic functionalities are present on the surface. These particles have a density
of ≈1,800 kg/m3 and a H/C ratio of 0.05 . . . 0.1. These particles agglomerate,
forming the well-known chain-like cluster soot particles with sizes between 10 and
100 nm, and a fractal dimension of 1.8 . . . 1.85 (Dobbins, 2009). This route of soot
formation has been observed for all kinds of flames ranging from laminar diffusion
flames to bituminous coal flames and diesel engines. In the terminology of combus-
tion research, the nano-organic particles are called the condensation mode, whereas
the soot particles are called accumulation-mode particles. As expected, the nano-
organic particles considerably decrease in size upon thermo-desorption (from 6 nm
at 20◦C to 3.7 nm at 600◦C), whereas the graphitic accumulation particles only
exhibit a slight thermally induced shrinking in diameter (e.g., 39 nm → 37 nm;
Maricq, 2009).

During atmospheric transformation and aging, such as with uptake of water,
the chain-like cluster soot particles become more compact (Abel et al., 2003). Con-
taining 85% to 95% carbon, 3% to 8% oxygen, and 1% to 3% hydrogen by mass, an
atmospheric soot particle can be regarded as a complex polymer, with the ability to
transfer electrons, and thus also absorb light (Andreae and Gelencsér, 2006). Most
of the oxygen is on the particle’s surface in various functional groups, increasing its
chemical reactivity and also the wettability in contrast to pure graphite particles.

6.10.3 Brown carbon

Brown carbon is a light-absorbing carbonaceous material; its imaginary part of the
refractive index strongly varies with wavelength (see, e.g., biomass carbon; Fig. 6.6).
The stronger absorption in the blue makes it appear yellowish or brownish. Brown
carbon is produced by smoldering (low-temperature, non-flaming) biomass fires but
also in the initial stage of coal combustion, and it is mainly water-soluble. These
pyrolysis products escape the flames and condense in the plume, forming secondary
particles. The color is yellow to brown, and not black. But also humic/fulvic-like
substances (HULIS) have similar optical properties. Water-soluble organic carbons
consist of polycyclic-aromatic, acidic, and phenolic groups (Andreae and Gelencsér,
2006). Natural humic/fulvic substances are formed by polymerization from plant-
degradation products and have a high degree of aromaticity. The light absorption
causes the dark color of soil or swamps. Colored polymeric products may also form
dienes in the presence of sulfuric acid (Limbeck et al., 2003), or the reaction of
organic compounds in sulfuric acid particles (Hegglin et al., 2002). Thus, there are
many routes to black carbon particles in the atmosphere.



6 Light absorption in the atmosphere 271

The strong wavelength dependence of the absorption coefficient of black car-
bon (see Fig. 6.15, biomass carbon) and consequently the Ångström exponent well
above 1 make it possible to attribute black and black carbon, using the spectral
dependence of the absorption coefficient (Kirchstetter et al., 2004; Lack and Lan-
gridge, 2013). No estimates of global emissions of black carbon exist so far.

6.11 Measurement of light absorption

Light-absorbing particles have a distinct influence on the radiation in the atmo-
sphere, so the exact knowledge of the absorption coefficient is desirable. Unfortu-
nately, absorption of aerosol particles and scattering always occur simultaneously,
so no direct method for measuring the light absorption by particles optically, us-
ing first principles, exists; therefore, only indirect methods can be used. A further
complication is the usually low value of the absorption coefficient, which may be in
the order of 100 Mm−1 or even considerably less. For attenuation measurements, a
large distance (at least 100 m) is needed to be able to distinguish Φ from Φ0. The
various methods for measurement of the light-absorption coefficient can be divided
into three groups, which will be discussed in the following: (i) subtraction method,
(ii) integration of scattering, and (iii) use of effects of light absorption.

6.11.1 Absorption by the subtraction method

This is in principle a straightforward method: using the relation σe = σa + σs, the
absorption coefficient is obtained by σa = σe − σs; thus, simultaneously measuring
the extinction coefficient and the scattering coefficient of the aerosol gives the ab-
sorption coefficient by subtraction. The extinction coefficient can be determined,
for example, with a White Cell (Fig. 6.20) using a multiply folded path of >100 m
and adapted for aerosol measurements (Poss and Metzig, 1987), whereas the scat-
tering coefficient is determined with an integrating nephelometer (Charlson et al.,
1967; see Fig. 6.20). The difference of the two measured coefficients is the absorp-
tion coefficient. Since the absorption coefficient usually is an order of magnitude
smaller than the extinction coefficient, σe and σs have a small difference, so the re-
quirements for the accuracy of the determination σe and σs are high. Furthermore,
care must be taken to do the appropriate correction for the truncation errors of
the integrating nephelometer, which can be up to 10%.

The subtraction method has been successfully used for a laboratory calibration
of the integrating plate technique (Horvath and Metzig, 1990). Since the light-
absorbing aerosol has been generated in the laboratory, the measurement of both
the extinction coefficient and the scattering coefficient could be done with very
little noise of the data, giving a high accuracy of the absorption coefficient. This
method has also been widely used in the AIDA soot campaign (Saathof et al., 2003;
Schnaiter et al., 2005).

The White Cell (White, 1976) was originally designed for the spectroscopy of
gases, so contamination of the mirrors by particles, and thus bias of the transmission
measurement, was of minor importance. For atmospheric measurements, this is a
point of concern. It is necessary either to frequently fill the cell with clean air
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Fig. 6.20. Integrating and reciprocal nephelometer. The integrating nephelometer uses
a Lambertian radiator as illumination of the measuring volume (yellow). By a series of
stops (not shown), the photodetector only accepts light from a conical volume (green). The
light scattered in the illuminated volume (bright green) is measured by the photodetector.
On the left-hand side, forward scattering takes place; backscattering is on the right-
hand side. Due to the cosine characteristic of the Lambertian radiator, the signal of the
photodetector is proportional to the scattering coefficient (excluding extreme forward-
and backscattering). In the reciprocal nephelometer arrangement, the light source and
the detector are exchanged.

or to use filtered purge air to avoid deposits on the mirrors. Obviously, the bias
due to particle deposits increases with the number of reflections. Virkkula et al.
(2005) have designed an extinction cell, having a 3.3 m sampling volume with one
reflection (optical path length of 6.6 m) using blue, green, and red LEDs as light
sources, with a detection limit for the extinction coefficient of 5× 10−6 m−1.

An alternate method to measure the extinction coefficient is the cavity ring
down principle: a high-quality optical cavity is formed by two mirrors with reflec-
tivities larger or equal 0.99995, causing the light beam to be reflected thousands
of times and thus achieving an optical path length of several kilometers for mir-
rors only a meter apart (Fig. 6.21) (Moosmüller et al., 2005). Light from a sub-
nanosecond pulsed laser enters the cavity. The amount of light exiting the cavity
is strongly influenced by the attenuation in the cavity. The decay in the light after
the end of the pulse is used to determine the extinction coefficient of the aerosol
present in the cavity. A detection limit of the extinction coefficient below 1 Mm−1

is possible.
In order to avoid artifacts due to sampling losses or different temperatures

in the instruments measuring extinction and scattering, it would be desirable to
measure the extinction and the scattering coefficient in the same volume. This can
be achieved by equipping the extinction cell with a cosine sensor in the center of
the housing, allowing determination of the scattering coefficient by the principle of
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the reciprocal nephelometer (Fig. 6.20) (Gerber, 1979). Unfortunately, the number
of reflections in the folded extinction path could not be as high as in a single-use
instrument, so the sensitivity was limited to an extinction coefficient of 100 Mm−1.

Fig. 6.21. In situ measurement of the extinction coefficient of the atmospheric aerosol.
Top: White Cell. The mirrors are adjusted such that hundreds or more reflections take
place, before the light leaves the cell, thus having a path of > 100 m. Bottom: cavity
ring down principle. A light pulse, shorter than the distance between the high reflectivity,
slightly concave mirrors, is reflected many times. The decay of the light transmitted
through the exit mirror decreases after each reflection due to extinction. The time decay
of the exiting light flux is a measure for the extinction coefficient of the aerosol in the cell.

6.11.2 Absorption by elimination of scattering

The loss of light flux through an aerosol is due to both absorption and scattering.
With an extinction measurement, the sum of the two is measured. The question
can be raised as to whether it is possible to design an experimental arrangement
such that the transmitted light is only influenced by the absorption of the aerosol.
This has first successfully been done by Fischer (1973) using an integrating sphere.
The aerosol is sampled on a filter, and implicitly it is assumed that the absorptive
properties of the aerosol are the same as in the airborne state. The filter is placed
in the center of an integrating sphere (see Fig. 6.22).

The integrating sphere was originally designed to measure the light flux emitted
by light sources, which have a variety of angular emission patterns. The interior of
the sphere is coated with magnesium oxide or another diffusely reflecting material.
Light is diffusely reflected on the walls of the sphere without loss and a diffuse
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Fig. 6.22. Principle of the integrating sphere. Top: Light entering the sphere passes the
filter and both transmitted and scattered light is reflected many times on the coating of
the sphere, before reaching the photodetector. Bottom: Determination of the distance x
for the exponential attenuation law.

light field is established. The photodetector is shielded by a plate also covered
with diffuse reflecting material but, eventually, after many reflections, the light
reaches the photodetector. The signal of the photodetector is proportional to the
diffuse light field in the sphere. Let us assume a perfectly diffusing (non-absorbing)
object put in the center of the sphere. All light incident on the diffusing object
is scattered and establishes the diffuse light field in the sphere. Since all light is
scattered by the diffusing object, thus no light is lost, the angular pattern of the
diffusing object is not important. Let us now assume the diffusing object to be a
filter (e.g., capillary disk filter) which is loaded with particles which do not absorb
light. This may change the angular pattern of the scattered light but, again, no light
is lost, so the same light flux is measured by the photo detector. If the particles on
the filter absorb light, this obviously causes less flux reaching the photo detector,
and this is exclusively due to light absorption. The light scattered by the particles
and normally also causing attenuation is integrated in this optical arrangement so
it is ‘added’ to the signal of the photo detector by the integrating sphere. Thus the
ratio of the signal, Φ, measured with a loaded filter in the integrating sphere and

the signal, Φ0, with a clean filter can be interpreted as the transmission T =
Φ

Φ0

solely caused by absorption, namely
Φ

Φ0
= exp(−σa · x). The argument σa · x in

the exponential function can be interpreted in two ways: (i) as the thickness of
the deposit on the filter times the absorption coefficient of the material forming
the deposit; it is difficult to introduce a thickness of the layer, since the particles
can be deposited in a monolayer, with spaces in between, and then a thickness
of the deposit makes no sense; and (ii) assuming the absorptive properties of the
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particles are the same as in the airborne state, one can treat the particles on the
filter as if in the airborne state. The distance x then is obtained as the height
of a cylinder with base A, which is the area of the deposit, and its volume is
the volume of air passing through the filter. Therefore, if the deposit on the filter

has an area of A and a volume V is sampled, then x =
V

A
, thus the absorption

coefficient of the aerosol is σa = −A

V
· ln Φ

Φ0
. Due to the diffusive light field in

the integrating sphere, the scattered light is integrated. But a perfectly diffusing
surface means many reflections, and also several passes of the light through the
absorbing medium, so there is more absorption and using the simple formula above
will result in a light-absorption coefficient which is too high. Therefore, corrections
or empirical calibrations are needed.

Many other arrangements with the integrating sphere are possible. The filter
can be placed at the entrance opening of the sphere, in which case the transmission
through the filter plus the integrated forward scattering is determined (Hitzen-
berger et al., 1996). It is also possible to use a second integrating sphere to de-
termine the backscattered light simultaneously and parallel or diffuse illumination
of the filter (Pickering et al., 1992). It is also possible to dissolve the filter and
position the solution in the center of the sphere (Hitzenberger et al., 1996).

A simplification of the integrating sphere is the integrating plate method (Lin et
al., 1973) (see Fig. 6.23). Parallel light hits a capillary pore filter, with the particles
on the opposite side of the light source. Part of the light is absorbed by the particles.
Light scattered in the forward direction and the transmitted illumination reaches
the opal glass, which has many scattering centers (thus its milky appearance),
and integrates the forward-scattered light and the transmitted light. Part of the
backscattered light is scattered by the opaque particle filter, which is caused by the
capillary pores (diameter typically 0.2–0.5 μm), and in part also reaches the opal
glass. Finally, light scattered by the opal glass in the backwards direction passes
through the particle deposit and in part is scattered back to the opal glass. Thus,
an integration similar to the integrating sphere takes place, with less emphasis
on the backscattered light. The inventors of the method estimate an accuracy of
the light-absorption measurement by this method by a factor of two; a laboratory
calibration using the difference method (Horvath, 1997) showed that the absorption
coefficient is determined as too high, and depends on the single-scattering albedo
of the aerosol. For example, for � = 0.1, 0.5, 0.8, 0.95, the absorption coefficient
is measured too large by a factor of 1.25, 1.25, 1.4, and 2.8, respectively.

A variation in the integrating plate is the integrating sandwich (Fig. 6.23)
(Clarke, 1982). The light source shines on an opal glass, causing several passes
of the light through the loaded filter, thus increasing the sensitivity.

Fibrous filters (quartz, glass, or cellulose) also are very efficient in filtering and,
due to the in-depth deposition, can be loaded by far more than the capillary pore
filters. Since the fibers efficiently scatter light, a kind of integration of the scattered
light takes place within the filter. Therefore, fibrous filters are optimal for continu-
ous, automated measurement of the aerosol absorption. One example is the particle
soot absorption photometer (PSAP; Bond et al., 1999) (Fig. 6.24). A filter band is
clamped by the filter holder and air is sucked through one part, whereas the ref-
erence section remains unloaded. Light from an illuminated opal glass plate passes
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Fig. 6.23. Integrating plate and integrating sandwich. Left: integrating plate; the filter is
illuminated by parallel light. The light leaving the filter is the transmitted light as well as
the light scattered by the filter and the particles, and reaches the opal glass plate, which
integrates most of the arriving light due to its many scattering centers. Right: Integrating
sandwich; the filter is located between two opal glass plates.

through both the loaded and the reference sections. The decrease in the measured
signal in relation to the reference signal is a measure of the light absorption of
the deposited aerosol particles. When the signal is below a pre-determined limit,
the filter holder is opened, the filter band is advanced, and a new measurement is
started. The aethalometer (Hansen et al., 1984) operates in a similar way.

Fig. 6.24. Particles Soot Absorption Photometer and Multi Angle Absorption Photome-
ter (schematic). A continuous fiber filter is clamped into the filter holder. Air passes
through one part of the filter; a part not loaded with particles is used as reference. The
scattering of light within the filter integrates the light scattered by the particles which
is measured by a photodetector. When the measured signal falls below a given value,
the filter is advanced. The multi-angle absorption photometer additionally measures the
backscattered light.
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All methods of light-absorption measurement using diffuse scattering have the
problem of non-perfect integration and multiple passes of light through the deposit.
Hänel (1987) has done the integration by scanning the radiation with a photodetec-
tor in all directions and adding up the signals. A combination of the Hänel method
and the integration by scattering is used in the multi-angle absorption photome-
ter (MAAP; Petzold and Schönlinner, 2004) (Fig. 6.24). The light transmission
through the deposit on a filter band and the backscattering at several angles are
measured and a two-stream radiative-transfer calculation is performed to estimate
the absorption coefficient of the aerosol. This avoids many of the artifacts prone
to the methods using integration by diffuse scattering. Vecchi et al. (2014) have
successfully used a polar nephelometer to measure the scattered light at intervals
of 5◦, as well as the transmitted light to derive the absorption coefficient of the
aerosol.

It should be mentioned that the British smoke shade or soiling index (BSI, 1969;
Walter, 1980) actually is some kind of absorption measurement. The particles are
sampled on a filter, which is put on a reflective base, and the filter reflectivity is
determined with a special head containing light source and photocell. Originally,
this method was developed to replace the tedious gravimetric mass determination
of filters and the results of this method are in particle mass per volume of air. But,
for a constant ratio of light-absorbing particles to total suspended particles, the
light absorption will be proportional to the mass of particles per volume of air. A
vast number of data using this method exists, so a conversion of black smoke to
black carbon has been developed (Heal and Quincey, 2012).

6.11.3 Use of various physical effects for determining light absorption

Light absorption means that part of the light energy, interacting with the particle,
remains in the particle and causes heating of the particle. Eventually, the particle
transfers the heat to the surrounding gas. Absorbing particles in a very intense laser
beam can heat up and emit thermal or visible radiation. This incandescence can
be used to size single particles (Michelson, 2003). López-Iglesias et al. (2014) used
laser-induced incandescence (LII) to determine the ratios of the absorption cross-
sections at 532 and 1,064 nm. For mature soot, this value is 1.8, and increasing
with decreasing maturity of the soot, namely increasing hydrogen content.

With moderate energy of the illumination, the particle transfers heat to the
surrounding air, which makes the gas expand slightly and creates a small pressure
increase. If the light is switched on and off periodically, the pressure change also
is periodical, so the particles produce a sound wave (photoacoustic effect). The
amplitude of the sound wave depends on the absorption coefficient, the laser power,
and the thermal relaxation time, namely the time needed for the heat transfer to
the surrounding air. The relaxation time should be small compared to the period
of the modulation of the illumination. This only is a problem for particles larger
than a few micrometers and can be avoided by proper choice of the modulation
frequency. A schematic of a photoacoustic cell is shown in Fig. 6.25. The chopped
laser light enters and leaves the cell through windows. In the center of the cell, a
tube is located, the length of which is half of the wavelength of the acoustic wave
(in order to achieve a high sound amplitude by resonance). On the open ends of the
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Fig. 6.25. Photoacoustic light-absorption measurement. The aerosol, passing through a
tube, is illuminated by a chopped light beam. The absorbing particles periodically heat the
surrounding air, and thus produce a sound wave, the amplitude of which is measured with
the microphone. The microphone signal is proportional to the light-absorption coefficient
of the aerosol. The frequency is chosen such that half a standing wave is formed in the
tube.

tube is a pressure minimum; the maximum is in the center, where the microphone
is located. If the thermal relaxation is much shorter than the period, the sound
pressure measured with the microphone is proportional to the absorption coefficient
of the aerosol. For more information on photoacoustic absorption measurements,
see, for example, Moosmüller et al. (2009).

The heat transferred to the air by the particles absorbing light can also be
measured by the slight change in the refractive index of the air. Interferometers
are very sensitive and have long been used for this purpose. For an application of a
folded Jamin interferometer for aerosol light-absorption measurement, see Sedlacek
and Lee (2007).

Calibration for photo acoustic instruments can be done with absorbing gases
such as diluted NO2. The absorption coefficient of this gas is well known and the
dilution can be measured easily, thus a reliable reference value is available.

In principle, it would also be possible to measure black carbon directly, such as
by the thermochemical analysis method (Malissa et al., 1976; Chow et al., 1993)
and convert the measured mass to light absorption, using an approximate value of
the specific cross-section, e.g. 7.5 m2/g. Besides problems inherent to the thermo-
chemical method, like the right cut between organic and elemental carbon, namely
the protocol used, one must be aware that the specific cross-section of 7.5 m2/g is
for black carbon and does not consider enhancement due to coating or mixing.

6.12 Data on atmospheric light absorption

At many places in the world, either black carbon or light absorption is measured. All
data show a considerable variability, since the lifetime of the atmospheric particles
is about 1 week and thus a strong dependence on local sources, vertical exchange,
and air mass history exists. In towns, traffic is a major source of light-absorbing
aerosol particles and a daily pattern resembling the traffic density with some delay
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is frequently measured. The lifetime of 1 week is sufficient to transport at least a
small fraction of particles to remote areas, such as the South Pole. Table 6.8 gives a
few examples of atmospheric light-absorption coefficients. The values were obtained
from black carbon data (European Environment Agency, 2013; EPA, 2010) and
converted, using the specific absorption cross-section of 7.5 g/m2.

Table 6.8. Light-absorption coefficients in Mm−1: overview.

Location Urban Rural

Europe 10–20 1.5–5
North America 2–18 1–5
China 70–110 2–40
Mauna Loa Hawaii, USA, remote 0.07–0.15
South Pole Remote 0.015–0.03

Annual averages
Barcelona Spain, urban 11
Huelva Spain, rural 4
Lugano Switzerland, urban 12
Bern Switzerland, urban 26
London, North Kensington Urban 15
London, Marylebone Road Urban, heavy traffic 50

It is evident that the proximity to the sources increases the absorption coefficient
of the atmospheric aerosol.

6.13 Influence of black carbon on cloud cover and global
warming

6.13.1 The influence on clouds

A light-absorbing aerosol heats the surrounding atmosphere, due to absorption
of sunlight. Also, the black carbon particles can act as cloud condensation and ice
nuclei, so the effect of black carbon on clouds has many facets including the decrease
in cloud albedo and increase in cloud lifetime. Light-absorbing particles in or near
the cloud heat the layer and favor cloud evaporation (semi-indirect effect; Hansen
et al., 1997). Absorbing particles below the cloud enhance convection and increase
cloud cover. Light absorption above a cloud normally stabilizes the atmosphere
below. This will increase stratocumulus clouds, but reduce cumulus clouds. For a
review, see Koch and Del Genio (2010).

6.13.2 Light-absorbing particles and global warming

It is well known that the greenhouse effect is needed for a reasonable climate on
Earth: without absorption and re-emission of the outgoing terrestrial thermal in-
frared radiation by the various greenhouse gases (H2O, CO2, CH4, etc.), we would
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have an average temperature far below 0◦C, which would make it uninhabitable.
Our present climate is an unstable equilibrium between the two extremes, a mainly
snow-covered Earth (snowball Earth; Harland, 2007) or a hot wet climate. Obvi-
ously, it is desirable to preserve the present state, but it has been disturbed by the
increased CO2 emission since the industrial revolution, initiating global warming.
Non-absorbing aerosol particles counteract this. Here, we will concentrate on the
effect of light-absorbing particles, which have been underestimated for a long time.
The influence on climate usually is characterized by the climate forcing. This is a
hypothetical value of the change in net radiation if one parameter in the climate
system is altered, such as an assumed removal of sulfate particles, which scatter
sunlight in the atmosphere and back to space. With no sulfate particles, we would
receive more radiation from the Sun, and the climate system would adjust to it
most likely with an increase in temperature.

The radiative forcing, although hypothetical, is an objective way to compare
the effects of constituents of the atmosphere on the radiative balance. The radiative
forcing of CO2 and (CH4 + N2O + Halocarbons) is well known and amounts to
1.7 and 0.9 W/m2, respectively.

The effect of black carbon aerosol on radiative balance is multifaceted (see Bond
et al., 2013); all values of forcing, listed below, are compared to the pre-industrial
era.

The direct radiative effect is due to absorption and scattering of sunlight: the
power of the sunlight absorbed by the particles is transferred to the atmosphere,
causing a slight warming and thus increased infrared radiation to the ground. With-
out absorbing particles, the sunlight would reach the ground and be reflected to
space. Thus, a positive forcing results; a small correction is needed due to scattering
by the light-absorbing particles. The 2013 estimate for this effect is +0.71 W/m2,
which includes contributions from fossil fuel, biofuel, and open burning sources of
+0.29, +0.22, and +0.20 W/m2.

The black carbon cloud effect comprises temperature changes by absorbing par-
ticles above, within, and below the clouds, albedo change due to incorporation of
particles in cloud droplets, change in the number of cloud condensation nuclei and
thus droplets, alteration of precipitation in mixed clouds, change in ice nuclei, and
extent of clouds. The estimate for this effect is 0.23 W/m2, with large uncertainties.

The black carbon snow and ice effect considers refection changes of snow cover
and ice cover, which would reflect more light without black carbon deposits. The
estimate for this effect is 0.13 W/m2.

Combustion of fuels emits not only black carbon, but also transparent sub-
stances, such as sulfates, when burning coal or bio matter in open burning. These
co-emitted particles need to be considered in forcing considerations because, if there
were no black carbon, then there would be no combustion and thus no transpar-
ent particles. For carbon-rich sources (i.e., excluding open burning), an estimate is
possible, resulting in a net forcing of 0.22 W/m2. Including open burning, the net
forcing could be −0.02 W/m2. This may sound like no net effect, but it must be
borne in mind that the black carbon forcing will be positive in the mid-latitude
northern hemisphere which could change the pattern of the Asian monsoon.



6 Light absorption in the atmosphere 281

6.14 Photophoresis

An absorbing particle exposed to sunlight will be warmer than the surrounding air;
let us call the temperature of the particle’s surface Ts. The particle will transfer
its heat energy to the surrounding air by accommodation: an air molecule hitting
the particle’s surface with a velocity, corresponding to the temperature, T0, of
the surrounding gas, can pick up some energy from the warmer particle surface
and leave the surface with a larger velocity, corresponding to a temperature T ,
with Ts ≥ T ≥ T0. The probability of taking up additional thermal energy is

characterized by the accommodation coefficient α =
T − T0

Ts − T0
, with α = 0 for no

accommodation and α = 1 for full accommodation (Knudsen, 1911), with typical
values 0.3 ≤ α ≤ 0.8. The value of the accommodation coefficient depends on both
the material and the surface structure. Since α > 0, a molecule hitting the particle’s
surface will be reflected with a larger velocity corresponding to a temperature higher
than the surrounding air.

The change in velocity of the air molecule upon reflection exerts a force on the
particle. For a symmetric impact of gas molecules on a spherical particle, all forces
caused by velocity change during reflection will compensate and the net force will
be zero. Since the motion of the air molecules is random, no complete compensa-
tion occurs, and a random net force acts on the particle, which causes a random
motion of the particle, called the Brownian motion. An absorbing particle, which
is illuminated from one direction, is heated inhomogeneously, so the reflected gas
molecules on the hotter side are faster than those on the colder side of the particle,
causing a net force (and obviously a motion) in the direction of the illumination.
Brownian rotation is of no importance, since the part of the particle facing the
light is always heated.

Particles formed of different materials or having a complex surface structure
usually show a variation in the accommodation coefficient along the surface, caus-
ing a force from the surface of higher accommodation to the surface of lower ac-
commodation. Due to Brownian rotation, this force rapidly changes its direction,
causing an enhanced Brownian motion. But this enhanced random motion is not
caused by the random impact of the gas molecules, but by the random orientation
of the particles and the force caused by variable accommodation. This has been
observed experimentally and called the trembling effect (Ehrenhaft, 1907; Steipe,
1952). The rotation of the particles can be impeded, such as if the particle has a
magnetic moment which causes partial orientation in a magnetic field; similarly,
an inhomogeneous mass distribution can orient the particle by gravity. With a
preferred orientation of the particle, the photophoretic force has also a preferred
orientation, which can be opposite to gravity and thus cause a levitation of the
particles.

Influencing factors for the photophoretic force are the flux density of the illu-
mination, the absorption efficiency of the particle, the accommodation coefficient
of the particle’s surface and its variation, the size of the particle, and the gas pres-
sure and the orienting torque. The photophoretic force is maximal, when the size
of the particle is comparable to the mean free path of the gas molecules. For an
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overview, see Horvath (2014). For particles in the stratosphere, photophoresis can
be responsible for the formation of particle layers (Cheremisin et al., 2011).

6.15 Health effects of black carbon particles

It is evident that particles smaller than a few hundred nanometers, when inhaled,
have adverse health effects, such as pulmonary or cardiac problems, which can lead
to early death or increased morbidity (Dockery et al., 1993); long-term effects are
cancer, and lung and heart disease. Most of the increase in mortality in the six-city
study was associated with fine particles from mobile combustion sources; particles
from coal combustion were of minor importance (Laden et al., 2000). Potentially
relevant properties of the particles are surface reactivity and adsorbed polycyclic-
aromatic hydrocarbons, which the cells can extract from deposited soot particles.
Upon exposure to particles, inflammation of the cells is the first reaction which is
thought to be caused by oxidative stress on cells as a response to reactive oxygen
species. Various in vitro and in vivo studies of exposure have shown that the age
of the soot, as well as the combustion conditions, is important. The reactivity of
the particles’ surface depends on the combustion-related nano-structure: greater
disorder on the surface creates more active sites, enhancing health effects. Freshly
produced diffusion flame soot has the biggest health impact. For diesel particles,
the operating load of the engine is an important factor for the response of human
epithelial cells to soot. For details, see Kumfer and Kennedy (2005).

An estimate of the effect of diesel soot particles on health was performed during
the Vienna Diesel Study (Horvath et al., 1988). In 1984, Vienna’s automotive fuel
was exclusively supplied by one refinery and negligible through traffic occurred;
therefore, it was possible to determine the amount of diesel particles in the city
by adding a tracer in the fuel at the refinery and analyzing the samples with the
collected particles for this tracer. The diesel particles had a median diameter of
87 nm and thus could spread in the town, and they are also present indoors. The
‘background’, negligible traffic nearby was 10 μg/m3 and, near a high-capacity
highway, it amounted to 23 μg/m3.

Cancer risk factors for diesel emissions are available from the literature (Cud-
dihy et al., 1984). The range is 0.007–0.3, due to the biological variability, with a
typical value of 0.1 annual lung cancer deaths per 100,000 people per 1 μg/m3 of
diesel particles inhaled in the lifetime. Combining the measured mass of diesel par-
ticles value with the cancer risk factor, the additional deaths due to lung associated
with light-absorbing diesel particles are: 1 additional cancer death when living at
safe distance from a highway and 2.6 when living the whole life near a high-capacity
highway. For comparison, the naturally occurring annual cancer deaths are 7 per
year for non-smokers and about 80 for smokers. Although the additional risk is
small, it cannot be neglected and huge efforts have been undertaken to reduce
diesel emissions.
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7 Neural networks for particle parameter retrieval
by multi-angle light scattering

Vladimir V. Berdnik and Valery A. Loiko

7.1 Introduction

The problem of retrieval of characteristics of dispersed particles and their concen-
tration is one of the most important ones in the solution of many practical tasks
of ecology, medicine, electronics, photonics, and other fields of science and tech-
nology (Masciangioli and Alper, 2012; Black et al., 1996; Ronliang, 2000). Many
ways to solve this problem have been proposed. The choice of method depends on
the characteristics of the particles and the measurement conditions. Among them,
there is a significant place for methods of light-scattering optics that are fast and
noninvasive.

Information on size, shape, and internal structure of particles can be extracted
from the angular dependence of scattered light. This is a ‘fingerprint’ of the article.
A problem is in the sensitivity of the retrieved parameters to variation of scattering
characteristics. The retrieval of these characteristics is an ill-posed inverse problem.

The mathematical problems arising from retrieval of particle parameters are
defined by methods of measurement of characteristics of the radiation interacting
with particles. These can be divided into three classes, depending on what degree
of separation of particles is used.

Methods of measurement in which the ensemble of polydisperse particles is
considered as a whole (with no separation into a set of fractions) can be referred to
as the first class. In this case, the problems of particle sizing are reduced to solution
of the Fredholm equations of the first kind (Riefler and Wriedt, 2008; Riley and
Agrawal, 1991; Capps et al., 1982; Schnablegger and Glatter, 1991; Mao et al.,
1999). The method of neural networks is also applied (Ishimaru et al., 1990).

Measurements in which the ensemble of particles is divided into narrow fractions
represent the second class. The problem of retrieval of particle size distribution thus
essentially becomes simpler.

Methods of measurement in which the initial ensemble is divided into individual
particles represent the third class (Spinrad and Brown, 1986; Ackleson and Spinrad,
1988; Bartholdi et al., 1980; Castagner and Bigio, 2006; Pluchino et al., 1980;
Maltsev, 2000). The characteristics of each separate particle are measured in the
regime ‘one by one.’ Despite the complexities of practical realization, this method
is finding wider application. flow cytometry and particle counters concern this
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class, for example. Some methods to solve the retrieval problem for this case are
elaborated on: the parametric method (Maltsev and Lopatin, 1997), the spectral
decomposition method (Semyanov et al., 2004; Berdnik and Loiko, 2010), the two-
angle method (Quist and Wyatt, 1985), the Fraunhofer diffraction method (Borovoi
et al., 2000; Heffels et al., 1994), the fitting method (Ludlow and Everitt, 2000;
Zakovic et al., 1998, 2005), and the neural network method (Berdnik and Loiko,
2010; Ulanowski et al., 1998; Wang et al., 1999; Berdnik et al., 2004b; 2004c; 2006;
Berdnik and Loiko, 2009).

In this paper, we elucidate the problem of determination of characteristics of
homogeneous particles by an artificial neural networks (NN) method. This is a
versatile method to solve a wide range of inverse problems (Haykin, 1998; Gorban
and Rossiev, 1996; Bishop, 1995). The term ‘method of neural networks’ refers to
a set of methods of nonlinear approximation of multivariable functions, which are
used for the inverse problem solution. The advantage of the method is a high speed.
It admits determination of particle characteristics in a real-time scale.

In the majority of investigations devoted to this problem, spherical particles are
considered. Several approaches are proposed to solve it.

Typically, in experiments, we deal with the limited number of angles available
for measurement. That is why there is a set of publications in which neural network
constructions are considered for different limited ranges of angles. The problem of
particle size and refractive index determination by measurements of the intensity
of the radiation scattered in the ranges of angles from 1.5◦ to 19◦ and 73◦ to
107◦ is treated in Spinrad and Brown (1986) and Ackleson and Spinrad (1988). In
Bartholdi et al. (1980), a device for measuring the intensity of the radiation scat-
tered by separate particles in the range of angles from 2.5◦ to 177.5◦ is described;
in Castagner and Bigio (2006), a device for measuring the scattered radiation in
the range of angles from 70◦ to 125◦ is described; in Pluchino et al. (1980), neu-
ral networks for the range of angles from 10◦ to 170◦ are constructed; in Maltsev
(2000), a device for measuring the radiation scattered by an individual particle in
the range of angles from 10◦ to 75◦ is described.

The solution of the retrieval problem by the angular dependence of the scattered
radiation, when the range of angles from 0◦ to 180◦ is available for measurement,
has been obtained in Ludlow and Everitt (2000). However, it is difficult to measure
scattered radiation in such a wide range of angles in practice.

Angular dependence of scattered radiation usually can vary by several orders
of magnitude. The degree of the angular dependence extension and the number of
orders depend on the particle characteristics. To decrease the range of the processed
data by the neural network, the logarithm of the difference between the measured
intensities of the scattered radiation and calculated according to the Mie theory
(Zakovic et al., 1998, 2005) is often used as an objective function (Zakovic et al.,
2005). The experimentally measured angular dependence and the objective function
are shown in Figs 7.1 and 7.2, respectively. Sometimes, the intensity of radiation
is divided into a specially selected function g(θ) so that the result of dividing is
weakly dependent on scattering angle θ.

The instability specific to inverse problems becomes apparent by the existence
of many local minima in the objective function. Therefore, it is necessary to solve
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Fig. 7.1. Experimental scattering pattern. From Zakovic et al. (2005).

Fig. 7.2. Contour plot of the objective function. From Zakovic et al. (2005).

the problem of searching the global extremum of the multivariable function. That
constitutes a complex problem, especially in the presence of the measurement er-
rors. It is fair to say that the universal fitting method can be used to solve the
problem. It consists of a multiple solution to the direct problem and selection of
parameters of a particle to provide the calculations that most closely coincide with
measured angular dependencies of scattered light. It uses the well-proven methods
for the direct problem solution. An essential disadvantage of this method is the
large time required for the extremum search.

Particle sizes have been determined by simple heuristically found approximate
formulae. For example, the proportionality of the particle size and the characteristic
frequency k found by the angular dependence of the scattered radiation (Semyanov
et al., 2004; Berdnik and Loiko, 2010) is used. In Semyanov et al. (2004), this fre-
quency has been found by the position of the maximum of the module of the Fourier
transform from the product of the Hanning function and the angular dependence of
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the scattered radiation. In Berdnik and Loiko (2010), characteristic frequency has
been found using the ratio of the intensity of the radiation scattered by a particle
to the intensity of the radiation averaged with respect to particle parameters. That
allows one to reduce the particle size determination error by 1.5–2 times.

Several types of neural networks are used. The Radial Basis Function Neu-
ral Networks (RBF NN) have been used to retrieve particle radius in the range
of 0.5 μm to 1.5 μm and refractive index n in the range of 1.5–1.7 of spherical
non-absorbing particles (Ulanowski et al., 1998; Wang et al., 1999). The relative
refractive index in these papers varies in the range of 1.123 to 1.272 and the interval
of scattering angles 0◦ = θ = 180◦ is used. In these papers, the Sequences of Neural
Networks have been used to increase the retrieval accuracy. The initial interval for
radius R is divided into 10 overlapping sub-ranges. For learning global neural net-
works, 455 pairs of parameters from the initial range of parameters are generated.
For training local neural networks, 144 pairs of each sub-range are generated. The
errors in the retrieval of radius and refractive index are shown in Fig. 7.3. Table 7.1
summarizes the results of the evaluation of errors.

Fig. 7.3. Approximation errors for the local networks as a function of radius and refractive
index (Ulanowski et al., 1998; Wang et al., 1999). Radius from 10 local networks are
combined and relative errors are calculated separately for (a) R and (b) n.
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Table 7.1. Relative approximation errors for local networks using five data scaling
schemes.

Scheme Scale and weighting Radius error (%) Refractive index error (%)

Mean Max. Mean Max.
1 Log 0.0266 0.8243 0.0253 1.6833
2 Linear hypercube 0.1301 4.0570 0.0395 2.5768
3 Linear (sin θ)2 0.0278 1.2762 0.0155 0.8739
4 Linear (sin θ)4 0.0016 0.1106 0.0012 0.0765
5 Linear (sin θ)6 0.0023 0.2170 0.0016 0.0752

Results are combined from 10 local networks. From Ulanowski et al. (1998) and Wang
et al. (1999).

As one can see from the table, the minimum average relative retrieval error
is 0.0016% and 0.0012% for radius and refractive index, respectively. They are
extremely small, so a small initial interval of parameters and a small representative
sample to train neural networks were used.

Since the forward- and backscattering regions are absent or distorted in exper-
imental data, the local networks described in Ulanowski et al. (1998) and Wang et
al. (1999) were also trained and tested with ‘incomplete’ input data. Data from 0◦

up to an angle, referred as a forward truncation angle, and/or between a backscat-
tering truncation angle and 180◦ were removed. Approximation errors for such
incomplete data are presented in Fig. 7.4.

In Berdnik et al. (2004b, 2004c, 2006), the High-Order Neural Networks
(HO NN) have been used together with the Sequences of Neural Networks. In
Berdnik and Loiko (2010) and Berdnik and Loiko (2009), the Multilayer Percep-
tron Neural Networks (MLP NN) have been used. They are created for particles
with radii varying in the range from 0.6 μm to 13.6 μm, and relative refractive
index varying in the range from 1.015 to 1.28.

The neural network method can be used for many types of particles. When
compiling the training set, a large number of calculations should be performed.
The number depends on the structure and characteristics of the particle. This
stage, as well as the neural network training, takes a long time. The trained neural
network solves the inverse problem fast. This is a great advantage of the method.
It allows retrieving the particle parameters on a real-time scale. It is crucial, for
example, for cytometry, where hundreds and thousands of cells per second need to
be analyzed.

7.2 Formation and training of neural networks

In this paragraph, we consider the structure and capability of the neural networks
(Haykin 1998; Gorban and Rossiev,1996; Bishop, 1995) to solve the problem of
particle parameter retrieval by scattered radiation.

The neural network usually consists of a data-preprocessing system, a neural
network calculator, and an interpreter. The latter is a data-processing system gen-
erated by the neural network calculator (Gorban and Rossiev, 1996).
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Fig. 7.4. Approximation errors for the local networks trained and tested with incomplete
(truncated) data (Ulanowski et al., 1998; Wang et al., 1999). The errors are shown as
a function of the truncation angle: the data from the interval (a) between the forward-
scattering truncation angle and 180◦; (b) between 0◦ and the backscattering truncation
angle; and (c) between the forward truncation angle and 120◦ are used. Mean (open
symbols) and maximum relative errors (filled symbols) for the radius (it is denoted here
as r) and the refractive index (n) are given.

The data-preprocessing system is utilized for selection of the most informative
parameters from a set of input data and for formation of the vector of input signals
delivered to the input of the neural network calculator. The practice shows that the
network is more effective if the pre-normalized data are used. Often, when using
a linear transformation, each component of the vector of input signals Yi, where i
is the number of the vector coordinate, is normalized. Consequently, the minimum
value of the components in the training set is equal to −1 and the maximum is
equal to +1. Another way of normalization is a linear transformation to the vectors
yi. In this case, the average value of the normalized vectors is equal to zero and
the mean square deviation is equal to unity:

yi =
Yi −M(Yi)

σ(Yi)
. (7.1)



7 Neural networks 297

Here, yi is the i-th component of the normalized vector; M(Yi) =
1

NB

∑
α

Yαi

is the value of the vector Yi averaged with respect to a training set; σ(Yi) =(
1

NB

∑
α

(Yαi −M(Yi))
2

)1/2

is the mean square deviation of the vector Yi; α is

the number of the example in the training set; and NB is the total number of
examples in the training set.

The neural network calculator is used directly for calculations. Several construc-
tions are used for the nonlinear approximation of the multivariable functions, such
as MLP NN, RBF NN, and HO NN.

The interpreter performs a function of transition from normalized values of
the calculation result of the neural network calculator to the actual values of the
unknown parameters. The function of the interpreter is to perform transition from
normalized values of the calculation result of the neural network calculator to the
actual values of the unknown parameters.

7.2.1 Multilayer perceptron neural networks

First, let us consider MLP NN. Schematic representation of the neural network
calculator with three inner layers of neurons and the single neuron are shown
in Fig. 7.5. The input signals are duplicated by the signal redistribution system,
multiplied by the weight factors, and input to each neuron of the first hidden layer.
All neurons perform the same actions. They summate signals coming to the neuron
and converse this sum according to a nonlinear S-shaped function F (x). It is called

Fig. 7.5. Schematic diagram of the neural calculator of the Multilayer Perceptron Neural
Network (MLP NN) with (a) three layers of neurons and (b) the single neuron.
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a neuron activation function. Different functions are used for this aim. We use the
hyperbolic tangent function (Haykin, 1998)

y = F (x) =
1− e−x

1 + e−x
. (7.2)

The output signals of the neurons of the first layer are the input signals for the
neurons of the second layer. They are duplicated by the redistribution system,
multiplied by weight factors of the second layer, and applied to neurons of the
second layer. And so on.

To find the parameter (particle radius, refractive index, etc.), one has to form
the proper neural network. Therefore, the last layer contains only one neuron. The
sequence of output signals of each neuron layer of the neural network calculator
with N hidden layers can be written as

y1i =

{
1 i = 0

Y 1
i = yini i = 1, . . . , N in , (7.3)

y2j =

⎧⎪⎪⎨
⎪⎪⎩

1 j = 0

Y 2
j = F

⎛
⎝Nin∑

i=0

W 1
jiy

1
i

⎞
⎠ j = 1, . . . , N1 , (7.4)

y3k =

⎧⎪⎪⎨
⎪⎪⎩

1 k = 0

Y 3
k = F

⎛
⎝N1∑

j=0

W 2
kjy

2
j

⎞
⎠ k = 1, . . . , N2 , (7.5)

. . .

yout = Y N
l = F

⎛
⎝NN∑

k=0

WN
l yNl

⎞
⎠ . (7.6)

Here, yini are the signals generated in the preprocessing system; N in is the number
of such signals; y1i , y

2
j , y

3
k, and yNl are the signals delivered to the first, second,

third, and N -th hidden layer of neurons, respectively; yout is the output signal of
the neural network calculator; W 1

jk, W
2
kj , and WN

l are the weight factors (weight

coefficients) of neurons of the first, second, and N -th layers; and N1 and N2, NN

are the number of neurons in the first, second, . . . , and N -th layers.
The factors W 1

jk, W
2
kj , . . . ,W

N
l completely determine the neural network calcu-

lator operation. Neural network training consists of finding these factors. A common
method for finding the weight factors is to minimize the sum Φ of squared errors
of the neural network on a set of data (training set)

Φ =
1

2

NB∑
α=1

(
yout

(
W 1

ji, . . . ,W
N
l , yiniα

)− pα
)2

= min , (7.7)
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where p is the unknown parameter, namely the particle radius R or the refractive
index n; α is the number of the example in the training set; and NB is the total
number of examples in the training set. We use here the term ‘objective function’
for the Φ function.

To find the extremum of a multivariable function, several methods have been
developed (Gill et al., 1982; Dennis and Schnabel, 1983). The most effective meth-
ods are the gradient methods that use partial derivatives of the objective func-
tion. The limited-memory Broyden–Fletcher–Goldfarb–Shanno (BFGS) method
(Liu and Nocedal, 1989), implemented in the ‘J ’ programming language, is used
(www.jsoftware.com). The back propagation method is used to calculate the partial
derivatives with respect to variables W 1

jk, W
2
kj , . . . ,W

N
l .

In the context of a forward trace, starting with the first layer, in accordance
with Eqs (7.2)–(7.5) for all signals from the training set, matrices

y1iα =

{
1 i = 0
yinαi i = 1, . . . , N in , (7.8)

y2jα =

⎧⎪⎪⎨
⎪⎪⎩

1 j = 0

F

⎛
⎝Nin∑

i=0

W 1
jiy

1
iα

⎞
⎠ j = 1, . . . , N1 , (7.9)

y3kα =

⎧⎪⎪⎨
⎪⎪⎩

1 k = 0

F

⎛
⎝N1∑

j=0

W 2
kjy

2
jα

⎞
⎠ k = 1, . . . , N2 , (7.10)

. . .

youtα = F

⎛
⎝NN∑

l=0

WN
l yNlα

⎞
⎠ (7.11)

are calculated successively (α = 1, 2, . . . , NB) (NB is the number of examples in
the training set). The matrices y1iα, y

2
jα, . . . , y

N
lα are stored.

Then, starting with the last layer and using the obtained values of the matrices
y1iα, y

2
jα, . . . , y

N
lα, objective function derivatives with respect to the weight factors

of the neural network are determined according to the equations

dNα =
∂Φ

∂youtα

= youtα − pα , (7.12)

∂Φ

∂WN
l

=

NB∑
α

dNα F ′

⎛
⎝NN∑

l′
WN

l′ y
N
l′α

⎞
⎠ yNlα , (7.13)

. . .

d3kα =
∂Φ

∂y3kα
=

N3∑
s′

d4s′α · F ′
(

N2∑
k′

W 3
s′k′y3k′α

)
·W 3

s′k , (7.14)

http://www.jsoftware.com
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∂Φ

∂W 2
kj

=

NB∑
α

d3kαF
′

⎛
⎝ N3∑

j′
W 2

kj′y
2
j′α

⎞
⎠ y2jα , (7.15)

d2jα =
∂Φ

∂y2jα
=

N2∑
k′

d3k′α · F ′

⎛
⎝ N2∑

j′
W 2

k′j′y
2
j′α

⎞
⎠ ·W 2

k′j , (7.16)

∂Φ

∂W 1
ji

=

NB∑
α

d2jαF
′
(

N1∑
i′

W 1
ji′y

1
i′α

)
y1iα . (7.17)

Here, F ′(x) denotes the x-derivative of the function F (x).
As a result, the values of all derivatives with respect to the internal parameters

of the neural network are determined. This method to calculate derivatives takes
significantly less time than a method based on calculations by the finite differences
method. For example, for a network with one inner layer containing 30 neurons
and a training set consisting of 104 examples, the gradient calculation time on the
basis of the back propagation error is less by tens of times than that on the basis
of the finite differences method and, if the layer contains 50 neurons, it is less by
hundreds of times.

7.2.2 Radial basis function neural networks

A basic diagram showing a RBF NN is shown in Fig. 7.6. The network consists of
two layers. Generally, Gaussian function is used as the activation function. Each
neuron has its own activation function parameters.

Fig. 7.6. Schematic diagram of the neural calculator of the (a) Radial Basis Function
Neural Network (RBF NN) and (b) the single neuron.
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The output signals of the neurons of the first layer are multiplied by the weight
factors. The results are used as input signals for the summing neuron of the second
layer. The output signal of the RBF NN is

y =
∑
m

Wm · exp
⎛
⎝−

∑
i,j

Km
ij · (xi −Xm

i )
(
xj −Xm

j

)⎞⎠ . (7.18)

Here, xi is the vector of input signals; X
m
i is the matrix of shift factors of neurons;

Km
ij are the matrices of the form factors, characterizing the width of activation

functions of neurons; Wm is the vector of weight factors of neurons; and Wm is the
output signal of the network.

The neural network training means finding the characteristics of neurons Xm
i

and Km
i and the weight factors Wm such that the objective function reaches a

minimum

Φ
(
Xm

i ,Km
ij ,Wm

)
=
∑
α

(∑
m

Qm
α ·Wm − yα

)2

= min . (7.19)

Here, xαi and yα are the sets of the training samples,

Qm
α = exp−

∑
i,j

Km
ij (xαi −Xm

i )
(
xαj −Xm

j

)
. (7.20)

If Xm
i and Km

ij are specified, the weight factors Wm minimizing the objective
function are found as a solution of the linear equation system∑

m

Qm
α Wm = yα (7.21)

by the least-squares method.
At the specified values Xm

i , the parameters Km
ij are usually found using the

gradient method by determination of the weight factors from Eq. (7.21). Partial
derivatives of the objective function Φ with respect to the parameters Km

ij are

∂Φ

∂Km
ij

= −2Wm

∑
α

VαQ
m
α (xαi −Xm

i )
(
xαj −Xm

j

)
. (7.22)

Here, Qm
α is determined by Eq. (7.20) as

Vα =
∑
m

Qm
α Wm − yα . (7.23)

Equations (7.22) and (7.23) are found by differentiation of Eq. (7.18).
To solve this multidimensional optimization problem (Eq. (7.19)), the ‘limited-

memory BFGS’ (LBFGS) method was used (Liu and Nocedal, 1989).
Various simplifications of the NN construction are possible. For example, if the

shift factors Xm
i and the form factors Km

ij are selected in advance (Ulanowski et
al., 1998; Wang et al., 1999), the problem of neural network training is reduced to
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solution of the linear equation system (Eq. (7.21)). Another simplification consists
of specification of the offset factors Xm

i on an ordered grid, and the factors Km
ij in

terms of Km
ij = K · Eij , where Eij is the unit matrix. In this case, the problem of

training is reduced to searching for the extremum of a function of a single variable
and solution of the linear algebraic equations at the intermediate stages.

7.2.3 High-order neural networks

A basic diagram showing a HO NN is presented in Fig. 7.7. The signal distributor
groups the components of the vector of input signals in sets of n components and
transfers them to the inputs of multiplying neurons. The last ones calculate the
product of the input signals. The output signals yl of the multiplying neurons are
multiplied by the factors wl and summed up by the summing neuron. The result
of the network calculations is the p-value

p =

L∑
l=1

Wlyl . (7.24)

Fig. 7.7. Schematic diagram of the neural calculator of High-Order Neural Networks
(HO NN).

Here, L is the number of unequal products of l components of the input signal
vector xi, yl =

∏
qm

xqm . In this product, at m variation, the set of indexes qm
runs all unequal combinations of the numbers of components of the vector xi in l
elements.

The output signal p should estimate a value of the parameter to be determined.
In our case, it is the particle radius R and the refractive index n. Training of the
organized neural network consists of determination of the weight factors Wl. For
this purpose, the sample of parameters Rα, nα (α = 1, 2, . . . , NB is the number of
the element and NB is the total number of elements in the sample) is generated
from the range of admissible values. Then, the intensity of the scattered radiation
I(θj) is calculated for these parameters by the Mie theory. Next, in accordance with
Eq. (7.1), the vectors xαl are found for each α and the matrix ylk is determined by
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multiplication of the vector components. After that, the solution of the equation
system

Rα =

L∑
l=1

yαlW
(R)
l , (7.25)

nα =

L∑
l=1

yαlW
(n)
l (7.26)

by the least square method provides the weight factors of neural networks W
(R)
l

and W
(n)
l for retrieval of R and n.

Here, we consider HO NN of the second, third, fourth, and fifth orders.

7.2.4 Sequences of neural networks

The wider the range of variation of the particle parameters, the more difficult it
is to provide a sufficient accuracy of parameter retrieval using one neural network.
Therefore, it is necessary to divide the original variation range into some sub-
ranges. To retrieve the parameters in each sub-range, the own local neural network
has to be created.

Determination of the particle parameters in two steps was proposed in the
papers of Ulanowski et al. (1998) and Wang et al. (1999). The principal scheme of
the sequence of neural networks is shown in Fig. 7.8. The global neural network is
used only to specify the local neural network to be used. The values of the unknown
parameter p are obtained from the local network output. To reduce influence of a
wrong choice of a local network, the sub-ranges used for formation of the local
networks should be overlapped.

Fig. 7.8. Schematic diagram of Sequences of Neural Networks.
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7.3 Formation of training data and input signals

The intensity of the scattered radiation Isα is determined as follows (Newton,
1982; Deirmendjian, 1969; Bohren and Huffmen, 1983; Babenko et al., 2003;
Kokhanovsky, 2004):

Isα = 2πF0

∫ θl+Δθ

θl−Δθ

dσ

dΩ
sin θ dθ , (7.27)

where F0 is the flux density of the incident radiation;
dσ

dΩ
is the differential cross-

section of scattering; θl is the scattering angle for photodetector with number l;
and Δθ is a half of the field of view angle.

In the case of illumination of particles by natural radiation,

dσ

dΩ
=

1

k20
(i1 + i2) . (7.28)

Here, k0 =
2π

λ0
; λ0 is the wavelength of the incident radiation; i1 = |S1|2 and

i2 = |S2|2 are the dimensionless Mie intensities; and S1 and S2 are the dimensionless
complex amplitudes of scattering (Deirmendjian, 1969).

Commonly, it is assumed that the photodetector signals are proportional to the
intensities of the scattered radiation Il = I(θl) and, therefore, are proportional to
the integrals Il of the Mie intensities:

I (θl) =

∫ θl+Δθ

θl−Δθ

(i1 + i2) sin θ dθ . (7.29)

Here, l is number of the detector; and θl is the angle for the detector with number l.
Today, methods to calculate Mie intensities are well developed (Deirmendjian,

1969; Bohren and Huffmen, 1983; Babenko et al., 2003; Kokhanovsky, 2004).
We used logarithms of intensities I(θl) (determined by Eq. (7.29)) as a vector

of input signals. As it follows from the numerical simulations, this procedure works
well for particle radius retrieval. However, the refractive index retrieval errors are
rather large (see section 7.4.1). This is due to the complex nature of the dependence
of I(θl) on the refractive index. The dependence of the scattered radiation intensity
is smoothed out when the polychromatic radiation is used (Fig. 7.9). It is reasonable
to consider the logarithms of integrals of the intensities over the wavelength as the
input signals as well

Iint (θl) =
1

2Δλ

∫ λ0+Δλ

λ0−Δλ

I (θl, λ) dλ . (7.30)

Here, 2Δλ is the width of the spectral range for the incident light. To calculate
integral Eq. (7.30), the Gaussian quadrature rules (Abramowitz and Stegun, 1964)
of order 100 should be used. This allows one to calculate the integrals of rapidly
changing functions of λ with sufficient accuracy for the particles considered in the
paper.
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Fig. 7.9. Dependence of (a) lg I(θ) and (b) Iint(θ) on particle refractive index n.
λ0 = 0.55 μm; Δλ = 0.1μm; particle radius R = 4 μm; θ(◦) = 25 (1); 30 (2); 35 (3);
40 (4); 45 (5).

7.4 Testing of neural networks

7.4.1 Parameter retrieval by intensity of scattered radiation

Let us test and compare the efficiency of neural networks by the example of the
following problem.

Let the intensity of the scattered radiation I(θl) defined by Eq. (7.29) be known.
It is required to retrieve the radius and the refractive index of particles. Figure 7.10a
and 7.10b show the dependence of lg I(θ = 30◦) and lg I(θ = 90◦) on lgR and n,
respectively. At θ = 30◦, the dependences of lg I(θ) on lgR and n are close to the
linear ones. The dependences of lg I(θ) on lgR and n in the range of angles θ from
20◦ to 50◦ have similar behavior. Outside this range, the dependence of lg I(θ)
on lgR and n are more complex. The last one is illustrated by data displayed
in Fig. 7.10b. The complexity of the dependence is shown in the accuracy of the
retrieval. Therefore, it is reasonable to use a limited number of angles in the interval
of 20◦ to 50◦. Here, the values of lg I(θl) at θl = 25◦, 30◦, 35◦, 40◦, and 45◦ at
Δθ = 5◦ are used as a vector of input signals.

We formed a random sample of NB = 5×103 points from the range lgR (μm) ∈
[0, 1.5], n ∈ [1.05, 1.35] and found the values for lg I(θl) using the method de-
scribed in the third section. MLP NN were trained according to these data (see
section 7.2.1).
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Fig. 7.10. Dependence of (a) lg I(θ = 30◦) and (b) lg I(θ = 90◦) on lgR and n.

The average relative errors of the retrieval of size and refractive index are used
to assess the quality of the neural network operation:

δR =
1

NB

NB∑
α=1

δRα , (7.31)

δn =
1

NB

NB∑
α=1

δnα . (7.32)

Here, Rα and nα are the values of particle radius and refractive index used for
calculation of intensities in the example with the number α; Reα, neα are the

retrieved parameter values in the example; δRα =

∣∣∣∣1− Reα

Rα

∣∣∣∣ is the relative error

of the retrieval of size; and δnα = 1− neα − 1

nα − 1
is the relative error of the refractive

index retrieval.
Testing of neural networks is carried out on the samples that differ from the

training ones. In the case of small training samples, the assessments of neural
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network functionality with teaching and testing samples can differ significantly.
In our case (NB = 5 × 103), the relative error estimated by the testing sample
is usually 1.02–1.04 times more than the relative error estimated by the training
sample.

The dependences of the relative error of particle radius and refractive index
retrieval by the neural network with one inner layer, having 10 neurons in the inner
layer on the particle radiusR, are shown in Fig. 7.11. The particle is illuminated by
monochromatic radiation with the wavelength λ0 = 0.55 μm. The average relative
errors of radius and refractive index retrieval are 0.058 and 0.084, respectively.

Fig. 7.11. Dependence of the relative error of retrieval of (a) the size and (b) the re-
fractive index on the particle size. The network contains one inner layer with 10 neurons.
Monochromatic illumination, λ0 = 0.55 μm.

The parameter retrieval error can be considerably reduced when the particles are
illuminated by polychromatic radiation. This is due to the dependence of lg Iint(θl)
on lgR and n are much smoother than under the monochromatic radiation (see
Figs. 7.12 and 7.13). The relative errors of retrieval of the radius and the refractive
index of particles by the neural network with 10 neurons in the inner layer at
polychromatic illumination are shown in Fig. 7.14. The average relative retrieval
errors are 0.032 and 0.046, respectively.

It is possible to decrease the errors by increasing the number of neurons. The
values of relative errors of parameter retrieval using neural networks with 30 neu-
rons in the inner layer are shown in Fig. 7.15. The average relative errors are
δR = 0.023 and δn = 0.030, respectively.

However, such a way significantly increases the time required for the neural
networks training. This is illustrated by data given in Fig. 7.16. It displays the
dependences of the objective function Φ (see Eq. (7.7)) on the number of training
cycles NC . Each training cycle contains 2,000 addresses to calculate the objective
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Fig. 7.12. Dependence of lg I(θ = 30◦) on lgR(μm) and n. Monochromatic illumination,
λ0 = 0.55 μm.

Fig. 7.13. Dependence of lg I(θ = 30◦) on lgR(μm) and n. Polychromatic illumination,
λ0 = 0.55 μm, Δλ = 0.1 μm.

function. The time required to complete one cycle depends on the number of neu-
rons in a neural network, the number of layers, and the size of a training sample.
For a three-layer neural network with one inner layer containing 30 neurons, it
takes about 15 minutes on a computer with a 3.2 MHz central processing unit
(CPU). As can be seen from the figure, training time for a neural network with 30
neurons is about three to four times longer that the training time for a network
with 10 neurons.

So far, we have considered the functionality of neural networks on the assump-
tion that the intensities of scattered radiation are known precisely. However, in
practice, measurements are always carried out with errors. Therefore, it is impor-
tant to estimate the resistance of neural networks to errors of input data. Rigorous
assessments of the influence of measurement errors on particle parameter retrieval
results should be based on an analysis of a specific measurement scheme. Gener-
ally, the influence of measurement errors is analyzed by addition of a noise to input
signals and evaluation of parameter retrieval errors according to the noisy signals.
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Fig. 7.14. Dependence of the relative error of retrieval of (a) the radius and (b) the
refractive index on the particle radius. The neural network with one inner layer contains 10
neurons. The integrals over the wave length range from λ0−Δλ to λ0+Δλ. λ0 = 0.55 μm,
Δλ = 0.1 μm.

Fig. 7.15. Dependence of the relative error of retrieval of (a) the size and (b) the refractive
index on particle size. The neural network with one inner layer contains 30 neurons. The
integrals over the wavelength range from λ0−Δλ to λ0+Δλ. λ0 = 0.55 μm, Δλ = 0.1 μm.

At that, there is additional noise caused by dark noise of the photodetector and
multiplicative noise mainly caused by errors of an amplification circuit. We assume
that the intensity of a radiation source is rather large to neglect the dark noise of a
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Fig. 7.16. Dependence of the logarithm of the objective function used in the neural
networks training for retrieval of (a) the radius and (b) the refractive index on the number
of training cycles, NC . Neural networks contain 10 (curve 1) and 30 (curve 2) neurons in
the inner layer.

photodetector. The multiplicative noise is simulated by multiplying the radiation
intensity Iint(θl) by the value of 1 + u:

Iint(θl) = Iint(θl) · (1 + u) . (7.33)

Here, u is the random variable with a Gaussian distribution, having zero mathe-
matical expectation and standard deviation (SD) δe.

Figure 7.17 shows the dependences of the average relative error of parameter
retrieval as a function of standard deviation δe. As can be seen from the figure,
neural networks with 10 neurons in the inner layer for determining the radius are
more resistant to measurement errors at high noises, when δe > 0.035. However, in
the range of low noise, the neural network with 30 neurons provides better accuracy
in particle size retrieval.

Let us consider the RBF NN test results. The arrangement of nodes for networks
with 10 and 30 neurons is displayed in Fig. 7.18. The values of relative errors of
parameter retrieval using the network with 30 neurons are shown in Fig. 7.19. The
average relative error of size retrieval is δR = 0.021, with refractive index retrieval
δn = 0.031. Figure 7.20 shows the dependences of the average relative error of
parameter retrieval using the RBF NN as a function of δe. The neural network
with 30 neurons provides better parameter retrieval accuracy than the network
with 10 neurons in the range of low noises. At δe < 0.015, however, it has large
noise sensitivity. At δe > 0.02, its accuracy is lower than the accuracy of the neural
network with 10 neurons.
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Fig. 7.17. Dependences of the average relative error of retrieval of 9a) the radius and (b)
the refractive index using a three-layer neural network containing 10 neurons in the hidden
layer (curve 1) and 30 neurons (curve 2) on standard deviation δe of the multiplicative
noise.

Fig. 7.18. Arrangement of the nodes in the plane (lgR, n) when forming a Radial Basis
Function Neural Network (RBF NN) with (a) 10 and (b) 30 nodes.

Test results for the HO NN of orders 2, 3, and 4 are shown in Fig. 7.21. Ta-
ble 7.2 provides the values δR and δn at zero noise. As seen from the given data, the
methodological errors decrease as the order of the neural network increases. How-
ever, at that, the sensitivity of the network to multiplicative noise increases. When
root-mean-square (r.m.s.) error exceeds two-hundredths, the parameter retrieval
errors grow with the network order.

Now let us consider operation of Sequences of Neural Networks.
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Fig. 7.19. Dependence of the relative error of retrieval of (a) the size and (b) the refractive
index on the particle size. The Radial Basis Function Neural Network (RBF NN) with one
inner layer contains 30 neurons. The integrals over the wavelength range from λ0 − Δλ
to λ0 +Δλ. λ0 = 0.55 μm, Δλ = 0.1 μm.

Fig. 7.20. Dependences of the average relative error of retrieval of (a) the radius and (b)
the refractive index using a Radial Basis Function Neural Network (RBF NN) with 10
neurons in the hidden layer (curve 1) and 30 neurons (curve 2) on standard deviation δe
of the multiplicative noise.
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Fig. 7.21. Dependences of the average relative error of retrieval of (a) the radius and (b)
the refractive index using High-Order Neural Networks (HO NN) of orders 2 (curve 1), 3
(curve 2), and 4 (curve 3) on standard deviation δe of the multiplicative noise.

Table 7.2. Retrieval errors at zero measurement noise.

Order of the HO NN δR δn

2 0.078 0.102
3 0.056 0.083
4 0.047 0.068

As we noted above, the sequence of neural networks contains a global neural
network and a set of local neural networks. The global network operates on the
original variation range of parameters (0 ≤ lgR ≤ 1.5 (radius R is measured in
μm), 1.05 ≤ n ≤ 1.35). It is used to determine the local neural network to specify
the particle parameters. We divided the initial variation range of the parameter
p0 = lgR into two parts (0 ≤ lgR < 0.75 and 0.75 ≤ lgR ≤ 1.5). After that, we
formed the MLP NN

d = youtp0 (W, y) . (7.34)

Here, y = lg Iint(θ) is the vector of input signals applied to the input of the network;
and W is the set of weight factors of the neural network: W 1

jk, W
2
kj , . . . ,W

N
l .

Then, we trained the network under the condition∑
α

(
youtp0 (W, yα)− Vα

)2
= min . (7.35)

Here, α = 1, 2, . . . , NB is the number of the example from the training set for neural
networks,

Vα =

{
−0.25 0 ≤ lgRα < 0.75

0.25 0.75 ≤ lgRα ≤ 1.5
. (7.36)
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We assigned the particle to the first class if the discrimination function
youtp0 = Fp0(W, yα) < 0 (in this case, 0 ≤ lgR < 0.75) and to the second class
if youtp0 = Fp0(W, yα) = 0 (in this case, 0.75 ≤ lgR ≤ 1.5).

Similarly, to determine the refractive index, we divided the initial variation
range of the parameter p1 = n into two parts (1.05 ≤ n < 1.2 and 1.2 ≤ n ≤ 1.35)
and formed the MLP NN

d = youtp1 (W, y) . (7.37)

We trained the network under the condition∑
α

(
youtp1 (W, yα)− Vα

)2
= min . (7.38)

Here,

Vα =

{
−0.25 1.05 ≤ nα < 1.2

0.25 1.2 ≤ nα ≤ 1.35
. (7.39)

The particle relates to the first class if the discrimination function youtp1 =
Fp1(W, yα) < 0 (in this case, 1.05 ≤ n < 1.2) and to the second class if
youtp1 = Fp1(W, yα) = 0 (in this case, 1.2 ≤ n ≤ 1.35). These classes cannot be
unambiguously divided because they are overlapped in the variablesyα.

The histograms of distribution of the first and second classes, when determining
the radius and refractive index, are shown in Fig. 7.22. The regions of parameter
overlapping can be found from there while training the local neural networks.

Fig. 7.22. Histograms of the distribution of the number of particles N for the first
(curve 1) and the second (curve 2) classes of particles at discrimination functions with
three-layer neural networks and 30 neurons in the inner layer for (a) radius and (b)
refractive index determination.
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Table 7.3 shows the boundaries of the initial variation range of parameters
denoted as G and local ranges denoted as L0, L1, L2, and L3. These boundaries
were used to generate samples for the training of global and local neural networks.

Table 7.3. Regions of particle parameters at the networks training.

Region lgRmin (μm) lgRmax (μm) nmin nmax

G 0 1.5 1.05 1.35
L0 0 0.86 1.05 1.23
L1 0 0.86 1.17 1.35
L2 0.51 1.5 1.05 1.23
L3 0.51 1.5 1.17 1.35

The test results of a sequence of neural networks and a neural network that is
trained on the original variation range of parameters are shown in Fig. 7.23. At
small noise, the use of local networks trained on ranges four times smaller than
the original one allows reducing twice the particle parameter retrieval error. At
significant noise, the error of parameter retrieval using the sequence of networks is
less than the error of particle parameter retrieval using a single neuron network.

Fig. 7.23. Dependences of the average relative error of retrieval of (a) the radius and
(b) the refractive index using neural networks containing 30 neurons in the hidden layer
(curve 1) and the sequence of neural networks (curve 2) on standard deviation δe of the
multiplicative noise.
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7.4.2 Parameter retrieval by non-standardized intensities of scattered
radiation

Above, we compared the operation of the neural networks for retrieval of particle
parameters by measurements of the intensities I(θl) and Iint(θl) of the scattered
radiation (see Eqs (7.29) and (7.30)).

In practice, the intensities I(θl) and Iint(θl) themselves are not measured, but
some signals U(θl) and U int(θl) are. Usually, they are proportional to intensities
I(θl) and Iint(θl):

U(θl) = aI(θl) , (7.40)

U int(θl) = bIint(θl) . (7.41)

Here, a and b stand for the instrument constants.
The signal normalization process associated with the determination of instru-

ment constants can be extremely difficult and time-consuming. Therefore, the
investigation of possibilities of retrieving the particle parameters by the non-
standardized signals is of particular interest.

If the field of view (2Δθ) and the particle size are not too large, the dependence
of the intensity of the scattered radiation on the scattering angle has characteristic
beatings. They are illustrated in Fig. 7.24. The frequency of these beatings strongly
correlates with the size of the particles. This correlation is used to determine the size
of particles (Semyanov et al., 2004; Berdnik and Loiko, 2010; Berdnik et al., 2006;
Berdnik and Loiko, 2009). This frequency in Semyanov et al. (2004) is found by the
position of the maximum of the Fourier transformation module from the product
of the Hanning function and the angular dependence of the scattered radiation.
For the angular dependence of the scattered radiation in the range of angles from
10◦ to 70◦, the average relative error of radius retrieval at the unknown refractive
index of particles is 3.6% (Semyanov et al., 2004).

The correlation between the characteristic frequency k and the particle radius
R was used in (Berdnik and Loiko, 2010) as well. Here, the networks with par-
ticle radius and refractive index varied in the range of 0.6 μm < R < 13.6 μm,
1.015 < n < 1.28 are considered. However, the characteristic frequency k was de-
termined otherwise. The signal Y (θl, R, n) was applied instead of the measured
signal U(θl, R, n). It was organized as

Y (θl, R, n) =
U(θl, R, n)

I(θl) · 1

NL
·
NL∑
l=1

U(θl, R, n)

I(θl)

. (7.42)

Here, I(θl) =
1

NB
·
NB∑
α=1

I(θl, Rα, nα) is the averaged (with respect to the parameters

under consideration) angular dependence of the scattered radiation.
The signal determined by Eq. (7.42) is invariant with respect to the linear

homogeneous transformations. Therefore, the intensities of the scattered radiation
calculated according to the Mie theory are used to model function Y (θl, R, n). Note
that the variation range of the signal Y (θl, R, n) at the angle variation is less than
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Fig. 7.24. Dependence of lg I on scattering angle θ for particles with R = 4 μm, n = 1.2
(curve 1), 1 + lg I on θ for particles with R = 8 μm, n = 1.1 (curve 2), 2 + lg I on θ for
particles with R = 8 μm, n = 1.05 (curve 3).

the variation range of the intensity of the scattered radiation, as the division by
I(θl) excludes the greatly elongated middle component characteristic for optically
soft particles.

The next step is to find the projections ys of the signal Y (θl, R, n) on the vectors
of the Karhunen–Loeve basis (Fukunaga, 1990):

ys =
∑
l

Y (θl, R, n) ·HY
ls . (7.43)

Here, HY
ls is the first K (K = 4, 5, 6, 7) vectors of the covariance matrix

CY
ls =

1

NB
·
NB∑
α=1

Y (θl, Rα, nα) · Y (θs, Rα, ns) and to calculate the signalZ(θl):

Z(θl) = Y (θl, R, n)−
K∑
s=1

ysH
Y
ls . (7.44)

The characteristic frequency k was determined as a frequency whereby the modulus
of the Fourier transform of Eq. (7.44) attains the maximum.

k = argmax

∣∣∣∣∣
NL∑
l=1

Z(θα) exp

(
−i

2πk(l − 1)

NL

)∣∣∣∣∣ . (7.45)

As shown by the simulations, if the values of the intensity of radiation scattered
in the range of [10◦, 60◦] are used, then at K = 4 and variation of parameters in
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the range of 0.6 μm < R < 13.6 μm, 1.015 < n < 1.28, the position of the global
maximum of the modulus of the Fourier transform is an unambiguous and smooth
function of R. Therefore, efficient algorithms for sorting in ascending order can be
used to find the characteristic frequency.

A sequence of transformations of the measured (initial) signal and the Fourier
transform in accordance with the above-described algorithm of the characteristic
frequency k determination is illustrated by Figs 7.25–7.27. The initial signal (a)
and its Fourier transform (b) are shown in Fig. 7.25. The result of the division of
the initial signal into the averaged angular dependence of the scattered radiation
I(θ) and Fourier transform of the pre-processed signal are shown in Fig. 7.26a
and 7.26b, respectively. The Fourier transform contains a considerable value for
the low-frequency components. Such behavior is caused by the polynomial trend
of the initial signal. Figure 7.27a and 7.26b show the processed signal (a) and its
Fourier transform (b) after the polynomial trend exclusion. By this operation, the
characteristic frequency is determined with sufficient accuracy.

Fig. 7.25. (a) Initial signal and (b) its Fourier transform.

Fig. 7.26. (a) Pre-processed signal and (b) its Fourier transform after division by I(θ).

Correlation dependence between the particle radius R and the characteristic
frequency k found according to Eqs (7.42)–(7.45) is shown in Fig. 7.28a. As seen
from this figure, generally the correlation is nearly linear. It can be used for particle
radius determination. If a linear approximation of dependence of the radius on k is
used, then the average relative error of radius retrieval is 0.023. That is 1.5 times less
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Fig. 7.27. (a) Processed signal and (b) its Fourier transform after exclusion of the poly-
nomial trend.

than the error of 0.036 obtained in Semyanov et al. (2004) when using the Hanning
function. In Fig. 7.28b, this dependence is enlarged for small sizes of particles. In
this region, the linearity is broken. Therefore, to describe the correlation R = f(k),
in Berdnik and Loiko (2010), the approximation by quadratic spline (de Boor,
1978) was used on the grid: ki = 1.828, 2.292, 2.755, 3.219, 3.682, 4.146, 4.61,
5.073, 5.536, 6, 49.168:

R = ϕ(k) ≈
12∑

m=1

Bm(k)Sm . (7.46)

Here, m is the number of the basis spline (total number of quadratic basis splines
on this grid is equal to 12); Bm(k) are the basis splines; and Sl are spline factors
that were defined by the least-squares method.

At such approximation of the function φ(k), the average relative error of par-
ticle radius retrieval is 0.018. It is reasonable to consider the function Ψ(R,n) =
R−ϕ(k). As can be seen from Fig. 7.29, the surface curvature is not strong. There-

Fig. 7.28. Correlation dependence of the radius on the characteristic frequency k.
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Fig. 7.29. Dependence of function Ψ(R,n) = R− ϕ(k(R,n)) on R and n.

fore, one can reduce the retrieval error if the function Ψ(R,n) can be approximated
by simply calculated functionals of the signal Y (θl, R, n).

The multilayer MLP NN are applied for this purpose (Berdnik and Loiko, 2010).
To form the vector of input signals, the authors determine the characteristic fre-
quencyk; the parameters ym defined by Eq. (7.44); and the projections zs of the

|Z(θl)| (see Eq. (7.45)) to the vectors H
|Z|
ls :

zs =
∑
l

|Z(θl)| ·H |Z|
ls . (7.47)

Here, |Z| =
{

Z Z ≥ 0
−Z Z < 0

; andH
|Z|
ls are the firstK vectors of the covariance matrix:

C
|Z|
ls =

1

NB
·
NB∑
α=1

|Z(θl, Rα, nα)| · |Z(θs, Rα, nα)|.

The determined values of k (Eq. (7.45)), ys (Eq. (7.43)), and zs (Eq. (7.47))
are normalized as described in section 7.2. They are used as a vector of input
parameters for a neural network. The weight factors of the network were found
from the condition

NB∑
α=1

(
Rα − ϕ(kα)− Φ(W, yinα )

)
= min . (7.48)

When the factors of the neural network approximating the function Φ(yin(R,n))
are found, the particle radius is defined as

R = φ(k) + Φ(W, yin) . (7.49)

Let us present the data for the error of radius retrieval using such a neural network.
Figure 7.30 shows the dependence of the relative error of radius retrieval

δR =

∣∣∣∣1− Re

R

∣∣∣∣, wherein Re is the retrieved radius value, on the original values of

the radius and the refractive index of particles. When finding the functionΦ(W, yin),
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Fig. 7.30. Dependence of the relative error of the radius retrieval δR on R and n. No
measurement errors.

the neural network with one inner layer containing 40 neurons is used. As can be
seen in the figure, the maximum errors in the range of R < 2 μm attains the values
δR = 0.05.

The average relative error δR of radius retrieval was estimated as the arithmetic
average of relative errors with respect to 104 samples. Its value is equal to 0.003
if the multiplicative noise δe = 0. Figure 7.31 shows the variation of the average
relative error δR as a function of the multiplicative noise when using Eqs (7.46)
and (7.49). At the approximation of the function Φ(W, yin) in accordance with
Eq. (7.49), the data are given for the three-layer feed-forward neural network with
40 neurons in the inner layer. As can be seen from Fig. 7.31, the determination
of radius by Eq. (7.49) reduces the error by five to six times compared with the
approximation by Eq. (7.46) if the noise is small and δe < 0.1. However, the sen-
sitivity of the approximation by Eq. (7.46) to noise is significantly lower than by
Eq. (7.49). At δe > 0.4, approximation by Eq. (7.49) gives better results than by
Eq. (7.9).

Fig. 7.31. Dependence of the average relative error of the radius retrieval δR on standard
deviation of the multiplicative noise δe calculated by Eq. (7.46) (curve 1) and by Eq. (7.49)
(curve 2).
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7.4.3 Parameter retrieval by experimental data of scanning cytometry:
comparison with the fitting method

Experimental verification using data of the flow cytometry has some features. It
is a problem to select some of the measured particles and measure the size of the
same particles by a standard microscopic method. Therefore, it is reasonable to
compare the results of the processing of experimental data obtained by the neural
network method and the fitting method (Berdnik et al., 2006; Berdnik and Loiko,
2009). The results of such an analysis carried out in Berdnik et al. (2006) with the
HO NN are given in Table 7.4.

Table 7.4. Size and refractive index determined by the fitting method and by the High-
Order Neural Networks (HO NN) with the experimental data on the scattered light in-
tensity.

Particle type Radius, R (μm) Refractive index, n

Retrieval Retrieval Relative Retrieval Retrieval Relative
by neural by fitting difference by neural by fitting difference
network method (%) network method (%)

Polystyrene bead 1.480 1.507 1.8 1.578 1.581 0.2
Polystyrene bead 2.220 2.208 0.5 1.686 1.720 2.0
Sphered erythrocyte 3.154 3.027 4.2 1.123 1.074 4.4

From Berdnik et al. (2006).

The experimental angular dependences of the intensity of scattered light ob-
tained by the method of scanning flow cytometry (Maltsev and Semyanov, 2004)
for two types of particles together with calculated angular dependences at param-
eters obtained with the MLP NN and the fitting method are shown in Figs 7.32
and 7.33. The results of the particle parameter retrieval by means of the neural
networks and the fitting method are shown in Table 7.5 (Berdnik and Loiko, 2009)
by the experimental data of Maltsev and Semyanov (2004). The following function
was used as a criterion:

F =

NL∑
l=1

⎛
⎝lg

Uel

1
L

∑L
l=1

Uel

Uel

− lg
Ul(p)

1
L

∑L
l=1

Ul(p)

U l

⎞
⎠

2

. (7.50)

Here, Uel is the experimental data; and Ul(p) are the results of calculations by the
Mie theory. The relative deviation of parameters found by the neural network and
the fitting method does not exceed 4.3%.

7.5 Absorbing particles

Absorption significantly complicates the retrieval problem. Figure 7.34 illustrates
the dependence of scattered radiation on the imaginary part of the refractive index
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Fig. 7.32. Angular dependence of input signal for a particle of type 1: experimental data
obtained by scanning flow cytometry (Dennis and Schnabel, 1983) (curve 1); results of
calculation obtained under the Mie theory with the particle parameters retrieved by the
neural network (curve 2); results of calculation obtained under the least-squares method
(curve 3).

Fig. 7.33. Angular dependence of input signal (proportional to the scattered light in-
tensity) for a particle of type 2: experimental data obtained by scanning flow cytometry
(Dennis and Schnabel, 1983) (curve 1); results of calculation obtained under the Mie
theory with the particle parameters retrieved by the neural network (curve 2); results of
calculation obtained under the least-squares method (curve 3).

k. One can select a region of low absorption (k < 0.03), in which the intensity of the
scattered radiation decreases with increasing absorption, and the region of strong
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Table 7.5. Size and refractive index retrieved by the fitting method and by the Multilayer
Perceptron Neural Networks (MLP NN).

Radius, R (μm) Relative refractive index, n

Retrieval Retrieval Relative Retrieval Retrieval Relative
by neural by fitting difference by neural by fitting difference
network method (%) network method (%)

0.705 0.679 3.8 1.166 1.218 1.5
1.559 1.536 4.3 1.122 1.170 4.1

Experimental data from Maltsev and Semyanov (2004).

Fig. 7.34. The dependence of lg I(θ = 45◦) on the imaginary part of the refractive index
k for particles with R = 4 μm, refractive index n = 1.2 (curve 1) and for particles with
R = 10 μm, n = 1.2 (curve 2).

absorption (k > 0.03), in which the intensity of the scattered radiation increases
with k.

Similarly to Berdnik et al. (2006), to unify the consideration, we show here the
retrieval by data on the light intensity scattered in the range of angles from 10◦

to 60◦. The ranges of the radius R, real n, and imaginary k parts of the refractive
index are 0.6–10.6 μm, 1.02–1.38, and 0–0.03, respectively, which are the same
as in Berdnik et al. (2006). It is worth noting that these intervals include range
parameters of many types of biological cells.

To retrieve the particle parameters, the HO NN is used. Remember that the
neural network consists of the preprocessor, signals distributor, layer of neurons-
multiplicators, layer of synapses-amplifiers, and neuron-summator. The main ad-
vantages of the HO NN are the small time in training and the reliability. Training
is reduced to the well-investigated problem of the solution of a system of linear
algebraic equations.
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As indicated above, the characteristic frequency of the angular dependence of
scattered light correlates with size of the spherical particles. To select this fre-
quency, the fast Fourier transform of the angular dependence of scattered light
is used. However, for some particles, the intensity of components of the Fourier
transform at low frequencies exceeds the intensity of the peak related to the size
parameter of the particle. Thus, to isolate the characteristic frequency better, we
found the ratio of intensity of scattered light Ij to intensity Ij averaged over all
realizations of particle parameters (see Figs 7.25–7.27). Then, from the obtained
dependence, we subtracted a polynomial trend. The coefficients of a polynomial
trend contain information on size and refractive index of a particle. We found the
first seven coefficients pα of the expansion of the ratio hj = Ij/Ij in the Legendre
polynomials, number km, corresponding to maxima of the module of the discrete

Fourier transform from function
Ij

Ij
−

6∑
α=0

pαPα(θj), and magnitude of this maxima

Fm. The value of km correlates with particle size. Coefficients pα and the value of
Fm contain additional information about the size and refractive index of a particle.
We used relative magnitudes pα/p0 and Fm/p0 to exclude the dependence on the
absolute value of intensity of scattered light.

To generate components of a vector of input signals, we used the generalized
mean value (GMV) function m(q) as well. This function is widely used in the theory
of stochastic functions and applications. GMV function is defined for a system of
N positive values hj by the expression (Nigmatullin and Smith, 2005)

m(q) =

⎛
⎝ 1

N

N∑
j=1

(hj)
q

⎞
⎠

1/q

. (7.51)

At q = −1, Eq. (7.51) determines the value of the harmonic mean; at q = 1, it
determines the value of the arithmetic mean. Typical behavior of the GMV function
m(q) for some particles is illustrated by Fig. 7.35 (Berdnik et al., 2006).

As a vector of input signals, we used the following parameters:
pα
p0

, km,
Fm

p0
,
m(q)

p0
(α = 0, 1, 2; q = 0.1, 0.5, 5, 10). Preprocessor forms a vector of input signals:

xj=1,
p1
p0

,
p2
p0

, km,
Fm

p0
,
m(q=0.1)

p0
,
m(q=0.5)

p0
,
m(q=5)

p0
,
m(q=10)

p0
, j = 0, . . . , 8 .

(7.52)

The signals distributor groups components of a vector of input signals on s (s = 1, 9)
elements and transfers them to the input of neurons, which find the product of the
signals. Signals yl from the outputs of neurons-multiplicators are multiplied by
the weight coefficients wl and summarized by a neuron-summator. The result of
calculations is the magnitude p:

p =

L∑
l=1

Wlyl , (7.53)
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Fig. 7.35. The generalized mean value (GMV) function m(q)/p0 for non-absorbing par-
ticles at R = 0.7 μm, n = 1.1 (curve 1); R = 4 μm, n = 1.1 (curve 2); R = 9 μm, n = 1.1
(curve 3); R = 4 μm, n = 1.05 (curve 4); and R = 4 μm, n = 1.15 (curve 5).

where L is the amount of unequal products of components of a vector of input
signals xj . Depending on the magnitude of s, we determine one, two, . . . , and
s-point neural networks.

The output signal p estimates the determined parameter. We deal with a par-
ticle radius R, real n, and imaginary k parts of the refractive index. The training
of a neural network consists in determination of weight factors Wl. For this aim,
from the interval of allowable values, we formed a sample of parameters Ri, ni, ki.
The number of elements i = 1, 2, . . . , NB (NB is the dimension of the sample). The
intensity of scattered light I(θj) was calculated using the Mie theory (Deirmend-
jian, 1969; Bohren and Huffmen, 1983; Babenko et al., 2003; Kokhanovsky, 2004).
According to Eq. (7.53), for each i, we found vectors xji and determined matrix
yli, making products of the components of vector xji. Then, to retrieve values R,

n, and k, we found weight coefficients of a neural network W
(R)
l , W

(n)
l , and W

(k)
l

by solving the systems of equations

Ri =

L∑
l=1

yilW
(R)
l , (7.54)

ni =

L∑
l=1

yilW
(n)
l , (7.55)

ki =

L∑
l=1

yilW
(k)
l (7.56)

using the least-squares method.
The matrix yil is usually ill-posed. To solve the system (Eqs (7.54)–(7.56)), we

used a pseudo-inverse matrix constructed by a method of singular expansion. In
the construction of that matrix, we used first N singular numbers; the remaining
ones we supposed as equal to zero.
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Fig. 7.36. Correlation dependencies of initial values of parameters R, n, and k, and
values of (a) Re, (b) ne, and (c) ke retrieved by a correlation High-Order Neural Network
(HO NN).

Fig. 7.37. Retrieval errors of radius σRe and real part σne of the refractive index for
absorbing particles as function kb (kb is an upper limit of the k-interval).

Correlation dependencies between the initial values of parameters R, n, and
k, and values of Re, ne, and ke retrieved by the correlation HO NN are shown in
Fig. 7.36 (Berdnik et al., 2006).

The errors in the retrieval of radius R and the real part n of the refractive
index of the absorbing particles are displayed in Fig. 7.37 (Berdnik et al., 2006). A
thousand values of the intensity scattered by absorbing particles with the imaginary
part of the refractive index uniformly distributed in the range [0, kb] (kb is an upper
limit of the k-interval) are given at the input of the net.

The errors in the retrieval of σRe and σne shown in Fig. 7.37 are determined
using the results of the retrieval of R and n by the neural network trained in non-
absorbing particles. As seen from the displayed results, it is possible to use the
neural network trained for non-absorbing particles to retrieve parameters R and n
at kb < 0.002.
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7.6 Sizing of soft spheroidal particles

In this section, we consider the applicability of neural networks for sizing nonspher-
ical and non-absorbing particles (Berdnik et al., 2004b, 2004c).

Let us have a spheroidal particle with refractive index n and semi-axes a (its
direction coincides with the rotation axes of spheroid) and b illuminated by a plane
wave with intensity I0 with the wave vector parallel to the z-axis (Fig. 7.38). The
symmetry axis of the particle is oriented in a direction determined by axial and
azimuthal angles θ0 and ϕ0. These angles are not known beforehand and vary
in intervals [0, π/2] and [0, 2π], respectively. The refractive index is not known
beforehand also and is supposed to be in the range [1.01, 1.02]. The intensity of
scattered light in directions θi (i = 1, 2, . . . , Nθ, where Nθ is the number of θ-angles)
and ϕj (i = 1, 2, . . . , Nϕ. Nϕ is the number of ϕ-angles) is measured. It is necessary
to retrieve the lengths of semi-axes a and b from these data; the value a/b is the
aspect ratio. Our calculations have shown that the best results will be obtained if
one uses the radius of the equivolume sphere R = (ab2)1/3 and shape parameter
e = (a− b)/(a+ b) while training a neural network.

Fig. 7.38. Schematic drawing of a particle illumination. a is the major semi-axis; b is the
minor semi-axis. The symmetry axis of the particle is oriented in a direction determined
by axial and azimuthal angles θ0 and ϕ0, respectively. I0 is the incident light intensity.

To describe the scattered light intensity, the Rayleigh–Gans–Debye approach
(RGD) (Ishimaru, 1978; Barber and Wang, 1978) is used. This approach is valid
under the condition of |n− 1| ·max(a, b) � 1. In this approach, only two terms of
the amplitude-scattering matrix S1 and S2 (S2 = cos θ · S1) are distinct from zero.
The simple formulae for calculation of intensity of light scattered by some types
of nonspherical particles (spheroids, cylinders, etc.) are obtained. If the refractive
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index is close to unity, the particle sizes can vary in a wide interval to investigate
the peculiarities of neural network construction.

The artificial neural network used to process the information contains two or
more neural layers connected with each other (Berdnik et al., 2004c; Berdnik and
Loiko, 2006). Neurons of the first layer execute a distributive function. They serve
to transfer initial signal yi to the inputs of the neurons of the next layer. Neurons of
the second layer summarize input signals with their weights. Activation function F
of this sum is an output signal and serves as an estimation of the desired parameters
pα. Usually, there is a sense adding a component, equal to unity, to a vector of input
signals. It permits one to increase the accuracy of the approximation of the desired
function.

Neural networks with a linear activation function can be used. In this case,

pα =

Nn∑
i=0

Wαiyi . (7.57)

Here, α = 1, 2, . . . , Np; Nn is the number of neurons of the first layer, equal to
the dimensionality of an input vector; Np is the number of neurons of the second
layer, equal to the number of desired parameters; and Wαi is the matrix of weight
factors.

The calculations (Berdnik et al., 2004b, 2004c) show that the best results in
retrieval can be gained using multilevel neural networks. Its design is as follows.

While training a neural network of the first level, the training sample is created
by using the whole initial range of parameters. As a result, the W 1,l1

αi -factors of the
first-level network (l1 = 1) are obtained. Then, the initial range of parameters is
divided onto some intervals not overlapped with numbers l2 = 1, 2, . . . , n2, where
n2 is the number of subintervals of the second level. For each of these intervals, the
neural network with factors W 2,l2

αi is trained. The set of these coefficients forms a
neural network of the second level. As the variation of particle parameters in each
interval is less than the initial range, the error of the parameter reconstruction by
a neural network of the second level is decreased. The neural network of the first
level serves to determine the set of W 2,l2

αi factors.
Due to the errors of parameter determination by a neural network of the first

level, the classification of particles cannot be carried out precisely. Therefore, one
should train networks of the second level on the overlapped intervals. It has allowed
us to reduce requirements to the accuracy of the classification of particles by a first-
level network. One can continue this procedure and get networks of the third, the
fourth, and the higher levels with factors W 3,l3

αi , W 3,l3
αi , etc.

A sketch of the processing by a three-level neural network is shown in Fig. 7.39.
At the beginning, signal y is processed by a first-level neural network, which
is trained on the initial range in which parameters change. The received value

pα =

Nn∑
i=0

W 1,l1
αi yi is transferred to range l2 of the second level to evaluate a second-

level local neural network (it deals with W 2,l2
αi factors). The input signal y is pro-

cessed by this neural network. It is used to select a third-level local neural network
(it deals with W 3,l3

αi factors). The processing result from this network serves as an
estimation of the pα parameters.
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Fig. 7.39. Schematic representation of the three-level neural network.

A training sample of vectors yn was formed by a random choice of particle
parameters and orientations from the set of intervals. The module of the discrete
Fourier transformation on coordinate ϕ from function |S1 = S1(θi, ϕi)| was used as
a pattern vector y. It is invariant to the constant on the lattice shift. It has allowed
one to reduce the disorder of pattern vectors while a particle is turned around
the z-axis. To calculate S1 = S1(θi, ϕi) for spheroidal particles, we used analytical
formulae (Ishimaru, 1978; Barber and Wang, 1978).

While training the global neural network (Nigmatullin and Smith, 2005), the
equivolume radius of spheroids and aspect ratio a/b varied from 0.3 to 1.5 μm
and 0 to 0.5, respectively; the ranges of θ0 and ϕ0 were from 0 to 0.5π and 0
to 2π, respectively. The refractive index of particle n varied from 1.01 to 1.02;
λ = 0.5 μm. While training the local networks, the range of R values was divided
into six intervals: 0.3–0.55, 0.45–0.75, 0.65–0.95, 0.85–1.15, 1.05–1.35, and 1.25–
1.5 μm. While training the two-level local network, the range of aspect ratio a/b
values was divided into intervals: 0.2–0.55, 0.25–0.75, 0.45–0.95, and 0.65–1.

The results of testing of the one- and three-level networks for determination
of parameters R, e, and θ0 for prolate spheroids are shown in Figs 7.40 and 7.41
(Berdnik et al., 2004c) (note that, in these figures and below, the angle is deter-
mined in radians). Values Re, ee, and θ0e in these figures (as above) denote the
proper parameters R, e, and θ0 calculated by a neural network. Comparison of
Figs 7.40 and 7.41 shows that the three-level neural network essentially increases
the accuracy of the retrieval parameters.

The calculations show that the retrieval errors change, depending on particle
parameters. To investigate this dependence, the process of the training of single-
level neuron networks in a small range of particle parameters and the process of
parameter retrieval by these networks should be simulated many times. An error of
retrieval of prolate ellipsoids parameters (standard deviation, σ) as a function of e
is shown in Fig. 7.42. The error increases dramatically if the shape of the particle
is close to spherical. Especially, it strongly takes place at the retrieval of particle
orientation.

To investigate the stability of the neural networks to the measuring errors, the
random multiplicative error was added to the results of calculations of S1 and
the variance of the error of parameter retrieval by the results of multiple trials
was determined. The calculations have shown that, when the measurement error
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Fig. 7.40. Values of Re, ee, and θ0e retrieved by the one-level neural network.

Fig. 7.41. Values of Re, ee, and θ0e retrieved by the three-level neural network.

Fig. 7.42. Standard deviation σRe of the retrieved value of the radius (curve 1), standard
deviation σe of the retrieved value of shape parameter (divided into 10) (curve 2), standard
deviation for the axial angle orientation θ0e (divided into 100) (curve 3) versus shape
parameter e. Radius of the equivolume sphere R = (ab2)1/3 is changed in the range from
0.95 to 1.0 μm.



332 Vladimir V. Berdnik and Valery A. Loiko

is increasing, the retrieval errors of multilevel neural networks grow very quickly if
the training of a neural network is carried out on the precise data (with no noise).
However, if a small random error in measurement data is added to a training sample,
the errors of the neural network retrieval increase at small noise, but decrease (to
an acceptable quantity) at the large errors of measurement.

Figure 7.43 illustrates the dependencies of the errors of parameter retrieval for
one-, two-, and three-level neural networks on the measurement error δe for oblate
spheroids. The neural networks were trained at the training error δtr = 0.5%. The
errors of the retrieval by a three-level neural network are the following: σR =
0.003 μm, σe = 0.02, σθ0 = 6◦. The coefficients of the influence (Berdnik et al.,
2004c) of multiplicative measuring errors are ηR = 0.0015 μm/%, ηR = 0.011/%,
ηθ = 2◦/%.

Fig. 7.43. Standard deviation in retrieved parameters Re, ee, and θ0e of prolate spheroids
versus the measurement error δe. The neural network was trained with noise in the input
data. The training error δtr = 0.5%. One-level neural network (curve 1); two-level neural
network (curve 2); three-level neural network (curve 3).

7.7 Sizing of spheroidal and cylindrical particles in a binary
mixture

The problem of the retrieval of particle characteristics in a polydisperse ensemble
is discussed in Berdnik et al. (2004a), and Berdnik and Loiko (2005). In Berdnik et
al. (2004a), spherical particles are considered. Retrieval parameters of nonspheri-
cal particles in binary mixtures containing elongated and flattened spheroids and
spheroids and cylindrical particles is considered in Berdnik and Loiko (2005). The
method is based on the preliminary separation of the particles into classes using
linear and quadrupole discrimination functions.

To retrieve the particle characteristics taken from a binary mixture, it is neces-
sary to determine a particle kind, and then to use methods for the determination of
particle sizes and orientation described in the previous section. To solve this prob-
lem, the discrimination function of an images vector d(y) can be used. By its value,



7 Neural networks 333

one can determine a kind of vector y. Two methods to construct the discrimination
function are used in Berdnik and Loiko (2005).

The first one calculates the discrimination function as

d(y) =
∑
i,j

C1
ij

(
yi − y1i

) (
yj − y1j

)−∑
i,j

C2
ij

(
yi − y2i

) (
yj − y2j

)
. (7.58)

Here, y1i = (1/N1)

N1∑
n=1

y1ni is the mean value of an images vector for the first class;

y2i = (1/N2)

N2∑
n=1

y2ni is the mean value of an images vector for the second class; and

N1 and N2 are the number of elements of the first and the second class, respectively.

C1
ij =

(
1

N1

N1∑
n=1

(
y1ni − y1i

) (
y1nj − y1j

))−1

(7.59)

is the covariance matrix of the first images;

C2
ij =

(
1

N2

N2∑
n=1

(
y2ni − y2i

) (
y2nj − y2j

))−1

(7.60)

is the covariance matrix of the second images.
In the second method, reference vectors of the first y1αi and the second y2αi

classes (α is the number of a vector) are chosen. The discrimination function is
determined under the formula

d(y) =
∑
α

1∑
ij C

1
ij(yi − y1αi )(yj − y1αj )

−
∑
β

1∑
ij C

2
ij(yi − y2βi )(yj − y2βj )

. (7.61)

The distributions N(d) of particle numbers N for prolate and oblate spheroids
determined by the linear on C1

ij (Eq. (7.59)) and C2
ij (Eq. (7.60)) discrimination

function Eq. (7.58) are shown in Fig. 7.44 (Berdnik et al., 2004a). The distributions
determined by the quadrupole discrimination function (Eq. (7.61)) (Gorban and
Rossiev, 1996) are shown in Fig. 7.45 (Berdnik and Loiko, 2005). In both cases, the
discrimination functions for oblate and prolate spheroids are overlapped. It causes
an error at particle classification.

The errors of parameter retrieval for a single particle taken from the mixture
of particles are shown in Fig. 7.46. Here, the retrieval parameters of spheroidal
particles with e = (a − b)/(a + b) from −0.5 to 0.5 are shown. Values Re, ee, and
θ0e in this figure denote the proper parameters R, e, and θ0 calculated by a neural
network. The radius of the equivolume sphere is retrieved adequately, irrespective
of the spheroid respect ratio. As seen from Fig. 7.46b, the wrong determination of
a particle kind leads to errors in the retrieval of the shape parameter e. The errors
in retrieval particle orientation are increased, too.

The retrieval parameters of a particle from the mixture of prolate spheroidal
and cylindrical particles are shown in Fig. 7.47 (Berdnik and Loiko, 2005). As in the
previous case, the radius of the equivolume sphere is retrieved with high accuracy.
The errors in the retrieved shape parameter e and particle orientation increase in
comparison with the case in which we deal with particles of only one kind.
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Fig. 7.44. Distribution functions of particle number – linear discrimination function. 1,
oblate spheroids; 2, prolate spheroids.

Fig. 7.45. Distribution functions of particle number – quadrupole discrimination func-
tion. Number of reference vectors is 50. 1, oblate spheroids; 2, prolate spheroids.

Fig. 7.46. Retrieved parameters Re, ee, and θ0e of a particle from a mixture of oblate and
prolate particles. Measuring error δe = 1%. Quadrupole discrimination function. Neural
network was trained with noise in input data at δtr = 0.5%.
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Fig. 7.47. Retrieved parameters Re, ee, and θ0e of a particle from a mixture of prolate
and cylindrical particles. Measuring error δe = 1%. Quadrupole discrimination function.
Neural network was trained with noise in input data at δtr = 0.5%.

7.8 Conclusion

We described the principles of operation and training of some kinds of neural
networks used as the inverse problem solution in scattering media optics. The
MLP NN, RBF NN, HO NN, and Sequences of Neural Networks were discussed.

The results obtained for particle parameter retrieval by these networks for some
ranges of parameters are outlined below shortly.

The errors of radius and refractive index retrieval using MLP NN with one
inner layer containing 10 neurons were investigated as the example of the problem
of retrieval of the size and the refractive index of spherical homogeneous particles
with the radius of 1– 31.6 μm and the relative refractive index of 1.05–1.35 according
to the data on the intensity of radiation scattered at angles θα = 25◦, 30◦, 35◦,
40◦, and 45◦ at the field of view 10◦ and illumination by monochromatic radiation
with the wavelength λ0 = 0.55 μm. The average relative error (see Eq. (7.31)) of
radius retrieval is equal to δR = 0.058; the average relative error of refractive index
retrieval (see Eq. (32)) is equal to δn = 0.084 if there is no noise in the system.
The errors of particle parameter retrieval typically increase with the particle size
decreasing.

Substantial increase in accuracy of the parameter retrieval can be achieved if
the particle is illuminated by polychromatic radiation. At the exposure of particles
by uniformly distributed radiation in the range of wavelengths λ of 0.65–0.45 μm,
the average relative errors of radius and refractive index retrieval by the three-
layer MLP NN with 10 neurons in the inner layer are δR = 0.032 and δn = 0.046,
respectively. They are less than on illumination by monochromatic light. This is
due to the fact that the dependences of intensity of scattered radiation on the
refractive index are smoothed out (see Figs 7.8 and 7.9).

At increase in the number of neurons in the network, the errors are reduced
and tend to saturation, when the number of neurons in the hidden layer is 30–40.
The errors in retrieval using a three-layer neural network with 30 neurons in the
hidden layer are δR = 0.023 and δn = 0.030. At this, the network training time
significantly increases. It is about five times more than the training time of a neural
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network with 10 neurons. Sensitivity to the measurement errors increases with the
number of neurons.

RBF NN commonly have one inner layer with neurons. Gaussian function is
usually used as the activation function. In contrast to the MLP NN, each neuron
has properties that differ from those of other neurons. At this, the number of
unknown internal network parameters sharply increases. Usually, to simplify the
problem, a part of the internal parameters is specified in advance, and the other
part is determined from the condition of the average error minimization. We set
the matrix of shift factors in a random manner and use the limited-memory BFGS
method (Gorban and Rossiev, 1996) to find the form factors Km

ij . RBF NN with
five inputs and 30 neurons has 465 unknown form factors, which require nonlinear
optimization for their determination, while a three-layer MLP NN with the same
number of inputs and 30 neurons in the hidden layer has only 211 unknown internal
parameters. The time of training of the RBF NN significantly exceeds the time of
training of the MLP NN. However, accuracy rates are nearly equal: δR = 0.021
and δn = 0.031 for the RBF NN and δR = 0.023 and δn = 0.030 for the MLP NN.
At this, the noise resistance of the RBF NN is slightly lower.

For the HO NN, problem of neural network training is reduced to solution of
a system of linear algebraic equations. The unique solution of this system is the
advantage of the HO NN. However, the accuracy of parameter retrieval using the
HO NN is significantly lower than that obtained by the MLP NN and RBF NN.
The average relative errors of retrieval of the radius and refractive index by the HO
NN of the fourth order are δR = 0.047 and δn = 0.068, respectively (see Table 7.1).

The sequence of neural networks consists of a global neural network trained on
the initial variation range of parameters and several local neural networks trained
on the local variation ranges of parameters. The use of local variation ranges of
parameters with boundaries given in Table 7.1 allowed a reduction in the errors of
δR and δn at zero noise to the values of 0.018 and 0.023, respectively.

The dependence of the intensity of scattered radiation on the scattering angle
has characteristic beatings. Their frequency highly correlates with the size of the
particles. This correlation allows one to determine the radius of the particle with
the error δR = 0.018 at the unknown refractive index of particles. The use of
MLP NN allows a reduction in the average relative error at zero noise to the
value of δR = 0.003. The relative difference in the results for parameter retrieval
performed by the neural network and the fitting method does not exceed 4% to
5%.

HO NN to determine the radius, real, and imaginary parts of the refractive
index of homogeneous spherical particles by the intensity of light scattered in the
range of angles 10◦ to 60◦ are considered. The results for particles with 0.6 μm <
R < 10.6 μm, 1.02 < n < 1.38, 0 < k < 0.03 are shown. The errors of retrieval of
R, n, and k by a four-point single-level HO NN at k < 0.03 do not exceed 0.1 μm,
0.02, and 0.003, respectively. Maximum errors take place for small particles with a
small refractive index. The errors decrease with increasing particle size.

The method for the construction of multilevel neuron networks to characterize
arbitrary oriented optically soft non-absorbing spheroidal particles is discussed. We
used two-layer neural networks with the linear activation function trained on the
overlapped subintervals of the initial range of parameters, the discrete Fourier trans-
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form over the azimuthal angle, and the recursion procedure of parameter retrieval.
The errors in retrieved particles sizes and orientation are investigated as a function
of particle parameters and measuring errors. The errors of retrieval by a three-level
neural network are the following: σR = 0.003 μm, σe = 0.02, σθ0 = 6◦. The coef-
ficients of the influence of multiplicative measuring errors are ηR = 0.0015 μm/%,
ηR = 0.011/%, ηθ = 2◦/%. The equivolume radius of spheroids and parameter e
varied from 0.3 to 1.5 μm and 0 to 0.5, respectively; the ranges of θ0 and ϕ0 were
from 0 to 0.5π and 0 to 2π, respectively. The refractive index of particle n varied
from 1.01 to 1.02; λ = 0.5 μm. Numerical modeling for optically soft spheroids
has shown that the method is a perspective for characterizing nonspherical particle
parameters from the measurements of scattered light intensity.

The problem in the retrieval of sizes of an individual optically soft particle
taken from binary mixtures of either oblate and prolate spheroids or cylinders
and oblate spheroids is considered (Berdnik et al., 2004a). The multilevel neural
networks method with a linear activation function and the method of the discrim-
ination functions are used. Neural networks to retrieve characteristics of cylinders
and oblate and prolate spheroids are designed. The errors in retrieved particle char-
acteristics are investigated for the radius of an equivolume sphere in the range of
0.3–1.5 μm, shape parameter e = (a− b)/(a+ b) of spheroidal and cylindrical par-
ticles from −0.5 to +0.5 and 0 to 0.5, respectively. The refractive index of particle
n varied from 1.01 to 1.02; λ = 0.5 μm.

The results of numerical modeling show that the error in the retrieved radius
of the equivolume sphere taken from the considered binary mixtures is the same as
for an ensemble of particles belonging to only one kind. The errors in the retrieved
shape parameter e and particle orientation direction θ0 in mixtures increase sig-
nificantly in comparison with the ensemble consisting of one kind of particle. The
dominant reason is the errors in particle kind determination by the discrimination
functions.
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